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There has been rapid development in RF and microwave
technologies during the past decade. RF and microwave
wireless applications have been and continue to be among
the hottest growth areas. Some of the expanding activities
in these fields include wireless communications (mobile,
cellular, and satellite), wireless sensors, local area net-
works, remote control and identification, global position-
ing systems (GPS), and intelligent highway and vehicle
systems (IHVS). In view of these growing applications, it
is timely to publish this Encyclopedia of RF and Micro-
wave Engineering.

The Encyclopedia is intended to serve as a compendium
of theory, design methods, applications, overview, and
future trends of technologies. Each article is a self-con-
tained unit and is written for both non-specialists and
specialists. Some overlap among articles is allowed for
easy study. It is hoped that this Encyclopedia will provide
useful information for technicians, students, professors,
engineers, managers, and researchers in today’s rapidly
changing high-frequency technologies.

The Encyclopedia consists of six volumes. The articles
include an overview of each subject, followed by in-depth
descriptions of important theory, technology develop-
ments, and applications. Each article includes a list of
references for further study. Some articles are adapted
from the Encyclopedia of Electrical and Electronics En-
gineering. Most of these articles have been revised and
updated. Among the major topics are the following:

Electromagnetics
Numerical Methods
Wave Propagation
Transmission Lines
Transmission Line Discontinuities
RF Circuits
RF Components and Devices
RF Technology
RF Integrated Circuits
RF CMOS Technology
RF Antennas

RF Transmitters
RF Receivers
RF Systems
Microwave Passive Components and Devices
Microwave Active Components and Devices
Microwave Semiconductor Devices and Processing
Microwave Hybrid and Monolithic Integrated Circuits
Microwave Antennas
Microwave Transmitters
Microwave Receivers
Microwave Superconductors
Microwave Systems
Millimeter-wave and Submillimeter-wave Technologies
RF and Microwave Measurements
RF and Microwave Propagation
RF and Microwave Photonics
CAD Techniques and Modeling
Modulation and Demodulation Techniques
Packaging and Interconnects
Frequency Synthesizers
Signal and Baseband Processing
Solid-state Devices
Semiconductor Materials
High Power Tubes
Noise
Low Power Electronics
Radar Systems
Communication Systems
Navigation Systems
Radio Technologies
Remote Sensing
Broadcasting
The Editor would like to thank Cassie Craig of Wiley

for managing this project, and George Telecki of Wiley for
his constant encouragement and support. The Editor
would also like to thank all of the members of the Editorial
Board for their suggestions and advice.

Kai Chang
College Station, Texas
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nications (ENST), Millimeter-Wave Measurement

MOHAMED IBNKAHLA, Queen’s University, Kingston, Ontario,
Canada, Analytical and Adaptive Modeling of Nonlinear High-
Power Amplifiers; MIMO Systems for Wireless Communications

T. KORYU ISHII, Marquette University, Milwaukee, Wisconsin,
Distributed Amplifiers

YUKIO ITO, The Pennsylvania State University, Piezoelectricity

TATSUO ITOH, UCLA, Slotlines

R. LAWRENCE IVES, Calabazas Creek Research, Inc., Saratoga,
California, Gyrotrons

DAVID R. JACKSON, University of Houston, Houston, Texas,
Leaky Modes and High-Frequency Effects in Microwave Inte-
grated Circuits

RAMAKRISHNA JANASWAMY, University of Massachusetts, Am-
herst, Massachusetts, Signal Fading in Radiocommunications

BERNARD JARRY, University of Limoges, Limoges, Cedex, France,
Active Filters: Overview of Active-Filter Structures; Active
Filters: Tools and Techniques for Active-Filter Design

DAVID C. JENN, Naval Postgraduate School, Radar Cross Section

A. R. JHA, JHA Technical Consulting Services, Cerritos, CA,
Cryogenic Electronics

JIAN-MING JIN, University of Illinois at Urbana—Champaign,
Urbana, Illinois, Finite Element Analysis; Green’s Function
Methods

J. RALPH JOHLER, Johler Associates, Sky Wave Propagation at
Low Frequencies

X CONTRIBUTORS



ROBERT T. JOHNK, U.S. Department of Commerce, Boulder
Laboratories, Boulder, Colorado, Electromagnetic Ferrite Tile
Absorber

RICHARD L. JOHNSON, Southwest Research Institute, San Anto-
nio, Texas, Radio Direction Finding

WILLIAM T. JOINES, Duke University, Guided Electromagnetic
Waves

EDWARD V. JULL, University of British Columbia, Vancouver,
British Columbia, Canada, Horn Antennas

DARKO KAJFEZ, University of Mississippi, University, Missis-
sippi, Q Factor

MOTOHISA KANDA, National Institute of Standards and Technol-
ogy, Electromagnetic Field Measurement

NORIAKI KANEDA, Lucent Technologies, Holmdel, New Jersey,
The Yagi–Uda Antenna

WENG LOCK KANG, The University of Tennessee, Knoxville,
Tennessee, Directive Antennas

U. KARACAOGLU, INTEL Corp., ICG Wireless Networking
Group—WPD, San Diego, California, Radio-frequency Inte-
grated Circuits

NEMAI CHANDRA KARMAKAR, Monash University, Clayton, Vic-
toria Australia, Adaptive Array Antennas; Coaxial Lines and
Waveguides; Electromagnetic-Bandgap-Assisted Bandpass Fil-
ters

ROGER KAUL, U.S. Army Research Laboratory, Microwave Limit-
ers

W. NEILL KEFAUVER, Lockheed Martin, Antenna Compact
Range; Antenna Testing and Measurements

YUNJIN KIM, California Institute of Technology, Pasadena, Cali-
fornia, Radar Remote Sensing

KATSUJI KIMURA, NEC Corporation, Mixer Circuits

CLIFFORD A. KING, Lucent Technologies, Negative Resistance

AHMED A. KISHK, University of Mississippi, University, Missis-
sippi, Method of Moments

FRANCIS J. KLEMM, Naval Research Laboratory, Electronic War-
fare

R. D. KOILPILLAI, Ericsson, Inc., Radiowave Propagation in
Multipath Channels

ERIK L. KOLLBERG, Chalmers University of Technology, Fre-
quency Converters and Mixers
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ANDRÉ VANDER VORST, Université Catholique de Louvain, Lou-
vain-la-Neuve, Belgium, Waveguides

ROBERT B. VAN DOVER, Bell Labs, Lucent Technologies, Magnetic
Materials

JAKOB J. VAN ZYL, California Institute of Technology, Pasadena,
California, Radar Remote Sensing

RODNEY G. VAUGHAN, Simon Fraser University, Burnaby, British
Columbia, Canada, Mobile Radio Channels

LUCIO VEGNI, ‘‘Roma Tre’’ University, Rome, Italy, Method of
Lines

RAJU D. VENKATARAMANA, University of South Florida, Inte-
grated Circuits

S. VERDEYME, IRCOM, Limoges, France, Dielectric Resonator
Filters
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1. INTRODUCTION

Data conversion is a broad area of activity that involves
both theory and implementation. Our goal in this article is
to provide a focused treatment of key fundamentals and
an in-depth study of the latest approaches available for
data converter design in communication systems. The cov-
erage provided here should allow the reader to plan the
design of a data converter integrated circuit or begin an
independent investigation of the field.

Since the early 1990s, the transceiver core shown in
Fig. 1 has provided a technological backdrop for the analog
integrated circuit (IC) engineer. All popular communica-
tion devices, including mobile phones, wired modems, and
network interface cards, are based on some variant of this
system. Although simple in form, the core embodies a wide
range of expertise, and usually requires a team of engi-
neers to develop.

This article is concerned with the data conversion sub-
system that interfaces the front-end and back-end portions of
the transceiver core. A data converter translates signals be-
tween analog and digital representations.1 Our emphasis is
on data converters for mobile communication systems in
which cost and power savings are a priority. Therefore,
although much of our discussion is of a general nature, our
presentation is geared toward CMOS integrated circuit im-
plementation and applications with low to moderate band-
widths (e.g., communications with WCDMA, IEEE 802.11a/
b, or Bluetooth protocols). The emerging trend in communi-
cations of higher data rates and greater mobility necessitates
the use of economical IC technologies such as deep-sub-
micrometer CMOS that facilitate full system integration.

The design of data converters can be challenging, par-
ticularly if a concurrence of speed, accuracy, and power
efficiency are required [1]. Quite often, as one attempts to
improve accuracy, the area and power dissipation of a data
converter design increase substantially. The tradeoff bet-
ween speed and converter accuracy is most evident with
oversampled converters, in which the suppression of

quantization noise is closely related to the sampling
rate. Broadband networking protocols such as WCDMA
and IEEE 802.11b can require between 80 and 100 dB of
dynamic range and signal bandwidths in the multi-mega-
hertz range. Until 1997, such performance had not been
achieved using standard CMOS fabrication [2–4].

The current state of the art (as of the end of 2003) for
CMOS Nyquist-rate D/A technology provides 10-bit dy-
namic range at signal bandwidths up to 500 MHz [5],
while CMOS Nyquist-rate A/D converters are achieving
between 8 and 10 bits of dynamic range with signal band-
widths from 40 to 100 MHz [6–9]. Higher dynamic ranges
(around 14 bits) at moderate speeds (up to 10 MHz) have
been reported for CMOS architectures employing pipeline
techniques. In Section 4, we provide a detailed discussion
of the latest flash and pipeline techniques for the design of
higher-speed converters.

Oversampled converters exhibit greater tolerance to
component nonidealities than do their Nyquist-rate coun-
terparts, so that 15-bit dynamic range can be readily
achieved. Using feedback, the effective resolution of a
coarse quantizer can be substantially increased (at the
expense of reduced conversion speed). However, because of
the higher sampling rates required (and limitations im-
posed by stability requirements on the degree of quanti-
zation noise shaping), the signal bandwidths of CMOS
oversampled converter ICs are typically on the order of
1 MHz. Section 7 provides an introduction to oversampling
techniques and an overview of proven architectures that
achieve high resolution for narrowband applications.

1.1. Overview of Data Conversion

Data converters are categorized as either Nyquist-rate or
oversampled architectures. The former class of converter in-
cludes architectures that are typically open-loop and that op-
erate at sampling rates that (usually) do not exceed 10 times
the Nyquist rate. The Nyquist-rate D/A converter is the basis
of many architectures and is formed by a series of passive or
active elements, switches, and an output buffer, as shown in
Fig. 2 (in binary-weighted form). Oversampled converters are
feedback systems that operate with relatively high clock
rates, up to 100 times the Nyquist rate or more. The kernel
of the oversampled converter is the delta–sigma modulator,
described in Section 7, which embeds a quantizer and filter
within a feedback loop. The flash or parallel converter, de-
scribed in Section 4, is perhaps the most straightforward type
of Nyquist-rate A/D. A thermometer-coded binary number is
generated through approximately 2N parallel comparisons;
conversion to conventional binary code (in addition to
error correction) is performed by digital logic. The main ad-
vantage of this approach is speed. In Section 4, we present
methods to ‘‘contain’’ the high complexity of the flash archi-
tecture by invoking pipeline techniques.

Nonidealities, particularly element-size mismatch, can
reduce the dynamic range of data converters. Without
mismatch compensation techniques (described below),
the dynamic range of the converter is limited by the

A

1We define analog signals as those with amplitudes that vary over
a continuum, for example, signals such as voltage fluctuations
induced by electromagnetic or acoustic waves impinging on trans-
ducers. Note that analog signals may be either discrete (i.e., sam-
pled) or continuous in time. Digital signals are discrete in both
amplitude and time. A system in which both analog and digital
signals are used is called a mixed-signal system.
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capabilities of the manufacturing technology, to—in
the case of standard CMOS fabrication—approximately
10–12 bits. To see this, note that a D/A converter with
N bits of accuracy, by definition, must satisfy

Maximum error due to nonidealities �
VLSB

Vref
¼

1

2N
ð1Þ

where the error associated with the converter must be less
than the smallest possible change in the output voltage of
the converter, defined as VLSB (normalized by the refer-
ence voltage). If the D/A has a component mismatch error,
which we assume to be the dominant source of error, of
0.1% (the minimum matching precision in standard
CMOS [10]), we may write

0:001 � 2�N

) log2ð0:001Þ � �N log2ð2Þ

) N �� log2ð0:001Þ � 10:

Therefore, the converter accuracy is limited to approxi-
mately 10 bits or 60 dB.

2. DATA CONVERTER FUNDAMENTALS

Data conversion can be viewed as a two-stage process of
sampling followed by amplitude quantization, as shown in

Fig. 3. In many instances, the sampling operation is im-
plicit in the functioning of the converter. However, it is
often helpful to consider sampling as distinct from ampli-
tude quantization, since certain performance degrada-
tions can be traced to sampling nonidealities.

In the case of D/A conversion, the sampling operation is
simply a resampling and filtering of the digital input sig-
nal, which can be realized with digital circuits or software.
In the A/D case, sampling is performed by an analog sam-
ple-and-hold (sometimes referred to as a ‘‘track-and-hold’’)
circuit, as shown in Fig. 4. The design of a suitable sample-
and-hold can be challenging. Operating at the sampling
rate of the converter, the sample-and-hold circuit must
transition from ‘‘track’’ to ‘‘hold’’ mode with a minimum of
error and provide an accurate measurement of the analog
input with a minimum of signal feedthrough. The reader
interested in a more in-depth discussion of sample-and-
hold circuits is referred to the book by Johns and Martin
[11, Chap. 8]; the remainder of our discussion will focus on
the process of amplitude quantization.

The signal band of the data converter is the range of
frequencies of width fb from a minimum frequency (often
DC) to a specified maximum frequency. For simplicity we
assume throughout this article that the signal band
begins at DC, where signals are restricted to the frequency
range [0, fb]. Sampling rates for bandlimited analog
signals must exceed the Nyquist rate, denoted by 2fb, as
shown in Fig. 5.

Duplexer

LNA

PA

A/D

D/A

Down
Converter

Up
Converter

Digital
Signal

ProcessingFigure 1. A generic wireless transceiver core
for digital communication. The RF front end
includes a low-noise amplifier (LNA) for the re-
ceiver and a power amplifier (PA) for the trans-
mitter. The data conversion subsystem consists
of an analog-to-digital (A/D) converter and a
digital-to-analog (D/A) converter.

+

_

R f

b1 b2 b
N

−VEE −VEE −VEE

N elements (current sources)

I I /2 I /2 N −1

�OUT

Figure 2. A binary-weighted N-bit Nyquist-rate
D/A. Switching elements control current flow
through the buffer based on bit values. The
analog output voltage is expressed as
vout¼VrefSN

i¼12�ibi, where Vref¼2IRf.
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For D/A converters, amplitude quantization can be
expressed as a scaling of a digital input by an analog
reference quantity. Formally, the amplitude quantization
of an N-bit D/A converter (shown in general form in Fig. 6)
is expressed as

vout¼Vref

XN

i¼ 1

2�ibi ð2Þ

where bi are the bits of the input word, {b1, b2,y,bN}, which
may be in either signed or unsigned digital form; b1 de-
notes the most significant bit (MSB); and bN, the least sig-
nificant bit (LSB). We assume that Vref and vout represent
voltages, although other physical quantities (such as cur-
rent) may be used. In the case of a thermometer code rep-
resentation, fb1; b2; . . . ; b2N�1g, of the digital input, we have

vout¼
Vref

2N

X2N�1

i¼ 1

bi ð3Þ

We may provide a similar description for a generalized
N-bit A/D converter, shown in Fig. 7. The relationship
between analog input vin and output bits is expressed as

vin¼Vref

XN

i¼ 1

2�ibiþ vQ ð4Þ

for binary-weighted encoding, or

vin¼
Vref

2N

X2N�1

i¼1

biþ vQ ð5Þ

for thermometer code converters. The variable vQ denotes
the quantization error, which we describe in detail below.
These equations help us define the ‘‘staircase’’ character-
istic that is often seen in A/D converter descriptions
(please see Fig. 8). In addition to these equations, the
ideal A/D has specific transition values for the analog in-
put; Thus the transition points should occur 1

2 VLSB away
from the midpoints of the staircase characteristic, as
shown in Fig. 8. Assuming that vin is within the designa-
ted limits of the converter, given by

�
Vref

2Nþ 1
� vin �

2Nþ 1 � 1

2Nþ 1
Vref ð6Þ

[note that the upperbound on vin can be expressed as
Vref� (VLSB/2)], the quantization error should satisfy

�
Vref

2Nþ 1
� vQ �

Vref

2Nþ 1
ð7Þ

For dynamic measurements of converter performance,
quantization error is often modeled as a uniformly dis-
tributed (zero-mean) uncorrelated random variable. Based
on (7), the variance (i.e., power) of the quantization error
is V2

LSB=12. We can now derive the relationship between
signal-to-quantization-noise ratio (SQNR) and N, the
number of bits associated with an A/D converter. We as-
sume that vin is a sinusoidal input (commonly used for
testing purposes) with amplitude that varies between
0 and Vref [approximately within the bounds indicated
by (6)]. We obtain the peak SQNR in units of dB as follows:

SQNR¼ 10 log10

power of sinusoidal input

power of quantization error

� �

¼ 10 log10

V2
ref

8
V2

LSB

12

0
BB@

1
CCA

¼ 10 log10

3

2

� �
22N

� �

� 6:02Nþ1:76

Thus we find that the resolution or peak SQNR of an N-bit
converter is approximately 6N dB; therefore, we often say
that 1 bit is equivalent to 6 dB.

The signal-to-noise-and-distortion ratio (SNDR) of a
data converter is defined as the ratio of the signal power to
the signal-band noise and distortion power measured at

sample-and-hold
or

resampler

sampling
operation

amplitude
quantization

analog/digital
input output

Figure 3. A conceptual view of the data conver-
sion process.
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Figure 4. A conceptual sample-and-hold circuit. The sampling
rate is set by the frequency of the main clock. During the sample
phase, the switch M1 is on and the capacitor voltage tracks the
input signal voltage. During the hold phase, the switch opens and
the voltage across C1 can be read through a unity-gain buffer.
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the output of the converter. Noise includes quantization
error, modeled as a random process, and uncorrelated
noise arising from circuit components. Distortion refers
to signals that correlate with the input signal that are
often harmonically related to frequency components of
the input. The signal-to-noise ratio (SNR) is similar to the
SNDR, but distortion frequency components are ignored
in the calculation.

The DR of a data converter, obtained as illustrated in
Fig. 9, is the ratio of the power level of the largest allow-
able input signal to the power level of the input signal
corresponding to an SNDR of unity. The ‘‘largest allowable
input signal’’ is the input signal that yields a specified
drop in SNDR (sometimes 3 dB [13]) beyond the maximum
SNDR. Dynamic range, SNDR, and SNR/SQNR are often
expressed in units of bits (where, as mentioned above, 1 bit
is equivalent to 6 dB). The effective number of bits (ENoB)
is usually obtained by dividing the DR (in dB) by 6 dB/bit

and provides a measure of the true accuracy of the
converter. For example, a 16-bit converter with a dynam-
ic range of 72 dB is accurate to only 12 bits, and, therefore,
has an ENOB of 12.

2.1. Nonidealities

Practical data converters typically fall short of ideal per-
formance (specified, e.g., in terms of SNDR or DR). As
mentioned, performance flaws can often be traced to mis-
matches between constituent elements. For example, in
the binary-weighted D/A of Fig. 2, each current source
must be exactly one-half the size of the next-larger current
source in order to achieve an ideal characteristic. Any
error in sizing results in a corresponding deviation of
the converter characteristic from ideal. The precision
with which these elements can be sized depends on the
manufacturing technology.

A/D�IN

Vref

b1

b2

b3

bK

Figure 7. A generalized A/D converter. The analog input signal
vin is ‘‘within a least significant bit’’ of the binary output word,
{b1, b2, y, bK}. For conventional (signed or unsigned) codes, K¼N,
and for thermometer codes, K¼2N

�1.

r (t ) rd  (n) = r (nTs)

fs

Uniform sampling

0

R (j Ω) 

Ω 

0

Rd (e j�)

�

2�fb−2�fb

fb
fs

2�fb
fs

2�− 2�−2�

Figure 5. An illustration of Shannon’s sampling
theorem. The bandlimited analog input signal r

is sampled uniformly in time at a sampling rate
fs [note that the sampling interval is given by Ts

¼ (1/fs)]. In the figure, the quantity O refers to
frequency f in radians per second (i.e., O¼2pf);
the quantity o is normalized frequency [i.e., o¼
2p(f/fs)] in radians per second. The sampled spec-
trum Rd(ejo) consists of copies of the original
spectrum R(jO) centered at integer multiples of
the sampling frequency. To avoid aliasing (i.e.,
overlap and superposition of the copies), it is suf-
ficient for fs to exceed 2fb. Note that a generalized
sampling theorem exists for bandpass signals
that can reduce sampling rate requirements in
many applications [12].

D/A

b1

b2

b3

bK

�OUT

Vref

Figure 6. A generalized D/A converter. The binary input word
{b1, b2,y, bK} describes a conventional (signed or unsigned) code
(K¼N) or a thermometer code (K¼2N

�1).
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In Fig. 10, we superimpose the ideal and actual (D/A)
characteristics to illustrate the various nonidealities that
can be observed. For D/A converters, offset error is mea-
sured as the output corresponding to a zero input (i.e., the
input defined by setting all bits to zero), often normalized

by VLSB. To find the offset error for A/Ds, we measure the
deviation of the lowest transition voltage of the input
away from VLSB/2. The notion of gain error is the endpoint
difference between two straight lines (with offset error
removed), as illustrated in Fig. 10; one line is defined by
the ideal characteristic (for either A/D or D/A converters),
and the second line has a slope computed using the
extremes of zero and ‘‘full-scale’’ inputs.

Nonlinearity is characterized as either differential
or integral, and is computed after offset error is removed.
For D/A converters, differential nonlinearity (often
abbreviated as DNL) is given by the difference between
the largest step (between two adjacent binary input codes)
and VLSB; integral nonlinearity (often abbreviated as INL)
is the largest deviation of the actual characteristic from a
straight line drawn between the endpoints of the charac-
teristic [1]. Differential and integral non-linearities are
calculated in much the same way for A/D converters. Dif-
ferential nonlinearity is the difference between the largest
increase in the analog input needed to generate a transi-
tion between consecutive digital output codes and VLSB.
Integral nonlinearity is largest difference between the ac-
tual A/D characteristic and the straight line formed by
joining the endpoints of the actual characteristic.

3. OVERVIEW OF D/A CONVERTER ARCHITECTURES

The digital-to-analog (D/A) converter is one of the basic
building blocks of most analog/digital interface systems.
For example, in audio-CD players and music synthesi-
zers, D/A converters with accuracy as high as 16–24
bits are desired for speeds in the range of few kilohertz.
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Telecommunication applications like radio transmitters
require D/A converters (DACs) operating at hundreds of
MHz for resolutions in the range of 10–15 bits.

There are several architectures for D/A converters
depending on the speed, resolution, complexity, and area
requirement [14]. In this section, we will focus on one
particular type of D/A converter commonly known as a
current steering array, which offers high-speed D/A
conversion using current as a unit element for analog
computation of digital input. Other formats such as
switched-capacitor architectures or resistor ladder archi-
tectures are also used for D/A conversion. In switched-
capacitor D/A converters, charge across unit capacitors is
used as the unit for analog computation instead of current.
Such architectures are popular in the design of a coarse
D/A converters, also called multiplying D/A converters
(MDACs) in pipelined A/D converters. Such architectures
are introduced in another section on pipelined converters.
A resistor ladder architecture uses voltage drop across the
unit resistors as a basic unit for analog computation. More
information about resistor ladder DACs and switched
capacitor DACs can be found in the literature [1,11,14].

For most applications, the main performance measure
for a D/A converter is its spurious-free dynamic range
(SFDR). The SFDR measures the ability of the D/A con-
verter to suppress the spurious harmonic tones generated
as a result of circuit and system nonidealities. In case of
current-steering D/A converters, the SFDR is limited by
the matching of the unit current sources. Higher dynamic
range is usually achieved through the use of dynamic
element matching techniques discussed in brief toward
the end of this section. There are three types of current
steering D/A converters: binary-coded current steering
DACs, thermometer-coded current steering DACs, and
segmented current steering DACs. A conceptual binary-
coded current steering DACs is shown in Fig. 2.

The binary DACs are not popular for high-resolution
applications. This is because of the nonmonotonicity
introduced due to current mismatch and momentary
glitches during code transitions. Nonmonotonicity occurs
because the amount of mismatch introduced by switching
in of a new set of current sources for one LSB increase in

the input is greater than one LSB with an opposite sign.
This causes the output to be nonmonotonic for increasing
input. Glitches are another source of dynamic errors and
are usually dominant during the worst-case code transi-
tion when input changes from 011 ?1 to 100?0. Because
of finite delay in the ON time of the switches and mismatch
therein, the MSB switch may turn on before (MSB goes
from 0 to 1) the LSB switches (LSBs go from 1 to 0), caus-
ing a momentary output of all 1 s. This glitch is equal to
half the full scale and lasts as long as the delay mismatch
between the MSB and the LSB switches. Such glitches are
unacceptable for high-performance D/A converters since
they affect the SFDR of the D/A converter.

The thermometer-coded D/A converter does not have
the limitations described above. In a thermometer code D/A
converter, all the current sources are of unit value, and are
controlled by a monotonic thermometer code. A binary to
thermometer digital logic is used to generate a thermo-
meter code. Since an LSB increase in the digital input
corresponds to a simple addition of another unit current
source to the output, the monotonicity is guaranteed.
Moreover, the glitch is completely eliminated as just one
current source is switched on or off for one LSB change in
the input. However, the main problem in a thermometer-
decoded D/A converter is the complexity in the layout
that is needed in generating a thermometer code for
high-resolution binary input. Moreover the number of
unit current sources to be individually controlled by the
thermometer code increases exponentially. In most imple-
mentations, a combination of binary-coded D/A converters
and a thermometer-coded D/A converter is used. An
example for a (MþK)-bit D/A converter is shown in the
Fig. 11. Such converters are called segmented current
steering DACs. A careful RAM-like physical layout usual-
ly achieves compact implementation of the thermometer-
coded array. A segmented array offers a compromise
between the complexity of layout for a thermometer-
coded array and the amount of manageable glitch area
from a binary-coded array.

In all the current steering D/A converters, the mis-
match in the current sources introduces a systematic error
wherein, for the same input, the error introduced is

Binary

K
2 lines

M −1 M −2

bM−2 b1 b0bM−1

I0I0I0 I0

2I2   I2   I

M−bit

Rf

I

Vout

to
thermometer

LSB MSB

K−bit

Figure 11. A popular segmented current steer-
ing D/A converter for (N¼MþK)-bit resolution.
I is the unit current source, and currents are
thermometer coded for the K most significant
bits. The remaining M bits are implemented
through a binary-weighted current steering D/A
converter. The value of the unit current source in
the binary-coded array is I¼2KI0, where I0 is the
unit current source for a thermometer array.
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always the same because the same current sources are
used in generating the output. Such systematic error
introduces pattern noise in the form of spurious tones
that appear as harmonics of the input signal frequency.
Since harmonics are most undesirable in telecommunica-
tions and audio applications, techniques are needed to
alleviate this problem. A dynamic element matching
(DEM) techniques provide one such solution. Various
DEM algorithms have been proposed in the literature
offering different flavors, but their end goal is the same
[14–17]. The main purpose of the DEM algorithm is to
provide either random scrambling or permutation of the
current sources such that the amount of error introduced
by the D/A converter is not the same for the same input
applied at two different time instants. This removes
the systematic nature of the error signal and thus alle-
viate the problem of harmonics. However, depending on
the schemes used, the harmonics either move at higher
frequency or cause an increase in the noise floor (which
can be tolerated in audio and telecommunication applica-
tions). A data-weighted averaging (DWA) technique
proposed by Redman-White [14] is shown in Fig. 12. The
technique provides first-order shaping of mismatch in-
duced noise. However this technique still carries harmo-
nics at higher frequency. Many variants of this technique
have been suggested in the literature to avoid such tones
[14,17].

4. OVERVIEW OF HIGH-SPEED A/D CONVERTER
ARCHITECTURES

This section reviews the existing data converter architec-
tures suitable for high-speed applications, with more em-
phasis on the analog-to-digital (A/D) converter design. A
brief overview of digital-to-analog (D/A) converters is
also provided for completeness. The architectures for the
A/D converter discussed below are ‘‘flash,’’ ‘‘two-step,’’

‘‘interpolation,’’ ‘‘folding,’’ and ‘‘multistage’’ A/D converters.
All the architectures discussed in this section pertain to
single-channel ADC implementation. Time interleaved
ADC perform parallel A/D conversion with a number of
single-channel ADCs connected in parallel, offering high
speed for a given resolution. However this is achieved at
the cost of higher power consumption and increased area.
Design issues related to time-interleaved A/D converters
is discussed in detail in the literature [18], and is not dis-
cussed here. For communication applications, a behavioral
survey and analysis of the A/D converters can also be
found [19].

4.1. Flash Converters

Flash A/D converters are potentially the fastest ADCs and
relatively easy to design compared to other architectures.
Figure 13 shows the block diagram of a simple flash ADC.
For an N-bit resolution, flash ADC consists of a resistor
ladder that subdivides the main reference voltage into 2N

equally spaced voltage levels, and the 2N
� 1 comparators

to compare the input signal against these voltage levels.
The output of a flash ADC is a thermometer code that is
then passed on to the encoder to generate the binary out-
put. Comparators usually consists of a moderate-gain pre-
amplifiers followed by a regenerative-type latch to achieve
high speeds. A sample comparator circuit is shown in
Fig. 14. Transistors M1 and M2 along with the diode con-
nected load form the input preamplifier. The preamplifier
amplifies the difference between the input Vin and the

5

e35
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time index '0'

e4

time index '1'

time index '2'

e1 e2 e4 e5 e6 e7 e8e3

e1 e2 e5 e6 e7 e8e3

e1 e2 e4 e5 e6 e7 e8

Figure 12. Data-weighted averaging illustrated for a 3-bit con-
verter having eight unit current sources. The shaded squares
correspond to the current sources chosen to generate the analog
current-domain output. At time index 0, an input of 5 generates
an output with a total mismatch error of e1þ e2þ e3þ e4þ e5. At
time index 1, the next four current sources (modulus 8) are chosen
to generate an output with total mismatch error of e6þ e7þ e8þ

e1. The next occurrence of 5 generates an output with total error
of e2þ e3þ e4þ e5þ e6, which is different from the previous occur-
rence of 5. A simple rotation scheme like this provides dynamic
element matching through first-order shaping of the mismatch
induced noise.

Vref Analog

2N −1  Comparators

D
ec

od
er

N−bit output

Figure 13. Conceptual flash A/D converter for an N-bit
resolution.
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reference Vref during clock phase CLK. This amplified
difference is regenerated by the positive-feedback latch
formed by transistors M3 and M4, during clock phase
CLKB. More comparator architectures can be found in
the literature [1,11,18,20]. Flash ADC essentially per-
forms distributed, parallel processing of the input signal,
with no potential need for an explicit front-end sample-
and-hold amplifier (SHA), resulting in the highest speeds
among the data converter architectures. However, the
number of components (e.g., resistors and comparators)
increase exponentially with the overall resolution N of the
converter. Also, higher resolutions are difficult to achieve
from flash ADC because of various static and dynamic
nonlinearities.

The main source of static nonlinearity in flash ADC
appears from the offsets in the comparators and the resis-
tor mismatch in the reference ladder. Input device tran-
sistors having large area is therefore needed to reduce the
amount of offset, at the cost of increased nonlinear input
capacitance. Large input capacitance at the input of the
flash ADC also increases the load on the buffer driving
the ADC, increasing its power consumption. Apart from
large die-size and increased power consumption, flash
ADCs also suffer from various issues such as metasta-
bility, kickback noise, slew-dependent sampling point, and
clock jitter [1]. Metastability arises when the input to the
flash A/D converter is very close to one of the comparator
thresholds, which results in long settling times to regene-
rate the outputs to logic levels. This causes indeterminate
latch outputs that are decoded incorrectly to give errone-
ous digital outputs. Metastability can be removed through
gray coding as an intermediate step between the ther-
mometer and binary codes [1]. Sparkles are also a source
of static nonlinearity that arise directly from resistor mis-
match and comparator offsets. Sparkles are caused when
the comparator gives an out-of-sequence zero instead of a
one due to these offsets. It is also caused by mismatch in

the sampling instants of the preamplifiers in the compar-
ator array. Such sparkles can also be caused by slew-de-
pendent sampling points. This occurs for rapidly varying
input signals due to finite time between the tracking and
the latching phase for certain implementations of the com-
parator. The rapidly varying input signal at the pream-
plifier input can cause the comparator to change its
decision erroneously during the finite time between the
latch phase and track phase. Such sparkles are removed
through bubble correction in the thermometer to binary
encoder. However, bubble correction can detect and correct
for only a limited number of occurrences of sparkles. Gray-
coding provides a soft degradation in performance for in-
creasing number sparkles in the thermometer code and is
therefore used in most flash A/D converter implementa-
tions. The slew-dependent sampling point and clock jitter
can be minimized through the use of a dedicated sample
and hold in front of the flash ADC at the expense of more
power and area.

Two-step converter architectures trade speed for lower
power consumption, small real estate, and lower input ca-
pacitance. Alternate architectures such as interpolation
and folding maintain the one-step distributed nature of
flash A/D conversion, and reduce the power consumption
and real estate requirement of the pure flash ADC by
reducing the number of preamplifiers and the latches
needed in the implementation. Interpolation and averag-
ing have also been shown to improve the differential non-
linearity performance (DNL) of the ADC [1,18].

4.2. Two-Step Converters

Figure 15 shows a two-step ADC architecture that has
relatively small die size and low power consumption com-
pared to flash ADCs. In a two-step ADC, the coarse flash
A/D converter produces the most significant bit (MSB)
decisions and the fine-flash ADC produces the least
significant bit (LSB) decisions. The coarse D/A converter
generates the coarse analog estimate of the input that has
been resolved by the coarse A/D converter. This estimate is
then subtracted from the input to generate the residue to
be processed by the fine-flash ADC. The residue of the first
stage is same as the quantization noise of the first stage,
which indicates the portion of the input that is not re-
solved by the coarse A/D converter. The digital output of
the coarse and fine ADC can be added appropriately to
give the final ADC output.

Comparing the number of comparators needed in the
two-step architecture versus the flash architecture, we
can see that significant area savings can be achieved. An
8-bit flash ADC will require 256 comparators, whereas a
two-step ADC, with a 4-bit MSB stage and a 4-bit LSB
stage, will need only 32 comparators, which is a significant
savings in the area. However, the speed of the two-step
converter is less than that of a pure flash A/D converter,
due to additional delays introduced by the D/A converter
and the subtractor. The throughput of the two-step can be
made comparable to the flash A/D converter, by adding a
sample and hold between the two stages for pipelining.
Pipelining can be extended to more than two stages and
is covered in detail in a section on multi-stage converters.

VrefVin M1
M4M3

M2

CK

Vdd

CKB

Figure 14. A simple comparator schematic: M1–M2 form the in-
put differential pair for preamplification. Transistors M3–M4 form
a positive-feedback latch for regeneration. CKB is opposite in
phase to CK.
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A main problem with the two step converter shown in
Fig. 15 is that the residue generated for the fine–flash
ADC is much smaller in magnitude, requiring that the
coarse D/A converter and the subtracter be accurate to the
overall resolution of the converter. To solve this problem,
the residue output can be first passed through an inter-
stage gain amplifier with a value of 2M, where M is the
resolution of the MSB stage, so as to make the signal
swings same for both the coarse and fine ADCs. This also
relaxes the offset requirement for the comparator of the
fine-flash ADC. As in pipelined converter, if digital error
correction is used, the accuracy requirements of the coarse
A/D converter is greatly relaxed too. Some implementa-
tions of the two-step architecture can be found in the
literature [21–23].

4.3. Interpolation-Based Flash Architectures

To reduce the input capacitance, power dissipation, and
large area required from flash A/D converters, interpolation

can be used. The main idea behind interpolation is to use
the linear region of the adjacent preamplifiers to gene-
rate additional thresholds for comparison, and hence
reduce the number of preamplifiers needed for a given
resolution [1,11,18,20].

In flash converters, the linearity of the preamplifier in
the comparator is a nonissue, since only the sign of the
amplifier outputs is needed for making a decision. How-
ever, in case of interpolating flash A/D converters, the lin-
earity of the preamplifiers is needed at least over a small
range of the input signal. The overall one-step nature of
the flash conversion is still maintained in the interpolat-
ing flash A/D converters. Figure 16 shows the basic archi-
tecture for interpolation in flash A/D converters for a case
of interpolation by 2. For this example, an additional out-
put is generated as an average of the two adjacent pre-
amplifier outputs using a resistor or capacitive dividers as
shown in the figure. Since, the additional output resem-
bles a preamplifier output for the threshold at the mid-
point of the adjacent comparator thresholds, the number
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Figure 15. Conceptual schematic of a two-
step A/D converter.
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of preamplifiers has been reduced by 2 for this flash A/D
converter for the given resolution. Thus a reduction in the
number of preamplifiers is achieved for a given resolution
by interpolation. But the overall number of latches re-
quired is still the same as in a pure flash A/D converter. To
further reduce component count and power consumption,
interpolation is generally used alongside folding to enable
further area and power savings [24]. Folding will be dis-
cussed in detail in the next section. Interpolation can also
be pipelined to offset the lower speed and bandwidth
attributed to resistive loads, to increase throughput [25].

Interpolation indicates that effective resolution of the
flash A/D converter can be increased by interpolating be-
tween the outputs of the adjacent preamplifiers. An inter-
esting property of the interpolation is that it improves the
differential nonlinearity of the original flash converter.
This is evident in Fig. 16, which shows that the effective
interpolated reference threshold (level) generated lies be-
tween the thresholds of the adjacent preamplifiers, which
guarantees that the differential nonlinearity for the inter-
polated threshold is bounded and is less than that of its
pure flash counterpart. The reduction in DNL increases
with the factor of interpolation. Since the accuracy of the
interpolation depends on the linearity of the preamplifi-
ers, a wider range between the preamplifiers would be re-
quired for a higher interpolation factor. Any nonlinearity
when interpolating between preamplifiers not in the lin-
ear region, can cause deviation of the interpolated thresh-
old from it’s ideal value or even a deadband around the
interpolated threshold. The main problems of interpola-
tion are the added time constants introduced by the inter-
polation resistors and capacitances from the following
latches, sacrificing speed of conversion. The reduction in
bandwidth scales approximately with the square of the
interpolation factor, thereby making interpolation not fea-
sible for factor exceeding 4. A conceptual schematic of a
folding ADC is illustrated in Fig. 17.

4.4. Folding A/D Converters

In folding A/D converter (shown in Fig. 17), the speed trade-
off of the two-step converter is mitigated by generating

the residue for the fine flash ADC of Fig. 15 in parallel
using a separate analog preprocessor and is generated
independent of the coarse MSB flash stage [1,11,26]. This
eliminates the need for the D/A converter and a subtracter,
resulting in power savings and reduced delay. The analog
pre-processor uses a technique called ‘‘folding’’ to generate
the residue independent of the MSB decisions. A simple
voltage mode differential folding circuit for a folding factor
of 4 is shown in Fig. 18. A folding factor is defined as the
number of times the output changes sign (or direction) as
the input Vin varies over its input range. The input–output
characteristic of the folding circuit is also shown in Fig. 18.
The ideal expected folder waveform is shown by the trian-
gular dotted line. This is related to the sawtoothlike resi-
due output of the first stage in the two-step ADC through
simple reversal of signs and level shift operations. Hence,
the folder output waveform can be used by the fine-flash
stage instead of the sawtoothlike ideal residue output to
generate LSBs. The operation of the circuit in Fig. 18 is
given below. When the input is below Vr1, transistors M1,
M3, M5, and M7 are off and M2, M4, M6, and M8 are on. A
total of 2Ib flows through R1 and 3Ib flows through R2,
pulling down voltage at node OUT� by Ib R below the
voltage at node OUTþ . When input is equal to Vr1, equal
currents Ib /2 flow through transistors M1 and M2. How-
ever, transistors M3, M5, and M7 are still off and M4, M6,
and M8 are still on. This, in essence, steers current Ib /2
from resistor R2 to R1, causing equal currents of 2.5Ib to
flow through both resistors and voltages at the node OUT
þ and OUT� are equal. As input is increased from Vr1,
but maintained less Vr2, M1 turns on and M2 turns off. A
total of 3Ib current now flows through R1 and 2Ib flows
through R2. This causes node OUTþ to be Ib R lower than
the node OUT�. As input approaches Vr2, M3 begins to
turn on and M4 begins to turn off, causing the current to
steer from R1 to R2, and the output at node OUTþ and
OUT� changes direction. The circuit behaves in a similar
manner as Vin is increased further. The number of times
the output slope changes sign is equivalent to the number
of times, the excess current steers between R1 and R2. This
number is also equal to the folding factor of the ADC.

It is to be noted for best performance, the folding circuit
should have exactly one differential pair switch for any
given input voltage, which mandates that the reference
levels should be spaced far apart. However, this will cause
saturation of the outputs for inputs closer to the midpoint
of the two reference levels and none of the differential
pairs would switch, resulting in deadband and inaccurate
folder output around this input region. The main advan-
tage of folding is that it maintains the one-step operation
of flash, and does not need a subtractor and interstage D/A
converter as in two-step converter, potentially achieving
high speeds. Even though the sample-and-hold amplifier
is not ideally needed for the folding A/D converter, it is
used nevertheless to avoid input dependent errors result-
ing from clock skew and jitter. Inspite of speed improve-
ments, folding suffers from a few drawbacks. One of them
is the increased frequency specifications for the design of
the folding circuit. If a ramp input varying from 0 to full
scale is applied to the folder with folding factor n, the out-
put of the folder will change from Vmin to Vmax, n times.

Vin Folding
circuit

Residue
ADC

LSBsMSBs

Decoder

A

B

Coarse
ADC

Figure 17. Conceptual schematic of a folding A/D converter.
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This effect results in frequency multiplication by n. Hence
the bandwidth and slewing requirements for the folder is
n times the maximum allowable input frequency. There-
fore, folding with a high folding factor is not effective at
high operating frequencies. Another drawback of the fold-
ing is substantial nonlinearity in the folder waveform.
Comparing the ideal dotted waveform and the actual
waveform in Fig. 18, it can be seen that the output of
the folder is grossly inaccurate toward the peaks Vmax and
Vmin. The effect is similar to residue errors in a two-step
converter or a pipelined converter which cause integral
nonlinearity or differential nonlinearity. To alleviate this
problem, double folding can be used, where the folding
waveform is replicated with an additional shift of half the
distance between the two reference levels. This ensures
that in the region where one of the folders exhibit nonlin-
earity due to rounding effect, the other folder exhibits high
linearity. Then depending on the input level an appropri-
ate folder can be chosen.

The other main drawback of the folding architecture is
the need for synchronization in absence of sample-and-
holds between the MSB output and the output of the fine
stage following the folder. Furthermore, any offset in the
MSB stage may result in gross overall error with the mag-
nitude as high as half of the full scale. Folding is usually
used along with interpolation to further alleviate the
linearity requirement of the folder and for obvious area
savings due to reduced number of preamplifiers [1,24].
When interpolation is used between folder outputs for ad-
ditional comparison thresholds, the nonlinearity of the
folder output waveform does not directly affect the overall
linearity and resolution of the converter, since the A/D
converter extracts all its information from the location of
the comparison thresholds (or zero crossings) and not from
the amplitude of the folding waveform. However, this does
not imply that the folder waveform can be nonlinear, since
the accuracy of the comparison thresholds generated after

interpolation depends on the linearity of the individual
folder waveforms over a large input range. The folding
operation can also be pipelined to increase throughput and
relax design requirements on the individual folders [6,27].

4.5. Multistage Converters

A multistage converter is a natural extension of the two-
step converter discussed in Section 4.2, where more than
two stages are used for digitization [1,11,18,28,29]. The
second stage in the two-step ADC will also now consist of a
sub-D/A converter and subtractor to generate a residue
output that can be further digitized by the following
stages that may appear identical to the first two stages.
Use of an interstage gain amplifier relaxes the resolution
requirement of the D/A converter and subtracter and also
enables the use of the same flash ADC for all its stages.
The bandwidth and the gain of the amplifier used in the
MDAC is limited by the op-amp (operational amplifier)
settling time, which depends on the speed and resolution
specifications of the overall ADC. For an A/D converter
without calibration, the finite op-amp gain needed is
usually of the order of 2Mþ 1, where M is the number of
remaining bits resolved by the following stages in the
ADC. The overall speed of the multistage ADC reduces
the conversion rate by the number of stages in the ADC,
for the same reasons as in a two-step converter. This also
puts stringent requirement on the timing skew for the
subtractors for each stage. To alleviate this problem, a
sample-and-hold amplifier is added at every stage to hold
the amplified residue before passing on to the next stage
[1,30]. This also increases the overall throughput of the
system; the speed is limited by the delay of only one stage.
Such an ADC is also called ‘‘pipelined’’ ADC because of
the inherent concurrency of the operations. The pipelined
converter is discussed in greater detail in the following
section.
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Figure 18. Differential folding circuit that has
a folding factor of 4. The folder output feeds the
latches that regenerate its output to logic lev-
els. In case of folding and interpolating ADC,
the outputs of the folder may be averaged by a
resistor network.
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4.6. Pipelined Analog-to-Digital Converters

Pipelined A/D converters (ADCs) are multistage convert-
ers that use interstage sample-and-hold amplifiers to
enable pipelining and concurrent processing of the input
signal [1,18,31–33]. The residue output of one stage is kept
on hold and the pipeline stage is not tied up for the fine
LSB decisions to be carried out by the following stages. On
the contrary, it can sample the next input data for con-
version, while the previously held residue signal in the
subsequent stage is digitized to make the LSB decisions.
Thus pipelined A/D converters behave in concurrent man-
ner and the overall data rate becomes independent of the
number of stages. The overall speed is limited only by the
speed of one pipeline stage, and therefore a pipelined con-
verter can achieve close to the speeds achieved by flash
ADC. Also, the complexity of the pipelined converter ide-
ally scales linearly with the resolution desired, compared
to flash which is exponentially related to the desired
resolution. This is really beneficial for ADCs with resolu-
tions greater than 8 bits at higher speeds.

5. BASIC PRINCIPLES OF PIPELINED A/D CONVERSION

A simplified block diagram of a multibit per stage pipe-
lined ADC is shown in the Fig. 19. Each stage i resolves
its input (or in other words, quantizes its input) into ni bits
of digital output using a coarse ADC (typically a flash-type
converter) and then uses a coarse DAC, a subtracter, and
an interstage gain amplifier of gain 2ni to amplify the un-
resolved input which we had defined as the residue. The
operation of D/A conversion, subtraction, and amplifica-
tion is designated as a MDAC (multiplying D/A conver-
sion) operation. In switched-capacitor implementation,
each stage has two nonoverlapping phases of operation:
The sampling phase and the MDAC phase. During sam-
pling phase, the residue output of the previous stage
(or input if the stage in the first stage in the pipeline)
is sampled and held later for subtraction. During this
phase, a coarse decision is also made. During the MDAC
phase, the MDAC operation is carried out. This is the
time when the sampler of the following stage will be

active. The waveform for consecutive pipeline stages is
shown in Fig. 20.

When stage 1 is sampling input sample for time index
n, stage 2 is performing MDAC operation over the residue
output of stage 1 corresponding to sample n – 1, and stage
3 is sampling this residue output corresponding to sample
n – 1, and so on. A pipelined converter therefore exhibits a
concurrent nature of processing of input, enabling high-
speed operation. As mentioned earlier, the complexity of
the pipeline, measured in the number of stages, scales
linearly with the desired resolution and therefore pipe-
lined A/D converters show substantial power and area
savings for high-resolution applications at high speed.

In the pipeline architecture, as in all multistage ADC,
the most significant bits are resolved by the stages earlier
in the pipeline and the least significant bits are resolved
later in the pipeline. A simple example for a pipeline
would be a 1-bit per stage architecture (ni¼ 1). Each stage
of such a pipeline will consist of a simple 1-bit comparator
as a coarse ADC, a multiply-by-2 DAC (MDAC) that
performs coarse D/A conversion, subtraction, and inter-
stage amplification by 2. A conventional switched-capaci-
tor implementation of a one-bit pipeline stage is shown
in Fig. 21. A single ended circuit is shown for simplicity.
Vref is the value of the reference voltage, where the com-
plete resolvable input range is {�Vref,þVref } [18,34,35].

Vi −1 ViV0 =Vin V1
Stage 2Stage 1

ADC DAC

SHA
+

−

ViVi −1

n
i  
bits

n
1 

bits n
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bits n
i 
bits n

M 
bits

VM
Stage i Stage M

2
n
i

Figure 19. A generic block diagram of a pipe-
lined ADC.
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Figure 20. Timing diagram of a pipelined ADC.
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Each stage consists of two nominally equal capacitors
C1 and C2, an operational amplifier (op-amp), and a com-
parator. During the sampling phase f1, the comparator
produces a digital output Di by comparing its input Vi�1

with comparator threshold Vth

Di¼
1 if Vi�1 � Vth

�1 if Vi�1oVth

(
ð8Þ

where Vth(¼ 0) is the threshold voltage of the comparator.
The bipolar representation {� 1,þ 1} for the digital bit
Di is chosen instead of {0,1} to facilitate analysis of the
pipelined ADC for differential inputs. During the multi-
ply-by-2/subtract (f2) phase, known as the MDAC phase,
the circuit generates a residue voltage output Vi given by

Vi¼K 1þ
C1

C2

� �
Vi�1 �

C1

C2
DiVref

� �

K ¼
A0

1þ
C1

C2
þA0

ð9Þ

where the parameter K is an op-amp gain error coefficient
(ideally unity) and A0 is the finite op-amp gain. Vi�1 is the
residue output of the previous stage (for the first stage, the
input is V0¼Vin. The output residue voltage of the stage i
is then passed to the next stage iþ 1, and the same opera-
tion continues. Ideally, we expect the residue output
voltage to be

Vi¼ 2Vi�1 �DiVref ð10Þ

The ideal residue output of a one-bit pipeline stage is
shown in Fig. 22, assuming {�Vref,þVref} as the resolv-
able input range. We see that as input is increased from
�Vref to þVref, the output spans the full scale twice, once
for the output Di¼ � 1 and for the output Di¼ þ 1.

For a multibit per stage pipeline, consider a simple
conceptual switched-capacitor implementation in Fig. 23,
which indicates a ni bit per stage output realization. When
no error correction is used (see following section), a ni bit
per stage pipeline stage consists of a total of ni capacitors
C1, C2,yC2ni. During the sampling phase the sub-ADC

compares the input with a set of reference voltages possi-
bly a reference ladder to generate the raw bit decisions. At
this time the input is also sampled across the 2ni capa-
citors. During the MDAC phase, one of the capacitors is
connected across the operational amplifier, and the ther-
mometer code corresponding to the raw bit decisions made
is applied to the remaining capacitors. This produces an
amplified residue output of this stage that will be pro-
cessed by subsequent sections. The ideal expression for
the residue output is given by

Vi¼ 2ni Vi�1 �
Xk¼ni

k¼ 1

2ðni�kÞDSni�1 þ kVref ð11Þ

The digital output of stage i is fDi : i¼Sni�1þ 1;
Sni�1þ2 . . .Snig, where DSni�1 þ 1 is the stage i MSB and
DSni

is the stage i LSB. Here the variable Sni indicates an
index to conveniently tag the digital output of the stage i

 

C2

C1

Di

�1

�2

�1

�1

�2Di �2Di

Vi−1

Vi

+ −
+

−

Vref −Vref

Figure 21. Switched-capacitor (SC) 1-bit pipeline
stage (f1-sampling phase, f2-multiply-by-2/sub-
tract phase).

−Vref

−Vref

Vref
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Vi−1

Vi

Di =−1 Di =+1

Figure 22. Ideal residue output of a 1-bit pipeline stage.
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and is given by

Sni¼
Xk¼ni

k¼ 1

nk

Sn0¼0

ð12Þ

The ideal residue output for a multibit pipeline stage looks
similar to the one-bit case and is shown for a 2-bit pipeline
stage in Fig. 24. The bipolar digital outputs for each region
are also highlighted in the figure. The main points to note
from the residue output plots for an ideal pipeline stage, is
that the output spans the complete range of {�Vref,þ
Vref}, so that each stage input has the same dynamic
range. This guarantees linearity for the complete pipe-
lined converter. As is evident from the Eqs. (9) and (10) for
a singlebit pipeline, the accuracy of a pipeline stage and
hence of the overall converter depends on the accuracy of
the residue output generated by the pipeline stage. We see
that gain errors are introduced in the overall transfer
characteristic because of the term K attributed to the
finite amplifier gain and the term C1/C2, which deviates
from the ideal value of 1 because of poor capacitor match-
ing. The same case is also valid for any multibit pipeline
stage. For comparator offsets, the output of the pipeline
stage will exceed the allowable input range of the follow-
ing stage. This results in the missing decision levels in the
overall ADC transfer characteristic. This is undesirable,
since the information about the input is completely lost
and cannot be recovered further. Other sources of errors
due to capacitor ratio mismatch and finite amplifier gain

error result in missing codes in the overall transfer char-
acteristics if the overall gain is less than nominal.
Although this is undesirable, it is preferred over the
case with missing decision levels, since the information
about the input is not lost and can be recovered through
calibration. Finally, it can also be seen that any nonlin-
earity in the operational amplifier will affect the linear
output curve of the residue and contribute to the overall
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nC2

C2

�2

�1
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+

−
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Figure 23. Example of a switched-capacitor (SC)
implementation of a multibit pipeline stage.
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Figure 24. Ideal residue output of a 2-bit pipeline stage.
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INL of the ADC. These nonidealities along with errors
due to finite amplifier settling and charge injection errors
usually limit the overall resolution of the ADC to 8–10 bits
without calibration in today’s CMOS processes. Charge
injection errors can be minimized using bottom-plate sam-
pling techniques [11], and the effect due to comparator
offsets can be mitigated through the use of error correction
or redundancy [31]. This concept is discussed in the next
section.

6. DIGITAL ERROR CORRECTION THROUGH
REDUNDANCY

Nonlinearity due to comparator offsets can be mitigated
through the use of redundancy [18,31]. For example, with
one-bit error correction in a ni bit per stage pipeline, the
interstage gain is chosen as 2ðni�1Þ instead of 2ni allowing
redundancy so that inputs closer to comparator thresholds
that would possibly result in swings beyond the allowable
input range can now be resolved by the following pipeline
stages.

Consider the modified switched capacitor implementa-
tion that incorporates one-bit redundancy (Fig. 25). The
stage now consists of two comparators with thresholds on
either side of Vth¼ 0, one at Vref /4 and the other at �Vref /4.
Also, three different D/A converter outputs are used
during the MDAC phase. The main idea behind redun-
dancy is to let prevent the overrange of the residue output
when the input is between the two thresholds. This
prevents any missing decision levels and improved DNL
performance. The expression for the residue output of this
1.5-bit pipeline stage is

Vi¼ 2Vi�1 �DiVref ð13Þ

where Di is just a conceptual term that can have one of
three values {� 1, 0, 1} instead of the previous bipolar
representation {� 1, 1}.

Table 1 suggests the relationship between Di and Di1

and Di2. The residue output of a 1.5-bit pipeline stage is
shown in Fig. 26. The transfer characteristic of a 1.5-bit
pipeline stage suggests that comparator offsets of up-to

|Vref /4| can be tolerated without the residue exceeding
the following stages resolvable input range.

The digital outputs of individual pipeline stages are
now combined by overlapping the adjacent bits as shown
in the Fig. 27. A unipolar representation is used for
this illustration where the digital output is 00 when
input is less than �Vref /4, and 01 when the input is bet-
ween �Vref /4 and þVref /4 and 11 when input is greater
than þVref /4.

However, to correct for errors due to capacitor ratio
mismatch and finite amplifier gain, calibration schemes
(also called error correction schemes in the literature)
have to be used. Redundancy will not suffice enough to
guarantee a good linearity from the converter, since the
shape of the curve still depends on the capacitor ratio
mismatch and the finite amplifier gain. Calibration has
become an essential building block in today’s pipelined
data converters designed in deep-sub-micrometer CMOS
due to poor technology parameters for realization of ana-
log components such as capacitors, amplifiers, and refer-
ence circuits. Without calibration, the resolution of the
data converters is limited to 8–10 bits for speeds under
100 MHz in CMOS.

6.1. Linearity Improvement Techniques

Data converters designed in digital CMOS technology for
low-cost implementations and to facilitate higher integra-
tion do not offer high resolution because of poor component
matching, low amplifier gains attributed to lowering sup-
ply voltages, charge injection errors, and offset errors. For
example, in case of a current steering D/A converter, it is
necessary that all the unit current sources be matched
to each other. Otherwise, the D/A converter will exhibit
nonuniform output transitions, giving rise to static

Vi−1

−Vref Vref

Vref

−VrefDi2Di1

0

C1

C2

−

+

�2

�2

�1�1

�1

Vi

Di1

Di1Di2

Di1Di2

Di2

4 4

 + − −+

Figure 25. A 1.5-bit pipeline stage that exhibits
one-bit redundancy.

Table 1. Relationship between Di, Di1, and Di2

DI Di1 Di2

�1 �1 �1
0 þ1 �1
þ1 þ1 þ1
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nonlinearities that are measured as differential nonlinea-
rity (DNL) and integral nonlinearity (INL) errors. These
errors result in poor spectral performance measured by
the spurious-free dynamic range (SFDR). When such
nonideal D/A converters are used in oversampling A/D
converters, the mismatch error adds directly at the input
and in most implementations, and is not noise-shaped,
resulting in spurious tones in baseband. The nonideal D/A
converter used in multibit per stage pipelined A/D con-
verter architectures also gives rise to spurious tones and
therefore degrades the dynamic range of the overall A/D
converter. Similar issues due to mismatch, offsets, charge
injections, and finite amplifier gain errors arise in all ar-
chitectures for data converters. Therefore, precision tech-
niques need to be developed at both circuit and system
levels to improve the resolution performance of the A/D
converters.

Dithering and dynamic element matching are two pop-
ular techniques that have been widely used to improve the
accuracy and the linearity of the converter. Dithering in-
volves addition of a pseudorandom dither signal at the
input that is either subtracted digitally from the output
(a subtractive dither scheme) or not subtracted from the
output (an additive dither scheme). The overall result in

both cases is an average linearization of the overall
converter transfer characteristic, especially around sharp
discontinuities [36]. The linearity improvement depends
on the magnitude of the dither and that of the disconti-
nuity. A subtractive dither scheme enables high linearity
improvement, compared to the additive dither scheme.
However, both cases suffer from reduced input dynamic
range. Dynamic element matching (DEM) techniques, on
other hand, perform permutation of the unit elements to
convert the systematic error into an error spectrum that is
either shaped out of the band of interest or contributes
only to increased noise floor. Any spurious tones due to
systematic error is removed through DEM schemes. Vari-
ous DEM schemes have been proposed in the literature
depending on the application [2,11,18,36–39].

Self-calibration is another way to push the resolution
performance of the data converters. Many self-calibration
schemes have been proposed in the literature for pipelined
and multistage ADC [34,35,40–47]. Some of these schemes
are implemented in analog domain (e.g., capacitor error-
averaging [48], capacitor trimming [46]), and some of
them are implemented in digital domain [40–42]. Capaci-
tor error averaging involves mitigating the effect of the
capacitor mismatch through averaging of the pipeline out-
put over all permutations of the capacitors. This yields
better overall accuracy at the cost of lower speed and
increased complexity. Self-trimming of the elements that
exhibit mismatch also improve the overall accuracy, but
the techniques are usually expensive and can be calibrated
only once.

Digital self-calibration schemes have proved to be more
robust compared to analog self-calibration schemes
[35,40,42] because of their ease of implementation in to-
day’s CMOS technology and lower cost. Most of the digital
schemes employ techniques to correct for errors by mea-
suring code error transitions in the ADC transfer charac-
teristics. This is achieved by providing appropriate input
stimuli [41,42] to the ADC during the calibration phase.
The scheme proposed in Ref. 34 performs calibration of
both capacitor ratio mismatch and finite amplifier gain in
the analog domain for a pipelined A/D converter. It per-
forms continuous calibration by using an extra pipeline
stage that is constantly being calibrated in the back-
ground while the ADC is in use. Once the extra stage is
calibrated, it replaces an active pipeline stage that will be
taken out for calibration. Such techniques involving re-
dundant computation show promise for future calibration
schemes in emerging CMOS technologies. A few promis-
ing digital calibration schemes based on adaptive signal
processing techniques have been proposed to correct for
errors introduced by finite amplifier gain and capacitor
ratio mismatch in a pipeline stage [7,35,44]. One of these
schemes needs a separate calibration signal to be added to
the input for background calibration, through an adaptive
technique for measurement of the gain error introduced
for the calibration signal. This technique, proposed in
Refs. 35 and 44, adaptively corrects for the residue errors
in the pipeline with the use of a slow high-resolution ADC
(typically a S�D ADC) for calibration. This is achieved
at the cost of slight increase in hardware and power
consumption.
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Figure 26. A 1.5-bit pipeline stage that exhibits one-bit
redundancy.
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Figure 27. A 1.5-bit pipeline stage that exhibits one-bit
redundancy.
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7. OVERSAMPLED CONVERSION

Like Nyquist-rate converters, oversampled converters as-
sume the general form of Fig. 32 in which amplitude quan-
tization is also referred to as noise shaping. In this section,
we cover the basic topologies and methods for achieving
noise shaping of analog and digital signals.

An oversampled A/D takes the form shown Fig. 28.
Here, the noise-shaping stage is implemented using main-
ly analog circuitry. Configured as a D/A, the oversampled
converter appears as shown in Fig. 29. The noise-shaping
stage is completely digital in this system, and therefore
any deviation from ideal performance can usually be
attributed to imperfections in the Nyquist-rate D/A [17].

All oversampled converters in popular use are derived
from the delta–sigma (or sigma–delta) modulator (Fig. 30).
It is no wonder, then, that the terms ‘‘oversampled’’ and
‘‘delta–sigma’’ have become interchangeable. A readable
and general overview of discrete-time delta–sigma modu-
lation can be found in Ref. 49. Although oversampled con-
verters are often based on a single delta–sigma modulator,
it is also possible to interconnect multiple delta–sigma
modulators to form a cascaded design [2,17]. Well-known
variants of the cascaded form include the MASH and
Leslie–Singh architectures [50,51]. It is possible to achieve
greater SNR performance at lower oversampling ratios
with cascading; a more detailed discussion of this
approach is provided below.

We note that for oversampled A/D conversion, the delta–
sigma modulator is implemented in mixed-signal form, as
depicted in Fig. 31. The quantizer block is comprised of a
simple Nyquist-rate A/D (generating the output y) and a
complementary Nyquist-rate D/A (providing a suitable
feedback signal) in cascade. Often, the D/A block is imple-
mented as a thermometer-coded current steering design
with dynamic element matching. The use of element match-
ing techniques is necessary to avoid SNR degradation from
nonlinearities in the D/A characteristic. For oversampled
D/A conversion, the delta–sigma modulator is implemented
in purely digital form. Thus the modulator loop itself can be
expected to perform ideally. However, the problem of mis-
match is now relegated to the cascaded Nyquist-rate D/A,
which must be sufficiently linear to allow the oversampled
converter to achieve maximum resolution.

Oversampled converters can be developed using a wide
range of architectures and technologies. A survey of state-
of-the-art oversampled high-speed analog-to-digital con-
verters is provided in Table 2. The results are sorted by

signal bandwidth in descending order. With the exception
of the technique employed by Paul et al. [52], each design
employs a conventional delta–sigma modulator architec-
ture. We see that CMOS oversampled A/Ds now process
megahertz-range bandwidths, attaining resolutions of
up to 15 bits. Specifically, SNDRs greater than 80 dB
are achieved using the basic formula of discrete-time
loop filtering and multibit quantization in a cascade
(MASH) configuration.

7.1. Design of the Delta–Sigma Modulator

In delta–sigma D/A conversion, the noise shaping stage is
implemented digitally, and the system is described in dis-
crete time. In A/D conversion, the delta–sigma modulator
is a mixed-signal system, and either continuous-time or
discrete-time design descriptions for the loop filter are
used.3 We shall present much of our discussion in a man-
ner that is applicable to either discrete- or continuous-
time by employing operator notation; for instance, the
symbol H denotes a linear filter that may be considered to
be either H(z) or H(s), depending on the context.

The design of the delta–sigma modulator typically pro-
ceeds in the frequency domain. Using the pseudolinear
model of Fig. 32, the operation of the delta–sigma modu-
lator can be described mathematically as follows:

y¼GsrþGneQ ð14Þ

where Gs and Gn denote the signal and noise transfer
functions, respectively. Both transfer functions are shown
conceptually in Fig. 33, where it is seen that, within the
designated signal band of the modulator, the magnitude of
Gs is roughly unity, while the magnitude of Gn approxi-
mates 0 (and describes the noise shaping characteristic of
the loop).

The design of the delta–sigma modulator begins with
the selection of an appropriate noise transfer function.
The loop filter H is in general a two-input system as shown
in Fig. 30. Using the expressions for loop filter output

s¼H1rþH2 y ð15Þ

(where H1 and H2 describe the responses of H to its
first and second inputs, respectively) and overall output
according to the pseudolinear model

y¼ eQþ s ð16Þ

Noise-Shaping
Stage

r y Decimation
Filter/

Downsampling

analog
input

digital
output

Figure 28. An oversampled analog-to-digital con-
verter. The noise-shaping stage operates at the over-
sampled clock rate, producing the digital output y
that is decimated (filtered and downsampled) to a
lower clock rate.

2The exception is the case of continuous-time delta–sigma modu-
lation (in which H is realized with continuous-time analog cir-
cuitry) in which the sampling operation and amplitude
discretization occur simultaneously.

3Note, however, that although the modulator loop filter may be
described in continuous time, the delta–sigma modulator is itself
a sampled-data system. Therefore, the overall system must be
converted to discrete time as described in Ref. 56 to obtain a cor-
rect description of modulator operation.
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we obtain the closed-loop expression for y as follows:

y¼H1ð1�H2Þ
�1rþ ð1�H2Þ

�1eQ ð17Þ

Therefore, the signal and noise transfer functions are
given by Gs¼H1(1�H2)�1 and Gn¼ (1�H2)�1. Special
attention is paid to the selection of Gn since the level
of noise attenuation dictates overall performance and
modulator stability [57]. A Gn that exhibits an aggressive
profile can drive the system into instability. As a rule of
thumb, the peak gain of Gn should be less than 1.5 for
single-bit quantization to reduce the likelihood of insta-
bility. If finer quantization is employed, the noise transfer
function can be more aggressive. Although a sufficient
condition exists to ensure stability in the multibit case
[58], it is thought to be too conservative, and most design-
ers rely on simulation to assess modulator robustness.
Nevertheless, it is important that simulation not be mis-
construed as proof of stability, and the designer should
anticipate the onset of instability, however infrequent.

A design recipe for achieving any desired SQNR
(signal-to-quantization-noise ratio) has been provided [57].
A toolbox developed by Schreier [59] based on Matlab pro-
vides an outstanding array of scripts to assist the designer
from noise transfer function design to full block-level re-
alization, and is highly recommended. Using this toolbox,
we generated the plots of Figs. 34 and 35. These graphs
indicate the performance achievable with single- and mul-
tibit designs, respectively, in terms of peak SQNR versus
(normalized) signal bandwidth. Various orders are shown
and optimum noise transfer function zero placement has
been used.

The realization of the loop filter H can proceed in seve-
ral ways; a popular continuous-time structure is shown in
Fig. 36. In the continuous-time case where there is signifi-
cant parametric uncertainty (brought on by mismatch
between active and passive circuit elements), loop filter
sensitivity is an important issue, particularly for higher-
order designs. Filter tuning may be necessary to mitigate

the effects of sensitivity [60]. The main advantage of using
more sensitive realizations is that some savings in hard-
ware complexity can be achieved. A thorough treatment of
discrete-time loop filter realizations is provided in the doc-
umentation accompanying the toolbox by Schreier [59].

Cascaded architectures use multiple delta–sigma mod-
ulators to achieve greater attenuation of quantization
noise without the need to increase oversampling ratio.
Figure 37 shows the general form of a cascaded noise-
shaper. The main challenge in the design of oversampled
A/Ds is that the transfer functions Gi(z) must match quan-
tities that are realized with analog hardware (as shown
below). For oversampled D/As, mismatch is not an issue
since all blocks (including the modulators) are realized
digitally and perfect matching is possible. The analysis in
the case of a cascade of modulators proceeds as follows.
The outputs of the first, second, and third modulators can
be written as:

y1¼H11ð1�H12Þ
�1rþ ð1�H12Þ

�1eQ1 ð18Þ

y2¼H21ð1�H22Þ
�1eQ1þ ð1�H22Þ

�1eQ2 ð19Þ

and

y3¼H31ð1�H32Þ
�1eQ2þ ð1�H32Þ

�1eQ3 ð20Þ

where Hij denotes the jth loop filter transfer function asso-
ciated with modulator iA{1,2,3}, jA{1,2}. The overall noise-
shaped output can be written as

y¼ y1 �G1y2 �G2y3 ð21Þ

¼H11ð1�H12Þ
�1rþ ½ð1�H12Þ

�1
�G1H21ð1�H22Þ

�1
� eQ1

� ½G1ð1�H22Þ
�1
þG2H31ð1�H32Þ

�1
�eQ2

�G2ð1�H32Þ
�1eQ3

ð22Þ

r yInterpolation
Filter/

Upsampling

digital
input

analog
output

Nyquist-Rate
D/A

Lowpass
Filter

Noise-Shaping
Stage

Figure 29. An oversampled digital-to-analog converter. The digital input signal is first upsampled
to the oversampled data rate before being encoded by the purely digital noise-shaping stage.

r yσ
H Q ( )

quantizer

loop filter

Figure 30. The basic delta–sigma modulator. The output y is a
noise-shaped version of the input r. The quantizer element is a
clocked device, and the loop filter is a linear time-invariant (LTI)
system. The clock rate of the system is often many times higher
than the specified signal bandwidth. For D/A conversion, the
modulator is implemented entirely in digital form; for A/D con-
verters, the modulator is a mixed-signal loop.

r yσ
H A/D

D/A

N yquist-Rate
Converter

N yquist-Rate
Converter

Quantization

Figure 31. A mixed-signal delta–sigma modulator used in over-
sampled A/D conversion.
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from which we see that if the matching conditions

G1¼ ð1�H12Þ
�1
½H�1

21 ð1�H22Þ� ð23Þ

and

G2¼ �G1ð1�H32Þ
�1
½H�1

31 ð1�H32Þ� ð24Þ

are met, then y becomes

y¼H11ð1�H12Þ
�1r�G2ð1�H32Þ

�1eQ3 ð25Þ

where eQ3 is a residual error that is, in general, strongly
attenuated relative to the original single-stage quantiza-
tion error, eQ1.

Note that the conditions (23) and (24) can imply that
the digitally realized transfer functions G1 and G2 match
responses of filters made from analog components. Thus,
in the case of cascaded oversampled A/Ds, careful analog
circuit design or the use of adaptive filtering may be nec-
essary to ensure that (23) and (24) approximately hold. In
spite of this potential shortcoming, cascaded architectures
have achieved the highest performance levels in practice
(as shown in the literature). Another distinct advantage of
using cascaded noise shaping is that stability may be
guaranteed if delta–sigma modulators of order r2 are
employed throughout the design.

7.2. Architectural Choices

We may consider various options in the design of
delta–sigma modulators, including the choice of quantizer

size, higher-order loop filtering, and continuous-time
techniques.

7.2.1. Single-Bit or Multibit Quantization? In general,
the in-band noise power for multibit mixed-signal
delta–sigma modulators is dominated by component
nonidealities, and not by quantization noise. The mis-
match amongst elements comprising the quantizer D/A
is a dominant noise source (even if mitigated by the use of
dynamic element matching). Therefore, multibit modula-
tors are used for higher-speed applications in which lower
oversampling ratios mean that the ideal SQNR (signal-to-
quantization-noise ratio) of the architecture is moderate
(generally less than 90 dB). On the other hand, with the
perfect linearity of a single-bit quantizer, single-bit delta–
sigma modulators can come much closer to ideal SQNR
performance at high oversampling ratios. Thus they
are used for narrowband applications (particularly digital
audio) in which high resolution is a priority.

Both single-bit and multibit delta–sigma modulators
are susceptible to spurious tones, albeit for different
reasons. In the single-bit case, dithering as described by

Table 2. Reported High-Speed Oversampled Architectures for A/D Conversiona

Peak SNDR (dB) Signal BW, OSR Technology Architecture, Quantization Supply, Power Consumption Ref.

43 990 MHz, 9 InAlAs/InGaAs, bipolar CTb 2nd-order lowpass, single-bit, 8 V, 1.5 W [53]
55 50 MHz, 32 InP, bipolar CT 2nd-order lowpass, single-bit, 75 V, 1 W [54]
71 9 MHz, 1 1.2-mm-Si CCD-CMOS Oversampled pipelined lowpass, multibit, 5/4/3.3 V, 324 mW [52]
87 2 MHz, 16 0.5-mm-Si CMOS SCb cascaded (2-2-1) lowpass, multibit, 2.5 V, 150 mW [2]
90 1.25 MHz, 8 0.5-mm-Si CMOS SC cascaded (2-1-1) lowpass, multibit, 5 V, 270 mW [3]
89 1.25 MHz, 8 0.6-mm-Si CMOS SC cascaded pipeline lowpass, multibit, 5/3 V, 550 mW [4]
82 1.1 MHz, 24 0.5-mm-Si CMOS SC cascaded (2-1-1) lowpass, single-bit, 3.3 V, 200 mW [51]
76 1 MHz, 2000 AlInAs/GaInAs, bipolar CT 4th-order bandpass, single-bit, 75 V, 3.2 W [55]
77 0.5 MHz, 32 0.35-mm-SoI BCMOS SC 2nd-order lowpass, multibit, 2.7 V, 12 mW [38]

aThe results indicate the typical performance possible with conventional delta–sigma modulation techniques.
bContinuous time.
cSwitched-capacitor.
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Figure 32. The pseudolinearized model of the delta–sigma mod-
ulator. By using a uniformly distributed random variable eQ, it is
possible to approximate the behavior of the actual delta–sigma
modulator.
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Norsworthy [61] can be applied to diffuse tones with only
a slight impact on dynamic range. Multibit modulators
can exploit various techniques for randomizing the selec-
tion of D/A elements. This helps to minimize tones gene-
rated by any periodicities in the dynamic element matching
strategy.

In the case of oversampled D/A conversion, the delta–
sigma modulator is implemented digitally; therefore,
there are no linearity issues associated with a multibit
quantizer. However, a single-bit architecture can be
advantageous because the digital circuitry is simplified.

Multiplication of a multibit filter coefficient by a single-bit
quantity is trivial. An additional complication with mul-
tibit delta–sigma D/A converters is that the noise-shaping
loop is typically followed by a Nyquist-rate D/A. Therefore,
because the Nyquist-rate D/A appears ‘‘open loop’’ in
cascade with a digital delta–sigma modulator, it must be
highly linear.

7.2.2. Higher-Order/Coarser Quantizer or Lower-Order/
Finer Quantizer? A current trend in broadband CMOS
delta–sigma A/D converters is the use of low (typically less
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Figure 34. Resolution of single-bit delta–
sigma modulators of various orders versus
sample-rate-normalized signal bandwidth.
The noise-transfer function out-of-band gain
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than fourth) order loop filters with finer quantization (up
to 5 bits). Such a combination often makes sense
because stability is more manageable at lower orders,
and greater signal bandwidths can be used because
of the SNR ‘‘boost’’ provided by a larger quantizer. A
given peak SQNR specification may be achieved either
by using a loop filter with sufficiently high order (given
a quantizer of fixed size), or by employing a quantizer
with sufficiently many bits (given a fixed order for H).
The choice is dictated by such considerations as power
consumption, chip area, or the designer’s own expertise.
While higher-order loop filters may result in more analog
power consumption, the use of a coarse quantizer helps to
conserve digital power consumption at higher sampling
rates. Area usage can increase exponentially with the
number of quantizer bits; in spite of this, a number of
designers have managed to produce compact multibit
designs.

7.2.3. Continuous-Time or Discrete-Time H? The use
of continuous-time loop filtering provides two primary
advantages: (1) the maximum clock rate (and hence
the oversampling ratio) of the system can be much
higher than with discrete-time loop filtering and (2) a
sample-and-hold circuit preceding the noise shaping stage
of the converter is unnecessary. With discrete-time
designs based on switched-capacitor technology, the
unity-gain bandwidths of the integrator opamps are
required to be between 3 and 5 times the sampling rate
of the system [11]. This can place a restrictive upper
bound on the maximum rate with which the modula-
tor can be clocked. In contrast, the maximum sampling
rate of continuous-time modulators is determined by

considerations of excess loop delay (for which compensa-
tion is possible) and quantizer metastability [62,63], which
are, in general, less severe constraints on the maximum
sampling frequency. The sampling operation of a conti-
nuous-time modulator occurs at the quantization stage,
therefore, a sample-and-hold circuit preceding the modu-
lator is not needed. However, because the signaling
scheme of the modulator is in continuous time, any
quantizer sampling imperfections (sampling jitter or qua-
ntizer metastability), can severely degrade SNR perfor-
mance. Quantizer metastability is usually the more
significant noise source, and strategies exist to counter it
(at the expense of greater loop delay).

8. CONCLUSION

This article provides an overview of modern A/D and D/A
converter design for integrated circuits. Nyquist-rate and
oversampled techniques are covered with an emphasis on
fundamental concepts and key strategies for high-perfor-
mance design.

Nyquist-rate architectures are most suitable for higher
bandwidth applications with modest resolution require-
ments. Flash, folding, and pipelined techniques for con-
verter design offer varying tradeoffs between hardware
complexity and conversion speed. Oversampled converters
based on delta–sigma modulation are appropriate for
narrowband wide-dynamic-range applications. System
requirements dictate the selection of noise shaping archi-
tecture, modulator loop filter realization, and quantizer
characteristics.
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Figure 36. A common loop filter realization for continuous-time delta–sigma modulators
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ACOUSTIC MICROWAVE DEVICES
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1. INTRODUCTION

Since the first experiments on piezoelectricity by the Curie
brothers in 1880, many devices have employed mechanical
waves to process electrical signals. While their frequency
of operation is usually well beyond the audible range,
these waves are referred to as acoustic waves because of
their mechanical nature. From an electrical standpoint,
their principal benefits stem from the relatively low
velocities of acoustic waves, which are in the order of
105 times lower than the velocity of electromagnetic
waves. This leads to very small devices that can be made
to meet very stringent specifications.

In virtually all radiofrequency (RF) and microwave ap-
plications, the acoustic waves are generated and detected
in crystals through piezoelectricity, which couples electric
fields to mechanical deformations. There are two broad
types of devices:

* Bulk acoustic wave (BAW) resonators employ surface
electrodes to generate mechanical waves that travel
through the interior (‘‘bulk’’) of the crystal. They have
proved to be compact and reliable, and have become
ubiquitous in high-precision oscillators having a

fundamental frequency of up to 20 MHz. Their reso-
nant frequency depends on the exterior dimensions of
the crystal. At high frequencies, standalone bulk
crystal resonators become too thin and fragile for
most applications.

* Surface acoustic wave (SAW) devices employ trans-
ducers to generate waves that propagate along the
surface of a crystal [1]. They overcome the frequency
limitations of the bulk acoustic wave resonators be-
cause the frequency of operation becomes indepen-
dent of the crystal thickness. They also make the
acoustic waves accessible along their entire propaga-
tion path, thus permitting sampling of the waves at
arbitrary points.

2. BAW DEVICE STRUCTURES

At microwave frequencies, the most practical structure for
employing bulk acoustic waves is known as the thin-film
bulk acoustic wave (FBAW) resonator. It consists of a thin-
film piezoelectric layer grown between two metal elec-
trodes. The film is normally in the order of 1 mm thick, and
the structure is often built on an airbridge in order to iso-
late it mechanically from the substrate. This is illustrated
in Fig. 1.

In general, the FBAW offers less flexibility than does its
SAW counterpart. Its main advantage is the ability to
integrate multiple FBAWs with electronic circuitry, where
they can be used as high-Q circuit elements in filters
having passband frequencies of up to B10 GHz.

3. SAW DEVICE STRUCTURES

3.1. SAW Delay Line

A SAW delay line, illustrated in Fig. 2, is the simplest de-
vice of its type. It consists of two thin-film metallic trans-
ducers placed on the surface of a piezoelectric substrate.
Common substrates are listed in Table 1. The transducers
are usually created using a single-step photolithographic
process and are made of a light metal such as aluminum to
minimize the effect of their mass on the substrate. The

Contact
metal

Air-
bridge

Piezoelectric
film

Substrate

Figure 1. FBAW resonator structure.
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photolithographic resolution in the fabrication process
limits the frequency of operation of SAW delay lines,
where an achievable linewidth of 0.5mm limits the
frequency of operation to B2 GHz.

The principal benefit of employing SAW devices as de-
lay lines is the large group delays that are possible. For
example, a device having a distance (center to center) be-
tween transducers of 0.5 cm would produce a delay in the
order of 1.5 ms. In addition, because the wave velocity is
frequency-independent, this delay would apply to all
frequency components that the device supports.

The structure of the transducers varies, but the most
common type by far is the interdigital transducer (IDT),
which consists of an array of parallel strips (‘‘fingers’’) of
alternating polarity. When a RF signal is applied to the
input IDT, the electric fields between the metal strips in-
duce mechanical deformations that propagate as waves
in the crystal. These waves in turn generate an electric
potential between the strips in the output IDT, which pro-
duces a current in the load.

The frequency response of the device can be estimated
by recognizing that a modulated pulse can approximate
the impulse response of each IDT. The frequency response
for a device having two identical transducers is thus

jHð f Þj � A

sin
Npð f � f0Þ

f0

� �

Npð f � f0Þ

f0

��������

��������

2

ð1Þ

where A is a constant and N is the number of finger pairs
in each transducer. f0 is the device’s center frequency
given by

f0¼
v

p
ð2Þ

Here, v is the acoustic wave phase velocity in the trans-
ducer region and p is the finger periodicity, shown in Fig. 2.

The insertion loss of a SAW delay line is often high.
Since both IDTs are bidirectional three-port (one electri-
cal, two acoustic) devices, each IDT will contribute an in-
herent 3 dB loss (6 dB in total) when the two electrical
ports are matched to the source and load, respectively.
This matched condition unfortunately also results in the
maximum level of acoustic wave regeneration by each
IDT, and leads to severe multipath interference known
as triple-transit interference (TTI). Consequently, most
SAW delay lines are intentionally mismatched at the elec-
trical ports so that acoustic regeneration is reduced. An
insertion loss of between 20 and 30 dB is common.

The frequency response of SAW delay lines usually ex-
hibits several other distortions attributed to second-order
effects. The dominant effects are direct electromagnetic
coupling (‘‘feedthrough’’) between input to output trans-
ducers, reflections from finger edges, acoustic beam
diffraction, and bulk wave interference.

3.2. SAW Transversal Filter

The SAW transversal filter is a generalization of the delay
line in which the relative efficiency of individual IDT fin-
gers is varied so that the frequency response of the trans-
ducer can be tailored. The control is commonly achieved
either by apodization, which consists of varying the indi-
vidual finger lengths, or by withdrawal weighting, which
involves selectively removing fingers. These techniques
are illustrated in the device shown in Fig. 3.

In a first-order design process, each finger in an IDT is
represented by a delta function whose magnitude is pro-
portional to the length. The impulse response of the IDT is
then a sequence of weighted delta functions separated by
t¼p/2v seconds. This representation corresponds directly
to the one commonly used for the design of finite-impulse-
response (FIR) digital filters, for which there are extensive
design tools. One of the most common of these tools is the
Remez exchange algorithm, for which computer programs
are readily available [2], but other optimization algo-
rithms can also be used. Once the equivalent digital FIR
filter has been designed, the SAW filter is obtained by
making the finger lengths proportional to the tap weights
of the digital filter. If the transducer has an impulse re-
sponse that is symmetric, then its frequency response will
exhibit a linear phase. This property is important in com-
munications applications.

Care must be exercised when designing a SAW filter
having two apodized transducers. Since in this case the
acoustic beam generated by the first apodized transducer
will not be uniform across acoustic aperture, the signal
detected by each finger in the second transducer will
seldom be proportional to its length. Because of the

Input
Transducer

Substrate

p

Output
Transducer

X3 X2

X1

Figure 2. SAW delay line.

Table 1. Common Substrates Used in Surface Acoustic Wave Devices

Substrate Cut Velocity v (m/s) k2 (%) Temperature Coefficient (ppm/K)

Quartz ST-X 3158 0.116 0
Lithium niobate Y-Z 3488 4.82 þ94
Lithium niobate 1281-X 3992 5.44 þ75
Lithium tantalate Y-Z 3230 0.66 þ35

Source: Morgan [17].
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difficulties that this behavior introduces in the design pro-
cess, the second transducer is rarely apodized. In this
case, withdrawal weighting is an attractive option.

3.3. Dispersive SAW delay line

Both the SAW delay line and transversal filter are usually
designed to have a linear phase response. There are situ-
ations, however, where a nonlinear phase response is de-
sirable. For example, a frequency-modulated (‘‘chirp’’)
impulse response is often used to improve the range and
resolution of radar systems.

A dispersive SAW delay line can be made by varying
the finger positions of a delay line. Alternatively, grooves
of varying periodicity can be etched into the substrate, as
shown in Fig. 4, to create a reflective array compressor
(RAC) [3]. The various frequency components in the acous-
tic beam will be reflected efficiently in the region where
the grooves have a periodicity equal to half the acoustic
wavelength. The frequency components will thus travel
different distances and will reach the output tranducer
with differing delays. The phase response of the filter is
obtained by integrating the radial frequency with respect
to time, so a nonconstant delay can produce a desired
nonlinear phase response.

3.4. Single-Mode SAW Resonator

An array of metal strips or grooves on the surface of the
substrate can reflect SAW energy. If we place such arrays
on the far sides of a one- or two-transducer device as
shown in Fig. 5, we can create an acoustic resonant cavity.
Resonance will occur, and the acoustic energy will be
trapped in the cavity when the acoustic wave has a

wavelength that is approximately equal to an even mul-
tiple of the reflector strip periodicity.

When properly designed, a SAW resonator can achieve
a quality factor, measured as the inverse of the fractional
bandwidth, equal to about 10,000. In addition, the SAW
resonator usually has a low insertion loss because the
acoustic energy is trapped in the cavity. An insertion loss
of less than 2 dB is easily achievable.

3.5. Multimode SAW Resonator

If we allow the acoustic energy in two identical resonant
cavities to couple, the resonant frequency of the combined
structure will split into two resonant frequencies. This
property is often used to produce resonators that exhibit a
higher fractional bandwidth than do single-cavity resona-
tors, while still maintaining their low insertion loss.

The resonators can be longitudinally coupled, in which
case two acoustic cavities are placed in line and the re-
flector array that they share is shortened to allow the
acoustic energy to ‘‘leak’’ into the adjacent cavity. This ap-
proach allows the designer to precisely control the cou-
pling between the cavities. Alternatively, the cavity length
can be increased sufficiently to permit two or more modes
to exist within the single cavity. However, at frequencies
not reflected by the reflector arrays, the SAW waves will
be able to freely propagate between transducers in these
inline structures. This leads to poor out-of-band rejection.

The resonators may also be transversely coupled. In
this case the acoustic cavities are placed in parallel, with a
very narrow gap (usually a grounded metal strip) between
them. Acoustic energy is coupled between the cavities
through the evanescent ‘‘tail ends’’ of the transverse
energy distribution of each cavity. This approach gives lim-
ited control over the coupling between cavities, but leads to
excellent out-of-band rejection, in the order of 60 dB.

3.6. Low-Loss Structures

The previous paragraphs have described many ‘‘first
generation’’ SAW devices, which can be divided into
high-loss filters with outstanding frequency response

Apodized
Transducer

Withdrawal-weighted
Transducer

Figure 3. SAW device employing an apodized transducer and a
withdrawal-weighted transducer.

IDTs
High frequency
path

Low frequency
path Reflectors

Figure 4. Reflective array compressor (RAC).

Reflectors

Transducers

Figure 5. SAW resonator.
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characteristics, and low-loss narrowband resonant devices
with responses over which the designer has limited
control. A ‘‘second generation’’ type of device has emerged
that can provide both low loss and control over the shape
of the frequency response.

Designing transducers that launch acoustic energy pri-
marily at one port can reduce the insertion loss. This is
done by introducing wave reflections within each IDT that
add in phase with waves propagating in the desired di-
rection, but that add out of phase with waves propagating
in the opposite direction. Since the standard IDT is sym-
metric, it cannot generate unsymmetric output unless the
substrate is unsymmetrical. We must employ instead
transducers that have multiple electrodes, often of vary-
ing width, per period. Several examples of structures,
known as single-phase unidirectional transducers (SPUDTs),
are given in Ref. 4. These devices require higher photo-
lithographic resolution, and their fabrication presents dif-
ficulties at frequencies above 1 GHz.

A second approach to reducing the insertion loss is to
employ multiple bidirectional transducers that are
alternatingly connected to the input and output ports.
Since each input transducer (unless located at the ends)
has a receiving transducer at both acoustic ports, and
since each output transducer (unless located at the ends)
has a transmitting transducer at each port, very little
acoustic energy is lost. These devices, known as interdig-
itated interdigital transducers (IIDTs), are not subject to
the same fabrication limitations at high frequencies as
the devices described in the previous paragraph, but they
often exhibit severe ripples in the frequency response.

3.7. SAW Ladder Networks

One-port SAW resonators have been increasingly used as
circuit elements in ladder networks [5]. These filters,
known as impedance element filters, offer low insertion
loss and high power-handling capability. They are there-
fore often used in the output stage of wireless transceivers.

The basic configuration for an impedance element filter
is given in Fig. 6, which also shows the typical frequency
response of the circuit elements. The resonant frequencies
of the shunt and series elements are offset so that the an-
tiresonant frequency of the shunt elements matches the
resonant frequency of the series elements. The result is a
filter with a wider bandwidth than achievable with indi-
vidual resonators, with sharp transition bands and good
close-in stopband suppression.

4. SUBSTRATES

4.1. SAW Substrates

At low frequencies, most BAW devices employ a cylindrical
quartz crystal that is polished on the two faces, on which are
placed metal electrodes. Since the fundamental resonant
frequency is inversely proportional to the distance between
the two faces, the crystal becomes extremely thin at high
frequencies, and impractical at microwave frequencies.

In the case of the FBAW, the thin-film piezoelectric
substrate must be easily deposited and processed. The

most commonly used materials are aluminum nitride
(AlN) and zinc oxide (ZnO).

4.2. SAW Substrates

There are currently many substrates in use for SAW devi-
ces. The most common are lithium niobate (LiNbO3),
quartz (SiO2), and lithium tantalate (LiTaO3), which are
cut at various angles to the crystalline axes. Table 1 sum-
marizes the most important properties of some of the more
common crystal cuts.

The phase velocity v of the wave, combined with the
photolithographic resolution of device fabrication process,
determine the maximum sampling frequency of the trans-
ducers. Clearly, since IDT electrodes must be at most half
a wavelength apart, a high velocity is desirable at micro-
wave frequencies.

|Hp(f )| |Hs(f )|

|H(f )|

f�p
r

�p

�p
a

�p

f

f

�s
r

�s
r

�s

�s

SAWR

S
A

W
R

S
A

W
R

=a

r
r a

a

Figure 6. Configuration of impedance element filter employing
SAW resonators.
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The coupling coefficient k2 provides an indication of the
electromechanical coupling efficiency. It is computed by
evaluating the fractional velocity difference between
waves propagating under metallized and free surfaces.
Filters built on substrates with a higher k2 can achieve
lower insertion loss and wider bandwidths.

The temperature coefficient determines the effect of
temperature changes on the acoustic phase velocity. This
parameter is particularly important in oscillator applica-
tions where the cost of controlling the substrate temper-
ature is excessive.

In general, LiNbO3 crystals are used for wideband de-
vices such as transversal filters, where the device may be
placed in a temperature-controlled environment, or where
small passband shifts due to temperature variations are of
minor concern.

Quartz is usually preferred for narrowband applica-
tions, such as for resonators to be used in oscillators,
where minor frequency shifts due to temperature varia-
tions are of major concern. The ST-X cut of quartz, with its
zero first-order temperature coefficient at room tempera-
ture, is ideal for this type of application.

LiTaO3 is often selected as a compromise between the
two other substrates. Its temperature coefficient is lower
than that of LiNbO3, but its coupling coefficient is higher
than for quartz.

There has been considerable interest in the use of mul-
tilayer substrates. A substrate that shows great promise is
diamond because of its hardness, which leads to a high
acoustic velocity. Since it is not piezoelectric, the diamond
substrate must be layered with a piezoelectric thin film
such as zinc oxide (ZnO). Nakahata reported that a silicon
substrate coated with diamond and ZnO films can support
a SAW having a velocity of 10,500 m/s and an electrome-
chanical coupling coefficient k2 of 1.5% [6]. Commercial
diamond-based SAW devices operating well above 2 GHz
are now available.

5. APPLICATIONS

5.1. Nyquist Filter

Consider a communication system designed to transmit
digital bits (assume that each bit is transmitted as a delta
function for now) every T seconds. The frequency response
of the transmitted information must be restricted to the
available channel bandwidth, which makes the impulse
response of the channel infinite in length. Unless special
steps are taken, successive bits will produce intersymbol
interference (ISI). The solution is usually to employ a
Nyquist filter in the transmitter.

To minimize this interference, it is important that the
channel’s impulse response be zero at all sampling in-
stances t¼T0þnT, na0, where T0 is the delay through
the channel. A channel with an ideal rectangular frequen-
cy response and a bandwidth of 1/T Hz would have a sinc
impulse response

sinc
t

T

� �
¼

sinðpt=TÞ
pt

T

ð3Þ

which has the desired property. Other functions, such as
the raised-cosine function [7], have the same property and
are easier to realize. Any deviation from these precise fre-
quency responses by the channel filter will quickly de-
grade the performance of the system.

The frequency response of the channel filter must be
modified to account for the frequency response of the
transmitted bit, which in practice cannot be a true delta
function. If we assume a rectangular bit (with its sinc-
shaped frequency response), a corresponding 1/sinc re-
sponse must be superimposed on the frequency response
of the channel filter. The resulting frequency response and
its time-domain properties are illustrated in Fig. 7.

Because of their performance, reproducibility, and their
ability to operate at intermediate frequencies (so that a
single filter can operate on the combined in-phase and
quadrature signals instead of requiring a baseband filter
for each of these signals), SAW filters are often used in
these applications [8].

5.2. Satellite Subchannelizers

Satellites usually have several transponders, and these
are often leased to users. For example, the standard band-
width of a C-band (6/4-GHz) satellite channel is 40 MHz, of
which 36 MHz is usable because of the required guard
bands between channels. In a conventional system, the
user must lease the entire channel, regardless of whether
the bandwidth is needed. The high cost of leasing the en-
tire channel can be a major deterrent.

Sampling instances

H(f )

h(f )

f

f

(a)

(b)

Figure 7. (a) Raised-cosine Nyquist filter frequency response;
(b) impulse response of Nyquist filter.
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The high selectivity of SAW filters makes it possible to
divide the satellite channel into three or more subchan-
nels, possibly of varying bandwidth. Furthermore, if the
magnitude and phase of these filters are carefully con-
trolled, it is possible to combine two or more of these
subchannels to form a contiguous channel of higher band-
width, up to the full bandwidth of the transponder. Such a
system is illustrated in Fig. 8. The Inmarsat-3 satellite
uses this type of system to service its mobile users [9].

5.3. Wireless Handsets

Wireless communications systems require inexpensive,
rugged, and compact components that consume very
little power. Low-loss SAW devices excel in all four attri-
butes, and have been widely adopted by all major manu-
facturers [10]. Cellular telephones are currently the
largest market for SAW devices, at over 1 billion units
per year.

SAW longitudinally coupled resonator filters are often
used in the front end to remove out-of-band signal inter-
ference. A waveguide-coupled resonator filter is then used
to select the desired channel. Figure 9 illustrates the pos-
sible uses of SAW components in a wireless handset.

5.4. SAW Oscillators

Stable oscillators require a narrowband device in their
feedback path whose passband frequency can be precisely
established. The frequency response of the device should
also present a low insertion loss and be highly stable.
Finally, for volume applications, the response must be
easily reproducible.

SAW resonators meet all of these requirements, and are
lightweight and rugged. When compared to other technol-
ogies, they can be manufactured at a low cost. For these

reasons, SAW oscillators are widely used whenever signals
in the range from 50 MHz to 2 GHz are required.

Oscillator stability is usually categorized as either
short- or long-term. Short-term stability refers to output
frequency variations lasting less than 1 s and caused by
random thermal vibrations and the discrete nature of
electric charge. Long-term stability encompasses effects
due to temperature variations and component aging.

Short-term stability can be improved by selecting a
high-Q feedback filter, an amplifier with low flicker noise
and noise factor, and a clean power supply. In the case of
SAW oscillators, it is also important to isolate the SAW
device from mechanical vibrations, since the piezoelectric
substrate can convert the vibrations to electrical signals.
Short-term stability is usually measured in terms of sin-
gle-sideband phase noise, which describes the oscillator
output power density, normalized to the power of the car-
rier, at specific offset frequencies. A 500-MHz SAW oscil-
lator, for example, is typically able to achieve phase noise
levels of –130 dBc/Hz at 1 kHz offset from the carrier (dBc
refers to decibels with respect to the carrier). The phase
noise then typically drops to about –175 dBc/Hz at 100 kHz
offset, and levels off [11].

Long-term stability can be improved by placing the os-
cillator in a temperature-controlled environment. Placing
the SAW device in a package with thermal characteristics
that are similar to those of the substrate also helps reduce
mechanical stresses. Because component aging occurs pre-
dominantly early in its life, it is also important to ‘‘burn
in’’ all oscillator components by subjecting them to high
signal levels and high temperatures for an extended peri-
od of time. SAW oscillator long-term stability is usually
measured in parts per million (ppm), and a good design
can achieve 1 ppm per year at a fixed temperature or about
20 ppm over a temperature variation of 50 K.

5.5. SAW Chirp Fourier Transformer

The SAW chirp Fourier transformer is an analog circuit
that is able to perform a finite-bandwidth windowed
Fourier transform. The circuit is based on a simple
algebraic manipulation of the formula for the Fourier
transform S(o) of a time signal s(t):

SðoÞ¼
Z 1

�1

sðtÞe�jot dt ð4Þ
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Figure 8. Filters in a SAW filter-bank seamlessly combine to
dynamically vary channel bandwidth.
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Figure 9. Block diagram of a wireless transceiver. Shaded blocks
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Substituting � 2ot¼ (t�o)2� t2
�o2 ando¼ mt, we obtain

SðoÞ¼SðmtÞ¼ e�jðm=2Þt2

Z 1

�1

ðsðtÞe�jðm=2Þt2

Þejðm=2Þðt�tÞ2 dt ð5Þ

This expression can clearly be represented by the circuit
shown in Fig. 10, which involves a multiplication by a lin-
ear frequency-modulated (FM) signal, followed by a con-
volution with another FM signal having a frequency
variation opposite that of the first. The output of the con-
volver is then multiplied by a third FM signal having the
same frequency variation as that of the first signal. A
similar transformation can show that the dual circuit,
consisting of a convolve–multiply–convolve system, pro-
duces the same result.

In a practical system, the convolutions can be per-
formed by feeding the signal into a SAW chirp filter hav-
ing a linear group delay. The multiplying signals can be
provided by impulsing SAW chirp filters, but are usually
generated digitally because this approach makes it easier
to compensate for imperfections in the convolving SAW
chirp filters.

While the SAW chirp Fourier transformer has not been
widely used in commercial applications, studies have
shown that it could be very competitive in some commu-
nications satellite applications [12].

6. ACOUSTIC WAVE PROPAGATION

A solution to the acoustic wave propagation in a piezoelectric
substrate requires that both Maxwell’s and Newton’s equa-
tions be solved simultaneously in a nonisotropic medium.
These two sets of equations are linked through the piezoelec-
tric relationships. The equations that rule the behavior are

r�E¼ �
@B

@t
¼ � l

@H

@t
ð6Þ

r�H¼
@D

@t
¼
@

@t
ðeTEþdTÞ ð7Þ

rsv¼
@S

@t
¼
@

@t
ðd0Eþ sETÞ ð8Þ

r .T¼ q
@v

@t
ð9Þ

where

B ¼magnetic flux density vector
d ¼ (3� 6) piezoelectric strain coefficient matrix
D ¼ electric flux density vector
E ¼ electric field vector
eT ¼ (3� 3) electric permittivity matrix

H ¼magnetic field vector
l ¼ (3� 3) magnetic permeability matrix
sE¼ (6� 6) compliance coefficient matrix

S ¼ strain vector
T ¼ stress vector
q ¼diagonal (3� 3) material density matrix

v ¼particle velocity vector¼ @u=@t
u ¼particle displacement vector

Here, r� represents the curl and the prime refers to the
transpose of a matrix. Assuming the standard abbreviated
subscript notation described in Ref. 13, we have
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The wave solutions obtained by solving these equations,
subject to boundary conditions, can be classified by their
propagation properties. The most common types are bulk
waves, Rayleigh waves, Bluestein–Gulyaev waves, and
leaky waves.

6.1. Bulk Waves

Bulk acoustic waves are waves that propagate in the in-
terior of the substrate, so that they are subject to the sub-
strate boundary conditions only when they strike the
boundaries. A bulk wave will in general have a particle
motion that is composed of a superposition of three fun-
damental modes. These are known as the fast longitudinal
wave, whose particle motion is in the same direction as the
wave, and two slower transverse waves, whose particle
motions are perpendicular to the wave. The latter are
usually termed fast-shear and slow-shear waves, owing to
their different phase velocities (in some crystal directions,
these two waves could have the same velocity). Since these
components travel independently, their relative magni-
tudes and phases will be determined by the launching
conditions. In a piezoelectric substrate, each of these wave
components will have a phase velocity that depends on its
propagation direction.
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Figure 10. A multiply-convolve-multiply SAW Fourier trans-
former.
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6.2. Rayleigh Waves

Rayleigh waves satisfy the Maxwell and Newton equations
in a piezoelectric half-space. Their motion is retrograde el-
liptical in the sagittal plane (defined by axes x1, x3 in Fig. 2),
and their velocity is lower than that of all other waves. This
slow velocity leads to very low propagation loss because the
acoustic power is confined to within about 1 wavelength of
the surface and does not leak into the substrate.

6.3. Bluestein–Gulyaev Waves

Bluestein–Gulyaev waves, also called surface transverse
waves (STWs), contain particle motion only in the x2 di-
rection and can be generated with the traditional IDT
structure. In general, the energy will propagate at a non-
zero angle to the surface, which makes the wave lossy.
However, if the surface is subjected to a periodic stress,
the STW can be guided parallel to the surface so that it
behaves very much like a surface wave; it is then called a
surface-skimming bulk wave (SSBW). IDTs or reflector
arrays built with a heavier or thicker metal film are usu-
ally used to guide the wave.

For particular substrate cuts, STW or SSBW can be the
dominant acoustic modes. They have a higher velocity than
do Rayleigh waves, so they are sometimes used instead of
their Rayleigh counterparts in high-frequency devices.

6.4. Leaky Waves

For some substrates, it is possible to satisfy the surface
boundary conditions with waves that travel at a velocity
that is higher than that of the slow shear wave. Such
waves are referred to as ‘‘leaky waves’’ because they are
not confined to the surface and their acoustic energy leaks
into the substrate. However, in some cases their electro-
mechanical coupling coefficient is higher than that for
Rayleigh waves and their propagation loss is small enough
to make them practical. In addition, many of these sub-
strates offer very small temperature coefficients. For these
reasons, leaky waves are being increasingly used, partic-
ularly at high frequencies.

7. DEVICE MODELS

7.1. Introduction

Attempts to accurately model surface wave devices have
met with varying success. The electromechanical interac-
tions that are central to their operation require that both
Maxwell’s and Newton’s equations be solved for the given
boundary conditions. Until recently (as of 2003), the com-
putational requirements to fully model even the simplest
devices have been excessive. As a result, varying levels of
simplification have been adopted in order to generate use-
ful design tools. Effects that have not been predictable
with these simplified models have been classified as ‘‘sec-
ond-order effects,’’ with several techniques used to mini-
mize their effect on the desired behavior of the device [14].

7.2. Impulse Response Model

The impulse response model was first derived by Hartm-
ann et al. [15] as an alternative to more complicated

equivalent circuit approaches. It provides more informa-
tion on a SAW device’s performance than does the delta
function model described by Eq. (1) because it includes
information on electrical impedances and can cater to
transducers with nonuniform electrode spacing.

The process of modeling a SAW device with the impulse
response model involves three steps:

1. Each electrode is replaced with a half-cycle of a sine
wave whose magnitude is proportional to the length
of the electrode.

2. If electrode spacing is not uniform, then the magni-
tude of each ith half-cycle is further scaled by f

3=2
i ,

where fi is the instantaneous frequency at that point
in the transducer.

3. The frequency response is obtained by taking the
Fourier transform of the resulting impulse response.
This technique is illustrated in Fig. 11.

The input impedance of a transducer can be computed from
the impulse response model through energy conservation
arguments. The equivalent circuit consists of a radiation
conductance, representing acoustic energy generation, in
parallel with a radiation susceptance, corresponding to en-
ergy absorption and regeneration in the transducer, and
with a static capacitance. The radiation conductance of an
IDT with uniformly spaced electrodes is found to be

Gað f Þ¼ 8k2Cs f0N2

sin
Npð f � f0Þ

f0

� �

Npð f � f0Þ

f0

��������

��������

2

ð12Þ

while the radiation susceptance is the Hilbert transform of
Ga(f) and is given by

Bað f Þ¼ 8k2Cs f0N2

sin
2Npð f � f0Þ

f0

� �
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2Npð f � f0Þ
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2
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Figure 11. Impulse response model of a transducer.
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The static capacitance for the transducer is

Ct¼NCs ð14Þ

In Eqs. (12) through (14), k2 is the electromechanical cou-
pling constant, Cs is the capacitance per finger pair, and N
is the number of finger pairs in the transducer. The equiv-
alent circuit values for transducers with nonuniformly
spaced electrodes can be found in Ref. 15.

7.3. Coupling-of-Modes Model

The coupling-of-modes (COM) model is a phenomenologi-
cal description of the behavior of propagating waves that
are subjected to a periodic disturbance in their propaga-
tion medium. The technique is ideally suited to the com-
putation of the behavior of SAW structures that contain a
large number of equally spaced transducer fingers or
reflector strips. The COM approach is very numerically
efficient, but is only accurate over fractional bandwidths
of about 10%. It also must be slightly modified to model
devices that employ leaky waves.

Consider two sinusoidal waves having complex ampli-
tudes wþ (x) and w� (x) propagating in a transducer region
in the þ x1 and � x1 directions shown in Fig. 2, respective-
ly. Because of reflections and acoustic generation at the
electrodes, these waves will be coupled to each other so that

@wþ ðxÞ

@x
¼ � jdwþ ðxÞþ jkw�ðxÞþ jaV

@w�ðxÞ

@x
¼ jdw�ðxÞ � jk�wþ ðxÞ � ja�V

@IðxÞ

@x
¼ � 2ja�wþ ðxÞ � 2jaw�ðxÞþ joC0V

ð15Þ

where k is the distributed reflection coefficient, a is the
distributed transduction coefficient, V is the applied volt-
age, o is the radian frequency, C0 is the static capacitance
per unit length of the transducer, and d is a measure of
frequency deviation from the Bragg frequency given by

d¼ b�
p
a

ð16Þ

where b is the propagation constant and a is the electrode
separation. The terms containing V and the equation for
the incremental current I(x) can be disregarded when
dealing with reflector arrays.

If we write Eq. (15) in matrix form, we obtain

@wðxÞ

@x
¼CwðxÞþ fV

@IðxÞ

@x
¼NwðxÞþ joC0V

ð17Þ

where

wðxÞ¼
wþ ðxÞ

w�ðxÞ

" #
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" #
; f ¼
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�ja�

" #

and N¼ [� 2ja* � 2ja], the general solution for the waves is

wðxÞ¼VeEðxÞV
�1
e wð0Þþ ðVeEðxÞV

�1
e � IIÞC�1fV ð18Þ

where Ve is the 2� 2 matrix containing the eigenvectors of
C in its columns. II is the 2� 2 unit matrix, and

EðxÞ¼
el1x 0

0 el2x

" #
ð19Þ

for which l1 and l2 are the eigenvalues of C [16]. In the
case of transducers, the solution requires an expression
for the current, which is obtained by integrating the in-
cremental current over the length of the transducer. For a
transducer of length LT, we get

I¼NVeK
�1
ðEðLTÞ�IIÞV�1

e wð0ÞþfN½VeK
�1
ðEðLTÞ�IIÞV�1

e

þLTII�C�1f þ joCtgV ð20Þ

where Ct¼ xC0 is the total static capacitance of the trans-
ducer and

K¼
l1 0

0 l2

" #
ð21Þ

The admittance parameters for the device can be computed as

yij¼
Ii

Vj

����
Vk ¼ 0;kOj

ð22Þ

where the subscripts identify the transducers in the device.
Scattering parameters are then obtained from the admit-
tance parameters by using standard transformations.

7.4. Green’s Function Model

The Green’s function models for SAW devices were first
developed in the 1970s, with many simplifications applied
to make the numerical computations tractable with the
resources available at that time. The most common as-
sumption at that time was that the substrate interface was
stress-free [17]. The technique has attracted considerable
attention more recently because of its ability to model
essentially all aspects of a SAW device’s performance and
to take into account all acoustic propagation modes.

A Green’s function describes the behavior of a structure
due to a point source. This source can be an electrical
charge on the surface of the substrate, or a mechanical
stress due to, for example, the mass of a surface electrode.
In the k domain (corresponding to the Fourier transform of
these terms), these relationships can be summarized as
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where the overbar indicates a Fourier transform. Gij are
Green’s functions, f is the electric potential, and ui,Ti, D3

are elements of the displacement, stress, and electric flux
density vectors, respectively.

A convenient method to evaluate all the Green’s func-
tions was proposed by Peach [18]. For an assumed x1 com-
ponent of the acoustic wavenumber given by k1, the
possible x3 components can be evaluated by solving Eqs.
(6)–(9). The solution can be written as an eighth-order
eigenvalue problem, where the k3 terms are the eigenval-
ues, and the eigenvectors are the partial waves that make
up the solution. The boundary conditions determine the
relative contributions of these partial waves. The �GGi jðk1Þ

terms are then readily obtained.
The singular terms in the �GGi jðk1Þ functions must

be quantified so that the spatial domain Green’s func-
tions Gij(x1,o) can be obtained. This step is often the
most time consuming, but it is necessary because these
singular points determine the long-range effect of the
sources. The spatial domain Green’s functions are then
convolved over all sources and the overall device behavior
is obtained.

Recently, a periodic Green’s function methodology was
introduced that is well suited to the analysis of long
periodic structures [19]. This approach limits the ana-
lysis to that of a single period, which greatly reduces the
computation requirements.

7.5. Finite-Difference Time-Domain Model

The finite-difference time-domain (FDTD) method was
first introduced by Yee for the simulation of electromag-
netic wave propagation [20]. It involves the discretization
of the wave equations in both time and space, which then
leads to a numerical solution of the wave propagation
problem. The technique’s main benefits are that it permits
the description of wave propagation in nonuniform and
nonlinear media, and it can easily include a wide range
of boundary conditions. The technique is particularly
well suited to broadband analyses, because the spectral
response can be computed from the structure’s time res-
ponse to a narrow Gaussian impulse excitation.

There has been some early work on the extension of
the method to the propagation of ultrasonic waves
through piezoelectric media [21]. Stability considerations
require that a quasistatic approximation be imposed on
Eqs. (6)–(9), so that they can be reduced to

rsv¼ ŝsE @T

@t
ð24Þ

r .T¼ q
@v

@t
ð25Þ

where the stiffened compliance matrix is defined as

ŝsE
¼ sE � d0ðeTÞ

�1d¼ ðĉcEÞ
�1

ð26Þ

In the saggital plane, the resulting time-stepping equa-
tions become

�Vj
nþð1=2Þ
iþ ð1=2Þ; jþ ð1=2Þ ¼Vj

n-ð1=2Þ
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Dt

2rDx
T̂Tjniþ ð1=2Þ; jþ ð1=2Þ

ð27Þ

Tjnþ 1
i; j ¼Tjni; jþ

Dt

2Dx
ĉcEv̂vj

nþ ð1=2Þ
i; j ð28Þ

where the superscripts refer to the time instant and the
subscripts indicate the gridpoint index. In Eqs. (27) and
(28), we have
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Further development of the FDTD method for piezoelec-
tric substrates is expected in the future.

7.6. Diffraction and Beamsteering

Surface acoustic waves are generated by sources of finite
aperture and are therefore subject to diffraction effects. As
is done in optics, the effects are classified as near-field
(Fresnel) effects and far-field (Fraunhofer) effects. In SAW
devices, the Fraunhofer region is of most interest.

Many of the techniques developed for optics can be
applied to SAW, with the small modification that the
velocity, and therefore the wavenumber, of the waves
depend on the direction of propagation. The wave velocity
in a specified direction is computed by solving the stiffened
Christoffel equation, as outlined in Ref. 13.

A commonly used method of computing the effect
of diffraction is known as the angular spectrum of
waves (ASoW) technique. If we ignore any wave depen-
dence in the x3 direction, the amplitude of the surface
wave c at a point (x, y) on the surface of the substrates
can be written [22]

cðx; yÞ ¼
Z 1

�1

CðkyÞe
�jðkxxþ kyyÞ dky ð31Þ

where C(ky) is the Fourier transform of the wave ampli-
tude at a reference point x¼ 0, while kx and ky are x1 and
x2 components of the wavenumber for a wave propagating
at an angle f to the x1 axis shown in Fig. 2. The signal
detected at the receiving transducer is calculated by
integrating c(x, y) over all receiving electrodes.

Because of the anisotropy of SAW substrates, the
acoustic wavefront does not always propagate in the
direction that is normal to the electrodes. This effect,
known as beamsteering, must be considered when posi-
tioning the receiving transducer.
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1. INTRODUCTION TO ACTIVE ANTENNAS

A good place to start a discussion of active antennas might
well be to define what we mean by an active antenna as is
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done in two review articles on active integrated antennas
[2,3]. An antenna is a structure that converts electromag-
netic energy propagating in free space into voltage and
current1 in an electrical circuit and vice versa. In a trans-
ceiver system, the antenna is used to both receive and
transmit free-space waves. At minimum, a transceiver
then must consist of a signal source that serves to drive
the antenna as well as a receiver circuit that reads out the
signal from the antenna. Until relatively recently, practi-
cally all antenna systems operating in the microwave
frequency regime (operation frequencies greater than
1 billion cycles per second, or 1 GHz) went to great lengths
to isolate the antenna from the circuits—that is, to find
ways to make system operation independent of the anten-
na’s electrical characteristics. In contradistinction, an
active antenna is one in which the antenna actually
serves as a circuit element of either the driver or readout
circuit. To really understand why this is different
from conventional antenna driving or readout will require
us to take a bit of a historical trip through the last century
or so.

Actually, the first antenna of all time was an active one.
Heinrich Hertz back in 1884 [4] was the first person to
demonstrate that one could generate radiowaves and that
they would propagate from a transmitter to a receiver at
the speed of light. The apparatus used is schematically
depicted in Fig. 1. The idea of the transmitter is that, by
discharging an induction coil (a wire looped about a mag-
netic core such that the composite device can store signif-
icant amounts of magnetic energy) into a sparkgap, one
can generate a current in the 5-mm-diameter wire. The
voltage in the sparkgap induces a current in the wire,
which in turn induces a voltage in the wires, and this
voltage in turn induces current such that the voltage and
current propagate along the two pieces of the wire to
either side of the sparkgap as waves, appearing much like
a one-dimensional slice through a water wave propagating
away from the point where a pebble has struck the water’s
surface (the sparkgap). A wave will propagate rectili-
nearly until it encounters an obstruction, at which point
it can suffer reflection and transmission from the barrier
that the obstruction presents. There will then be reflec-
tions off the metal spheres on the ends of the wire. The
spark will generate a broad spectrum of frequencies—that
is, different lengths of waves. The reflections off the two
ends, though, will tend to cancel each other except at cer-
tain special frequencies. The effect at these wrong fre-
quencies is much like the effect of throwing a handful of
pebbles into the pond and noting that, in between the
points where the pebble struck, the waves are much less

distinct than they are far from where the handful struck
the surface. The special frequencies are ones that just fit
into the region between the spheres. The current needs to
be zero at the two ends in order to fit, whereas the voltage
needs to be maximum at the ends. The current and voltage
waves at the right frequency may appear as depicted in
Fig. 2. The Hertz transmitter is the archetypical active
antenna. The source is the sparkgap, which is actually
placed in the antenna. The antenna then acts as a filter
to pick the right frequency out of a large number of
frequencies that could be launched from the sparkgap.
The receiver is picked to be of a length to also select this
primary frequency.

Hertz-style sparkgap transmitters, after further deve-
lopment and popularization by Marconi, were the primary
ones in use for some 50 years after Hertz until they were
banned for by the Federal Communications Commission
(FCC). Indeed, sparkgap transmitters do exhibit some
rather severe drawbacks. The main problem is that the
simple resonant dipole antenna (i.e., a straight-wave an-
tenna with a gap used to feed in current) is a pretty lousy
frequency filter; that is, if one increases the frequency by
50%, there is 75% as much power transmitted at this
frequency as at the first resonance, which is called the
fundamental. There is a second resonance at twice the
frequency of the first resonance and others at each integer
multiple of the fundamental. Therefore, with increasing
frequency the transmitted power decreases a little and then
flattens out around the second resonance, decreases a little,
flattens out at the third resonance, and so on, as is illus-
trated in Fig. 3. If the spark discharge is really broadband
(i.e., if it really generates a large number of frequencies

Induction
coil

5 mm

2 mm3/4-cm
spark gap

1 m

30 cm

35 cm

(a)               (b)

Figure 1. Hertz apparatus for (a) transmitting and (b) receiving
radiowaves, where the transmitting antenna serves to choose a
specific frequency of the sparkgap voltage to transmit to the
receiving antenna, which also serves to pick out this special fre-
quency from the free-space waveform and turn this electromag-
netic disturbance into a voltage across the receiver antenna gap.

I
V

Figure 2. Current and voltage waveforms for the lowest-order
(least number of zeros) waveform for the Hertz transmitter of
Fig. 1a. The current must go to zero at the points where the wire
ends, whereas the potential will be highest there.

1A recurring theme in this article will be that voltage and current
can be independently measured only at low frequency. Active an-
tennas are useful in the frequency regime where we cannot really
operationally have independent voltage and current, but only a
combination of the two that forms a wave. It would really be bet-
ter to define an antenna as a structure that converts waves prop-
agating in free space to waves propagating in a guiding struc-
ture and vice versa. Such wording is a bit overpowering and
requires a bit too much qualification for the second sentence of an
introduction.
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where the highest frequency may be many times the low-
est), then what is transmitted by the antenna will also be
broadband, albeit with somewhat higher transmission
at the fundamental frequency and its harmonics than in
between. In the very early days of radio, this was some-
what acceptable, although I would imagine that any in-
formation that one tried to impress on such a broadband
carrier would be rather severely degraded on reception.
However, the demise of the sparkgap transmitter was
really instigated by the early success of radio, which
caused the available frequency bands to begin to fill up
rapidly. This band filling was a motivation for the forma-
tion of the FCC in 1934, which was then charged with
allocation of frequency bands. That as allocation was nec-
essary was in and of itself a justification for a (1934) ban
on sparkgap transmitters, which were needlessly wasting
bandwidth.

In a later experiment, Hertz noticed that the waves he
was generating would tend to have a component that
hugged the ground and could therefore travel over the
horizon and, in fact, across the Atlantic Ocean, skimming
along the surface of the water. Other researchers noticed
that the effect became more pronounced at wavelengths
longer than the roughly 2 m wavelength that Hertz orig-
inally used. (For the relation between frequency and
wavelength for some important frequency bands, see
Table 1.) In order for wave transmission to be useful,
however, the transmitted signal needs to carry informa-
tion. To impress information on the wave is said to be
modulating the carrier. One can modulate either the
heights (amplitudes) of the wave or the frequency of the
wavetrain. The discovery of a technique to amplitude-
modulate the waves coming off an antenna (in 1906) then
led to the inception of AM radio in bands with wave-
lengths greater than 300 m, which corresponds to roughly
1 MHz. AM radio became commercial in 1920. By the
1930s, other researchers noted that waves with frequen-
cies around 10 MHz, corresponding to a wavelength
around 30 m, could be quite efficiently propagated over
the horizon by bouncing the wave off the ionosphere.
This led to the radio bands known as shortwave. In
1939, a researcher realized a technique to modulate the
frequency of the wave. This realization led in the 1950s to
FM radio, which was allocated the band around 100 MHz
with a corresponding wavelength around 3 m. However,
the FM technique was used first during World War II as a
radar modulation technique. Radars today, as will be

brought up in a subsequent paragraph, are at frequencies
above roughly 1 GHz or wavelengths below 30 cm.

There is a fundamental difference between circuits that
operate at frequencies whose corresponding wavelengths
are less than the maximum circuit dimension and those
circuits that are large compared to the carrier wavelength.
The effect is closely related to the concept of impedance. As
was mentioned above, in the wire antenna, the voltage
and current feed each other and thereby travel on the an-
tenna as waves. The same effect takes place in a circuit. At
any point along the path (line) in a circuit, one defines the
ratio of voltage at one frequency to the current at the same
frequency as the impedance at that frequency. If the im-
pedance tends to preserve the phase relation (where the
wave peaks lie, relatively), then we would say that
the impedance is resistive. If the impedance tends to drive
the voltage peaks forward with respect to the current
peaks, we say that the impedance is capacitive; in the
converse case we say that the impedance is inductive. In a
small circuit, one generally tries to carefully craft passive
components—resistors, capacitors, and inductors—such
that they exhibit large local impedance; that is, large im-
pedance within their physical dimension. The lines (wires)
between them have little or no effect on the electromag-
netic disturbance passing through the circuit, then, as the
impedances in the wires are small and reasonably con-
stant with length. When the circuit is large (compared to
the highest frequency into which any signal handled by
the circuit can be decomposed), the lines themselves be-
come circuit elements, and they themselves must be care-
fully crafted in order to exhibit the proper impedances. To
illustrate, consider the parallel-plate capacitor of Fig. 4.
The capacitance is maximized by maximizing the permit-
tivity e (a material parameter that denotes the ratio of
electrial displacement to applied electric field) and area A
while minimizing the plate spacing d. However, that the
capacitance depends on the plate spacing d is the impor-
tant point here. Consider the circuit of Fig. 5. The only
ground in the figure is the one on the battery, but the wires
connecting the circuit elements together in essence form
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Figure 3. A sketch of what the transmission as a function of
frequency might look like for the Hertzian dipole antenna of
Figs. 1 and 2.

Table 1. A Listing of the Allocated Microwave and
Millimeter-Wave Bands as Defined by the Frequency and
Wavelength Range within Each Band

Band Designation Frequency (GHz) Wavelength

L 1–2 15–30 cm
S 2–4 7.5–15 cm
C 4–8 3.75–7.5 cm
X 8–12 2.5–3.75 cm
Ku 12–18 1.67–2.5 cm
K 18–26 1.15–1.67 cm
Ka 26–40 0.75–1.15 cm
Q 33–50 6–9 mm
U 40–60 5–7.5 mm
V 50–75 4–6 mm
E 60–80 3.75–5 mm
W 75–110 2.7–4 mm
D 110–170 1.8–2.7 mm
G 140–220 1.4–2.1 mm
Y 220–325 0.9–1.4 mm
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at each point a capacitor, with a point on the wire that is
carrying charge as the upper plate and the ground as the
lower. This capacitance value changes as a function of po-
sition along the wire. For a small enough circuit (relative
to the wavelength of the highest frequency carried by the
circuit), the effect is not too important, as the wire–ground
pair is not optimized for capacitance value and the posi-
tion-varying effect is small. For a large circuit, the effect is
disastrous, as we’ll consider below.

Consider the circuit of Fig. 6. The idea is to discuss
what happens when impedances aren’t carefully con-
trolled. Let’s first say that the circuit is short (compared
to wavelength). If the load resistor RL is not matched to
(i.e., isn’t equal to) the resistance of the source RS, some
amount of reflection will occur at RL, propagate back to RS,
be reflected with a minus sign times the reflection at RL,
propagate back to RL, and so on. The reflections add up
perfectly out of phase (i.e., simply subtract from one
another) at the source and load, and the amount of pow-
er supplied to the load is less than optimal. In this limit of
a small-circuit case, it is as if the load will not allow the
source to supply as much power as it is capable of. Let’s
now say that the line is ‘‘nice’’ but long compared to a
wavelength. Then the same argument applies to the
reflections, but in this case the source doesn’t know that
the load is there until several wave periods have passed
(several maxima and minima of the waveform have left
the source), so the source supplies all the power it can. The
power, though, is not allowed to be fully absorbed by the
load, and some amount of the power will rattle around
the line until it is radiated or absorbed. As we mentioned
above, in a long enough circuit the wire itself becomes a
distributed element—that is, one with an impedance of its
own. If the distance to the nearest ground is not kept fixed

along the line, this impedance becomes dependent on
the position. In this case, we would have distributed
reflections all along the line and the circuit would proba-
bly not work at all. This spatially variable impedance line
is flexible, though, as illustrated by the drawing of a
coaxial cable in Fig. 7. The idea is that, if the line brings
along its own ground plane in the form of a grounded
outer conductor, the impedance of the line can be kept
constant with distance. The problem becomes the connec-
tion of the line to the source and load. A byproduct of this
problem is a measurement reality. That reality is that a
sufficiently high frequency one can no longer accurately
sample voltage or current individually. Voltage sampling
requires a measurement circuit that exhibits a high
resistive impedance parallel to the impedance, which
separates the sampling points of this composite voltage
probe, whereas a current probe requires a small parallel
impedance. Such probes are not impedance matched
and disrupt the normal operation of the circuit under
test. High-frequency circuit probes must use carefully
impedance-matched termination, and thereby can only
sample the power of waves propagating on the circuit’s
lines.

Before going on to discuss the ‘‘conventional’’ solution
versus the ‘‘new’’ active-antenna solution, perhaps we
should summarize a bit. In AM, shortwave, and FM ap-
plications, the wavelengths are greater than meters. If one
considers typical receivers, the whole circuit will generally

+ + + + + + + + + + + + + +

– – – – – – – – – – – – – –

Area A

dε

Figure 4. Schematic depiction of a parallel-plate capacitor in
which the flow of a current will tend to change the upper plate,
causing a voltage difference between upper and lower plates. The
capacitance is defined as the ratio of the amount of change of the
upper plate to the magnitude of the voltage this change induces
between the plates.

Battery

Ground

R

L

C

Figure 5. A circuit with lumped elements connected by wire
segments.

RS

RL

Figure 6. A circuit in which one is trying to supply power from a
source with internal resistance RS to a load with resistance RL.
The power transfer is maximized only when RS and RL are equal,
in which case half the power supplied by the source is supplied to
the load, the other half being dissipated in the source and causing
it to heat.

Inner
conductor

Outer conductor
(ground potential)

Figure 7. A coaxial cable in which signals are carried on an inner
conductor and in which the grounded outer conductor serves to
carry the ground plane along with the signal in order to give a
constant impedance along the line.
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be small compared to the carrier wavelength. This is
also to say that in all of these cases, the antennas will
be active in the sense that the antenna presents an
impedance to the circuit. One needs pieces of line compa-
rable to a wavelength to really match or isolate a compo-
nent. However, from here on we won’t be interested in the
low-frequency case but rather in the well-above-1-GHz
case. During World War II, radar was the application
that drove the frequencies above 1 GHz (wavelength
less than 30 cm). In a radar, one sends out a pulse and,
from the return scattered wave, tries to infer as much
as possible about the target. Target resolution is propor-
tional to wavelength. There has been a constant drive to
shorten wavelength. Therefore, as is indicated by Table 1,
one notes that bands have been allocated out to 100 s of
GHz. Presently, however, there are a plethora of nonmil-
itary drivers for pushing to higher frequencies. These
relate to compactness and lower power dissipation. But
as we’ll see, the conventional solution, which was devel-
oped for radars, is really not conducive to compactness nor
to the pressures of cost minimization of the commercial
market.

A typical conventional transmitter may appear as that
schematically depicted in Fig. 8. A main concept here is
that the transmission lines and matching networks are
being used to isolate the oscillator from the amplifier and
the amplifier from the antenna, in contrast to the situa-
tion in an active antenna. There were a number of reasons
why the conventional solution took on the form that it did.
Among them was the urgency of World War II. Radar was
developed rapidly in both Great Britain and the United
States in the 1930s and 1940s. Rapid development
required numerous researchers working in parallel.
When operating frequencies exceeded 1 GHz (correspon-
ding to 30 cm wavelengths), matching networks, whose
main requirement is that they must consist of lines of
lengths comparable to a wavelength, became convenient
to construct (in terms of size) for ground-based radar.
In this case, then, the oscillators could be optimized
independently of the amplifiers, which in turn could be
optimized independently of the antennas and the receiver
elements. The impedances of the individual pieces
didn’t matter, as the matching networks could be used to
effectively transform the effective impedances looking into
an element into something completely different for pur-
poses of matching pieces of the network to each other.
There are costs associated with such a solution, though,
such as total system size as well as the tolerances that
components must satisfy. However, once the technique
was in place, the industry standardized on the conven-
tional solution and perfected it to the point where it was

hard to challenge. The reemergence of the active solution
really owes itself to two independent technologies, the
emergence of high-frequency solid-state devices and
the development of planar circuit and planar antenna
technology.

A single frequency of electromagnetic energy must be
generated in an oscillator—that is, a circuit that converts
DC electrical power to AC electromagnetic power at the
proper frequency. The basic operation of an oscillator can
be described with respect to Fig. 9. What is shown here
schematically is an amplifier in which a portion b (o1) of
the output is fed back to the input with either a plus or a
minus sign. When the feedback is off (b¼ 0), then the sig-
nal out will be just G times the input. When the feedback
is negative, the output will be less than G times the input.
However, in the negative feedback mode, the stability to
noise increases since fluctuations will be damped; that is,
if the output fluctuates up, this lowers the effective input,
whereas if the output fluctuates down, the output is
driven up. The opposite is true in the positive-feedback
case. In the positive-feedback case, if there were no
fluctuation, any input would cause the output to increase
until all the DC power in as well as all of the input signal
would show up at the output. (This is all of the power that
can show up at the output. This behavior is typical of un-
stable operation.) This would not be such an interesting
case. However, there are always fluctuations of the input,
and the positive feedback will cause these to grow. If there
is a delay from output to input, then fluctuations with a
period corresponding to this delay will be favored, as a rise
in the input would show up as a rise in the output one
period later, and rapidly all the DC power in would
be converted to power out at this magic frequency. A real
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Antenna Amplifier
Figure 8. Schematic of a conventional RF microwave
transmitter in which each individual element of the
transmitter is matched to each other element.
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Figure 9. Schematic depiction of a feedback system that can op-
erate as an oscillator when G is greater than 1, the feedback is
positive, and there is a delay in feeding back the output to the
input.
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circuit would operate a bit more interestingly than our
ideal one. In a real circuit, as the fluctuations build up, the
gain would be affected and some elements would absorb
power, but the oscillations still would take place, although
perhaps with a different frequency and amplitude from
what one would have predicted from nondynamic mea-
surements.

The transistor was first demonstrated in 1947, with
publication in 1948 [5], with the diode not far behind [6].
Although the field-effect transistor (FET) was proposed in
1952 [7], it was not until the mid-1960s that the technol-
ogy had come far enough that it could be demonstrated [8].
The high-electron-mobility transistor (HEMT) is a modi-
fication of the FET which allows for higher-frequency (and
lower-noise) operation than the FET. The heterojunction
bipolar transistor (HBT) is a more complex three-dimen-
sional structured yet still integrated circuit (IC)-com-
patible semiconductor device that is now replacing the
FET/HEMT in certain high-frequency applications. Two-
terminal transferred electron devices (TEDs) were used
before the FET for microwave applications and are still
in use but tend to have a much lower wallplug efficiency,
especially as the amplifying device of an oscillator.
Radar systems, however, were already in use in the late
1930s. Essentially all of the microwave sources in radars
up until the 1970s operated on principles that required
that the source have physical dimensions larger than a
wavelength, and perhaps many wavelengths. This fact al-
most required the use of conventional solution. Transis-
tors, though, can have active areas with dimensions of
micrometers; even packaged hybrid devices can have
complete packages of dimensions smaller than a milli-
meter. The transistor can, therefore, act as an amplifier
with dimensions much smaller than a wavelength and
does not, therefore, need to be placed in a conventional
solution design.

The last piece of our story of the new active-antenna
era involves the development of printed-circuit technology,
along with slot and patch antennas. The two most common
planar ‘‘open waveguide’’ designs are microstrip line and
coplanar waveguide (CPW). Depictions of these waveguide
lines are given in Fig. 10. The idea behind the microstrip
line is to propagate electromagnetic energy along the line
by confining the electric field between the upper signal
line and a lower ground plane. As the upper line carries
current, a magnetic field encircles the upper line. As
power flow takes place in a direction perpendicular to
the electric and magnetic fields, the power flow is beneath
the signal line in the dielectric. As we discussed before, on
a low-frequency wire, the voltage and current waveforms
couple to generate a wave. The coupling of the electric and
magnetic fields in the microstrip is analogous to the coup-
ling of voltage and current on the Hertz antenna wire,
except that the microstrip line can be electrically long in
the sense that the distance from the signal line to the
ground plane is kept constant so that the impedance can
be kept constant, as with the earlier-discussed coaxial
cable. Lines that carry along their ground planes are gen-
erally referred to as transmission lines. Components (i.e.,
capacitors and inductors) can be built into the line by
doing such things as changing the width or cutting gaps

into the upper line or putting slits in the ground plane. In
this sense, we can still describe transmission-line circuits
by conventional circuit theory if we use a special circuit
model for the line itself. The CPW line is quite similar to
the microstrip line except that there the ground planes are
on top of the dielectric slab. Either of these line types is
reasonably easy to fabricate, as one needs only to buy a
metal-coated dielectric plate and then pattern the needed
shapes by photographically defining the patterns using a
technique known as photolithography, a process common
to all present-day circuit fabrication. These planar struc-
tures are quite compatible with transistor technology, as is
indicated by the simple transistor oscillator circuit depict-
ed in Fig. 11. The gap in the line on the drain side is there
in order to provide the proper feedback for oscillation. In
this case, the total oscillator linear dimension can be less
than a wavelength.

In order to have an active antenna, one needs to have a
radiating element—that is, a passive-antenna element in
the active antenna. Certain antenna technologies are com-
patible with microstrip and CPW technologies, and these
antenna types are illustrated in Fig. 12. The idea behind
either of these antenna types is that the patch or slit is
designed to have one of its dimensions in the plane match
the operating wavelength such that the structure reso-
nates (such as we had discussed in conjunction with the
Hertz dipole antenna). In the case of fundamental mode
operation of the patch antenna, the resonating direction is

(a)

(b)
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Figure 10. Views of (a) a microstrip and (b) a coplanar wave-
guide line. In the microstrip, the ground plane is the lower elec-
trode, whereas in the coplanar waveguide the ground plane is
placed on the surface of the dielectric substrate.
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Figure 11. A simple transistor oscillator implemented in CPW
technology.
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the direction of the patch that lies along the direction of
the feedline and extends from the end of the feedline to the
end of the patch. The other dimension must be chosen
such that it does not resonate, which requires that its
dimension not correspond too closely to a resonance along
that direction. A possible choice is to make this dimension
smaller than the other so that its length is too short to
resonate. However, square patches are also possible as the
feedline will favor the resonance along the feed direction.
Now, in a microstrip configuration, the electric field points
primarily from the upper conductor to the ground plane.
For the patch antenna, this configuration is illustrated in
Fig. 13. The downward-pointing electric field component
along the edges of the patch that are directed along the
same direction as the input feedline (resonating direction)
will then have a field pattern as sketched in Fig. 13a, and
this downward component of the electric field along the
edges perpendicular to the feedline direction (where it has
been assumed that there is no resonance along this direc-
tion) will have a field pattern as sketched in Fig. 13b, with

a composite sketch given in Fig. 13c. The important part of
the sketches, however, is really the so-called fringing
fields in Fig. 13a—that is, the fields that point neither
up nor down but rather point across. Along the input
radiating edge, that is, the edge that is perpendicular and
connects to the input line, electric field lines point along
the direction of the feedline extending from some distance
out in the dielectric to the edge. Along the other radiating
edge, the other edge that is perpendicular to the input
feedline but at the other side of the patch, there is a field
pointing out (i.e., in phase with the electric field of the in-
put radiating edge) from the edge into the dielectric. These
two stripes of field, in phase and a resonating distance
apart, then combine together to create an upwardly
radiating wave field. The non radiating edges, those that
are along the direction of the input feedlines, do not give
rise to fringe field contributions as well, but these fringe
field contributions are out of phase with each other and
thereby cancel and do not contribute to the radiation from
the patch. The operation of a slot antenna can be ex-
plained by a similar argument if one notes that the radi-
ating edges must be those edges that lie along the
direction of the feedline that is the downward-pointing
magnetic field (the dominant component of the magnetic
field that rings the currents) that takes the part of the
electric field in the slot antenna’s operation.

We have now introduced all the pieces necessary to
describe the new resurgence in active-antenna research. A
possible active-antenna design could appear as in Fig. 14
[9], where the transistor is actually mounted right into
the patch antenna element, and therefore the design
can be quite compact; that is, the source plus oscillator
plus antenna can all be fit into less than a wavelength
area. The design of Fig. 14, which comes from R. Comp-
ton’s group at Cornell, will be discussed further in the
next section.

There are a number of advantages to the use of
active antenna ideas. One is that an active antenna can
be made compact. Compactness in itself is advantageous,

(a)

(b)

Figure 12. A depiction of (a) a patch antenna in a microstrip line
and (b) a slot antenna in a CPW line.
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Figure 13. Illustration of the electric field directions along
(a) the nonradiating edge and (b) the radiating edge, and (c) a
schematic depiction of the edge fields around the patch.

� /4
short

Source Source

Gate

Drain

Slit

Source leads,
grounded

Bypass
capacitor

Drain
bias

Figure 14. Depiction of the upper surface metallization of a mi-
crostrip active patch antenna discussed in Ref. 7. The short circuit
on the gate together with the slit between gate and drain provides
the proper feedback delay to cause oscillation.
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as throughout the history of microelectronics, miniatur-
ization has led to lowered costs. There are really two
more advantages, though, that relate to compactness.
One is that the power-handling capabilities of a device
go down with increasing frequency. We would therefore
like to find ways to combine the power from several
devices. One can try to add together outputs from various
oscillators in the circuit before feeding them to the
elements, but this goes back to the conventional solution.
A more advantageous design is to make an array of
antennas, with proper spacing relative to the wavelength
and antenna sizes, and add the power of the ‘‘locked’’ os-
cillators in the array quasioptically in free space.2

The locking requires that the oscillators ‘‘talk’’ to each
other such that the phases of all the array elements stay
in a given relation. As will be discussed in more detail
in the next section, however, an important problem at
present in the active-antenna field relates to keeping el-
ements locked yet still being able to modulate the output
as well as steer the beam in order to be able to electron-
ically determine on output direction. These issues will be
discussed in Section 2 and in more detail in Section 3.

2. SOME QUANTITATIVE DISCUSSION OF ASPECTS OF
ACTIVE ANTENNAS

Antennas are structures that convert free-space radiation
to guided radiation and vice versa. In order to carry out
this operation efficiently, antennas must have some dimen-
sion that is significant compared to a wavelength. Antenna
design then must require a full treatment of the electro-
magnetic field, including its geometric structure to sub-
wavelength accuracy and its polarization. Such analysis
requires the full apparatus of Maxwell’s field equations. An
early motivation for the use of the active-antenna concept
was that of using the field generating devices in proximity
to the antenna such that the physical length of an electro-
magnetically small antenna could be augmented by the
characteristics of the generating mechanism. Presently,
attention has turned to higher frequencies, but the active-
antenna concept that an antenna and a circuit be coupled
such that the circuit can be used to alter the antennas
characteristics is the same. An interesting point is that
although the operating frequency of active antennas is
usually high, that is, higher than the frequency regime at
which integrated electronic circuits operate, the driving
circuit tends to be small in total extent relative to the op-
erating wavelength and therefore circuit theory concepts
still apply to active-antenna design although these circuit
theory concepts must be judiciously combined with
electromagnetic theory. The usual formulation couples a
high-frequency form of transmission-line theory with
circuit theory as applied to microwave/millimeter-wave

circuits. We will presently work from Maxwell’s theory
to high-frequency transmission-line theory as it applies
to guidance and radiation. We will introduce the some-
what specialized circuit formulation, which includes
transmission lines and planar antennas that is usually
applied to the high-frequency integrated active-antenna
problem.

Maxwell’s equations are the basic defining equations
for all electromagnetic phenomena, and they are express-
ible in MKSA units as [11]

r�E¼ �
@B

@t

r�H¼Jþ
@D

@t

r .D¼ r

r .B¼ 0

where E is the electric field vector, B is the magnetic in-
duction vector, H is the magnetic field vector, D is the
electric displacement vector, J is the current density vec-
tor, and r is the volume density of charge. Each of these
field quantities is a function of three spatial coordinates,
which define a coordinate vector r, and of the time t. The
del operator r and its associated operations of the curl
r� and the divergence r � operate on these spatial
coordinates. An additional important quantity is S, the
Poynting vector, defined by

S¼E�H

If one is to take the divergence of S, one finds

r .S¼r . ðE�HÞ

where, if one assumes a free-space region

D¼ e0E

B¼ m0H

where free-space implies current-free

J¼ 0

and charge-free

r¼ 0

where e0 is the permittivity of free space and m0 is the per-
meability of free space, one can use vector identities and
Maxwell’s equations to obtain

r .S¼ �
e0

2

@

@t
ðE .EÞ �
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2

@
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ðH .HÞ

Integrating this equation throughout a volume V and
using Gauss’ theorem

Z
r .S dV ¼

Z
S .dA

2An amplifier is an oscillator biased above threshold, but without
feedback. An array of active antennas carefully designed to have
no internal feedback can be used to amplify weak signals. This is
an alternative to having the array itself generate the initial sig-
nal, and the design if such amplifiers is also a part of the field of
quasioptical power combining. This topic is reviewed in Ref. 10.
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where dA is the unit normal pointing out of the surface of
the volume V, one finds that

Z
S .dA¼ �

@

@t
We �

@

@t
Wm

where We is the electric energy density

We¼
e0

2

Z
E .E dV

and Wm is the magnetic energy density

Wm¼
m0

2

Z
H .H dV

The interpretation of these equations is that the amount of
S flowing out of V is the amount of change of the energy
within V. One therefore associates energy flow with
S¼E�H. This is important in describing energy flow in
wires as well as transmission lines and waveguides of all
types. As was first described by Heavyside [12], the energy
flow in a wire occurs not inside the wire but around it; that
is, as the wire is highly conductive, there is essentially no
field inside it except at the surface where the outer layer of
oscillating charges have no outer shell to cancel their
effect. There is therefore a radial electric field emanat-
ing from the surface of the wire that combines with an
azimuthal magnetic field that rings the current flow to
yield an E�H surrounding the wire and pointing down its
axis. Likewise, for a structure to radiate electromagnetic
power upward from its surface requires that crossed com-
ponents of E and H exist on an upward-pointing surface of
the conductor.

Now, we would like to apply Poynting’s theorem to the
study of circuits that may contain antennas. A circuit, in
general, will contain conductors that guide charges and
currents, and these conductors will be surrounded by
materials that are permeated by electromagnetic fields
generated by the charges and currents in the conductors.
It was Pocklington in 1897 [13] who made the formal
structure of the fields around a wire a bit more explicit
and, in the effort, also formed the basis for the approxi-
mation on which most of circuit and transmission-line
theory rests, the quasistatic approximation. The result of
his study of monochromatic (single-frequency) fields on
wires could be summarized as follows. If one considers a
small enough region around the axis of a wire conductor,
one could construct an xyz Cartesian coordinate system
where the axis of the wire is the z axis. As the fields close
to the wire are stronger than those farther away, one can
show that close enough to the wire all of the field quan-
tities f(x, y, z, t) vary as

fðx; y; z; tÞ¼<ffðx; yÞpðz; tÞg

where the propagation function p(z, t) will generally take
the form

pðz; tÞ¼af e
ibz�iotþabe�ibz�iot

where the af and ab are complex constants, b a propaga-
tion constant and o the angular frequency of the assumed
field’s source. That is, the above states that the fields con-
sist of forward- and backward-propagating waves multi-
plied by a transverse field configuration. If one assumes

that the velocity of propagation of the above-defined wave
is v¼ (me)�1/2, where the speed of light the speed of light
c¼ (m0e0)� 1/2 is generally reduced by materials that have
m and e different from their free-space values, then one can
write that

b¼
o
v

The result that f (x, y) is independent of z, when substi-
tuted into Maxwell’s equations, results in the relations in
which

rt�Et¼r

rt�Ht¼Jz

where

rt¼ êex
@

@x
þ êey

@

@y

is just the transverse, and therefore two-dimensional,
gradient operator and the ft are the transverse field quan-
tities. These equations are just the electro-and magneto-
static equations for the transverse fields, whereas the
propagation equation above shows that these static trans-
verse field configurations can be just propagated forward
[if the wire is perfectly terminated such that the ab of the
p(z, t) equation is zero but the af, the forward-going coef-
ficient is nonzero] as if they corresponded to a propagating
plane-wave field configuration. If the magnetic field is
caused by the current in the wire, it rings the wire, where-
as if the electric field is static, it must appear to emanate
from charges in the wire and point outward at right angles
to the magnetic field. The Poynting vector S then points
along the direction of propagation, that is, along the wire.
If the wire is somehow terminated, for example in an open
or short circuit termination, then the dominant electric
field may be along the direction of the wire’s axis [this is
the case where the ab may be close to or equal to the af in
the p(z, t) equation], and the Poynting vector S may have a
significant component at right angles to the propagation
direction. In fact, in an antenna structure, one open-ter-
minates a wire at a length (half-wavelength) from a feed-
point such that the electric field is strongly and
homogenously pointing along the axis of the wire during
each half of the wave period. As the current guided along
the wire and also changes direction each half-period, the
Poynting vector can be maintained in an upwardly point-
ing direction throughout the wave period. It is reasonably
straightforward to generalize this thin wire theory to
more general conductor shapes and non-Cartesian geom-
etries, but always with the result that the conductors can
be laid out in such manner that they can be used to control
the electromagnetic energy flow through controlling
the forward and backward excitation coefficients of trans-
verse field configurations that closely resemble static
field structures.

If we wish to guide electromagnetic energy along con-
ductors and radiate energy by changing the guiding struc-
ture in a controlled manner, then one must design the
guiding and radiating structures such that the quasistatic
picture comes close to being the actual one. An approxi-
mate theory that is based on Pocklington’s quasistatic
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approximation is one called transmission-line theory. To
derive this theory, first consider the two-wire transmission
line of Fig. 15. If we are to have something that we can
actually call a transmission line, then we would hope that
we can find equiphase fronts of the electromagnetic dis-
turbance propagating in the gap crossing the gap conduc-
tor and that we can find lines along which the current
flows on the current-carrying conductor. Otherwise, if the
equiphases closed on themselves and/or we had eddies in
the current, it would be hard to think of the structure as
any form of guiding structure. Let’s say we form an area in
the gap with two walls of the four-sided contour C1 sur-
rounding this area following equiphases an infinitesimal
distance dz from each other. We could then write

Z
r�E .dA1¼ �

Z
@B

@t
.dA1

where dA1 corresponds to an upward-pointing normal from
the enclosed area. One generally defines the integral as

Z
B .dA1¼f

where f is the magnetic flux. We further often define
the flux as the inductance of the structure times the
current by

f¼Li

The integral with the curl in it can be rewritten by
Stokes’ theorem as

Z
r�E .dA1¼

I

C1

E .d‘

where C1 is the contour enclosing the area. If we define

v¼

Z
E .d‘

on the two equiphase lines of the contour C1, where v is an
AC voltage (this is the main approximation shown above,
as it is only strictly true for truly static fields), then, noting
that v doesn’t change along two of the boundaries of the
contour (because they are the infinitesimal walls on con-
stant voltage plates) and making the other two connecting
lines infinitesimal, we note that the relation between the

curl of E and the magnetic field reduces to

vðzþdzÞ � vðzÞ¼
@

@t
ðLiÞ

where it has been tacitly assumed that geometric devia-
tions from rectilinear are small enough that one can ap-
proximately use Cartesian coordinates, which could be
rewritten in the form

@v

@z
¼ ‘

@i

@t
ð1Þ

where ‘ is an inductance per unit length, which may vary
with longitudinal coordinate z if the line has longitudinal
variation of geometry. A similar manipulation can be done
with the second and third of Maxwell’s equations. Taking

r . ðr�HÞ¼r .Jþ
@

@t
r .D

and noting that the divergence of a curl is zero, substitut-
ing for r .D we find

r .Jþ
@r
@t
¼ 0

which is the equation of charge conservation. Integrating
this equation over a volume V2 that encloses the current-
carrying conductor whose walls lie perpendicular to the
current lines gives

Z
r .J dV2¼ �

@

@t

Z
rdV2

where the total change Q, given by

Q¼

Z
rdV2

is also sometimes defined in terms of capacitance C and
voltage v by

Q¼Cv

Noting that
Z
r .JdV2¼

Z
J .dA2

where dA2 is the outward-pointing normal to the bound-
ary of the volume V2 and where one usually defines

i¼

Z
J .dA2

and letting the volume V have infinitesimal thickness, one
finds that

Z
J .dA2¼ iðzþdzÞ � iðzÞ

Putting this together with the equations above, we find

@i

@z
¼ c

@v

@t
ð2Þ

where c is the capacitance per length of the structure,
where longitudinal variations in line geometry will lead to
a longitudinal variation of c. The system of partial differ-
ential equations for the voltage and current have a circuit
representation, as schematically depicted in Fig. 16a. One
can verify this by writing Kirchhoff ’s laws for the nodes

z axis

J lines

Conductor 1

Equiphase
lines

C1

V2

Ground plane

Figure 15. A sketch of a two-conductor transmission line where
some equipotentials and some current lines are drawn in, as well
as a volume V1 with outward-pointing normal dA1. There is
also an outward-pointing normal dA2 associated with the area
bounded by contour C2.
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with v(zþdz) and v(z) using the relations

v¼ ‘
@i

@t

and

i¼ c
@v

@t

Fig. 16b illustrates the circuit equivalent for a lossy
(and therefore dispersive) transmission line, where the r
represents the resistance encountered by the current in
the metallization and where the g represents any conduc-
tance of the substrate material that might allow leak-
age to ground. A major point of the diagram is that the
structure need not be uniform in order to have a trans-
mission-line representation, although one may find that
irregularities in the structure will lead to longitudinally
varying inductances and capacitances.

Clearly, the solution to the circuit equations will have a
wave nature that will exhibit propagation characteristics,
which we discussed previously. In a region with constant ‘
and c, one can take a z derivative of Eq. (1) and a t deri-
vative of Eq. (2) and substitute to obtain

@2v

@z2
� ‘c

@2v

@t2
¼ 0

which is a wave equation with solutions

vðz; tÞ¼ vf cosðot� bzþff Þþ vb cosðotþ bzþfbÞ ð3Þ

where vf is the amplitude of a forward-going voltage
wave, vb is the amplitude of a backward-going voltage
wave, and

o
b
¼

ffiffiffiffiffi
‘c
p

Similarly, taking a t derivative of Eq. (1) and a z derivative
of Eq. (2) and substituting gives

@2i

@z2
� ‘c

@2i

@t2
¼ 0

which will have a solution analogous to the one in Eq. (3),
but with

vf ¼

ffiffiffi
‘

c

r
if

vb¼

ffiffiffi
‘

c

r
ib

which indicates that we can make the identification that
the line phase velocity vp is given by

vp9
o
b
¼

ffiffiffiffiffi
‘c
p

and the line impedance Z0 is given by

Z0¼

ffiffiffi
‘

c

r

Often, we assume that we can write (the sinusoidal
steady-state representation)

vðz; tÞ¼Re½vðzÞe jot�

iðz; tÞ¼Re½iðzÞe jot�

such that we can write that

@v

@z
¼ � jo‘i

@i

@z
¼ � jocv

with solutions

vðzÞ¼ vf e
�jbzþ vbe jbz

iðzÞ¼ if e
�jbzþ ibe jbz

Let’s say now that we terminate the line with a lumped
impedance Z‘ at location ‘. At the coordinate ‘, then, the
relations

Z‘ið‘Þ¼ vf e
�jb‘ þ vbe jb‘

Z0ið‘Þ¼ vf e
�jb‘ � vbe jb‘

hold, and from them we can find

vf ¼
1

2
ðZ‘þZ0Þið‘Þe

jb‘

vb¼
1

2
ðZ‘ � Z0Þið‘Þe

�jb‘

which gives

vðzÞ¼
ið‘Þ

2
½ðZ‘ þZ0Þe

jbð‘�zÞ þ ðZ‘ � Z0Þe
�jbð‘�zÞ�

iðzÞ¼
ið‘Þ

2Z0
½ðZ‘þZ0Þe

jbð‘�zÞ � ðZ‘ � Z0Þe
�jbð‘�zÞ�

allowing us to write

Zðz� ‘Þ¼
vðz� ‘Þ

iðz� ‘Þ
¼Z0

Z‘þ jZ0 tan bðz� ‘Þ
Z0þ jZ‘ tan bðz� ‘Þ

ð4Þ

This equation allows us to, in essence, move the load from
the plane ‘ to any other plane. This transformation can be

i(z)
v(z) v(z + dz)

l l l

c

c c c

c c

(a)

vi vo

vo

l r

(b)

vi

l r l r

g g g

Figure 16. A circuit equivalent for (a) a lossless and (b) a lossy
transmission line. The actual stages should be infinitesimally
long, and the ls and cs can vary with distance down the line. In
reality, one can find closed-form solutions for the waves in nom-
inally constant l and c segments and put them together with
boundary conditions.
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used to eliminate line segments and thereby use circuits
on them directly. However, note that line lengths in which
the line is at least comparable to a wavelength are neces-
sary in order to significantly alter the impedance. At the
plane z¼ ‘, then, we can further note that the ratio of the
reflected voltage coefficient vb and the forward-going vf,
which is the voltage reflection coefficient, is given by

R¼
Z‘ � Z0

Z‘þZ0

This is the reflection we discussed in the last section,
which causes the difference between large and small cir-
cuit dimension.

One could question the utility of discussing Poynting
vectors and transmission lines when the discussion was on
active antennas. The answer really is that any antenna
system, at whatever frequency or of whatever design, is a
system for directing power from one place to another. To
direct power from one place to another requires constantly
keeping the Poynting vector pointed in the right direction.
As we can surmise from the transmission-line derivation,
line irregularities may cause the Poynting vector to wobble
(with attendant reflections down the line due to attendant
variations in the ‘ and c), but the picture must stay close
to ‘‘correct’’ for power to get from one end of the
system to another. For this reason, active antennas, even
at very high (100 s of GHz) frequencies can still be
discussed in terms of transmission lines, impedances, and
circuit equivalents, although greater care must be used in
applying these concepts at increasingly higher frequencies.

The next piece of an active antenna that needs to be
discussed is the active element. Without too much loss of
generality, we will take our device to be a field-effect tran-
sistor (FET). A field-effect transistor (FET) is a device first
described by Schockley in 1952 [7], but the MESFET (met-
al semiconductor FET) was not realized until 1965 [8]
when gallium arsenide (GaAs) fabrication techniques be-
came more workable. It should be pointed out that the
silicon MOSFET (metal oxide semiconductor FET) is
the workhorse device of digital electronics and therefore
the most common of all electronic devices presently in ex-
istence by a very large margin. The GaAs MESFET was an
important structure in the development of discrete micro-
wave components and was used in early development of
monolithic microwave circuitry (MMIC). High-electron-
mobility transistors (HEMTs) and heterostructure bipolar
transistors (HBTs) in such material systems as InP now
are replacing GaAs MESFETs as both discrete and inte-
grated components. In the present, though, the FET (and
for some characteristics, the GaAs MESFET) will be used
as a prototype device as its characteristics are reasonably
archtypical of solid-state microwave devices. A top view of
an FET might appear as in Fig. 17. As is shown clearly in
the figure, an FET is a three-terminal device with gate,
drain, and source regions. A cross section of the active re-
gion (where the gate is very narrow) might appear as in
Fig. 18. The basic idea is that the highly doped n region
causes current to flow through the ohmic contacts from
drain to source (i.e., electrons flow from source to drain),
but the current is controlled in magnitude by the electric
field generated by the reverse bias voltage applied to the

gate electrode. The situation is described a bit more in
Fig. 19, where bias voltages are defined and a typical I–V
curve for DC operation is given. Typically the bias would be
supplied by a circuit such as that of Fig. 20. In what follows,
we will simply assume that the biases are properly applied
and isolated and consider the AC operation. An AC circuit
model is given in Fig. 21. If one uses the proper number of
circuit values, these models can be quite accurate, but the
values do vary from device to device, even when the devices
were fabricated at the same time and even on the same
substrate. Usually, the datasheet with a device will, in-
stead of specifying the circuit parameters, specify the de-
vice S parameters, which are defined as in Fig. 22 and can
be measured in a straightforward manner by a network
analyzer. The S parameters are defined by the equation

V�1

V�2

 !
¼

S11 S12

S21 S22

 !
V þ1

V þ2

 !
: ð5Þ

An important parameter is the transfer function of
the transistor circuit, which can be defined as the ratio
of the vo to the vi as defined in Fig. 21. To simplify further
analysis, we will ignore the package parasitics Rg and Rd

with respect to other circuit parameters, and thereby we
will carry out further analysis on the circuit depicted in
Fig. 23. The circuit can be solved by writing a simul-
taneous system of equations for the two nodal voltages vi

and vo. These sinusoidal steady-state equations become

vi¼ v

joCgdðvo � viÞþgmviþ joCdsvoþ
vo

Rds
þ

vo

ZL
¼ 0

The system can be rewritten in the form

vo jo ðCgdþCdsÞþ
1

Rds
þ

1

ZL

� �
¼ vi½�gmþ joCgd�

D

S

G

Figure 17. Schematic depiction of a top view of the metallized
surface of an FET, where G denoted gate, D drain, and S source.

Schottky barrier

Ohmic contact Ohmic contact
Ga Asi

n+

D

G

S

Figure 18. Schematic depiction of the cross section of the active
region of a GaAs FET, Specific designs can vary significantly in
the field-effect family.
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which gives us our transfer function T in the form

T¼
vo

vi
¼

�gmþ joCgd

joðCgdþCgsÞþ
1

Rds
þ

1

ZL

Often we are interested in open-circuit parameter—that
is, the circuit transfer function when ZL is large compared
to other parameters. We often call this parameter G the
open-circuit gain. We could write this open-circuit gain in
the form

G¼
vo

vi

����
oc

¼
�gmRdsþ joCgdRds

joðCgdþCgsÞRdsþ 1

It is useful to look at approximate forms. It is generally
true that

Cgd5Cds;Cgs

but for usual operating frequencies it is also generally true
that

1

oCds
5Rds

Using both of the equations in our equations for T and G,
we find

T¼
�gmRds

1þ
R

ZL

G¼ � gmRds

Clearly, one sees that the loaded gain will be less than the
unloaded gain, as we would expect. Making only the
first of our two approximations above, we can write these

equations as

T¼
�gmRds

1þ jotdsþ
Rds

ZL

G¼
�gmRds

1þ jotds

where the tds is a time constant given by

tds¼
1

CdsRds

We see that, in this limit, the high-frequency gain is
damped. Also, an interesting observation could be that,
at some frequency o, an inductive load could be used to
cancel the damping and obtain a purely real transfer func-
tion at that frequency. This effect is the one that allows us
to use the transistor in an oscillator.

Let us now consider an oscillator circuit. The basic
idea behind the oscillator circuit is illustrated in the
one-port diagram of Fig. 24. The transistor’s gain, togeth-
er with feedback to the input loop through the capacitor
Cgd, can give the transistor an effective negative input
impedance that can lead to oscillation if the real and
imaginary parts of the total impedance (i.e., ZT in paral-
lel with the Zi of the transistor plus load) cancel. The idea
is much like that illustrated in Fig. 25 of a feedback net-
work. One sees that the output of the feedback network
can be expressed as

vo¼Gð joÞ½vi �Hð joÞvo�

or, by rearranging terms, one finds that

vo

vi
¼

Gð joÞ
1þGð joÞHð joÞ

Vgs = 0Idss

Vds

Ids

+Vds

Vgs

5 V 10 V

Vgs = –1 V

Vgs = –2 V

Vgs = –3 V

D
G

S

(a) (b)

Figure 19. (a) Circuit element diagram with voltages and cur-
rents labeled for (b), where a typical I–V curve is depicted.

vi

voZL
Zt

–Vgs

+Vds

Figure 20. Typical FET circuit including the bias voltages vgs

and vds as well as the AC voltages vi and v0, where the conductors
represent AC blocks and the capacitors DC blocks.

V 1
+  e–j   z

V 1
–  e j  z

Two-port network,
biased FET

S

β V2
+  e j   zβ

β V 2
–  e– j   zβ

Figure 22. Schematic depiction of an FET as a two-port device
that defines the quantities used in the S matrix of Eq. (5).

vin vout
–

+

ZT

V

Rg Cgd

gmV

Rd

Rds CdsCgs ZL

Intrinsic ac model

Figure 21. Intrinsic model for a common-source FET with
external load and termination impedances and including gate
and drain resistive parasitics, where ZT is the gate termination
impedance, Rg is the gate (metallization) resistance, Cgs is the
gate-to-source capacitance, Cgd is the gate-to-drain capacitance,
gm is the channel transconductance, Rds is the channel (drain-to-
source) resistance, Cds is the channel capacitance, Rd is the drain
(metallization) resistance, and ZL is the load impedance.
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which clearly will exhibit oscillation—that is, have an out-
put voltage without an applied input voltage—when

HðjoÞ¼ �
1

GðjoÞ

What we need to do to see if we can achieve oscillation is to
investigate the input impedance of our transistor and load
seen as a one-port network. Clearly we can write the input
current of Fig. 23 as

ii¼ joCgsviþ joCgdðvi � voÞ

and then using the full expression for T to express vo as a
function of vi, one finds

Zi¼
ii

vi
¼ joCgsþ joCgd 1þ

gm � joCgd

joðCgdþCdsÞþ
1

Rds
þ

1

ZL

0
BB@

1
CCA

which can be somewhat simplified to yield

Zi¼ joCgsþ joCgd

gmRdsþ 1þ jotdsþ
Rds

ZL

1þ jotdsþ
Rd

ZL

2

664

3

775

We can again invoke a limit in which otds51 and then
write

Zi¼ joCgsþ joCgd
ZLð1þ gmRdsþRdsÞ

RdsþZL

� �

Perhaps the most interesting thing about this expression
is that one notes that if

ZL¼ joL

and

gmRdsb1

then clearly

Rio0

Whether Xi can be made to match any termination
is another question that we will take up in the next para-
graph.

As was mentioned earlier, generally the datasheet one
obtains with an FET has plots of the frequency dependence
of the S parameters rather than values for the equivalent-
circuit parameters. Oscillator analysis is, therefore, usu-
ally carried out using a model of the circuit such as that
depicted in Fig. 26, where the transistor is represented by
its measured S matrix. The condition for oscillation in
such a system can be expressed in either of the forms

GiGT¼ 1

or

GoGL¼ 1

where the Gs are as defined in the caption of Fig. 26. If
both ZT and ZL were passive loads—that is, loads consist-
ing of resistance, inductance, and capacitance, then we
would have that

jGTjo1
jGLjo1

and the conditions for unconditional stability (nonoscilla-
tion at any frequency) would be that

jGijo1
jGojo1

Clearly, we can express Gi and Go as series of reflections
such that

Gi¼S11þS12GLS21þS12GLS22GLS21

þS12GLS22GLS22GLS21þ � � �

Go¼S22þS21GTS12þS21GTS11GTS12

þS21GTS11GTS11GTS12þ � � �

Cgs

Cgd
ii

Cds
gmv

vovi

ZT ZL–

+

–

+
v

v
Rds

io

Figure 23. Simplified transistor circuit used for analyzing rather
general amplifier and oscillator circuits, where the circuit param-
eter definitions are as in Fig. 22.

ZT Zi ≡

jXT

RT Ri

–jXi

Figure 24. Diagram depicting the transistor and its load as a
one-port device that, when matched to its termination so that
there is no real or imaginary part to the total circuit impedance,
will allow for oscillations.

vi vo
–

+
+

G( j  )ω

H( j  )ω

Figure 25. Depiction of a simple feedback network.

ZT

ΓT Γi Γo ΓL

ZLS

Figure 26. Schematic depiction of an oscillator circuit in which
the transistor is represented by its S matrix and calculation is
done in terms of reflection coefficients GT looking into the gate
termination, Gi looking into the gate source port of the transistor,
G0 looking into its drain source port, and GL looking into the load
impedance.
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Using the fact that

X1

n¼ 0

xn¼
1

1� x

we can reexpress the Gs as

Gi¼S11þ
S12S21gL

1� S22GL

Go¼S22þ
S12S21GT

1� S22GT

If we define the determinant of the S matrix to be D and be
given by

D¼S11S22 � S12S21

and a transistor k parameter by

k¼
1� jS11j

2 � jS22j
2þ jDj2

2jS12S21j

then some tedious algebra leads to the result that stability
requires

k > 1

Do1

At frequencies where these condition are not satisfied, os-
cillation can occur if the load and termination impedances,
ZL and ZT, respectively, are chosen properly. Oscillator de-
sign is discussed in various texts [11,14–16]. Generally,
though, oscillator design involves finding instability points
and not predicting the dynamics once oscillation is
achieved. The next paragraph will discuss these dynamics.

If a transistor circuit is designed to be unstable, then as
soon as the DC bias is raised to a level whereby the circuit
achieves the set of unstable values, the circuit’s output with-
in the range of unstable frequencies rises rapidly and dra-
matically. The values that we took in the equivalent AC
circuit, though, were small-signal parameters. As the circuit
output increases, the signal will eventually no longer be
small. The major thing that changes in this limit is that the
input resistance to the transistor saturates, such that [17,18]

Ri¼ � Rifþmv2

where the plus sign on the nonlinearity is necessary, for if it
were negative the transistor would burn up or else burn up
the power supply. Generally, the m has to be determined
empirically, as nonlinear circuit models have parameters
that vary significantly from device to device. For definite-
ness, let’s assume that the ZT is resistive and the ZL is purely
inductive. At the oscillation frequency, the internal capaci-
tance of the transistor then should cancel the load induc-
tance, but to consider dynamics we need to put in both
the C and L, as dynamics take place in the time domain. The
dynamic circuit to consider is then as depicted in Fig. 27. The
loop equation for this circuit in the time domain would be

L
@i

@t
þ ðRiþRTÞiþ

1

C

Z
idt¼ 0

Recalling the equivalent circuit of Fig. 23 and recalling that

CgsbCgd

we see that, approximately at any rate, we should have
the relation between vi and ii that

i¼Cgs
@v

@t

Using this i� v relation in the preceding, we find that

@2v

@t2
�

Ri �RT

L
1�

mv2

Ri � RT

� �
@v

@t
þ

v

LC
¼ 0

which we could rewrite in terms of other parameters as

@2v

@t2
� eð1� g2v2Þ

@v

@t
þo2

0v¼ 0

which is the form of Van der Pol’s equation (see, e.g.,
Refs. 17 and 18), which is an equation that describes the
behavior of essentially any oscillator.

Now that we have discussed planar guiding structures
and at least one example of a dynamical element that we
can insert into a planar circuit, the time has arrived to
discuss the planar antenna structures. Perhaps the best
way to gain understanding of the operation of a patch an-
tenna is by considering a cavity resonator model of one. A
good review of microstrip antennas is given in Carver and
Mink [19] and is reprinted in Ref. 20. Let’s consider a
patch antenna and coordinate system as is illustrated in
Fig. 28. The basic idea behind the cavity model is to con-
sider the region between the patch and ground plane as a
resonator. If the resonator were a perfect one, an idealized
set of boundary conditions would be satisfied that would
allow no exchange of energy between the resonator and its
surroundings. In actual operation, it is the inaccuracy of
the idealized boundary conditions that gives rise to the
transduction mechanism whereby an antenna can convert

RT L

Ri

ii

Vi

+

–

Figure 27. Circuit used to determine the dynamical behavior of a
transistor oscillator.

Dielectric
constant �

y

z

x

b

a

t

Figure 28. A patch antenna and Cartesian coordinate system.
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guided waves to radiated a waves and vice versa. We will
assume the idealized conditions that there is only a z-
directed electric field underneath the patch and that this
field achieves maxima on the edges (open-circuit boundary
condition). The magnetic field will be assumed to have
both and Hx and Hy components (only an Hx component in
what we call the fundamental mode), and tangential com-
ponents of these on the edges will be zero. (This boundary
condition is the one consistent with the open circuit con-
dition on the electric field and is exact as the thickness of
the layer approaches zero, as there can be no component of
current normal to the edge at the edge, and it would be the
normal component of the current that generates the trans-
verse H field.) The electric field satisfying the open circuit
condition can be seen to be given by the modes

emn¼
wmnffiffiffiffiffiffiffiffiffi
eabt
p cos knx cos kmy

where

kn¼
np
a

km¼
mp
b

wmn¼

1; m¼ 0 and n¼ 0
ffiffiffi
2
p

; m¼ 0 or n¼ 0

2; mO0 and nO0:

8
>><

>>:

The H field corresponding to the E field then will consist of
modes

hmn¼
1

jom
wmn

eabt
½êexkm cos knx sin kmy

� êeykn sin knx cos kmy�

Now what we will call the fundamental mode is the one
with m¼ 1 and n¼ 0. We can excite such a mode by choos-
ing the dimension b to be resonant, that is, to correspond
to a half of a wavelength in the structure. The dimension
transverse to this must then be chosen to be nonresonant.
This can be achieved by, for example, making this dimen-
sion less than a half-wavelength, but this is not the only
way by any means. Now the basic transduction operation
of the antenna must be due to the fact that the boundary
conditions are not quite exact and the antenna can accept
energy from the feedline and radiate it into free space. Let
us consider this transduction operation in the antenna’s
fundamental mode. One might recall from the earlier
argument that accompanied Fig. 13 that the z-directed
field gives rise to a fringe field at the edges y¼ 0 and y¼ b
such that there are strips of y-directed electric field at the
substrate surface for yr0 and yZb. Because the boundary
conditions are not quite correct on H, there will also be
strips of x-directed magnetic fields in these regions. As the
Poynting vector is given by E�H, we note that these
strips will give rise to a z-directed Poynting vector at each
of these edges. As these edges are a half-wavelength apart
and the fields are in phase and Poynting-vector-like di-
rected, these radiating edges will give rise to an upward-
radiated field. Similar arguments could be applied to the

edges at x¼0 and x¼a. However, the x-directed field at
xr0 has a change of sign at the middle of the edge and is
pointwise oppositely directed from the x-directed electric
field at xZa. These fields, therefore, only give rise to very
weak radiation, as there is significant cancellation. Ana-
lysis of the slot antenna requires that we first interchange
the role if the E and H fields and realize that the radiating
edges in the case of the slot are the edges that are along
the direction of the feedline structure. Thus, in the CPW
structure, the dominant electric fields are in the gaps
between the conductors while the dominant magnetic field
in the gaps points into the substrate. The end of the center
conductor splits the downward-pointing magnetic field into
two phases, one to the right of the center conductor and
one to the left, defining the radiating edges of the structure
in terms of the null of the z-directed magnetic field.

The picture of the patch antenna as two radiating
strips allows us to represent it with a transmission line
as well as a circuit model. The original idea is due to
Munson [21]. The transmission line model is depicted in
Fig. 29. The idea is that one feeds onto an edge with an
admittance (inverse impedance) of G1þ jB1 and then prop-
agates to a second edge with admittance G2þ jB2. When
the circuit is resonant, then the length of transmission
line will simply complex conjugate the given load [see Eq.
(4)], leading to the circuit representation of Fig. 29b. The
slot admittance used by Munson [21] was just that derived
for radiation from a slit in a waveguide [22] as

G1þ jB1¼
pa

l0Z0
½1� j0:636 ln k0t�

where Z0 is the impedance of free space of 377Oð
ffiffiffiffiffiffiffiffiffiffiffiffi
p0=e0

p
Þ,

l0 is the free-space wavelength, and k0 is the free-space
propagation vector, and where a and t are defined as per
Fig. 28. When the edges are identical (as for a rectangular
patch), one can write

G2þ jB2¼G1þ jB1

to obtain the input impedance in the form

Zi¼
1

Yi
¼

1

2G1

We have now considered all of the pieces, and therefore
it is time to consider a couple of actual active-antenna de-
signs. Figure 30 depicts one of the early designs from Kai
Chang’s group at Texas A&M [23]. Essentially, the patch
here is being used precisely as the feedback element of an
amplifier circuit (as was described in combination with
Fig. 9). A more compact design is that of Fig. 14 [9]. There,
the transistor is actually mounted directly into the patch
antenna. The slit between the gate and drain yields a

G1 + jB1 G2 + jB2 G1 + jB1 G2 – jB2

(a)

b

(b)

vi vi

Figure 29. (a) A transmission-line model for a patch antenna,
and (b) its circuital equivalent as resonance.
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capacitive feedback element such that the effective AC
circuit equivalent of this antenna might well appear as
depicted in Fig. 31. The capacitor/inductor pair attached
to the gate lead form what is often referred to as a tank
circuit, which (if the load were purely real) defines a
natural frequency through the relation

o¼

ffiffiffiffiffiffiffi
1

LC

r

As was discussed at some length in Section 1, a major
argument for the use of active antennas is that they are
sufficiently compact that they can be arrayed together.
Arraying is an important method for free-space power
combining, which is necessary due to the fact that, as fre-
quency increases, the power-handling capability of active
devices decreases. However, element size also decreases
with increasing frequency such that use of multiple
coherently combined elements can allow one to fix total
array size and power more or less independently of fre-
quency even though the number of active elements to
combine increases. In the next paragraph, we’ll consider
some of the basics of arrays. The interested reader might
also want to consult a relatively recent review article [10].

Consider a linear array such as is depicted in Fig. 32.
Now let’s say that the elements are nominally identical
apart from phases that are set by the array operator at
each of the elements. The complex electric field far from
the nth element due to only the nth element would then be
given by

En¼Eeeifn

where the Ee is the electric field of a single element. To
find out what is radiated in the direction y due to the

whole array, we need to sum the fields from all of the
radiators, giving each radiator the proper phase delay.
Each element will get a progressive phase shift kd siny
due to its position (see Fig. 32), where k is the free-space
propagation factor, given by

k¼
2p
l

where l is the free-space wavelength. With this, we can
write for the total field radiated into the direction y due to
all n elements

EtðyÞ¼Ee

XN�1

n¼ 0

e�inkd sin yeifn

The sum is generally referred to as the array factor. The
intensity, then, in the y direction is

ItðyÞ¼ Ie

XN�1

n¼ 0

e�inkd sin yeifn

�����

�����

2

One notes immediately that, if one sets the phases fn to

fn¼nkd sin y

then the intensity in the y direction is N2 times the inten-
sity due to a single element. This is the effect of coherent
addition. One gets a power increase of N plus a directivity
increase of N. To illustrate, let’s consider the broadside
case where we take all the fn to be zero. In this case, we
can write the array factor in the form

XN�1

n¼ 0

e�ind sin y

�����

�����

2

¼
1� e�iNkd sin y

1� e�ikd sin y

����

����
2

which in turn can be written as

AF¼

sin2 N
kd

2
sin y

� �

sin2 kd

2
sin y

� � ð6Þ

which is plotted in Fig. 33. Several interesting things can
be noted from the expression and plots. One thing to note
is that, for kd less than p, there is only one central lobe in
the pattern. Another thing to note is that the pattern be-
comes increasingly directed with increasing N. This is just
the directivity effect. If the array had a power-combining
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Figure 30. A design of a microstrip active radiating element.
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Figure 31. AC circuit equivalent of the active antenna of Fig. 14.
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Figure 32. Depiction of a linear array of N identical radiating
elements.
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efficiency of 100% (which we have built into our equations
by ignoring actual couplings, etc.), then the total power
radiated could only be N times that of a single element.
However, it is radiated into a lobe that is only 1/N times as
wide as that of a single element.

If we are to realize array gain, however, we need to be
certain that the array elements are identical in frequency
and have fixed phase relations in time. This can only take
place if the elements are locked together. The idea of lock-
ing is probably best understood in relation to the Van der
Pol equation [24–26], with an injected term, such that

@2v

@t2
�

Rif �RT

L
1�

mv2

Rif �RT

� �
@v

@t
þo2

0v¼A cos oit

where Rif is the input resistance of the transistor circuit
as seen looking into the gate–source port and RT is the
external termination resistor placed between the gate and
the common source. In the absence of the locking term,
one can see that oscillation will take place with a primary
frequency (and some harmonics) at angular frequency o0

with amplitude
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ri0 �RT=m

p
such that

vðtÞ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ri0 �RT

m

r
cosðo0tÞ

Without being too quantitative, one can say that, if oi is
close enough to o0 and A is large enough, the oscillation
will lock to oi in frequency and phase. If oi is not quite
close enough and A not quite big enough (how big A needs
to be is a function of how close oi is), then the oscillation
frequency o0 will be shifted such that

vðtÞ¼A0 cosððo0þDoÞtþfÞ

where Do and f are functions of oi and A. These ideas are
discussed in a number of places, including Refs. 1,17,18,
and 24–26. In order for our array to operate in a coherent
mode, the elements must be truly locked. This locking can
occur through mutual coupling or through the injection of
an external signal to each of the elements.

Ideally, we would like to be able to steer the locked
beam. A number of techniques for doing this are presently

under investigation. A reasonably recent review article
covering such techniques is [27]. Much of the thinking
stems from the work of Stephan and coworkers [28–31].
One of the ideas brought out in these works was that, if
the array were mutually locked and one were to try to
inject one of the elements with a given phase, all the
elements would lock to that phase. However, if one were
to inject two elements at the locked frequency but with
different phases, then the other elements would have to
adjust themselves to these phases. In particular, if one had
a locked linear array and one were to inject the two end
elements with phases differing by f, then the other ele-
ments would equally share the phase shift such that there
would be a linear phase taper of magnitude f uniformly
distributed along the array. A different technique was
developed by York [32,33] based on work he began when
working with Compton [34,35]. In this technique, instead
of injecting the end elements with the locked frequency
and different phase, one injects the array with frequencies
that are detuned from the desired center frequency. If the
amplitudes of these injected frequencies are set to values
that are not strong enough to lock the elements to these
injected frequencies, then the elements would retain their
‘‘free-running’’ frequencies, but would obtain phase shifts
from the injected signal as the oscillation within the ele-
ment attempts to satisfy the contradictory operation
instructions that are being fed to the element. If the ele-
ments of the array were locked because of mutual feed-
back, trying to inject either end of the array with
‘‘detuned’’ frequencies would then tend to give the ele-
ments a linear taper—that is, one in which the phase var-
ies linearly with distance down the array—with much the
same result as the technique of Stephan [28–31]. This will
just linearly steer the mainlobe of the array off broadside
and to a new direction. Such linear scanning is certainly
what is needed for many commercial applications such as
tracking or transmitting with minimum power to a given
location. Another technique that again uses the locking-
type ideas is the technique of changing the biases on each
of the array’s active devices [36–38]. Changing the bias of
a transistor will alter the free-running frequency at which
the active antenna wants to oscillate. For an element
locked to another frequency, then, changing the bias will
just change the phase. In this way one can individually set
the phase on each element. There are problems with this
approach (as with all the others to present, which is why
this area is still one of active research). One is that ad-
dressing each bias line represents a great increase in the
complexity that we were trying to minimize by using an
active antenna solution. The other is that the maximum
phase shift obtainable with this technique is 7p from one
end of the array to the other, a limitation that is shared by
the phase shifts at the ends technique. In many phased
array applications, of which electronic warfare is a typical
one, one wants to have ‘‘true time delay,’’ which means
that one would like to have as much as a p phase shift
between adjacent elements. Essentially none of the tech-
niques addressed to present can seem able to satisfy
this requirement. Yet true time delay could open up a
set new set of applications that could further drive work
in this area. Work, however, continues. But already the
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Figure 33. Plots of the array factor of Eq. (6), where (a) N¼1,
(b) N¼5 and kd¼p/2, p, and 2p, and (c) N¼10 and kd¼p.
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discussion has impinged on the topic of the next section,
that of future application areas, and, therefore, now is a
propitious time to begin this third section.

3. APPLICATIONS OF AND PROSPECTS FOR ACTIVE
ANTENNAS

As was discussed earlier, active antennas were the first
antennas of Hertz [4] although perhaps the greatest driv-
er of more recent advances in this area has been power
combining at high frequencies [10]. The power-combining
area is becoming a subarea of high-power microwave/mil-
limeter-wave devices by itself. However, there are numer-
ous motivations other than simple power combining to
pursue the study of active antennas. In this section, the
aim is to run through a whole potpourri of past, present,
and future applications. The applications to be touched on
in this section are by no means exhaustive, but hopefully
are representative.

Perhaps the earliest application of the active-antenna
concept (following that of Hertz) was aimed at solving the
small-antenna problem. As we recall, an antenna can be
modeled (roughly) by a series RLC network with the R
representing the radiation resistance. The input imped-
ance of such a combination is given by

Zi¼

1�
o2

o2
0

þ joRC

joC

and so we see that, when the operation frequency o is well
below the resonant frequency

o0¼
1ffiffiffiffiffiffiffi
LC
p

and the inverse of the RC time constant

t¼RC

then the antenna appears as a capacitor and radiates
quite inefficiently. The problem of reception is similar. Ap-
parently, already in 1928 Westinghouse had a mobile an-
tenna receiver that used a pentode as an inductive loading
element in order to boost the amount of low-frequency ra-
diation that could be converted to circuit current. In 1974,
two works discussed transistor-based solutions to the
short aerial problem [39,40]. In Ref. 40, the load circuit
appeared as in Fig. 34. The idea was to generate an in-
ductive load whose impedance varied with frequency, un-
like a regular inductor, but so as to increase antenna
bandwidth. The circuit’s operation is not intuitively obvi-
ous. It is possible that most AM, shortwave, and FM re-
ceivers employ some short antenna solution regardless of
whether the actual circuit designers are aware that they
are employing active antenna techniques.

More recent efforts aimed at miniaturization have been
concentrated on efficient amplification by single active-an-
tenna elements rather than solving the small-antenna
problem. For example, handheld wireless communication
requires not only compact antenna elements but also
compact and efficient amplification at the element. High-
efficiency F class amplifiers were already under study in

1993 [41] followed by studies of lower-frequency class E
amplifiers [42]. Efforts at fabricating integrated active-an-
tenna elements employing high efficiency amplifiers have
used resonant (if modified) patch elements, and have
therefore in order to remain compact have carried out
demonstrations at higher frequencies (S and C bands)
where the resonant patches are more compact because of
the smaller wavelengths, as is evidenced by work at Tats-
uo Itoh’s group at UCLA in [43,44]. Kalialakis et al. at-
tempted to make the active antenna not only efficient but
also duplex and thereby a candidate for a transceiver [45].

Another set of applications where active devices are
used as loading elements is in the 4100-GHz regime. De-
velopments in this regime are reviewed in Refs. 1 and 46.
To date, most work at frequencies greater than 100 GHz
has involved radioastronomical receivers. A problem at
such frequencies is a lack of components, including circuit
elements so basic as waveguides. Microstrip guides al-
ready start having extramode problems at Ku band. Co-
planar waveguides can go higher, although to present,
rectangular metallic waveguides are the preferred guiding
structures past about 60 GHz. In W band (normally nar-
rowband, about 94 GHz—see Table 1), there are compo-
nents, as around 94 GHz there is an atmospheric window
of low propagation loss. However, waveguide tolerances,
which must be a small percentage of the wavelength, are
already severe in W band, where the wavelength is rough-
ly 3 mm. Higher frequencies pretty much have to be han-
dled in free space or, as one says, quasioptically. Receivers
must therefore by nature be downconverting in this
4100 GHz regime. Indeed, these types of solutions are
the ones being demonstrated by the group at Michigan
[46], where receivers will contain multipliers and down-
converting mixers right in the antenna elements in order
that CPW can be used to carry the downconverted signals
to the processing electronics. Millimeter-wave/terahertz
radioastronomy seems to be a prime niche for quasioptical
active-antenna solutions.

The first applications of active antennas where solid-
state components were used as gain elements were for
power boosting [47–52]. By 1960, solid-state technology
had come far enough that antennas integrated with diodes
and transistors could be demonstrated. These early dem-
onstrations of antennafiers [48] could be considered as the
precursors of the high-efficiency integrated antennas we

Amplifier

Q1

Antenna

R

Figure 34. A circuit taken from Ref. 37 in which a transistor
circuit is used to load a short antenna. Analysis shows that, in the
frequency regime of interest, the loading circuit appears, when
looking toward the antenna from the amplifier terminals, to can-
cel the strongly capacitive load of the short antenna.
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mentioned in an earlier paragraph, but judging from the
reference lists of these more recent works [43,44], there
doesn’t seem to be much of causal relationship. In fact,
this early integrated active-antenna technology was to
remain a laboratory curiosity per se until the 1980s, when
further improvements in microwave devices were to rend-
er the technology more practical. The motivation at that
point in time was primarily large gain. Large power gain,
however, really requires combining the outputs of multi-
ple solid-state devices. Power combining (see reviews in
Refs. 10, 53, and 54), though, can be hard to achieve.
There is a theorem that grew out of the early days of ra-
diometry and radiative transfer (in the 1800s) known var-
iously as the brightness theorem, the Lagrange invariant,
or later the (later) second law of thermodynamics. (See, for
example, Ref. 55 for some discussion of the Lagrange in-
variant.) The theorem essentially states that one cannot
increase the brightness of a source by passive means. This
theorem practically means that if one tries to combine two
nominally identical but non-phase-locked sources by tak-
ing their outputs, and attempting to launch those two
outputs into the same direction in space such that the two
beams occupy the same spatial location in space, the re-
sulting power density per steradian can be no greater than
that of either of the nominally identical sources. Other
power that was intended to go into this desired direction
will have gone in some other direction. This seems to pre-
clude any form of power combining. There is a proviso
here, though. At the time the brightness theorem was first
formulated, there were no coherent radiation sources. If
one takes the output of a coherent radiation source, splits
it in two, and adds it back together in phase, then the
brightness, which was halved, can be restored. If two
sources are phase locked, they are essentially one source.
Therefore, locked sources can be coherently added if they
are properly phased. A major portion of the power-com-
bining field is therefore associated with techniques to lock
individual radiating elements together into coherent
sources and/or to amplify the output of weak sources in
arrays of devices that lock to the source and to each other.
It turns out that a powerful method with which to carry
out such power combining employs the techniques that
are generally referred to as free-space power combining.

A number of groups are working on developing compact
elements for free-space power combining. Examples of
free-space power-combining schemes have already ap-
peared in Fig. 14 [9] and 30 [22]. In designs where the ele-
ments are spatially packed tightly enough, proximity can
lead to strong enough nearest-neighbor coupling so that
an array will lock to a common frequency and phase.
Closeness of elements is also desirable in that arrays with
less than l/2 spacing will have no sidelobes sapping power
from the central array beam. In designs that don’t self-
lock, one must either inject a locking signal on bias lines or
spatially from a horn to try to lock to all elements simul-
taneously. A method for carrying out power combining in a
self-locking array is to use the so-called grid oscillator so-
lution [56,57]. The actual structure of a grid appears as in
Fig. 35. The operating principle of the grid is actually
quite a bit different from that of the arrays of weakly cou-
pled individual elements. Note that there is no ground

plane at all on the back, and there is no ground plane
either, per se, on the front side. Direct optical measure-
ments of the potentials on the various lines of the grid
[58], however, show that the source bias lines act some-
what as AC grounds. In this sense, either a drain bias line,
together with the two closest source biases, or a gate bias
line together with the two horizontally adjacent bias lines
appears somewhat like CPW. The CPW lines, however, are
periodically loaded ones with periodic active elements
alternated with structures that appear like slot antennas.
The radiating edges of the slots are, for the drain bias
lines, the vertical AC connection lines between drain and
drain or, for the gate bias CPW, the horizontal AC gate-to-
gate convection lines. Indeed, the grid is known to lock
strongly along the rows and more weakly between
columns. As adjacent-row elements are sharing a patch
radiator, this should be expected behavior. In a major
sense, this strong locking behavior of the grid is both an
advantage and a disadvantage. It is advantageous that
the grid is compact (element spacing can be rl/6) and
further that it is easy to get the rows to lock to each other.
However, the compactness is also a disadvantage in that it
is quite hard to get any more functionality on the grid.
Much effort has been given in this area to generate func-
tionality by stacking various grid-based active surfaces
such as amplifying surfaces, varactor surfaces for frequen-
cy shifting and modulation, or doubling surfaces. A prob-
lem with stacking is, of course, diffraction as well as
alignment. Alignment tolerance adds to complexity. Dif-
fraction tends to ease alignment tolerance, but in an inele-
gant manner. A 100-transistor array with l/6 spacing will
have an extent of roughly 1.5l per side. As the diffraction
angle is something like the wavelength divided by the
array diameter, the diffraction angle for such an array is a
major portion of a radian. One can say that grids are qua-
sioptical, but in optics one seldom uses apertures too much
smaller than a millimeter, for which the diffraction angle
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Figure 35. Schematic depiction of (a) the active surface of a grid
oscillator and (b) a breakout of an internal region of the grid
showing the active device placement relative to the bias lines.
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would be roughly a thousandth of a radian. As far as pure
combining efficiency goes, grids are probably the optimal
solution. However, more functionality may well be hard to
obtain with this solution. But then, as was previously
mentioned, free-space power combining is itself becoming
a subarea of high-power microwave/millimeter-wave
sources as is evidenced by a review article [10].

Another application area of active antennas is that of
proximity detection [59]. The idea is that an oscillator in
an antenna element can be very sensitive to its nearby
(within several wavelengths) environment. As was dis-
cussed previously, variation in distances to ground planes
change impedances. The proximity of any metal object
will, to some extent, cause the oscillator to be aware of
another ground plane in parallel with the one in the cir-
cuit. This will change the impedance that the oscillator
sees and thereby steer the oscillator frequency. The active
antenna of Ref. 59 operated as a self-oscillating mixer;
that is, the active element used the antenna as a load,
whereas the antenna also used a diode mixer between
itself and a low-frequency external circuit. The antenna
acted both as a transmitting and receiving antenna. If
there were something moving near the antenna, the signal
reflected off the object and rereceived might well be at a
different frequency than the shifting oscillator frequency.
These two frequencies would then beat in the mixer, be
downconverted, and show up as a low-frequency beat note
in the external circuit. If such a composite device were to
be used in a controlled environment, one could calibrate
the output to determine what is occurring. Although
Navarro and Chang [1, p. 130] mention such applications
as automatic door openers and burglar alarms, I person-
ally don’t know how far the technology has gone into such
commercial application. The original paper [59], though,
seemed to have a different application in mind, as the term
Doppler sensor appeared in the title. If one were to care-
fully control the immediate environment of the self-oscil-
lating mixer, then reflections off more distant objects
received by the antenna would beat with the stable fre-
quency of the oscillator. The resulting beat note of the
signals would then be the Doppler shift of the outgoing
signal on reflection off the surface of the moving object,
and from it one could determine the normal component of
the object’s velocity. It is my understanding that some low-
cost radars operate on such a principle. As with other ap-
plications, though, the active-antenna principle, if due
only to size constraints, becomes even more appealing at
millimeter-wave frequencies, and at such frequencies
power constraints favor use of arrays.

An older field that seems to be going through an active-
antenna renaissance is that of retroreflection. A retro-
reflector is a device that, when illuminated from any
arbitrary direction, will return a signal directly back to
the source. Clearly, retroreflectors are useful for return
calibration as well as for various tracking purposes. An
archetypical passive retroreflector would be a corner cube.
Another idea for a passive reflector is a Van Atta array
[60]. Such an array uses wires to interconnect the array
elements such that the phase progression of the incident
signal is conjugated and thereby returned in the direction
of the source. As was pointed out by Friis in the 1930s,

though, phase conjugation is carried out in any mixer in
which the local oscillator frequency exceeds the signal fre-
quency [61]. This principle was already being exploited in
1963 for implementing retroreflection [62]. This work
didn’t seem to catch on, perhaps due to technology. A
review in 1994 [63] and designs for such arrays were
demonstrated and presented at the 1995 International
Microwave Symposium [64,65]. For a more recent demon-
stration, a group of UCLA researchers borrows from the
term phase conjugation from the optics literature in order
to describe their work [66]. Work in this area of retrodi-
rective arrays continues [67].

Although much has been done in the area of active
antennas in general and active integrated antennas in
particular, much remains to be done, and the area remains
an active one at this point in time. Although the field of
active antennas began with the field of radiofrequency, it
still seems to be a field in its infancy and one that should
continue to grow and change with advances in technology.
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ACTIVE FILTERS: OVERVIEW OF ACTIVE-FILTER
STRUCTURES
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1. INTRODUCTION

Telecommunication services and products fueled by Inter-
net, mobile, and space markets, have grown spectacularly
since the early 1990s with no signs of slowing down. The
use of microwave, millimeter-wave, and more generally
high-frequency circuits, for today’s applications, concerns
at the same level detection systems (radars, intrusion sen-
sors, etc.), the medical domain, and also various commu-
nication systems (e.g., telephone, PCS, data transfer,
Internet by satellite, military applications, WLAN, Blue-
tooth). Such systems employ different RF functions or
subsystems. Basic blocks can be divided into two catego-
ries. The first category concerns passive blocks or func-
tions such as multiplexers, delays, couplers, isolators and
connection sections (e.g., transmission lines). The second
category focuses instead on active blocks, that is, blocks
that use basic active components (transistors) or more
complex subsystems. Basic subsystems to consider in this
case are amplifiers, mixers, oscillators, and filters. Ampli-
fiers are generally used to extract the information signal
from noise in a front-end receiver or to increase the signal
level in a transmitter chain. Mixers are used to upconvert
or downconvert (modulate or demodulate) the working
frequency of a signal to enable its transmission through a
particular media (e.g., for hertzian transmission) or in a
particular dedicated frequency band (e.g., in a given chan-
nel between a base station and a satellite or as a relay
between two satellites). Oscillators are frequency sources
most often used in association with mixers. The frequen-
cies generated drive the up- or downconversion during a
modulation/demodulation process. Finally, another essen-
tial block in a communication system is a filter. What is a
filter [1]? A filter performs an electrical function used for a
frequency selection process. This process can consist in

preserving a frequency band. We then speak either of low-
pass, bandpass, or highpass filters. These filters are used
to process a signal that must be transmitted to another
part of a chain. The process can also consist in rejecting
frequency bands. We speak in this case of bandstop filters.
These filters are used to eliminate the effect or influence of
a parasitic signal next to the frequency of a working sig-
nal. Note that lowpass or highpass filters may be consid-
ered, depending on their use (selection or rejection) as
rejecting filters.

With the need of compact size and light weight for new
satellite and PCS applications, the translation from clas-
sical waveguide-type technologies to planar integrated
processes has become unavoidable. If passive filters solu-
tions are first considered, reducing insertion losses and, as
a result, increasing battery life and noise performance, the
use of high-Q volumic resonators is needed. The latter
cannot be reached by use of conventional planar MIC or
MMIC technologies where unloaded Q factor does not
exceed 200–300 and rapidly decreases with increasing fre-
quency. The solution cannot then be found on the basis of
conventional frequency selective passive circuits. One
well-known limitation is the ratio between insertion loss
and bandwidth. Their product is a constant for a given
realization of passive filtering structure.

One promising way that naturally comes to mind to
overcome these drawbacks, and specifically losses com-
pensation, is the integration of passive filters with active
components or devices. As we show it in this article, on the
basis of this idea, different configurations of microwave
active filters (MAFs) have been developed, and new types
are under intensive search and study nowadays.

The key features of MAFs are:

* Gain control without distortion of the frequency re-
sponse

* Frequency tuning capability (in Hz)
* Frequency agility for fast-tuned filters (in Hz/s)
* Capability of modifying specified poles to improve re-

sponse selectivity
* Possibility of implementing automatic frequency con-

trol techniques
* Easy use of MIC/MMIC and integrated technologies
* Small filter dimensions and weight

However, in comparison to purely passive structures, im-
plementation of active devices is accompanied with unde-
sirable factors to take into account, such as:

* Noise figure increase
* Critical power-handling behavior
* Dynamic range reduction
* Electrical stability
* Stability of active parts under variations of external

mechanical, climatic, optical, or electromagnetic con-
ditions

In the design of microwave active filters, first task of re-
searchers has then been to deal with imperfect active de-
vices and lossy passive components [2]. The situation was
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similar to that encountered before the advent of high-per-
formance op- amps (operational amplifiers) in the 1950s
and 1960s, when audiofrequency active RC filter designs
were attempted. By adapting some of the active solutions
used at lower frequency, investigators have then devised a
number of interesting circuits. In this section, we first talk
about the different families of filters. We evaluate different
ways of classifying MAFs and show that two main cate-
gories can be finally considered. For the first category, we
describe, from a general point of view, various compensa-
tion techniques and detail more specifically filters based
on the use of gyrators and negative-impedance converters
(NICs). At this step, we emphasize different problems that
must be faced by RF and microwave designers in compar-
ison to low-frequency classical designs. The second cate-
gory is based on filters resulting from the application of
methods and concepts used primarily at low frequency. As
an example, this section sums up the different ways of
considering and implementing recursive and transversal
(R&T) filters for the microwave purpose.

2. MAF CLASSIFICATION

Most MAFs can be classified into several levels of a con-
sideration depending on their basic topology structure,
type of passive and active elements used, resonator con-
figurations, guiding structures, application domain, work-
ing frequency band, and other factors. Major problem for
MAF classification resides in the fact that there is still no
systematic method to predict which active solution is the
best to fit given specific functional requirements.

From our point of view, active filter structures at mi-
crowaves can be divided into two main categories:

* Active filters resulting from the improvement of clas-
sical microwave passive structures (category 1)

* Active filters resulting from the application, in the
microwave domain, of methods and concepts primar-
ily used at low frequency (category 2)

In fact, active-filter categories can, using the same ap-
proach, be defined by considering how the active compo-
nents or functions improve the basic passive structures:

* If the active parts are used as correction blocks (e.g.,
for loss compensation), then the corresponding active
filter belongs more to the first category;

* If the improvement is done through the benefit of a
typical active property (except compensation, e.g.,
through nonreciprocity, unilaterality, or gain), then
the second category is indicated.

Depending on the way the active parts contribute to the
response improvement, the resulting filter can belong to
one or the other category. As an example, consider the
simple case of a classical LC filter for which the response
improvement is realized through the use of an ‘‘active in-
ductance’’:

* If the active inductance consists in a classical passive
inductance in which losses are compensated with a

NIC (a negative resistance), the global filter rather
belongs to the first category.

* On the other hand, if the active inductance results
from the capacitive load of a gyrator (which specific
role, as we will see later, is to invert an impedance),
then the global filter is of the second category.

Most realizations to date use the compensation principle
and then belong to category 1 [3–6]. However, as it will be
shown further, original approaches now tends to design
circuits of category 2.

3. COMPENSATION TECHNIQUES

Referring to filter category 1, we show here various ap-
proaches to compensate (from a general point of view) the
response of filter structures. Considering circuits using
either distributed elements (in microstrip or coplanar
technology) or lumped elements (using, e.g., monolithic
integrated processes), compensation can be done in three
basic ways.

3.1. Amplifiers for Loss Compensation

A first solution is used for resonator-based planar or vol-
umic structures. It consists in compensating for the pas-
sive losses of one or more resonator thanks to the feedback
of an amplifier. In terms of the compensation, the two-port
amplifier is equivalent to a one-port negative resistance,
as will be shown below. Following this principle, an exam-
ple of a three-pole filter realized on a duroı̈d substrate is
given in Fig. 1 [7]. In this case, only the central resonator
losses are directly compensated by the amplifier of ade-
quate phase and gain values. These values are calculated
to maintain the electrical stability (see Active filters: tools
and techniques for active-filter design, Section 2). Input
and output coupling values have been chosen to perform a
400 MHz bandwidth at 12 GHz. Figure 2 shows the im-
provement provided by the amplifier. Measurements of
the filter in Fig. 3 show a perfect loss compensation within
the passband. Poor input matching is due to a nonperfect
matching of the amplifier. The same approach has been
applied to volumic structures [8] for a third-order dielec-
tric resonator (DR) filter for which the central resonator is
compensated by an active loop [9].

3.2. Active Matching Approach

This active matching technique has already been success-
fully used and described at lower frequencies for broad-

In

MMIC amplifier chip

Out

Microstrip
resonators

Figure 1. Topology of a third-order planar active filter.
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band matching [10,11]. As an example, the filter consists
here of a cascade association of three sections (Fig. 4) [12].
First and last sections act respectively as input and output
matching networks. PHEMT active devices in common-
gate and common-drain configurations have been used
instead of passive elements to achieve wideband matching
simultaneously as gain performances. The bandpass filter
response is obtained by the intermediate section composed
of a passive lumped-element network that sets the filter
center frequency. The main goals of the common-gate and
common-drain stages are to improve selectivity, compen-
sate for the passive network losses, and match the filter to
50O external impedances.

At high frequencies, the common-gate configuration
is unilateral, whereas the common-drain configuration
becomes nonunilateral, thus being capable of achieving both

input and output matchings to 50O impedances. It can be
shown [13] that the voltage transfer function of the pas-
sive section realizes a bandpass filter response. Replacing
the common-gate and common-drain transistors in Fig. 4
by their equivalent models, it can be demonstrated that
S21 is proportional to the voltage transfer function, thus
realizing a bandpass filter response. Figure 5 shows the
layout of the monolithic microwave integrated circuit
(MMIC) using ED02Ah GaAs process from OMMIC [14].
Dimensions of the chip are 1.5� 1 mm2. Total DC power
consumption is 80 mW. Figure 6 shows a comparison be-
tween computer-simulated and measured results. The ac-
tive filter operates at 31.825 GHz with 0.5 dB gain and
1.5 GHz with –3 dB bandwidth. Active matching approach
appears to be suitable to achieve broadband performance
with |Sii|o� 12 dB. At the central frequency, the noise
factor of the filter is equal to the minimum noise factor of
4 dB. The –1 dB compression point occurs for an input
power of þ 3 dBm. Noise performance and power-handling
capabilities are discussed in the article on active-filter
design tools and techniques, cited above (in Section 3.1).

3.3. Filtering/Matching Approach with Gain

The method is derived from classical lumped matching
technique but it differs in the fact that a preliminary
matching step is performed on the active part. This alter-
native method combines amplification and filtering func-
tions based on the use of an active element with cascaded
passive lumped filtering sections also contributing to the
matching of the active part. A circuit example using this
approach is presented in Fig. 7 [12]. The basic methodol-
ogy first consists in simply doing a preliminary matching
of a single transistor at the central frequency thanks to
two inductances at the input and output. Wideband
matching and filtering principles are then simultaneously
realized by lumped passive filtering sections placed either
before or after the preliminary matched active device
while maintaining gain in the passband.

In comparison to a classical method, the preliminary
matching using only two components achieves a signifi-
cant reduction in the number of elements of the matching
sections that can then be achieved much more simply. The
chip size is only 1.5� 1 mm. Total DC power consumption
is 20 mW. Figure 8 shows a comparison between computer-
simulated and measured results. This filter operates at
14.12 GHz. The gain is near 0 dB, and the –3 dB bandwidth
is 1.77 GHz. Good performances are obtained, especially
for the input matching (|S11|¼ � 17.26 dB). Simulated
noise factor is equal to 2.7 dB at the center frequency.

3.4. Gyrators and NICs

The last compensation approach consists in using gyrators
or NICs. Gyrators (impedance inverters) and NICs are
functions initially used at low frequency. Their role is to
build a given impedance through an intermediate load
impedance. Thus, the impedance at a gyrator input is in-
versely proportional to the load impedance of the gyrator.
In the NIC case, the input impedance is proportional to
the negative of the load impedance of the NIC.
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Figure 2. Simulated passive and compensated third-order
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In most cases, NICs are dedicated to the compensation
of losses and of resistive parts. However, overcompensa-
tion has already been used for oscillator design [15,16].
Gyrators are more classically used for high-value reac-
tance design (in particular, for inductances) and for ideal
inductances [17,18].

3.4.1. Design Problems at Microwaves. A large number
of gyrators and NICs topologies have been investigated.
Most of them come from the low frequency domain, where
transistors and op amps can be considered as ideal
transconductances and amplifiers with infinite gain,
respectively.

At microwaves, gyrators and NICs topologies can be
divided into two categories. As an example, we consider
the NIC case here:

* In Fig. 9, high-gain transistors are considered as
high-value transconductances. Input impedance of
the global circuit then depends only on the three
load impedances Z1, Z2, Z3, and is given by:

Zin¼ �
Z1Z2

Z3

* For the second category, transistors are modeled as
finite-value transconductances. In Fig. 10, input im-
pedance depends not only on a load impedance Z but

also on the two transconductances g1 and g2, and is
given by:

Zin¼ �
1

g1g2Z
However, whatever category is considered, investigator has
to face some problems inherent to the microwave domain:

* Transconductances values cannot be infinite.
* Transistors cannot be modeled as simply as at low

frequency, even in the linear regime.
* Passive components are not ideal and present losses

or unwanted distributed effects.
* Interconnecting elements (in general transmission-

line sections) lead to nonnegligible effects on the
whole circuit response.

Considering the example of Fig. 10 at microwaves,
when loaded with a pure resistance R, the circuit
can provide a complex input impedance, even with a pos-
itive real part. Therefore, even if the idea of a simple
transposition of low-frequency concepts to microwaves is
promising, more complex compensation means must be
considered.

3.4.2. Design Methodologies. In many cases, for nega-
tive-resistance circuits, designers just try to fit the nega-
tive real part of the desired impedance and accommodate
as best as possible with the parasitic or unwanted imag-

IRCOM

MU FILTER

Figure 5. Layout of the actively matched passive
lumped filter.
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inary part when associating it to the rest of the filter
[19,20]. This is the same for active inductances when
designers try to fit only the imaginary part without suffi-
ciently factoring in the parasitic real part, thus leading to
poor-Q-factor inductances. Most part of the time, this ten-
dency is only due to the lack of a systematic procedure.
Some researchers have derived interesting methodologies
to overcome these problems. Among all the attempts, one
of the most interesting and simplest has been done by
Sussman-Fort [21].

To explain the method, we come back to the topology of
Fig. 10. Consider now the two-port NIC represented by its
chain matrix (classically four parameters: A, B, C, and D)
and loaded with an impedance Z. The input impedance is
given by:

Zin¼
AZþB

CZþD
ð1Þ

Considering that a pure load resistance R at port 2 does
not lead to �R at the input at microwaves, the question
we now consider is whether the corresponding Zin can still
be made to be a negative resistance by choosing a special
load impedance Z. To answer this, we set Zin¼ �R in (1)
and solve for the required Z as follows:

Z¼ �
DRþB

CRþA
¼ � Z0 ð2Þ

Referring to (2), Z may be interpreted as the negative of
the impedance Z0 looking into port 2 when port 1 (the in-
put) is terminated with the negative of the desired input
impedance (here R is the negative of �R).

The design approach then simply consists in terminat-
ing the input of the circuit with the negative of the desired
impedance, and to synthesize the negative of the imped-
ance seen at port 2 under this condition. In our example, we
then first load the input with R, look at the resulting im-
pedance Z0 at port 2, and try to synthesize �Z0, that is, Z.

A restriction must, however, be emphasized in the fact
that the real part of Z must be positive to lead to a passive
network to synthesize at port 2. If not, the procedure turns
to a nonsense approach since a negative resistance will
still have to be synthesized at port 2.

Note that this general procedure can also be applied for
the design of ideal inductance. In that case, the procedure
leads to synthesize the negative of the impedance seen at
port 2 when the input is loaded by a negative inductance.
The procedure applies for NICs as well as for gyrators. In
any case, the impedance needed at port 2 can be synthe-
sized using any adequate CAD software based, for exam-
ple, on the real frequency technique.

To further facilitate the design, additional preliminar-
ies can be applied before using this technique:

* In the case of infinite transconductance NICs or gy-
rators, each transistor can be replaced by a cascade
association of two or more transistors to emulate as
close as possible an infinite transconductance value
[22].

* In the case of a finite-value transconductance NIC or
gyrator, each transistor can be substituted with two
transistors in a cascade configuration [21]. The de-
sired effect here is to reduce the parasitics of the
transistors.

However, in both cases, the synthesis steps cannot be
skipped and are not sufficient to get close enough to the
ideal case. Moreover, the cascade approach increases pow-
er consumption and degrades the power-handling capa-
bilities (and in particular the compression point).

Another interesting design approach [23] can be asso-
ciated with the Sussman-Fort basic approach for the com-
plex load impedance synthesis. It relies on an original
assisted visual representation of the design process.

Until now, there have been two main approaches to syn-
thesize broadband matching and compensation networks
for microwave active circuits. The first approach is based
on the analytic theory by Fano [24] and Youla [25]; the sec-
ond is the use of the already mentioned real frequency
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Figure 7. Schematic of the preliminary
matched filter structure.
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technique (RFTs) by Carlin and Yarman [26]. Unfortu-
nately, these approaches involve several limitations:

* It is difficult to apply them directly for the design of
complex active circuits (i.e., circuits with several
matching/compensation networks).

* With the synthesis techniques above, network con-
figurations and elements result from fully formalized,
complicated numerical procedures. Therefore, the de-
signer has only very limited possibilities to control
these configurations and elements.

* If distributed-element matching networks have to
be designed, both the analytical procedures and
RFTs lead to networks made from commensurate
transmission lines. However, in practice, it may be

preferable to employ networks consisting of noncom-
mensurate lines, or mixed lumped/distributed-ele-
ment networks.

To overcome these limitations, a new decomposition syn-
thesis approach has been introduced for designing linear
and nonlinear active circuits with passive matching/com-
pensation networks. This method supposes that the de-
sign of active circuit is accomplished in two steps:

* Determination of acceptable regions of the matching/
compensation networks immitances at sample fre-
quencies over a frequency band of interest, according
to a set of circuit specification ranges (noise, gain,
matching levels)

* Synthesis of matching/compensation networks based
on the acceptable immitance regions.

This technique allows the user to select a suitable network
configuration and to directly control all the network ele-
ments for successful fabrication. Lumped, distributed non-
commensurate line and mixed (lumped/distributed)
networks of moderate complexity can then be designed.
The approach is implemented in the software tool LOCUS,
offering simple and fast means to produce solutions
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Figure 9. Example of a high-transconductance NIC topology.
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without the need for complicated circuit theory and
mathematics. Other approaches have been developed by
Yarman [27].

3.4.3. Circuit Examples. We give here three application
examples of the compensation principle. The first example
concerns the design of an ideal inductor in the 3.8–4.2 GHz
band for a high-Q filter at 4 GHz [28]. Here, a spiral MMIC
inductor is cascaded with a negative-impedance converter
to obtain a high-Q inductor. Topology used is of infinite
transconductance NIC type. The circuit has been drawn
with the elements of the HB200 UMS (United Monolithic
Semiconductors) process [29]. The size of the MMIC chip is
2.2 � 1.8 mm. Figure 11 shows simulated and measured
results. The imaginary part is close to the expected value
and losses are perfectly compensated.

The active inductance can then be used to design se-
lective band-pass filters. Basic topology is presented in
Fig. 12 [28]. Coupled lines are used at the input and out-
put of the circuit to decouple the LC resonator and control
the filter selectivity. Response of the filter achieves a
Q factor of 1000 with a perfect loss compensation at the
center frequency. A photograph of the filter is given in
Fig. 13. Note the input and output coupling elements and
the capacitance in parallel with the compensated spiral
inductor.

The second example focuses on an active tunable band-
stop filter using lumped elements [28]. We use here pseu-
dolumped inductors built and synthesized in microstrip
technology. Center frequency is optimized at 2 GHz. This
filter can be tuned in frequency by using a varactor diode.
Losses of the microstrip inductors and of the varactor
diode are compensated by the negative-resistance circuit
of Fig. 10. In a first step, characteristics of lumped induc-
tors are studied according to the different geometric di-
mensions to determine an electrical equivalent schematic.
This study is realized thanks to classical EM-CAD
software packages. We use here an alumina substrate
(er¼9.8; hs¼ 635mm). For this filter, the inductor chosen
is realized with a single meander of length 1 mm, gap
30 mm, and strip width 255 mm. Layout of the filter includ-
ing the MMIC chip is shown in Fig. 14. Measurements are
shown in Fig. 15. Note that this bandstop filter is tunable
in frequency over a wide band (nearly one octave). Tun-
ability is also one interesting capability of active filters. It
gives the property of being reconfigurable in frequency.
Other examples of response tunability will be given and
commented in the next sections. In this case, the tuning
range varies from 1.3 to 2.6 GHz (66% of center frequency).
The losses are well compensated as intended.
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Open Open

Open
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LC

Negative
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Figure 12. Basic LC shunt bandpass filter topology.

Figure 13. Photograph of the actively compensated LC shunt
bandpass filter.
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Figure 14. Layout of the tunable compensated bandstop filter.
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Figure 15. Measured tuned response of the compensated band-
stop filter.
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In the third example, we use the same type of NIC chip
to compensate for the losses of a two-pole microstrip band-
pass filter [30]. Interdigital capacitors and meander in-
ductors are used to obtain a center frequency at 1.6 GHz.
Compensation is made at one end of the inductors as
shown in Fig. 16. Figure 17 shows the simulated response
of the filter using the measured results of the MMIC chip.
This figure also illustrates the response that would be
obtained at the same frequency (due to the imaginary part
of the MMIC impedance) without the negative real part of
the MMICs. As can be seen, the difference of level obtained
at the center frequency is more than 16 dB.

4. LOW-FREQUENCY CONCEPTS AT MICROWAVE
APPLICATION TO RECURSIVE FILTER DESIGN

This section focuses on filters of category 2: active filters
resulting from the application, in the microwave domain,
of methods of filtering and concepts firstly used at low
frequency.

4.1. Theoretical Background

Active filters have, for many years, focused at low fre-
quency on operational amplifier approaches because of
the abilities of such components to compensate for the

intrinsic losses of passive components, and for the overall
amplification also provided. Although the physical con-
straints are strongly different, these advantages carry
over to microwave frequencies, thus showing an increas-
ing interest in adapting low-frequency techniques for use
in microwave systems. One of these techniques includes
the design of recursive and transversal filters. Application
of such concepts to filtering structures clearly must em-
ploy MMIC technology [31].

Recursive and transversal filters are governed by
the following time-domain (3) and frequency-domain
(4) equations, where x(t) [y(t)] is the input [output] of the
system:

yðtÞ¼
XN

k¼ 0

akxðt� ktÞ �
XP

p¼ 1

bpyðt� ptÞ ð3Þ

Hð f Þ¼
Yð f Þ

Xð f Þ
¼

PN

k¼ 0

ake�2 jpfkt

1þ
PP

p¼ 1

bpe�2jpfpt

ð4Þ

Implementation of the corresponding (N : P)-order filter
requires multiple constant delay increments t, amplitude
weighting elements {ak} and {bp}, and a mean of combining
the elementary delayed signal components.

Port 1 Port 2

MMIC MMIC Figure 16. Layout of the two-pole active
bandpass filter.
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Figure 17. Influence of the negative real
part of the MMIC on loss compensation of
the two-pole bandpass filter.
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4.2. Power Matching Approach

Several approaches have been investigated to implement
recursive responses. A first approach [31,32] consists in
identifying a transversal filter with a distributed amplifier
to get a ladder-type structure. However, this technique
impose respectively a lowpass filter and a highpass filter
before and after each transistor of the structure, to simul-
taneously realize the necessary delay time t, and contrib-
ute to the response selectivity.

Another simple solution consists in considering com-
biners at microwaves, as power dividers/combiners [33].
This approach enables filter branches to be easily associ-
ated and then to be designed separately, each of them
matched to the same impedance (in general, 50O), natu-
rally leading to the identification of the weighting param-
eters as microwave amplifiers [34–36].

Following these principles for MMIC design purpose,
we consider here a first-order recursive filter, shown in
Fig. 18 [37]. Power dividers/combiners are built in MMIC
technology with lumped-element cells in order to mini-
mize the size of the final device. Each power divider/

combiner requires five lumped components. Delay time t
is built with a lowpass T cell. A one-stage pseudoresistive
amplifier, including two RL series circuits for the match-
ing of a single FET, is chosen here [38], thus again reduc-
ing the dimensions of the resulting circuit. For electrical
stability reasons that we discuss in the article on
active-filter design tools and techniques (cited above, in
Section 3.1), the amplifier gain is adjusted to obtain the
ratio |S21|max /|S21|min¼ 10 (20 dB) in the 7.5–12.5 GHz
range. Figure 19 shows the layout of the filter, following
OMMIC MMIC process design rules [14]. The circuit is
implemented on an 100-mm-thick GaAs substrate. Dimen-
sions of the chip are 2.0� 1.5 mm. Perfect agreement be-
tween simulated and measured results is shown in Fig. 20.

4.3. Voltage Matching Approach

Considering that voltage matching and input/output sig-
nals combination can be more easily obtained over wider
frequency bands than power matching, an alternative
technique consists in synthesizing the filter responses
owing to the use of voltage-matched devices [13]. At a
last step, the whole circuit is matched to 50O external
impedances using FETs as described in Section 3.2. The
classical recursive flow graph can be identified to the
idealized series–shunt feedback model where an ideal
adder is used to loop a unilateral forward active path
m( jo) with a passive path b(jo). Under these assumptions,
the overall transfer function can be identified as the
transfer function of a first-order recursive filter if m( jo)¼ 1
and b( jo)¼ � b1e� jot.

The design procedure begins by first determining the
circuit that realizes the voltage summation function at the
input of the feedback. Then, the passive feedback device
must provide the necessary delay time imposed by the

G τ

Amplifier Delay element

In 2-way 
power dividers

Out

Figure 18. Topology of the first-order microwave recursive filter.

Figure 19. Layout of the first-order microwave
recursive filter.
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recursive process. Finally, a unilateral microwave active
device must be employed in the forward branch in order to
allow the feedback scheme to operate as intended. By ver-
ifying adequate relations between the impedances of the
different blocks within the structure [13], the filter voltage
gain appears to be of the recursive type:

GV ¼K
m

1� me�jot

� �

Finally, for integration in microwave systems, two imped-
ance transformers are required to match the filter to 50O
external impedances: a common-gate MESFET at the
input and a common-drain MESFET at the output
(Fig. 21), which must simultaneously provide a voltage
matching of the loop and a power matching of the complete
structure. Moreover, an attracting outstanding feature is
the capability of the common-gate stage T1 to produce
power gain, making it a significant factor in the composi-

tion of the overall noise figure of the filter. The loop gain
can be controlled by the bias voltage of the common drain
amplifier T2 placed within the feedforward branch of the
loop. A conventional lumped highpass cell and a lowpass
cell are used to provide the necessary delay time t for the
desired filter center frequency. The filter has been fabri-
cated using a 0.2-mm-gate-length PHEMT foundry process
(ED02Ah from OMMIC [14]), and implemented on a
100-mm-thick GaAs substrate. Dimensions of the correspond-
ing MMIC chip are 1�1.5 mm2. Total DC power consump-
tion of the filter is 30 mW. Figure 22 shows a comparison
between measured and simulated responses of the filter.
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Figure 20. Theoretical, simulated, and
measured response of the first-order recur-
sive filter.
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Figure 21. Electrical schematic of the voltage-matched first-or-
der recursive filter.
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Figure 22. Simulated and measured voltage-matched first-order
recursive filter response.
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The circuit is operating at 7 GHz with 5.1 dB gain at the
center frequency and 140 MHz at 3 dB bandwidth. The
out-of-band rejection is better than 20 dB, with 2 GHz from
passband edges. The measured –1 dB compression point
occurs for an input power of � 15 dBm, and the simulated
noise figure is 5.5 dB at the center frequency.

4.4. Frequency Tunable Recursive Filters

Recursive and transversal filters can simply provide tun-
able responses because of arbitrary analog phase shifter
structures. As an example, we present the expression of a
recursive transfer function shifted over a frequency band
noted Df:

Hð f � Df Þ¼

PN

k¼ 0

ake�2jpð f�Df Þkt

1þ
PP

p¼ 1

bpe�2jpð f�Df Þpt

¼

PN

k¼ 0

ake�2jpfkte jkf

1þ
PP

p¼ 1

bpe�2jpfpte jpf

ð5Þ

with f¼ 2pDft¼ 2pDf/f0. This expression clearly shows
that recursive responses can be tuned by the introduction
of a variable phase shift in each branch of the filter.
Consequently, many ‘‘recursivelike’’ filter structures can
take advantage of this concept to be turned into tunable
versions.

For most applications, 10% of tuning range is not suffi-
cient and emphasizes the need for a real phase shifter func-
tion. A phase shifter structure for ‘‘recursivelike’’ filter
purpose is proposed in Ref. 39. Maximum phase shift mea-
sured is 551. Gain is near 7.5 dB in the 3–5 GHz frequency
band. Noise factor of the phase shifter is 4.5 dB at 4 GHz.

Another tunable filter example is based on the design
concepts outlined in Section 4.3. A tunable filter is realized
by introducing a phase shift into the feedback loop of a
voltage-matched recursive structure [13]. Filter tuning at
the desired center frequency is accomplished through
variation of the equivalent capacitor of a varactor diode
that replaces a capacitance of the initial delay-time sec-
tion. Correct adjustment of the bias point of the transistor
T2 (see Fig. 21) ensures a constant gain level over the fre-
quency tuning range when the series diode resistance var-
ies with the bias voltage.

A photograph of the filter is shown in Fig. 23. Dimen-
sions of the MMIC chip are 2� 1.5 mm2. The measured
transmission parameter of the filter is shown in Fig. 24.
A frequency shift from 7.03 to 9.5 GHz (30% of relative

Figure 23. Photograph of the MMIC varactor-
tuned first-order recursive filter.
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Figure 24. Measured S21 parameter of the tunable first-order
recursive filter.
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tuning band) is achieved with a constant gain level of
3.5 dB across the tuning band. Moreover, the filter exhibits
a good 50O matching over the 2.5-GHz tuning band
(Siio� 10 dB ; i¼1,2). The expected noise figure is 5 dB
at center frequencies. The measured � 1 dB compression
point occurs for an input power of � 10 dBm. Maximum
total DC power consumption is 46 mW.

4.5. High-Order Recursive Filters

For high-order filter design, a first alternative approach
consists in coupling microstrip planar ring resonators,
each resonator realizing a pole of the recursive transfer
function.

The general transfer function of these ring resonator
filters, where K and {Kn} are functions of the coupling
values and the amplifier gains can be expressed as:

S21ð f Þ¼
Ke�jpð f=f0Þ

1þ
PN

n¼ 1

Kne�2npð f=f0Þ

We give here an example of a second-order filter imple-
mented in coplanar technology [40]. Many studies have
shown that, in most cases, coplanar waveguides can be a
good alternative to microstrip lines because of greater
ease and flexibility in the design [41,42]. Because all
conductors are located on the same plane, the ground
connections for the active chips through via holes or
ground report are eliminated, thus leading in more ease
for connecting the active parts (here the amplifiers/phase
shifters) and in more compact designs. Another advantage

of coplanar technology is that each element characteristic
can be adjusted and improved through additional geo-
metric parameters. According to this degree of freedom,
high-directivity couplers can then be easily achieved by
minimizing the difference between the phase velocities of
the two normal modes [43].

In our example, we consider three pairs of parallel cou-
pled lines with up to two amplifiers within each passive
ring resonator to achieve a second-order structure. The
considered topology is shown in Fig. 25. With a method-
ology discussed in the article on active-filter design tools
and techniques alluded to above, the noise performance of
such structures can be analytically optimized. We use here
the same amplifier/phase shifter as in Section 4.4. The

50
50Input

Chip 1

MMIC

Output

MMIC

Chip 2
Figure 26. Two-pole ring resonator recursive
filter layout in coplanar technology.

  50Ω 50Ω
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GInput Output
(�1,�1) (�2,�2) (�3,�3)

Figure 25. Second-order ring resonator active recursive filter.

Figure 27. Photograph of the two-pole ring resonator recursive
filter on its test fixture.
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objective is to achieve a bandwidth Df¼ 120 MHz with a
ripple d¼ 0.2 dB within the passband. With |G|¼ 2.2,
FA¼4.5 at 4 GHz, the center frequency, we obtain |S21|
¼ 13.7 dB, |Sii|o� 12 dB. The noise figure is estimated to
6.5 dB. Figure 26 shows the layout of the active filter im-
plemented on a 635-mm-thick alumina substrate (er¼ 9.6).
Dimensions of the filter are 38� 18 mm. A photograph of
the circuit on its test fixture is given in Fig. 27.

Figure 28 shows a perfect agreement between simulat-
ed and experimental results. The gain of the filter is equal
to 13.6 dB at 4 GHz. At center frequency, S11 and S22 are
less than � 10 dB. Power consumption is about 24 mW.

A second alternative for high-order filter design resides
on the fact that classical ‘‘ladder type’’ high-order recur-
sive filter design can become greatly complex considering
the n-way dividers/combiners and the stability analysis of
such multifeedback structures.

In the proposed approach [44], classical recursive filter
concepts are extended by decomposing the response as a
set of unitary terms. Each of these corresponds to a first-
order function characterized by its own weighting coeffi-
cients {ai,bi} and delay-time parameters ti. The obvious
advantage of this approach is a more flexible way to

individually control each pole frequency, selectivity, and
also stability, thus simultaneously maintaining the global
filter stability when cascading n unitary cells for a
nth-order response. This also enables a tuning of the
bandwidth and of the center frequency, whereas the clas-
sical approach does not give such flexibility. At least by
cascading several elements of the same type, this ap-
proach also takes great advantage of MMIC technology
reproducibility.

A physical implementation is shown in Fig. 29. Four
2� 2 mm first-order tunable version of the chip of Fig. 19
are cascaded. Various response shapes can be obtained in
terms of gain and bandwidth by adjusting center frequen-
cies of the individual poles. Figure 30 shows excellent
results obtained in the 4-chip configuration when two
poles are located at 9.7 GHz and two at 10.3 GHz. Gain
at center frequency is near 6 dB for a 670 MHz bandwidth.
Good matching of the structure and � 40 dB out-of-band
rejection can also be noted in this case.
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1. INTRODUCTION

Whatever the application is, all communications sys-
tems—whether cellular, PCS, cable or satellite—require,
in increasing quantity, a range of microwave filters with
near-ideal characteristics to maximize communication ca-
pacity and signal processing efficiency and thus lower sys-
tem costs. To satisfy these demands, engineers try to come
up with design innovations and improved manufacturing
processes of new filtering devices to reduce the cost of
high-frequency communications. Since the early 1990s,
engineers have also been increasingly interested in using
active techniques for their compatibility with planar inte-
grated monolithic technologies. Since the first microwave
circuit was designed using a GaAs-based process, more
and more attempts have been done nowadays to switch to
silicon-based processes because of the resulting compact
size and low-cost aspects.

We follow and gradually illustrate this tendency in this
article. We first discuss the use of CAD tools for microwave
and RF filter design, focusing particularly on optimization
tools. We emphasize that, without any strong microwave
design background and experience, this kind of tool un-
avoidably leads to nonreproducible and nonsystematic so-
lutions. We then show the necessary implementation of
analytical procedures to set and verify some essential
characteristics of low-noise active devices, with examples
of electrical stability criteria and noise performance
calculation, prediction, and optimization. These two

examples are illustrated through many integrated filter
designs and measurements.

Section 3 deals with the description of tools and tech-
niques for filter improvements. We first begin with an ex-
tended consideration of compensation techniques based
not only on loss compensation but also on response selec-
tivity and circuit dimensions. The technique is illustrated
with the design of a one-pole interdigital filter and a two-
pole coplanar filter in which response and size have been
improved using this approach. We then generalize this
principle to the ‘‘active-impedance profile’’ (AIP) technique
and present an example application to multistandard and
pseudomultipole filters.

In Section 4, novel approaches and new technologies for
new microwave and RF communications needs are de-
tailed. We first discuss the new application constraints
driven by new communication standards. We then discuss
GaAs processes to silicon-based technologies, emphasizing
the differences between the two technologies in terms of
processes themselves, and in terms of CAD tools, compo-
nent implementation, compactness, relative size, and cost
with two basic circuit examples. Migration to silicon-based
processes also involves novel implementation approaches
among which differential circuits. This last approach is
illustrated with experimental results.

2. ANALYTICAL TOOLS AND PROCEDURES FOR ACTIVE
FILTER DESIGN

2.1. Numerical CAD Optimization Tools

Since 1980, scientific production on microwave filters has
grown extensively. This extension finds its sources from a
technical perspective in:

* A permanent growth in device complexity
* A constant objective of reduction in size and weight
* The use of new materials and new technologies (su-

perconductor materials, MEMs, planar monolithic
technologies, etc.)

However, any experimented engineer knows that this
growth of production is fueled mostly by novel modern
computing systems and by the extraordinarily growing
computation capabilities.

Without this computation power, many application
would still be only perspectives:

* The development of precise electromagnetic simula-
tion methods for planar (2D or 2.5D) or volumic (3D)
circuits, such as the finite-element method, method of
lines, or modal analysis

* The development of numerical synthesis methods
taking into account a larger number of parameters
such as losses or process limitations

* Global analysis methods simultaneously coupling in
a single step various sorts of analysis that are some-
times very different

70 ACTIVE FILTERS: TOOLS AND TECHNIQUES FOR ACTIVE-FILTER DESIGN

Next Page



IMS’2001, IEEE MTT-S Int. Microwave Symp. Digest, 2001,
Vol. 3, pp. 1441–1444.

41. M. Houdart, Coplanar lines: application to broadband micro-
wave integrated circuits, Proc. EuMC’76, 6th European

Microwave Conf., 1976, pp. 49–53.

42. L. Nenert, A. Cenac, L. Billonnet, B. Jarry, P. Guillon, C.
Quendo, E. Rius, and G. Tanne, Use of coplanar technology
advantages for tunable active planar looped filter structures
optimised in noise, Proc. EuMC’2000, 30th European Micro-

wave Conf., 2000.

43. E. Rius, T. Le Gouguec, K. Hettak, J. Ph. Coupez, and S.
Toutain, Broadband high directivity 3 dB coupler using
coplanar waveguide technology, IMS’95, IEEE MTT-S Int.

Microwave Symp. Digest, 1995, pp. 671–674.

44. M. Delmond, L. Billonnet, B. Jarry, and P. Guillon, High-or-
der monolithic active recursive filter based upon multicellular
approach, IMS’96, IEEE MTT-S Int. Microwave Symp. Digest,
1996, Vol. 2, pp. 623–626.

ACTIVE FILTERS: TOOLS AND TECHNIQUES
FOR ACTIVE-FILTER DESIGN

LAURENT BILLONNET

BERNARD JARRY

BRUNO BARELAUD

University of Limoges
Limoges Cedex, France

1. INTRODUCTION

Whatever the application is, all communications sys-
tems—whether cellular, PCS, cable or satellite—require,
in increasing quantity, a range of microwave filters with
near-ideal characteristics to maximize communication ca-
pacity and signal processing efficiency and thus lower sys-
tem costs. To satisfy these demands, engineers try to come
up with design innovations and improved manufacturing
processes of new filtering devices to reduce the cost of
high-frequency communications. Since the early 1990s,
engineers have also been increasingly interested in using
active techniques for their compatibility with planar inte-
grated monolithic technologies. Since the first microwave
circuit was designed using a GaAs-based process, more
and more attempts have been done nowadays to switch to
silicon-based processes because of the resulting compact
size and low-cost aspects.

We follow and gradually illustrate this tendency in this
article. We first discuss the use of CAD tools for microwave
and RF filter design, focusing particularly on optimization
tools. We emphasize that, without any strong microwave
design background and experience, this kind of tool un-
avoidably leads to nonreproducible and nonsystematic so-
lutions. We then show the necessary implementation of
analytical procedures to set and verify some essential
characteristics of low-noise active devices, with examples
of electrical stability criteria and noise performance
calculation, prediction, and optimization. These two

examples are illustrated through many integrated filter
designs and measurements.

Section 3 deals with the description of tools and tech-
niques for filter improvements. We first begin with an ex-
tended consideration of compensation techniques based
not only on loss compensation but also on response selec-
tivity and circuit dimensions. The technique is illustrated
with the design of a one-pole interdigital filter and a two-
pole coplanar filter in which response and size have been
improved using this approach. We then generalize this
principle to the ‘‘active-impedance profile’’ (AIP) technique
and present an example application to multistandard and
pseudomultipole filters.

In Section 4, novel approaches and new technologies for
new microwave and RF communications needs are de-
tailed. We first discuss the new application constraints
driven by new communication standards. We then discuss
GaAs processes to silicon-based technologies, emphasizing
the differences between the two technologies in terms of
processes themselves, and in terms of CAD tools, compo-
nent implementation, compactness, relative size, and cost
with two basic circuit examples. Migration to silicon-based
processes also involves novel implementation approaches
among which differential circuits. This last approach is
illustrated with experimental results.

2. ANALYTICAL TOOLS AND PROCEDURES FOR ACTIVE
FILTER DESIGN

2.1. Numerical CAD Optimization Tools

Since 1980, scientific production on microwave filters has
grown extensively. This extension finds its sources from a
technical perspective in:

* A permanent growth in device complexity
* A constant objective of reduction in size and weight
* The use of new materials and new technologies (su-

perconductor materials, MEMs, planar monolithic
technologies, etc.)

However, any experimented engineer knows that this
growth of production is fueled mostly by novel modern
computing systems and by the extraordinarily growing
computation capabilities.

Without this computation power, many application
would still be only perspectives:

* The development of precise electromagnetic simula-
tion methods for planar (2D or 2.5D) or volumic (3D)
circuits, such as the finite-element method, method of
lines, or modal analysis

* The development of numerical synthesis methods
taking into account a larger number of parameters
such as losses or process limitations

* Global analysis methods simultaneously coupling in
a single step various sorts of analysis that are some-
times very different
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From the beginning of their careers today’s engineers
can use numbers of synthesis, analysis, and statistical
tools, and more importantly of optimization tools that can
strongly help the design. For the beginner, the danger is in
believing that this complete set of tools can lead, with se-
curity, to synthesis and analysis of any microwave func-
tion without either a strong knowledge or preliminary
analytical studies. In particular, the riskiest tool is, with-
out any doubt, the optimizer, which is still for some de-
signer a ‘‘miracle’’ (or panacea) tool that always leads to
the ‘‘best’’ solution.

In fact, any optimiser must be used with great care and
attention:

* In practice, it should be used only at the last step of a
design, after the synthesis procedure, to fine-tune the
different parameters of the problem. If not, it does not
mean any reproducibility in the approach and is
based only on a hazardous random starting point. It
does not enable any understanding or feedback of the
results obtained.

* It never leads in a systematic way to ‘‘the’’ best solu-
tion, but usually only to a mathematically local set of
parameters.

* Depending on the number of optimization constraints
and the nature of each separate constraint (response
level, noise, compression point, etc.), the major diffi-
culty is the weight of the different constraints from
one to the other. The optimizer then does not permit
one to systematically analyze the influence of a given
parameter (geometric or electrical) on the whole set
of circuit characteristics.

Using such tools without any theoretical background,
without experience, or without any preliminary analytical
study, even simplified, does not reveal an efficient, fast,
and operational investigator. The primary objective must
be the implementation of rigorous analytical procedures to
investigate any problem that can be encountered at each
design step of an active device.

2.2. Examples of Analytical Tools and Procedures at
Microwaves

We describe here two examples of analytical procedures
that can facilitate understanding of the influence of a pa-
rameter on a given filter characteristic. These two exam-
ples focus on low-noise circuits in the linear regime.

2.2.1. Analysis and Optimization of Noise Perfor-
mance. For any applications using circuits with active ele-
ments, the problem of noise performance is a critical point
that must be studied. In this subsection, the purpose is
not to describe well-known methods or formalisms classi-
cally applied at the component level (e.g., how to deter-
mine the optimal loads of a transistor to be at the
minimum noise power); rather this discussion is dedica-
ted to determining

* A systematic approach for the analytical derivation of
noise performances

* The contribution of an active function in terms of
system components, to the noise of a more complex
structure (e.g., an amplifier within a recursive filter,
or a negative resistance within a resonator-based
filter)

* The optimal location of an active function within a
global structure [1]

* An analytical optimization method of the noise char-
acteristics of a global structure in which is integrated
an active function, while maintaining given filtering
characteristics

The discussion here is intended to help the designer
better predict the influence of active parts or components
by analytical means.

Several methodologies have been studied to evaluate or
model noise performances, depending on the type of elec-
trical parameters that are considered. Here, we choose
to use a noise-wave formalism described by Wedge and
Rutledge [2]. This formalism takes advantage of the
S-parameter description. However, other formalisms
using currents or voltages instead of power waves also
exist, based on the same principles.

Analytical derivation of noise performance using the
noise-wave formalism is done by gradually reconnecting
parts of a global device for which S parameters and the
noise matrix are known. An interesting way to illustrate
the approach is to evaluate the noise factor of microwave
active recursive filters. Other structures are studied in
Ref. 3. As shown in Fig. 1, the noise-wave formalism con-
sists in modeling the noise of a two-port device with in-
ternal noise-wave generators c1 and c2.

Their contribution to the output scattering waves b1

and b2 can be expressed in the following manner, where S
is the scattering matrix of the two-port Q:

b1

b2

 !
¼

S11 S12

S21 S22

 !

Q

a1

a2

 !
þ

c1

c2

 !
ð1Þ

Regarding the first-order recursive topology of the
article ACTIVE FILTERS: OVERVIEW OF ACTIVE-FILTER

STRUCTURES, Section 4.2, the circuit consists in two power
dividers/combiners, one delay element, and one amplifier.
Depending on where the amplifier is placed within the
structure (in the feedback or in the direct branch), two
topologies can be derived (Fig. 2). In the passband case,
the problem is then to find, for each topology, the gain
value G, noise factor value FA, and the two coupling values

~

a1Z0

Z0

a2

b2b1

c1
c2

Two-port

Figure 1. Two-port circuit described by noise waves and scatter-
ing parameters.
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at the input and output of the filter, to obtain a given re-
sponse shape with a minimum noise factor at center fre-
quency. To calculate the minimum noise factors of the two
topologies, we first consider the R and V selectivity pa-
rameters that set the filtering performances. These pa-
rameters must not be modified during the improvement
process of the noise factor and set the frequency shape of
the response. f0 is the center frequency.

R¼
jS21jmax

jS21jmin

¼
jS21ð f0Þj

jS21ð f0=2Þj
; V ¼

R� 1

Rþ 1
ð2Þ

The two corresponding filters are considered as equiv-
alent when they are characterized by the same V param-
eter even if they do not achieve the same gain at the center
frequency f0. The transfer functions of the two topologies
can then be expressed as follows with the selectivity pa-
rameter V¼ b1b2G0, G¼G0 e�2jpft, where G0 is a positive
real gain and the delay time t is introduced:

Hið f Þ¼
Ki

1� Ve�2jpf t ð3Þ

For topology 1 (Fig. 2a), the transfer function and the
noise factor at f0, the center frequency, are analytically
derived through the reconnecting method, as functions of
b1, G0, and FA (the noise factor of the amplifier that can
also be derived from the same noise-wave formalism):

H1ð f Þ¼
a1a2

1�Gb1b2

;

F1¼ 1þ
b1

a1

� �2

ðFA � 1ÞG2
0þ

b2 � b1G0

a1a2

� �2 ð4Þ

F1 can also be expressed as a function of b1, G0, FA and
more importantly of V to maintain the filter response
shape. For a given amplifier, b1 appears as a degree of
freedom that can be used to optimize the noise factor. It
can even be shown that for the optimal value of b1¼ b1opt,
F1oFA when G0 !1.

Using the same methodology for topology 2, the trans-
fer function H2( f ) and the corresponding noise factor F2

are given by:

H2ð f Þ¼
Ga1a2

1�Gb1b2

;

F2¼ 1þ
ðFA � 1Þ

a2
1

þ
b2 � b1G0

a1a2G0

� �2
ð5Þ

The expression of b1opt is the same as for topology 1 but
leads to F24FA at f0. The analytical procedure enables us
to find that topology 1 is better than topology 2 in terms of
the noise factor, which could not have been derived by us-
ing a classical CAD optimizer. Simulations show on one
hand the noise factors increase when the selectivity in-
creases, and on the other hand when the gain is increased
(for the same FA of the amplifier), the noise factor of the
filter decreases as expected.

To experimentally validate our approach, we have
designed a first-order recursive filter from topology 1 in
MMIC technology. This filter, the layout of which is given
in Fig. 3, has the same filtering performance as that des-
cribed in Section 4.2 (Fig. 20) of the article overviewing
active-filter structures [cited above, immediately following
Eq. (1)]. Couplings (through the use of Lange couplers
[4,5]) and gain values are chosen to obtain the lowest noise
factor according to the analysis presented. Measured noise
figure is equal to 2.1 dB, in contrast to the initial 11.7 dB.

2.2.2. Analytical Tools for Electrical Stability Analysis and
Optimization. Several stability criteria are used at micro-
waves to evaluate the electrical stability of a circuit. Most
techniques used are based on the Rollett factor K [6,7] de-
fined through two-port S parameters. However, these fac-
tors are not quantitative, and additional parameters must
be calculated to get more information. Plots of m factor [8]
or stability circles can then be calculated to give the reader
an idea of the stability margin and the location, respec-
tively, of the load impedances that can lead to instability.

In terms of design, these criteria present many disad-
vantages:

* In most cases, filters are designed to be terminated
(directly or in cascade with other modules) with
50O impedances. In case of conditional stability, the

50 Ω

50 Ω

c2

c1

G0,	

�1

�1

�2

�2

50 Ω

50 Ωc1

c2

G0,	
�1

�1

�2

�2

Figure 2. First-order recursive filter topologies: amplifier placed
(a) in the feedback branch and (b) in the direct branch.

Figure 3. Layout of the low-noise first-order active recursive
filter.
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Rollett factor does not predict the impedances for
which the instability is observed. It is then necessary
to plot the stability circles, thus clearly complicating
the engineer’s work.

* Another important point directly concerns the vali-
dity of classical parameters. Indeed, interpretation of
classical parameters (including stability circles) leads
to a valid evaluation of stability only when the circuit
is intrinsically stable, independently of the termina-
tions. The designer must then, in a first step, be sure
of the intrinsic stability of the device.

* Finally, for more complex circuits, classical stability
parameters cannot analytically predict the influence
of a component or a circuit characteristic, and there-
fore lead to efficient modification of the adequate
parameter in case of instability.

Many researchers have attempted to solve the problem
with methods derived from Bode’s theory [9] among which
Ohtomo [10] and Platzker [11]. We describe this last ap-
proach here. The normalized determinant function (NDF)
approach is an extension of Bode’s theory for circuits with
more than two ports and multiple feedbacks. Without dis-
cussing the details, analysis of a mathematical complex
function leads to a plot in an image complex plane. The
function considered here is defined as the ratio of the de-
terminant of the nodal description matrix of the circuit
when all the sources are in ON state, to the determinant of
the same matrix when all the sources are in OFF state.
Interpretation of the resulting plot in the image plane
results from Cauchy’s theorem. If the plot encircles the
origin of the image plane in the clockwise direction, then
the circuit is unstable. There are as many instabilities as
encirclements. Frequencies of instabilities can be extrac-
ted by searching the roots of the NDF.

The originality of the method resides in the return ratio
(RR) principle [12], which allows analysis with a classical
CAD package. With this method, each transistor is mod-
eled as a voltage-controlled current source. All these
sources, one by one, are driven by an external voltage in-
stead of their initial internal voltage. The corresponding

RR is then defined as the ratio of the initial internal volt-
age to the external one. At each step of the calculation, all
sources for which the RR has been calculated are turned
off. Finally, expression of the NDF is derived from the n
RRs (for a n-source or a n-transistor circuit).

Note that this approach, when numerically used
through a CAD package, does not allow any interpreta-
tion of any parameter on the circuit stability. However, in
this case, classical optimization is still possible.

With a strict calculation approach, analytical expres-
sion of the NDF can be obtained, thus allowing the eval-
uation of each parameter influence not only on the
stability itself but also on the frequency where instabili-
ties occur. To illustrate this point, we consider the first-
order filter discussed in Section 4.2 (Fig. 19) of the article
cited above [following Eq. (1)], where Lange couplers are
used for division/summation of the signals within the
structure [13]. We first model the ideal amplifier of the
structure with an equivalent voltage-controlled current
source terminated with two 50 impedances. In Fig. 4, the
ideal amplifier has been replaced by its equivalent depen-
dent source. Because of the unilaterality property of this
source, we now obtain a new open-loop two-port device
loaded by a generator of internal impedance 50O at the
input, and with a 50O impedance at the output. Initial
input and output ports are also assumed to be terminated
with a 50O impedance. The current source is controlled by
an external voltage Vext.

The NDF is then derived through the RR calculation. It
shows that the zeros location in the complex plane for
NDF( f ) (i.e., the location of instabilities) is equivalent to
the zeros location of the denominator of the transfer func-
tion of the filter H( f ). In other words, zeros of the NDF are
equivalent to the poles of the response.

Using the same principles, we now consider a second-
order recursive filter, for which the two amplifiers G1 and
G2 are substituted with dependent current sources. Cal-
culation of the NDF is obtained in two steps corresponding
to the calculation of the two RRs:

NDFð f Þ¼ ð1þRR1ð f ÞÞ � ð1þRR2ð f ÞÞ

Vext

Vext
gm0

Input
port

Output
port

3dB, 50Ω
Lange
coupler

Initial
input
port

Initial
output
port

e−jωτ

50Ω

50Ω 50Ω 50Ω 50Ω

50ΩV1 V2

Figure 4. New ‘‘open loop’’ equivalent two-port
circuit of a first-order recursive filter.
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Here again, the NDF is the same as the denominator of
the transfer function of the filter, thus validating the NDF
calculation process. Figure 5 shows how instability can be
predicted when the NDF encircles the origin for G1¼ � 5
and G2¼ � 2. In the same manner, Fig. 6 illustrates the
stable state of the circuit, when the NDF does not encircle
the origin for G1¼ � 4 and G2¼ � 2.

3. EXAMPLES OF PERFORMANCE IMPROVEMENT

For most engineers and researchers, the use of active com-
ponents or functions is limited to loss compensation of
passive structures. Nevertheless, active parts can play
various roles in a global system. By identifying two main
filter families in the active-filter structure overview article
cited above, we have underlined a filter category for which
active functions play an essential role. Gain, unilaterality
or phase shift are directly implicated in the response and
do not operate only for a simple loss compensation.

In fact, it is reasonable to imagine that active modules
associated to passive filters could enable

* A significant reduction in size of the circuits
* An improvement of the response selectivity, even the

control or the reconfigurability of the working band
(passband or stopband)

* An automatic control process of frequency and level of
the response elicited by external parasitics (e.g., tem-
perature drift)

* Novel topologies for original filter structures
* Improved variable components [14]

In this section, we illustrate the possible improvements
of filter responses and size due to such techniques for the

two filter categories identified in the active-filter structure
overview article cited above. We also describe automatic
frequency control techniques and show an experimental
validation.

3.1. Loss Compensation and Size Reduction

Miniaturized high-selectivity microwave bandpass filters
are highly desirable for the next generation of satellite
and mobile communications systems. Traditional interdig-
ital and combline filters [15] based on TEM mode coupling
are well suited for the design of narrowband passive fil-
ters. Unfortunately, the design of such filters with classi-
cal technologies (e.g., microstrip technology) leads to very
high insertion losses in the operating band, especially
when high selectivity is required. Indeed, due to low un-
loaded Q factors, it is not possible to obtain narrowband
bandpass filters achieving 0 dB insertion losses with only
passive elements, except with superconducting tech-
niques.

An original technique is presented here, using classical
passive interdigital filters in association with a MMIC ac-
tive component circuit. Two filters, one of the first order
and one of the second order, are discussed in reference to
microstrip and coplanar technologies, respectively [16].

3.1.1. First-Order Microstrip Filter. A very classical
first-order filter is studied using a standard design proce-
dure [16]. The initial passive structure is designed to fit
the following characteristics: 3.46 GHz for the center fre-
quency and 91 MHz for the 3 dB bandwidth (2.63%). Mea-
sured insertion losses of the passive filter are about 7 dB at
the center frequency. In a second step, the passive filter is
geometrically modified in order to insert the MMIC cir-
cuit, while keeping the same center frequency. By taking
into account the value of the imaginary part of the active

2
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Figure 5. Unstable case of a second-order recursive filter: NDF
plot for G1¼ �5 and G2¼ �2.
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Figure 6. Stable case of a second-order recursive filter: NDF plot
for G1¼ �3 and G2¼ �3.
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component, the length of the resonator can be approxi-
mately divided by 2. A photograph of the active microstrip
filter is shown in Fig. 7. Comparison of passive parts of the
two versions are compared in Fig. 8. Measurements in
Fig. 9 show a 3.27 GHz central frequency at a 85 MHz 3 dB
bandwidth (2.6%). The insertion losses have been com-
pensated at 0 dB.

3.1.2. Second-Order Coplanar Bandpass Filter. Many
studies have shown that coplanar wave-guides can be con-
sidered as a good alternative to microstrip lines for many
applications [17]. It is well known that low-level coupling
coefficients are needed when designing narrowband band-
pass filters. In the case of interdigital filters, a separating
ground plane can be placed between the two coupled strips
in order to obtain low-level couplings. With this approach,
it is possible to efficiently control low coupling coefficients
by adjusting the dimension of this ground plane. This
method allows one to design compact low-coupled sections
[18]. Another advantage of the coplanar technology is
the flexibility in the design of the passive circuits. Indeed,
a large number of geometric parameters can be chosen to
design any transmission line with a given impedance.
Electrical characteristics can then be improved by
properly defining the ratio of the strip length to the slot
length.

By taking into account all these advantages, a second-
order filter is designed in coplanar technology. In this case,
two MMIC components are placed at the open end of each
resonator. A layout and a photograph of the coplanar ac-
tive filter are respectively shown in Figs. 10 and 11. Mea-
surements have been made over a wide frequency range in
order to verify the bandstop responses (Fig. 12). No spu-
rious resonances appear up to 9.5 GHz. Measurements
also show a 1.98 GHz center frequency and a 75 MHz 3 dB

bandwidth (3.8%). In comparison to the purely passive
case, the imaginary part of the MMIC chip has increased
the response selectivity; 0 dB insertion losses have also
been measured. In order to compare the reduction in size
provided by the imaginary part of the active component,
the same filter without the active components has been
simulated. The center frequency of the filter is shifted to
2.6 GHz, resulting in a size reduction of about 0.8. Inser-
tion losses are � 7 dB in this case.

3.2. Active-Impedance Profile

In the previous subsection, interdigital structures were
presented and improved in microstrip and coplanar tech-
nologies. However, these structures are not adequate
when frequency switching or tuning is needed. Generally,
the response of a passive filter is optimal at a given fre-
quency. Tunability of the center frequency then implies a
variation of one of the filter component parameters (such
as electrical lengths) that can damage one or more elec-
trical characteristics of the filters (matching, losses, band-
width, etc.). In particular, for all planar filters using a
varactor-based tuning or a switching process, any de-
crease of the center frequency is associated with a propor-
tional reduction in bandwidth [19,20].

Nevertheless, beyond loss compensation and circuit size
reduction, results presented above indicate a significant

Figure 7. Photograph of the active one-pole microstrip filter.

Figure 8. Comparison of the initial and optimized passive parts
of the one-pole filter.
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Figure 9. Experimental results of the active one-pole microstrip
filter.
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increase of the response selectivity in comparison to the
corresponding passive filters. It should then be possible,
using the same approach, to control simultaneously the
bandwidth and the center frequency owing to the imagi-
nary parts presented by compensation circuits.

In particular, it can easily be verified by simulations
that these imaginary parts contribute to the improvement
of the response in two ways:

* The value of the imaginary part at the input of the
compensation circuit sets or corrects the center fre-
quency of the filter. At a given frequency, this value is
equivalent to a resonator length added to or with-
drawn from a passive resonator.

* For this filter topology, the slope of the imaginary
part around the chosen center frequency directly
commands the response selectivity.

We now show two examples to illustrate how these
simple impedance considerations, called active-impe-
dance-profile (AIP), can be interpreted and applied
for the design of multistandard and pseudomultipole
filters.

3.2.1. Application of AIP to Multistandard Filters for
Mobile Communications. The objective here is to build
electrically tunable filters for multistandard mobile com-
munication applications. To do this, frequency tuning
must be achieved while maintaining a correct and con-
stant level within the passband. Losses due to the passive

parts of the circuit, but also those introduced by the tun-
ing elements, must be compensated and controlled.

Generally, the response of a passive filter is optimal at a
given frequency. To control the effects of one of the tuning
parameters on filter performance, the filter structure has
to be selected in reference to the target application. In our
case, several tests on various elementary resonator-based
structures have shown that interdigital filter structures
exhibit an acceptable tolerance concerning the center fre-
quency variation [21]. For example, a 10% increase of the
resonator electrical length (by means of an additional ca-
pacitor at the end of the resonator or by the physical mod-
ification of the resonator length) achieves a 10% decrease
of f0 with a limited effect (less than 3%) on the bandwidth.

We apply our technique to the design of a second-order
interdigital bandpass filter in coplanar technology. The fil-
ter topology is the same as in Fig. 10. The center frequency
is electronically tuned in relation to the biasing voltages
supplied to the varactor diodes located on the resonators.
Each NIC-based AIP circuit is placed onto the ground
plane (near the open end of each resonator) and is con-
nected in series (using a bounding wire) with a varactor
diode at the open end of the resonator. The filter is in-
tended here to cover three telecommunications standards at

~ 14 mm

1.5 mm2

MMIC active
component

Figure 10. Layout of the compensated coplanar
two-pole filter.

Figure 11. Photograph of the compensated coplanar two-pole
filter.

0

dB
(S

11
) 

dB
(S

12
)

−50
9.5 GHzFrequency 1.5 GHz

Figure 12. Experimental results of the compensated coplanar
two-pole filter over a wide frequency range.
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* 1748 MHz (DCS1800 transmission band)
* 1950 MHz (UMTS transmission band)
* 2140 MHz (UMTS reception band)

For all standards, the objective bandwidth is set to
60 MHz relative to the UMTS standard. The design pro-
cess is then done in four steps:

1. The designer sets the circuit dimensions referring to
the desired center frequencies for the different com-
munication standards and to the desired circuit size
reduction.

2. This step focuses on the search, for each standard
(three in this example), of the impedance character-
istics in terms of real and imaginary parts to produce
through the AIP associated with the varactor diode.

3. Considering that the switching between the stan-
dards is made through the varactor diode, one var-
actor bias voltage must be chosen in a third step
for each standard. These choices can be set by the
designer, but in a more general approach, an opti-
mization process can help in finding the most ade-
quate biasing points.

4. This last step consists in finding the real and imag-
inary part profiles over a frequency band covering
all the standards. This impedance profile is obtained
by deembedding the varactor diode impedance from
the one obtained in step 3 around each standard
center frequency.

Figure 13 shows the imaginary and real parts of the set
AIP/varactor diode obtained at step 3 with classical pack-
aged abrupt junction varactor diodes and for the three
chosen bias voltages. A good agreement is obtained for
each bias point between the objective correction imped-
ance around each standard center frequency and the im-
pedance performed.

Figure 14 shows the excellent results obtained for the
global filter. A constant bandwidth of 60 MHz is obtained
for each standard with a perfect loss compensation within
the passbands.

3.2.2. Application of AIP to Pseudomultipole Filter. We
now present the design of a pseudomultipole filter, based

on a one-pole passive filter topology. We apply the AIP
technique to enlarge the bandwidth of the response.
We start from the passive one-pole topology of Fig. 15.
Transmission response initially presents a poor selectivity
and a nonnegligible loss level at the center frequency
(about 5 dB).

The idea is now to use the impedance profile principle
to enlarge the response bandwidth. The objective is to
search for the imaginary part to add to the passive filter,
by means of the AIP, to reproduce the one-pole resonance
not only at the initial central frequency but also at differ-
ent frequency points in the objective passband. Figure 16
presents the imaginary parts of the AIP respectively nec-
essary for a simple loss compensation (no effect of the
imaginary part) and for a pseudomultipole effect. With
this imaginary part profile, the resonance condition is re-
produced for each frequency of the objective bandwidth.
The result is a pseudomultipole filter based on a one-pole
topology. The real part of the AIP allows for loss compen-
sation, while the corresponding imaginary part increases
the bandwidth with a flat gain, and with good rejection
levels. The bandwidth of the filter is then 240 MHz for the
same center frequency. Filter response is presented in
Fig. 17 and validates the approach.
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Figure 14. Simulated results of the 3-standard active filter.
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3.3. Automatic Frequency Control Techniques

This section deals with the application of phase-locked
and magnitude-locked loops to achieve the automatic fre-
quency control of microwave active filters. Indeed, analog
filters are characteristically vulnerable to fabrication tole-
rances and temperature drifts and must be stabilized and
controlled. Automatic frequency control (AFC) using the
popular master–slave approach is the most feasible solu-
tion to control these characteristics [22]. This problem has
been solved for a microwave filter [23–25] by using a typi-
cal phase-locked loop (PLL) based on a voltage-controlled
oscillator (VCO) matched to the slave filter.

In contrast to the VCO-PLL, we propose here automatic
frequency control based on the use of a voltage-controlled
filter (VCF) PLL. We also propose an AFC based on the use
of a VCF-based magnitude locked loop (MLL). These two
techniques are attractive because they simplify the fre-
quency control circuitry. They are applied to control the
center frequency of a microwave bandpass VCF, imple-
mented in planar hybrid technology on a duroid substrate
and tunable over the 3.8–4.9 GHz range.

We first present a theoretical analysis establishing the
control technique principles using a VCF and a MLL or a
PLL. A transient-time analysis validates these results at
low frequencies. We present measured results for a micro-
wave tunable bandpass filter.

3.3.1. Theoretical Analysis. Figures 18 and 19 present
an automatic tuning schemes using VCFs based on a MLL

and a PLL, respectively. Theoretical principles of the
two techniques are pointed out by considering the parti-
cular case of an ideal second-order biquadratic band-
pass VCF.

The voltage-controlled center frequency expression is
given by o0ðtÞ¼o0ðt¼ 0ÞþKVcðtÞ, where K is the VCF con-
version factor (in radians per second per volt) and Vc the
control voltage (volts). In the MLL-based AFC circuit
scheme of Fig. 18, the amplitude of the reference signal
is compared to VCF signal. The magnitude error is am-
plified and returned to control the filter center frequency
o0. The loop is magnitude-locked when the term
Do¼or � o0 is minimized ðDo! 0Þ with or, the refe-
rence signal frequency.

In the PLL-based AFC circuit of Fig. 19, the master
filter is phase-locked to the reference signal. The phase of
the reference signal is compared to the phase of the signal
after the biquad filter by a phase comparator. The phase
error is filtered out by the lowpass filter, then amplified
and fed back to adjust the center frequency o0 of the filter.
The loop is locked when the difference between the phase
of the bandpass filter output signal and the phase of the
reference signal is minimized, resulting in o0 � or.

The differential equations that govern the control
system based on a MLL or a PLL are given by Quintanel
et al. [26]. The control response can be characterized for
different tracking signal shapes by numerically solving
the equations. Results given in Figs. 20 and 21 are
obtained by considering fr(t) as frequency steps. Others
results show that the system based on a MLL or a PLL is
able to accurately track different time-variable reference
frequencies, like ramps or steps. It is also shown that for
the same parameter values, the PLL method is more
accurate than the MLL technique. In Figs. 20 and 21,
the control system based on a MLL is not able to track
the reference signal for negative variations. The control
system locks on a nonvalid solution. A method to solve this
problem consists in taking a smaller f0 (t¼ 0) value
to be sure to start with a positive variation and avoid a
negative one.
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Figure 16. Loss compensation and pseudomultipole (AIP) profile
imaginary parts for the distributed one-pole filter.
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Figure 15. Distributed one-pole filter topology.
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3.3.2. AFC Systems Applied at Microwave Frequen-
cies. In this section, we present an application of the
AFC methods discussed above to a tunable microwave
filter. Figure 22 presents the final functional scheme using
the MLL or the PLL techniques. The VCF is a microwave
bandpass planar filter based on a distributed half-wave
hybrid resonant structure. The tunable element is a var-
actor diode used as a voltage-controlled capacitor (VCC). It
is placed at the middle of the resonator to electronically
tune the filter center frequency. The filter is implemented
on a duroid substrate with a thickness of 0.5 mm and a
dielectric constant of 2.43. It is tunable over the
3.8–4.9 GHz range. The VCC is a MACOM beam-lead
constant-gamma GaAs varactor (MA46580).

To split the power reference signal between the refer-
ence and the filtered channels, we use a two-way Wilkin-
son power divider. The Wilkinson divider is fabricated on a
duroid substrate and matched to 50O at all ports. It
exhibits a good isolation between output ports over the

3–5 GHz range. Phase detection is realized by using a
microwave double-balanced mixer. Magnitude detection is
achieved with zero-bias Schottky diodes. All RF elements
are implemented on a duroid substrate. A DC amplifier is
used to amplify the error signal of the loop.

Measurements are performed for different external
reference frequencies and for each control technique.
Table 1 summarizes the tracking performances of the
two control techniques. The results demonstrate that
the AFC based on a PLL or a MLL is possible and feasi-
ble in the microwave frequency domain. The PLL method
offers a precision error varying from 0% to 0.19% over the
4.0–4.6 GHz range. Finally, the MLL method has a preci-
sion of 0.5–3.6% over the same frequency range. The con-
trol technique based on a PLL offers a better precision
than does the MLL method because the losses of the
microwave filter at the center frequency are not cons-
tant over the tuning frequency range. Nevertheless, the
MLL technique is attractive for microwave applications
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Figure 19. Automatic tuning scheme using a VCF
based on a PLL.
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because it avoids the critical phase sensitivity of the
PLL method.

4. NEW APPROACHES AND NEW TECHNOLOGIES

The preceding paragraphs have shown that microwave
and RF filter design is a complex art because it involves a
nonnegligible number of steps, each step needing a wide
spectrum of competences. In addition to a strong theore-
tical background, this diversity supposes the definition of
a rigorous and efficient work methodology. However, even
when all these tools are well known and effectively used,
designers must keep in mind that, around all these skills
and competences, new technologies and new needs that
can modify their own approaches arise daily.

In this section, we give a brief review of new needs
and new technologies in which planar active filters can be
involved.

4.1. New needs and constraints

Migration of microwave systems for public market appli-
cations, in particular for mobile communications, has led
to new unavoidable constraints:

* For mass production, cost considerations are essen-
tial. In practice, it is necessary to minimize the de-
sign time, and to make the design processes more
reliable. Inherently, this is based on reliable low-cost
integrated technologies.

* From the communication standards point of view,
frequency bands allocated to different services are
increasingly narrow, while the demand is always in-
creasing. So the objective is to use at best these fre-
quency bands in order, on one hand, to avoid
interferences between services, and on the other
hand, to augment the systems capabilities.
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* Device miniaturization is an essential constraint,
synonymous with commercial success, especially for
mobile handsets. From a technical perspective, this
miniaturization involves a capability of integrating
pre- or postprocessing digital circuits with analog mi-
crowave functions. At this step, mixed analog–digital
technologies and methods are required.

* Finally, in terms of daily use, acceptable power au-
tonomy of mobile handsets involves the use of low-
current and low-consumption processes and circuits.

In any recent telecommunication system, filters take in
a large number an important place in front-end transmit-
ters/receivers; For example

* A duplexer located after an antenna is classically
composed of two filters separating the transmission/
reception frequency bands.

* In the reception channel, a filter can be found before
the input low-noise amplifier (LNA) to improve its
high-level signal performances, and simultaneously
eliminate parasitic frequencies coming at the input of
the front-end receiver.

* In the same channel, two other filters can be found,
one after the LNA before the first downconversion
mixer, and another one at intermediate frequency
before the baseband downconversion.

* In the transmission channel, a filter can be found
after each element of the chain, to eliminate or
reduce noise and other possible distortions, linear
or nonlinear.

With these considerations, and with the wide diversity
of mobile telecommunication standards, it has rapidly be-
come necessary to design multimode/multistandard por-
table terminals that could allow users to roam on a global
scale. For this reason, frequency-tunable active filters
have found an increasing interest. Indeed, tunable filter
capabilities obviously lead to

* Elimination of redundant functions such as standard
switches or analog/digital converters (ADCs)

* Considerable reduction in size of the global system
* Lower system complexity, and associated constraints

Because of their interesting gain capability, tunable
active filters can replace very advantageously the LNAs
and their associated filters. This approach can then permit
(1) Elimination of one or more amplifiers in the transmis-
sion/reception chain and (2) Distribution of different con-
straints of noise, power-handling behavior, and response
performance imposed on the other functions, thus relaxing

these specific constraints and providing more ease in the
design of each functional block.

In this way, the use of tunable active filters is very at-
tractive. However, to apply this principle with success, it is
necessary to adapt the design tools, even to create new
ones, but more importantly to adapt the original design
method to new technologies.

4.2. New Integrated Technologies for Microwave Design:
Silicon versus Gallium Arsenide

Even though some technologies have existed basically un-
changed for decades, they can be seen in a totally novel
aspect when used at frequencies for which they were not
originally implemented. In this way, silicon-based tech-
nologies (Si and SiGe technologies) can be considered as
novel for microwave active-filter applications.

Silicon-based technologies have been widely used at low
frequencies for both digital and analog applications [27].
Because of the great advances of silicon and silicon–ger-
manium technologies since the mid-1990s, silicon-based
ICs have found an increasing importance for RF and micro-
wave applications. Since 1998 only, some articles on the
international scientific production have reported some in-
teresting elements concerning the transposition of circuits
classically implemented on GaAs to silicon-based processes
[28,29]. Table 2 presents some general comparison ele-
ments between GaAs and SiGe capabilities.

The term SiGe BiCMOS HBT refers to heterojunction
bipolar transistor, for which the base is doped with ger-
manium. With this technology, chips work much faster
while ensuring the reliability and the stability of such a
process. These chips can be designed for wireless applica-
tions, increasing the performance of these products while
decreasing their size and power consumption. Besides, the
BiCMOS HBT SiGe technology takes advantage of the in-
tegration capability of CMOS process, which leads to
greater compactness.

There are two different ideas on the issue of using SiGe
technology. On one hand, Si and SiGe technologies are
found to be very advantageous, because of their capability
to achieve more compact and cost-effective circuits. On the
other hand, the degree of maturity of Si/SiGe technologies
is still not comparable to that of GaAs technologies. Ac-
cording to some designers, Si technology does not enable

Table 1. Tracking Performance of the Control Systems

Fref (GHz) 4 4.1 4.2 4.3 4.4 4.5 4.6

f0 (GHz) PLL method 4.005 4.092 4.197 4.302 4.398 4.503 4.600
f0 (GHz) MLL method 4.005 4.092 4.171 4.250 4.363 4.495 4.635
er% PLL method 0.12 0.19 0.007 0.004 0.004 0.006 0
er% MLL method 0.12 0.19 0.6 1.1 0.8 0.1 0.7

Table 2. Comparison Elements of GaAs versus SiGe

Substrate type Transistors ft (GHz) Fmin (dB) Cost ($/mm2)

GaAs PHEMT 470 0.9 at 12 GHz 1000
SiGe HBT-CMOS 440 0.7 at 2 GHz 700

BiCMOS 450
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integration of a complete microwave system. It may then
be necessary to use mixed technologies, which tends to be
more expensive than a complete development on GaAs.

Moreover, in spite of obvious advantages of cost-effec-
tiveness and compactness, SiGe technology involves some
nonnegligible constraints, one of the most important of
which is still the lack of a proper library model in conven-
tional microwave and high-frequency circuit simulators. To
become more familiar with Si and SiGe technologies, and
before confronting the realization of circuits, designers will
often have to test several processes through their design
kits to have in mind the problems that have to be faced:

1. The first major problem is encountered at the level of
the CAD tools. Because of the classical use of silicon
technology for digital and analog applications at low
frequencies, most component libraries were developed
primarily for CAD software using the same approach.
Of course, the design philosophy of these circuits is
very far from that used for microwave analog circuits.

2. The second problem arises from the fact that some
component models are sometimes not available in
simulator libraries or not parameterized, thus mak-
ing any optimization a difficult task. As a result, some
components such as inductors are not available be-
cause they are not classically used at low frequencies.
They have to be designed using specific tools. In some
processes, this is also the case for varactor diodes.

3. From the design perspective, this third problem arises
from the specific conductivity of the doped silicon
(SiGe) substrate and its poor isolation (some tenths
of an O � cm compared to 105O � cm for pure silicon).
This leads to considerable increase in the number of
parasitic capacitors in a circuit. For example, in the
case of the MOSFET, it is necessary to take into ac-
count not only the parasitic capacitors Cgs and Cgd but
also capacitors Cdb, Cbs, and Cgb (parasitic capacitors
between the substrate and respectively the drain, the
source, and the gate). These capacitances are nonneg-
ligible regarding the other capacitances of the circuits.

Note that these problems are now partially solved;
some SiGe foundries now supply models for classical
CAD packages, with microwave design facilities such as
constant gain, stability, and noise circles.

Design rules of Si-based technology are also very dif-
ferent from those used with GaAs processes, even for the
design of simple circuits. For technological reasons, the
ground plane of a circuit on silicon is located on the top of
the substrate. It is then not possible to strictly consider
microstrip lines. However, some reports have shown the
feasibility of transmission lines in polymers, such as ben-
zocyclobutene (BCB), allowing performances close to those
obtained with GaAs [28]. Particular attention should be
also paid to the leakage currents due to the specific con-
ductivity of the substrate. To solve this problem, many
manufacturers use guard rings. These guard rings are
buried layers, surrounding partially or totally the compo-
nent to be protected by acting as a p–n junction biased in
inverse. All these protection processes clearly allow a more

compact implementation in comparison to GaAs, leading
to very different design rules and component placement
than those applied for conventional microwave GaAs tech-
nology. This mainly explains the differences in size that
can be observed for the same function from one technology
to the other. To illustrate these differences in terms of
component implementation, size, consumption, and cost,
we now give two comparative design examples and the
corresponding layouts.

Example 1. In a first-order filter based on a parallel LC
resonator, ports are decoupled by low-value capacitances.
[The GaAs version is discussed in Section 3.4.3 (see also
Fig. 12) of the active-filter structure overview article cited
above; see also Ref. 30 of this present article.] In the same
way, a SiGe version has been realized [30] using the BYR
process from AMS [31]. This filter is designed to work in
the UMTS reception band (2110–2170 MHz). Transistors
are BiCMOS HBTs and PMOS. Losses are perfectly
compensated within the passband. Figures 23a and 23b

(a)

(b) 

Figure 23. Layouts of the active LC filter in (a) GaAs and
(b) SiGe (þ zoom) technologies.
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compare the two circuit layouts. The high-compactness of
the SiGe version can be easily noted. The reduction in
surface is done with a ratio of 150 corresponding to a re-
duction of cost of 170. With other circuits found in the lit-
erature, the mean reduction ratio in surface and in cost
can be estimated respectively at 50 and 55. With the tech-
nologies used, the power consumption ratio is B21 (48 mW
for SiGe version against 1040 mW for the GaAs version).

Example 2. In this example, two different NIC topologies
have voluntarily been chosen to try to emphasize one or
the other technology. The GaAs version uses the ED02Ah
process from OMMIC [32] with HEMT transistors. The
circuit works in the 1.9–2.3 GHz range and belongs to the
infinite transconductance NIC category (see active-filter
structure overview article cited above). The SiGe version
has been realized with the AT46000 from ATMEL [33]. It
is based on a classical differential topology using BiCMOS
transistors. This circuit works in the 0.1–3 GHz range.
Figures 24a and 24b compare the two circuit layouts. The
reduction in size here is B55, corresponding to a cost ratio

of 65. Power consumption is divided by 4 (18 mW for the
SiGe version vs. 73 mW for the GaAs version). Simulation
results of these two NICs inserted within a filter give a
clear advantage to the SiGe version.

4.3. Realisation Examples

Example 1 focuses on a topology proposed in Refs. 34 and
35. It consists of a grounded active inductor using a low-
cost 0.8-mm BiCMOS HBT technology [30]. This inductor
topology is based on the use of two HBTs in a feedback
configuration. Note that in this case there is no need for an
integrated inductor (Fig. 25).

The quality factor Q1 is biased by a voltage-controlled cur-
rent source built with bipolar transistors. Vtune allows tuning
of the associated real part while maintaining the inductance
value. Using this approach, a quality factor of some thou-
sands can be performed for an inductance value of 9.20 nH.

By associating a capacitor in parallel with the active
inductance, a bandpass response can also be obtained. The
active LC resonator is decoupled by two small value capa-
citors. Figures 26 and 27 respectively present the layout of

(a)

(b)

Figure 24. Layouts of the two negative-resis-
tance chips in (a) GaAs and (b) SiGe (þ zoom)
technologies.
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the filter and the simulated response. Dimensions of this
circuit are 150� 170mm. Total consumption is about
15 mW. Losses are totally compensated at 1.86 GHz, with
a quality factor of B150.

4.4. Differential Circuits

For many years, differential structures have been limited to
low-frequency applications. Differential structures have the
following advantages compared to single-ended topologies:

* They are insensitive to noise and interference cou-
pled through supply lines and substrate.

* Many linearization methods used for transconduc-
tance stages can also be used for low-noise amplifiers
and filters using this approach.

* They have smaller even-order distortion.

Figure 26. Layout of the integrated active LC

filter in BiCMOS HBT technology.
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Figure 27. Layout-based simulated results of the integrated
active LC filter.
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Example 1 (above) focuses on a differential LC active
filter in which losses are compensated with a differential
negative resistance [36]. We begin with a brief description of
the negative-resistance topology. The circuit uses a BiCMOS
SiGe HBT technology. Such topologies generally present a
real part of the impedance not strongly frequency-depen-
dent and are recommended for wideband applications. A
schematic and the layout of the circuit are presented in Figs.
28 and 29, respectively. Three integrated inductors are used
to bias and stabilize HBTs. A current source sets the emitter
current. Symmetric performances are obtained between the
two ports. The imaginary part can be considered as a neg-
ative capacitance. Circuit dimensions are 690� 800mm. The
negative resistance performed is about � 10O at 1.8 GHz.
The imaginary part is equivalent to a � 2.4 pF negative ca-
pacitance. Power consumption is about 46 mW.

A differential LC filter circuit is now presented. The
previous differential negative resistance is used to com-
pensate for insertion losses introduced by the inductors of
the resonator. Two transconductances are also used to
tune the center frequency and the gain of the filter. A
schematic of this circuit is presented in Fig. 30. A band-
pass response is obtained with a quality factor of B125 at
2 GHz. The S parameters are presented in Fig. 31. The
noise figure is B4.5 dB at 2 GHz.

Finally, we show a 2-GHz single-ended first-order re-
cursive filter integrated using the QuBIC4 silicon MMIC

In Out

VCC

Vdd

Figure 28. Schematic of the differential negative resistance.

Figure 29. Layout of the differential negative
resistance.
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process from Philips [37]. The differential property is used
here for an original recombination of input and delayed
feedback signals within a first-order recursive structure.
Figure 32 presents the basic principle of the circuit. With
Ad, the differential-mode voltage gain of the amplifier
structure, the voltage gain of the filter can be expressed
as a first-order recursive filter response:

Gvðf Þ¼
Voutðf Þ

Vinðf Þ
¼

�
Ad

2

1þ
Ad

2
e�j2pf t

The circuit layout is shown in Fig. 33. Dimensions of
the chip are 1.12� 1 mm. Measurements presented in Fig.
34 are in good agreement with simulations. Input/output
matching is less than –12 dB within the passband. The
filter exhibits a 260 MHz 3 dB bandwidth at 1.94 GHz,
with a gain close to 10 dB for a power consumption of
32 mW. Input/output matchings are lower than –12 dB for
1 GHz around the center frequency. Isolation, which is not
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Figure 30. Schematic of the differential filter.
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presented here, is greater than 30 dB in the 0.5–3.5 GHz
range. The noise figure is equal to 4.6 dB at the center
frequency. The –1 dB compression point is obtained for an
output power of –11.7 dBm.
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1. INTRODUCTION

Demands for better-quality and new value-added services
of existing wireless communication infrastructures have
risen beyond all expectations. It is estimated that half a
billion handsets will be put into the context of the third-
generation system (UMTS, IMT 2000), which will provide
an up to 2 MB (megabytes of) bandwidth for each user [1].
The challenging demand is to increase the spectrum effi-
ciency and the system capacity of the current wireless
networks. These demands have brought technological
challenges to service providers. Because of the ability of
suppressing interference and combating against fading
and providing new services, adaptive array antennas or
‘‘smart’’ antennas have become one of the key technologies
to realize third-generation (3G) and even fourth-genera-
tion (4G) wireless communications. We start with an over-
view of the evolution of wireless communication systems,
calling for new technologies to support its new applica-
tions and improved qualities. Adaptive array antennas or
smart antennas turn out to be solutions in the process of
the evolution. We will present various applications of
smart antenna technologies in wireless communications.
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After that, different architectures of adaptive array an-
tennas are presented with illustrations followed by de-
scriptions of some algorithms. Finally, we compare the
adaptive array antennas architectures and their suitable-
ness to different applications.

2. DEMANDS FOR ADAPTIVE ARRAY ANTENNAS

In 1899, Guglielmo Marconi transmitted signals across the
English Channel, between Wimereux and Dover. In 1901,
the first transatlantic wireless transmission was demon-
strated [2]. Intrigued by that, scientists and engineers had
been investigating new wireless communications methods
and services. The era of wireless communications had
just begun.

The wireless communication industry has experienced
phenomenal technological advancement manifested in
various application scenarios, including wireless remote
control, codeless telephony, paging, wireless networks,
terrestrial cellular telephone systems, and satellite com-
munications [3]. Among them, the cellular telephone sys-
tems have been developing from the first-generation
systems that were deployed firstly by Nippon Telephone
and Telegraph (NTT). Through the 2G systems [i.e., Glob-
al System for Mobile Communications (GSM) and Digital
Cellular System 1800 (DCS 1800) in Europe, Personal
Communication System 1900 (PCS 1900), interim stan-
dard 95 (IS-95) and IS-136 in North America and Personal
Digital Cellular (PDC) in Japan], the wireless system is
evolving to the 3G system [i.e., wideband code-division
multiple access (WCMDA) and CDMA 2000], and will ap-
proach the 4G system in the near future [3–5].

The 3G system is a universal, multifunctional, globally
compatible digital mobile radio system. It allows users to
communicate anyone, anywhere, at anytime. The system
integrates paging, cordless, cellular, wireless network,
and satellite communication systems into a single mobile
terminal. The user can use the 3G terminal for conven-
tional voice phonecall, broadband access to the Internet,
high-speed package data services, and position tracking
[3–12].

The main features of 3G and beyond communications
systems are

* High-Data-Rate Communications. The minimum re-
quirements of the user data rates in different environ-
ments are 144 kbps (kilobits per second) for vehicular
applications, 384 kbps for pedestrian, 2 Mbps for in-
door office, and 9.6 kbps for satellite communications.
These goals require a significantly increased frequen-
cy efficiency that is measured by the bps/Hz.

* New Services. New services include intelligent trans-
portation, position location (PL) services, and ad hoc
networks. These location-aware services require new
techniques to provide position information.

* More Subscribers. The wireless communications will
be so ubiquitous that more subscribers or users are ac-
commodated. This feature demands a dramatic increase
in the mobile radio system capacity measured by the
number of users within a given frequency spectrum.

During the migration from the 2G system to the 3G
system, great efforts have been directed toward the devel-
opment of the modulation, coding, and protocols on the 2G
systems, such as code-division multiple access (CDMA)
with IS-95, time-division multiple access (TDMA) with IS-
136, and GSM. These techniques have been exhausted to
the limit because of the large number of subscribers with-
in the limited channel capacity. Antennas have gained
much interest among researchers. The smart antenna sys-
tem, in the form of adaptive arrays, can mitigate three
major impairments caused by wireless channels: fading,
delay spread, and cochannel interference. It can also bring
many benefits to the existing wireless communication sys-
tem, such as the enhancement of coverage for portable
mobile applications, improved signal-to-interference ratio
(SIR) and an increased channel capacity [13,14], lower
transmitted power, and higher transmission data rate.
Employing adaptive array antennas into current wireless
communication infrastructures also brings value-added
services, such as general packet radio service (GPRS), us-
ers’ PL, and the intelligent transportation system [13,15].

3. CURRENT APPLICATIONS OF ADAPTIVE ARRAY
ANTENNAS

Along with the evolving development of smart antenna
technologies, the applications of adaptive array antennas
have extended from the early forms such as diversity and
sectoring to the recent employment such as space-division
multiple access (SDMA) and multiple-input multiple-out-
put (MIMO) communications. In this section, we give a
brief introduction on some applications of adaptive array
antennas in the wireless communications.

3.1. Diversity Scheme

The earliest application of adaptive array antennas is di-
versity. The scheme has found many applications over the
years. It has been in wide use in a variety of present-day
microwave systems [16–20]. The aims of this scheme are to
extract information from several independent signal
paths, to combine the multiple signals, and to reduce the
effect of excessively high signal fade [21]. Because the
probability of two independent signals having a deep
fade at the same time is rare, combining them reduces
the effect of the fades.

There are many mechanisms to provide diversity. They
are space diversity (with spaced array elements), frequen-
cy diversity [multicarrier CDMA, orthogonal frequency
division multiplexing (OFDM)], angle of arrival (AOA) or
angular diversity (impinging waves with different direc-
tions), polarization diversity (transmitting signals with
different polarized waves), time diversity (signal repeti-
tion), and multipath diversity (rake receiver technique)
[16]. Among them, space diversity is the easiest one to
implement. However, space diversity needs an array an-
tenna with sufficient interelement spacing. Therefore,
considering space limitation in a mobile phone, the polar-
ization diversity provides a compact installation [22–26].

Geographically there are two kinds of diversity schemes:
the macroscopic diversity scheme and the microscopic
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diversity scheme. A macroscopic diversity scheme is used
to combat against random shadowing effects where the
signal power may drop to a point lower than the value
predicted by a long-distance path loss model. The undu-
lation of terrain contours determines the duration of the
envelope variations during a long-term fading. The diver-
sity scheme is employed by selecting signals from two sep-
arated base stations. On the other hand, in the microscope
cells, clusters surround mobile users. Time dispersion
caused by multipath propagation delays and the random
frequency modulation due to varying Doppler shifts on
different multiple signals result in fluctuations of the sig-
nal power at both base stations (BSs) and mobile termi-
nals. This is commonly known as Rayleigh fading (see
Fig. 1) [21]. Figure 2 shows the envelope correlation of two
signal samples at distance/spacing z, where l is wave-
length of the carrier signal. The model assumes that
the direction of arrivals (DoAs) of multipath signals are

uniformly distributed over 3601. Spacing of 0.13l achieves
a correlation lower than 0.7. For practical implementa-
tions of a microscopic diversity scheme, array antennas
with interelement spacing of 0.38l for a mobile station
(MS) or tens of wavelength for a BS can provide indepen-
dent signals at separate elements [17]. Ericsson has
proved the improvement of the uplink performance em-
ploying both space and polarization diversities [27,28].
The international team of Ericsson has built a testbed to
study the performance of the smart antenna receiver for
digital advanced mobile phone service (AMPS). The uplink
receiver uses space and polarization diversities. The in-
terelement spacing is 15l. The system provides a 3.5 dB
gain in signal-to-noise ratio (SNR).

3.2. Sectoring

The ultimate goal of implementing a wireless cellular
system is to achieve high capacity while satisfying quality-
of-service (QoS) expectations. Cell splitting is a simple
way to reduce cochannel interference (CCI). Currently
most existing cellular and personal communication ser-
vice (PCS) systems [3] make use of the sectoring technique
in addition to the spatial diversity scheme. Each cell is
divided into radial sectors with widebeam directional an-
tennas installed at the BS [3,4,18,29]. Typically, those
cells are divided into three sectors, which are 1201 wide
or six sectors that are 601 wide. Let us consider a cellular
system with the cluster size of 7. The 1201 cell sectoring
reduces the number of the first-tier CCIs from 6 to 2 and
brings a 6.8 dB SIR gain [1]. In addition to CCI suppres-
sion, another attractive benefit of sectoring is that fre-
quency resources can be reused more frequently; thereby
each cell can accommodate a larger traffic density without
adding extra base stations.

Higher-order sectorization can be employed via beam-
forming or employing directional panel antennas to in-
crease the frequency reuse and thus further improve the
system capacity [29]. Sectoring via adaptive beamforming
even allows more flexible allocation of transmit power at
the BS [29]. However, handover will be initiated more
frequently. Therefore, the system complexity is also
increased.

3.3. Interference Suppression with Adaptive Beamforming

Adaptive antennas date back to 1959. The original work
was attributed to L. C. Van Atta’s work, Electromagnetic
Reflection [U.S. Patent 29,080,002 (1959)]. Since then,
adaptive beamforming techniques have been employed
to remove unwanted noise and jamming from the output,
mainly in military applications [4]. With the thriving
commercial wireless communication industry and the ad-
vancing microprocessor technologies, the adaptive beam-
forming techniques have found their applications in
commercial wireless communications. With powerful
DSP hardware at the baseband, algorithms could control
antenna beam patterns adaptively to the real signal en-
vironment, forming beams toward the desired signals
while forming nulls to cochannel interferers. Thus, the
system performance is optimized in terms of link quality
and system capacity.
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Field trials of both multibeam antennas and adaptive
arrays have demonstrated performance improvements.
Promising results substantiate the potential benefits of
the adaptive beamforming technologies [30–37]. Meta-
wave has extensively studied the range increase of multi-
beam antennas. Employing a 24-beam 151 beamwidth
system, switching combining from two strongest direc-
tional beams achieves a 5 dB gain in a typical cellular en-
vironment [30]. An increased interference tolerance of
9 dB in the IS-136 system with a four-element adaptive
antenna is demonstrated by Ericsson [31–33,37]. Lucent/
AT&T has demonstrated the operation with an equal-pow-
er interferer next to the desired mobile terminal several
miles from the base station in an IS-136 system with a
four-element adaptive antenna [33]. Field trials have also
been done for Digital European Cordless Telecommunica-
tions (DECT) system under the European TSUNAMI pro-
ject [34]. Commercial products include a four-beam smart
antenna incorporated into a GSM base station product by
Nortel, and adaptive array processing using two base-sta-
tion antennas incorporated into an IS-136 base station
product by Ericsson [33–36].

However, the extensive implementation of adaptive an-
tennas has been a problem. Because of system complexity,
the fabrication cost, and the operational expenditure,
adaptive antennas are limited to base stations or military
applications. Researchers are endeavoring to make low-
profile and low-power-consumption antennas for mobile
terminals. Parasitic array antennas have become an ac-
tive research topic. The antennas normally has one active
element connected to the radiofrequency (RF) port, and
beam pattern adaptation is achieved by switching among
parasitic elements or by adjusting the loaded reactance at
the passive elements. Being a less complicated structure,
it offers an economical way to design low power consump-
tion adaptive array antennas.

3.4. Space-Division Multiple Access

Filtering in the space domain separates spectrally
and temporally overlapping signals from multiple MSs.
Thus, the spatial dimension can be exploited as a hybrid
multiple-access technique complementing existing
multiple access schemes such as frequency-division multi-
ple access (FDMA), TDMA, and CDMA. This approach is
usually referred to as space-division multiple access
(SDMA). The realization of this filtering technique is
accomplished by using a smart antenna, which is capable
of modifying its time, frequency, and spatial response
by means of the amplitude and phase weighting and the
internal feedback control (see Fig. 3). The SDMA scheme
enables multiple users within the same radio cell to be
accommodated on the same frequency or timeslot. Thus, it
will increase the system capacity significantly [13,38–43].
The concept of the SDMA scheme is demonstrated by
the TSUNAMI project. A uniform linear array consists
of eight elements with a beamforming card developed
by ERA Technology [44] used at the BS. The multiple
signal classification (MUSIC) algorithm is used to find the
direction of the MS. The Kalman filter is used to track
the MS [34].

In addition to applications at terrestrial cellular sys-
tems, the SDMA scheme has been employed in satellite
communications where each spot beam services a geo-
graphic area [39]. For an L-band mobile satellite commu-
nication system, to increase the frequency reuse in the
spatial domain, multiple-beam satellite antennas are used
for coverage of Canada and the United States. In compar-
ison with a single-beam antenna, frequency reuse is in-
creased by a factor of 4/3 using a four-beam antenna and
12/3 using a 12-beam antenna [39]. In Japan, a six-beam
satellite antenna is used for 22-GHz band satellite broad-
casting [45].

4. INCOMING APPLICATIONS OF ADAPTIVE ARRAY
ANTENNAS

In addition to the aforementioned applications, new ap-
plications will be incorporated into future wireless com-
munications standards of the 3G and 4G systems.
Extensive investigations have been carried out to bring
these new applications into reality.

4.1. Ad Hoc Networks

An ad hoc network is a dynamic wireless network estab-
lished by peer-to-peer communications among mobile
nodes (e.g., laptops, PDAs) without the help of any infra-
structure such as a wire/wireless backbone [9,46–50]. The
concept is shown in Fig. 4, in which each mobile terminal
directs its beam toward the neighboring node to form a
mesh where each node is a potential router. Changing to-
gether a sequence of neighboring nodes dynamically
changes the routing of an information packet from an in-
formation source to a destination. Researchers are inves-
tigating media access control (MAC) protocols of ad hoc
networks. Adaptive array antennas are a critical part, as
many MAC protocol designs include the antenna beam
pattern control [47,48]. With a properly oriented beam
(toward the desired node), each node can resolve signals
from neighboring nodes. The idea is the same as for an
SDMA system. The DoA information from the antenna is
used in routing selection. Another important issue of
the ad hoc network is power consumption. Because
mobile terminals for an ad hoc network have a limited
battery life (around 3–4 h for a laptop), adaptive array

MS

MS

BS

MS

Figure 3. Space-division multiplexing (SDM) using spot beams
at BS.

ADAPTIVE ARRAY ANTENNAS 91



antennas for this application are also required to have
easy beam pattern control and consume as little power as
possible.

4.2. Position-Location-Based Services

Safety is the primary motivation for PL services. In the
United States, the Federal Communications Commission
has mandated PL services within 125 m accuracy on
wireless emergency calls [13,18,51]. Using adaptive
antennas, direction finding systems provide a mobile us-
er’s position information. This location information aids
emergency rescue, law enforcement, and other emergency
calls. With the position location information, other
promising applications such as accident reporting, navi-
gational services, automated billing, fraud detection,
roadside assistance, and cargo tracking are also becoming
reality [15].

Currently, there are many existing PL systems, includ-
ing the Global Positioning System (GPS), Global Naviga-
tion Satellite System (GLONASS), signpost navigation,
and cellular geolocation [13]. Among them, cellular geolo-
cation is the most attractive. It only needs to implement
the smart antenna system, which has DoA estimation
ability, into the existing wireless communication systems.
The realization is based mainly on three mechanisms [51]:
beacon location methods, DoA estimation techniques, and
time-difference-of-arrival (TDoA) techniques. The concept
of geolocation technique is shown in Fig. 5. The BSs
located near the MSs estimate the DoA of the impinging
wave from the terminal. From the DoA estimate, a line of
bearing (LoB) from the base station to the mobile trans-
mitter can be drawn. Multiple LoBs, drawn from different
BS locations, intersect at the estimated location of the
mobile terminal.

4.3. High-Data-Rate Transmission over MIMO Systems

The goal of the 3G communications systems is to provide
high-data-rate transmission [5–8,11,52]. The goal urges a
significant increase of channel capacity or, say, spectrum
efficiency. MIMO systems have shed light in the tunnel
to higher-data-rate transmissions. In commercial and

economical aspects the MIMO system is the most promis-
ing candidate as it offers such a significant capacity up-
grade that high-data-rate transmission can be achieved
[52–59].

Multipath fading has long been viewed as impairment
to the wireless communications link. Techniques such as
diversity combining, equalization, and adaptive beam-
forming have been investigated to reduce the fading. A
different view is that exploiting multipath fading realizes
higher-data-rate transmission. In a multipath-rich envi-
ronment, antenna arrays that provide uncorrelated signal
outputs are installed at both transmitters and receivers to
build MIMO wireless communication channels [60–65].
The multipath phenomenon achieves an information-the-
oretic channel capacity that increases with the number of
array antenna elements. In Fig. 6, Tx and Rx are the
numbers of transmit antennas and receive antennas. We
observe that the capacity grows significantly when Tx and
Rx increase.

Transmission STC through MIMO systems takes ad-
vantage of spatial and temporal diversities to increase the
data rate over fading channels [53]. Field tests and exper-
imental results substantiate the capacity gain achieved by
MIMO systems [66,67]. Lucent Technologies has achieved
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Figure 4. Ad hoc network with directional antenna at
each mobile terminal.
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Figure 5. Concept of cellular geolocation.
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a transmission data rate of 40 bps/Hz at a 30 dB SNR
indoor flat fading environment using 8 transmit and 12
receive antennas vertical Bell Labs layered spacetime
(V-BLAST) architecture [68,69].

5. ARCHITECTURES AND IMPLEMENTATIONS
OF ADAPTIVE ARRAY ANTENNAS

In the previous section, we presented the applications of
smart antenna technologies. Various applications require
different functions from adaptive array antennas. For
example, SDMA requires fine beamforming ability. PL
services demand for DoA estimation, and MIMO systems
require decorrelation among signal samples. In this sec-
tion, we examine various realizations and implementation
issues of adaptive array antennas. Figure 7 shows the tree
structure of various smart antenna implementation archi-
tectures.

5.1. Switched-Beam Antennas

A switched-beam antenna system consists of several highly
directive, fixed, predefined beams [13,14,18,63,70–72]. In
practice, multiple beams can be formed by a beamforming

network, which consists of an intervolved feeding system
and multiple input ports. The feeding network that pro-
vides adequate excitation to the array elements can steer
the beam pattern to the desired direction. It can be im-
plemented at either RF stage or intermediate-frequency
(IF) stage. The functional block diagram of a switched-
beam antenna is shown in Fig. 8. An example of the beam-
forming network is the Butler matrix [14,18,71,73], which
consists of power splitters and phase shifters. It has been
used extensively over the years in radar, electronic war-
fare (electronic support measures), and satellite systems.
Figure 9 depicts a 4� 4 Butler matrix. Figure 10 illus-
trates the produced beam patterns with the 4� 4 Butler
matrix.

The receiver chooses from the one of the several beams
to give the best performance. The decision making stage
can be implemented at the IF stage, based on the criterion
of the maximum received power using a received signal
strength indicater (RSSI) or at the baseband digital stage
by examining the lowest signal bit error rate (BER). In
Ref. 74, an 8� 8 Butler matrix is used to generate eight
Woodward Lawson beams. Microstrip patch antennas are
chosen as the array elements. Mutual coupling between
elements is reduced to a level of less than � 15 dB by using
H-shaped slot feeding technique. Measurement results
show that 13 dBi directivity gain is achieved for the eight
beams covering a 1141 angular range. A beam selector
chooses either one of the eight fixed beams or two neigh-
boring beams by examining the output signal BER.

In a sense, a switched beam is an extension of the con-
ventional sector beam antenna in that it divides a sector
into several microsectors [63]. Therefore, the switched-
beam antenna system is the easiest solution to upgrade
the existing system, which employs 1201 sector antennas
and dual diversity per sector. However, switched-beam
antennas also have drawbacks. They do not exploit mul-
tipath. In addition, the signal power from the mobile ter-
minal drops greatly when the mobile terminal moves into
the margin of a beam or the area between two beams.
Furthermore, owing to the inability to distinguish a de-
sired user from interferers, switched-beam antennas are
not effective in combating against CCI. If a strong inter-
fering signal is at the center of a selected beam and the
desired user is away from the center of that beam, the in-
terfering signal can be enhanced far more than the desired
signal. One solution of the aforementioned problems has
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Figure 7. Various architectures of adaptive ar-
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been presented in Refs. 75–77, where phase shifters are
added to the switching system. The structure achieves a
smoother transition from one beam to another.

5.2. Phased-Array Antennas

Research and development (R&D) of phased-array anten-
nas for radar systems has been ongoing in the United
States since 1950s [78]. Since then, phased-array anten-
nas have been extensively utilized in radar, military sce-
narios, and satellite communications. Now the antennas
are used more for space-based communications applica-
tions because of their advantages in scanning, reconfigur-
ability, weight, and power. In satellite communications,
adaptive array antennas function as input–output ports of
the link at both satellite and ground segments. In Japan,
phased-array antennas were first applied when Japanese
Defense developed a passive array antenna consisting of
element antennas equipped with phase shifters and power
divider/combiners in the 1960s [78]. The Communication
Research laboratory (CRL) and National Space Develop-
ment Agency of Japan (NASDA) developed an onboard Ka-
band (20/30-GHz) scanning spot beam active phased array

antenna for the experimental high data rate (gigabit) com-
munication satellite [79]. Both the transmit and receive
antennas use a meanderline polarizer and 64 pyramidal
horn element antennas, and realize circularly polarized
scanning spot beams. Each antenna is connected with
four independent 4-bit digital phase shifters to achieve
four independent beams, respectively. In Australia a
12-element land mobile terminal phased-array antenna
is designed for continuous tracking of the Mobilesat
satellite while the terminal is moving [80]. The role of a
phased-array antenna for mobile terminal in satellite
communication scenario is to enable transmission and
reception of microwave signals and to track the satellite
while the vehicle is moving. As shown in Fig. 11, the
terminal is equipped with phased-array antenna as the
mobile antenna, an antenna electronic unit (AEU), a trans-
ceiving unit, and a satellite tracking unit. The functional
block diagram of the mobile antenna is depicted in Fig. 12.
The beamforming network consists of power dividers,
couplers, switches, phase shifters, biasing networks, and
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Figure 8. Functional block diagram of
switched-beam antennas.
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circularly polarized (CP) patch antennas as array ele-
ments. The system conforms with the Australian mobile
satellite specifications:

* Polarization. right-hand circular
* Frequency. 1646.5–1660.5 MHz for transmission;

1545.0–1559.0 MHz for reception
* Coverage. full 3601 in azimuth and 28–661 in eleva-

tion
* Gain. 10–12 dBi desirable with a minimum of 7 dBi

In the design presented in Ref. 80, single-feed stacked
patch elements presented in Ref. 75 (see Fig. 13) are se-
lected as the best candidates for constructing the planar
phased array. The detailed view of the developed multi-
layer phased-array antenna is shown in Fig. 14. The mul-
tilayer design includes stacked CP patch antenna arrays
and two foam layers to achieve an increased antenna
beamwidth, a slotted ground layer for coupling, and an
antenna beamforming network layer as shown in Fig. 15.
The beamforming network layer consists of a 12-way feed
power division/combination network as required for 12
patch antenna elements arranged in two rings of 8 and 4
elements. Twelve 3-bit digital phase shifters (including a
1801 switched-line phase shifter and 451 and 901 loaded
line phase shifters), located at the outputs of the 12-way
divider, are coupled to individual antenna elements via
aperture coupling.

Phased-array antennas contain a multitude of radiat-
ing elements, typically arranged in a rectangular or tri-
angular tessellation. Beam pattern steering of phased-
array antennas is achieved by implementing phase shift of
signals from array elements [18,63,70,75,80–82]. Dynamic
phased arrays make use of the DoA information from a
desired user and steer a beam maximum toward that user,
thus improving the capabilities of a switched-beam anten-
na [63]. Tracking is needed to continuously steer the beam
toward the desired user. However, the disadvantage of the
phased-array antenna is the relatively high cost as ex-
pensive PIN diodes are used in phase shifters required by
beamforming networks [75].

5.3. Digital Beamforming Array Antennas

The technological progress of DSP has introduced the con-
cept of beamforming in the digital stage [14,18,37,39,63,
70,82–84]. In comparison with switched-beam antennas
and phased-array antennas, smoother pattern direction
tuning and higher-resolution direction finding can be
achieved with high-speed DSP and high-resolution ADC.
The functional block diagram of a DBF array antenna is
shown in Fig. 16. Each downconversion channel has a low-
noise amplifier, a frequency converter, and an ADC. Sig-
nals received by individual antenna elements are down-
converted to the baseband, digitized, and then fed into a
DSP chip where algorithms are carried out. A fine steering
is achievable by employing high-resolution sampling and

1.55 GHz 1.65 GHz
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AEU

Transceiving
terminal

Tracking
electronics Battery

Figure 11. Functional block diagram of a
mobile satellite communication terminal and
a phased-array antenna mounted on a car.
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quantization in an A/D conversion process. Many beam-
forming and DoA estimation algorithms have been studied
[3,4,8,37,39,63,85–89]. Simulations and tests show that
they are fruitful in improving the system capacity and
enhancing system performance [37,39,87].

However, high-resolution A/D conversion dissipates a
substantial amount of DC power. Furthermore, since a
DBF antenna needs the same number of A/D converters as
does the number of antenna elements, the fabrication cost
increases with the number of antenna elements. In addi-
tion, because A/D conversion cannot be carried out directly
in the RF stage, same amount of power are also consumed
at the frequency converters [14,82,90]. For these reasons,
the use of DBF antennas has been restricted to military
applications, satellite communications, or at the base sta-
tion for terrestrial wireless communications.

5.4. Parasitic Array Antennas

To circumvent the disadvantages of the aforementioned sys-
tems, adaptive beamforming based on parasitic antennas
has been explored [82,90–107]. In a parasitic array antenna,
the active element, which is excited by the transmitted or

the received signal sources, is surrounded by a number of
parasitic elements, which are not connected to the signal
source. In the presence of neighboring elements, the
performance of each element depends not only on that
element’s current but also the currents of neighboring
elements. For resonant elements with no current excita-
tion of their own, a substantial current could be induced
by radiation from another source [108]. The far-field radia-
tion pattern is formed by superposition of the radiation of
all antenna array elements [109]. Thus, by changing
the radiation of each element, it is possible to direct the
antenna beam toward desired directions.

The use of parasitic elements for controlling antenna
beam patterns goes back to the work of Yagi and Uda dur-
ing the 1930s [108]. This antenna array has been patented
in various forms for numerous applications. Various elec-
tronically steered Yagi–Uda arrays have been designed.
A reflector formed by short-circuited elements is arranged
behind the active element. Figure 17 illustrates the for-
mation of Yagi-Uda array with the switched parasitic
elements. By controlling the states (ON or OFF) of the PIN
diode switches of the parasitic elements, different sets of
short-circuited monopoles function as directors and reflec-
tors around the active central monopole. Therefore, direc-
tive beams are steered toward the desired directions
[91–93,96,97,100,102,103]. Instead of using one active ele-
ment at a fixed position, multiple active elements give
more choices of producing multiple beams [97,98,101,107].
Similar to those wire antenna elements switched by di-
odes, it is also possible to use switches to control the ra-
diation pattern of parasitic patch elements and thereby
change the beam direction of a parasitic patch array an-
tenna [99]. The aforementioned antennas are categorized
as ‘‘switched parasitic antennas’’ [105]. Using switched
parasitic antennas, beam directions can be selected only
among predefined directions. Analogous to switched-beam
antennas, this limits performance.

Another category of parasitic array antennas is the
‘‘reactively controlled directive array antenna,’’ which
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Figure 13. Stacked patch with perturbation segments [75].
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dates back to Harrington’s work in 1978 [94]. The para-
sitic array is formed with one active and several surround-
ing monopoles on the ground plane. The functional block
diagram is shown in Fig. 18. Changing the reactance of
the parasitic elements alters the radiation of each ele-
ment. Therefore, by adjusting the reactance loaded on the
parasitic elements, directive beam patterns can be formed.
With this configuration, it is possible to achieve a smooth-
er beam pattern tuning. In Ref. 95, the array elements are
realized microstrip patches. The loads on the parasitic ele-
ments are carried out by terminating a transmission line
by a variable-reflection phase shifter. Adaptive beamform-
ing is realized by the steepest-gradient optimization meth-
od. More recently, extensive investigations on adaptive
beamforming and DoA estimation using this type of struc-
ture are carried out. A seven-element antenna called the
electronically steerable parasitic array radiator (ESPAR)
[90,104,110–112] has been developed.

Figure 19 shows the configuration of a seven-element
ESPAR antenna. One active central element (monopole)
is surrounded by six parasitic elements uniformly placed
on a circular grid of radius R on a circular grounded
baseplate. The length of each monopole L and the radius
R of the circular grid are one-quarter wavelength (l/4)
of the transmitting RF signal at 2.484 GHz. According to
Harrington [94], wide spacing among elements (e.g., l/2)
leads to reduced gain and significant backlobes. Moreover,
further reduction of interelement spacing to l/8 leads to a

supergain array. Therefore, a realistic design for spacing
¼ l/4 is chosen. The baseplate transforms monopoles with
their images to dipoles with a length of 2L. The central
monopole is connected to a RF receiver, and each parasitic
monopole is loaded with a tunable varactor that is realized
with a reversely biased diode.

The working principle of ESPAR antennas is different
from that for DBF array antennas. The antenna generates
a directional beam based on tuning load reactances
(x1, x2,y, x6) on the parasitic monopoles. Signals received
or transmitted from the central RF port excite the para-
sitic monopoles with substantial induced mutual currents
on them. Let us first assume that the antenna is working
in transmitting mode, where vectors i and v represent
the currents and the voltages on the monopoles, respec-
tively:

i¼ ½ i0 i1 i2 i3 i4 i5 i6 �
T ð1Þ

v¼ ½ v0 v1 v2 v3 v4 v5 v6 �
T ð2Þ

The superscript ‘‘T’’ represents the transpose; i0 and v0

represent the current and the voltage on the active central

Active monopole

Parasitic monopoles
Switched to short circuit

Parasitic monopoles
Switched to open circuit

Figure 17. Structure of a switched parasitic array antenna.
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element (0), respectively. Mutual admittances are repre-
sented by the matrix YC with each entity yij denoting the
mutual admittance between the ith element and the jth
element. The induced currents are represented with mu-
tual admittances:

i¼YCv¼

y00 y01 y02 y03 y04 y05 y06

y10 y11 y12 y13 y14 y15 y16

y20 y21 y22 y23 y24 y25 y26

y30 y31 y32 y33 y34 y35 y36

y40 y41 y42 y43 y44 y45 y46

y50 y51 y52 y53 y54 y55 y56

y60 y61 y62 y63 y64 y65 y66

2

666666666666664

3

777777777777775

v0

v1

v2

v3

v4

v5

v6

2

666666666666664

3

777777777777775

: ð3Þ

These values can be obtained using a numerical electro-
magnetic code (NEC) simulator [113]. The voltages on the
active central monopole and the mth parasitic monopole
are represented by v0 and vm, respectively. Let z0 be the
characteristic impedance at the RF port and vs represent
the transmitted voltage signal source with the amplitude
and the phase from the driving RF port at the central
element. Following the analysis in [90], we obtain

i¼ vsðY
�1
C þXLÞ

�1u1 ð4Þ

where XL¼diag[z0, jx1,y, jx6] and u1¼ [1 0 0 0 0 0 0]T. The
far-field radiation pattern is the superposition of all
monopoles’ radiation patterns [108]. Therefore, the far-
field current signal in the azimuthal direction f with its
amplitude and the phase is represented as

yfarðfÞ¼ iTphaðfÞ¼ ½ðY�1
C þXLÞ

�1u1�
TphaðfÞvs ð5Þ

where a(f) is the 7� 1 dimensional steering vector
corresponding to azimuth angle f. It is expressed as

follows:

aðfÞ¼ 1 e jðp=2Þ cosðfÞ e jðp=2Þ cos½f�ðp=3Þ� e jðp=2Þ cos½f�ð2p=3Þ�
h

e jðp=2Þ cosðf�pÞ e jðp=2Þ cos½f�ð4p=3Þ� e jðp=2Þ cos½f�ð5p=3Þ�
iT

ð6Þ

In (5), we denote ðY�1
C þXLÞ

�1u1 as wE and term it the
‘‘equivalent-weight vector’’ because of its resemblance to a
(7� 1)-dimensional beamforming weight vector in the
array processing literature [90]. According to the recipro-
city theory for radiation patterns [108], if the antenna is
working in the receiving mode, the voltage signal, say, y(t)
at the RF port is expressed as

yðtÞ¼wT
EaðfÞsðtÞ ð7Þ

where s(t) represents the far-field impinging current
waves with the amplitude and the phase in the azimuthal
direction f. It is clear that wE is dependent on the
reactance values of the reactances at those parasitic
elements; therefore a beamsteering pattern is achieved
by properly adjusting reactance values. For the designed
ESPAR antenna, the adjustable load reactances at the
parasitic elements are realized with reversely biased
diodes as shown in Fig. 20. The implementation achieves
a frequency-dependent reactance value ranging from
� 45.8jO to � 3.6jO.

Since the load reactances and switches are realized by
the diodes, there is only a small leakage current. There-
fore, the power consumption of the parasitic array anten-
nas is very small. Furthermore, the system normally has
only one RF port and one subsequent downconversion
circuit. In terms of power consumption and fabrication
cost, it is obvious that parasitic array antennas are
suitable for mass implementations of adaptive array
antennas, especially for battery-powered portable mobile
terminals.
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Figure 19. Configuration of a seven-element
ESPAR antenna. The length of each monopole
L and the radius R of the circular grid are one-
quarter wavelength l/4 of the transmitting RF
signal at 2.484 GHz.
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5.5. Diversity Antennas

Diversity antennas combat against multipath fading and
improve channel quality for a given radio spectrum in
comparison with that from a single-port antenna
[13,20,35,105,114]. Because the correlation among signals
from the multiple ports of array antennas undermines
diversity combining performance [16,20], the challenge of
diversity antenna design is how to achieve signal decorr-
elation. This is particularly difficult in handphones where
antenna elements are mounted within small spacing, for a
given incident wave distribution scenario.

Colburn et al. [115] have presented three candidate
dual-diversity antenna configurations: two side-mounted

planar-inverted F antennas (PIFAs), a back-mounted
PIFA with a top-mounted helix, and a top-mounted PIFA
with a flip monopole. Experimental results show sufficient
signal decorrelation of these configurations. The diversity
gain obtained with polarization diversity has been demon-
strated with dual-polarized diversity obtained by an
aperture-coupled patch antenna or by two slanted dipoles
over an infinite ground plane [24]. Vaughan [102] pre-
sented diversity antennas using various parasitic array
antenna structures. In one of the designs, three direc-
tional patterns are formed with three subsets of a para-
sitic array as shown in Fig. 17. By selecting one of the
patterns pointing in different directions, angular diversity
advantage is achieved. In another design, 16 parasitic
monopoles are placed uniformly in the circle of radius 0.25
wavelength, and an active monopole is located at the
center of the circle. The directional beam pattern with
901 half-power beamwidth (HPBW) is rotated, 360/161
each step, by shifting switch setting of parasitic elements.
For adjacent beam patterns with 22.51 angular spacing,
the envelope correlation of complex beam patterns is 0.91.
For patterns with larger angular separation, say, 451, the
envelope correlation of 0.7 is achieved. The Virginia Tech
Antenna Group has evaluated the envelope correlation,
power imbalance, and diversity gain with space diversity,
polarization diversity, and pattern diversity at handheld
terminals [116]. The spatial diversity is achieved with two
parallel half-wavelength dipoles with inter-element spa-
cing variable from 0.1 to 0.5 wavelength. The dual-polari-
zation diversity antenna is constructed with a dipole and
a printed wheel antenna separated vertically by 0.3
wavelength. As for the pattern diversity, it is achieved
with two dipoles, with 0.25 wavelength interelement
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Skirt
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C1 3 pF

Control voltage Vcc
(20 V ∼ − 0.5 V)
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L 
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Figure 20. Vertical cross-sectional view of ESPAR antenna and a
reactance circuit of one of the six parasitic elements. The length of
each monopole is one-quarter wavelength (l/4) of the transmitting
RF signal at the frequency of 2.484 GHz [90].
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spacing, connected to a quadrature (901) hybrid (see
Fig. 9). The structure provides two orthogonal beams at
the two ports. Measured results in various multipath
environments have clearly justified the feasibility of
diversity at handheld terminals.

6. CONCLUSIONS

The wireless communications system is evolving with a
fast pace. Better-quality wireless communications, new
services and applications will become available with the
technological advances. With different structures, adap-
tive array antennas play important roles in the evolution
of wireless communications systems. Figure 21 and Table 1
generalize the tradeoff between the performance and
complexities of various forms of adaptive array antennas,
implementation stages and some of their applications.
For applications where cost and power consumption
are the main limiting factors, parasitic array antennas
and switched-beam antennas are suitable. DBF array
antennas and phased-array antennas dominate in the
applications such as satellite communications and BS
applications, where high performance is desired. In
addition to combating fading, diversity antennas can
also be employed to realize high-speed MIMO wireless
transmissions.
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1. INTRODUCTION

Altitude, for the purposes of this article, is the elevation of
an object above a given level. (In astronomy, navigation,
and surveying, altitude means the angular height of a ce-
lestial body above the plane of the horizon.) Altimeters are
instruments that measure altitude. Altimeters represent
an advanced technology, finding diverse commercial and
military applications ranging from air transport to space
exploration. Many companies (Table 1) offer a wide range
of altimeters and altimeter-related products.

There are three main types of altimeter:

1. The pressure altimeter, which uses changes in the
atmospheric pressure to infer altitudes.

2. The radio detection and ranging (or radar) altime-
ter, which measures the time required for a contin-
uous wave (CW) or pulse of radio energy to travel
from an object in the atmosphere to the ground and
back.

3. The optical altimeter, based on laser optics, operat-
ing mainly on pulsed energy transmission, as in the
case of laser radar (LIDAR).

Altimeters are usually associated with aircraft, but they
are also used in applications such as geodesy and survey-
ing, navigation weapon guidance systems, parachute
jumping, and mountaineering. The accuracy and the so-
phistication of the sensors and the associated electronics
and computing power of altimeters depend on the mea-
surement requirements. For example, in remote sensing
applications, the selection of the sensors depends on the
platform of the operation, as illustrated in Fig. 1.

Altimeters can be divided into two categories:

1. Instruments that measure the altitude of an object
above a fixed Earth reference level (e.g., sea level).

2. Instruments that measure the distance between an
object and some earth reference.

Instruments in the first category are of the barometric
types that use the static air pressure at some altitude to
infer height above a reference level. The second category is
much broader and is based on the use of electromagnetic
waves to determine altitudes. Some devices in this cate-
gory are radar altimeters, laser altimeters, and the Global
Positioning System (GPS).

2. BAROMETRIC ALTIMETERS

Barometric altimeters are based on the measurement of
pressure, which varies depending on the atmospheric
layers. Atmosphere of the Earth may be divided into
several layers: troposphere (0–16 km from sea level),
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stratosphere (16–50 km), mesosphere (50–80 km), ther-
mosphere (80–640 km), and exosphere (outer space). To
determine the altitude of an object, the atmospheric pres-
sure is compared with a reference pressure by a mecha-
nism such as shown in Fig. 2. Over the years, many
different mechanisms have been developed for barometric

altitude measurements. However, they all rely on the use
of a relation between air pressure and altitude.

In most modern barometric altimeters, integra-
ted circuit (IC) pressure transducers are used, as shown
in Fig. 3. A wide variety of pressure transducers are
available with different specifications that are suitable

Table 1. List of Manufacturers and Suppliers

Aeronautical Instrument & Radio Co. Garmin International, Inc. Pathfinder Instruments
234 Garibaldi Avenue 1200-T E, 151st St. 2075 Corte Del Nogal, Suite X
Lodi, NJ 07644 Olathe, KS 66062 Carlsbad, CA 92009
Tel: 973-473-0034 Tel: 913-397-8200 Tel: 800-284-9698
Fax: 973-473-8748 Fax: 913-397-8282 Fax: 760-438-3953

Aerospace Industries, Inc. GEC-Marconi Hazeltine Corp. PLX, Inc.
333 N, Broadway, Suite 3011-T 164-T Totowa Road, P.O. Box 975 40-T W, Jefryn Blvd.
Jericho, NY 11753 Wayne, NJ 07474-0975 Deer Park, NY 11729
Tel: 888-200-2681 Tel: 973-633-6000 Tel: 800-586-4190
Fax: 516-932-3307 Fax: 973-633-6431 Fax: 516-586-4196

A. I. R., Inc. Honeywell Inc. Rockwell, Collins Commercial Avionic
8401 Baseline Road P.O. Box 524 400-T Collins Road N.E.
Boulder, CO 80303 Minneapolis, MN 55440 Cedar Rapids, IA 52498
Tel: 303-499-1701 Tel: 612-951-1000 Tel: 319-295-4085
Fax: 303-499-1767 Fax: 612-951-2294 Fax: 319-295-4777

Allen Osborne Associates, Inc. Jewell Electrical Instruments Shelby Jones Co., Inc.
756-T Lakefield Rd., Bldg, J 124 Joliette Street 8800 West Chester Pike
Westlake Village, CA 91361 Manchester, NH 03102 Upper Darby, PA 19082 2619
Tel: 805-495-8420 Tel: 603-669-6400 Tel: 800-377-6060
Fax: 805-373-6067 Fax: 603-669-5962 Fax: 610-449-7010

AlliedSignal Inc. Landis & Staefa, Inc. Scientific Sales, Inc.
101 Columbia Rd., Customer Operations 1000 Deerfield Pkwy P.O. Box 6725-T
Morristown, NJ 07962 Buffalo Grove, IL 60089 Lawrenceville, NJ 08648
Tel: 800-707-4555 Tel: 847-215-1050 Tel: 800-788-5666
Fax: 602-365-3348 Fax: 847-215-9026 Fax: 609-844-0466

American Paulin System Laser Technology, Inc. Terra Tech, Inc.
1455-T Rocky Knolls Road 7070 S. Tucson Way, Dept. T P.O. Box 5547
Cottonwood, AZ 86326 Englewood, CO 80112 Eugene, OR 97405 0547
Tel: 520-634-0980 Tel: 800-873-8916 Tel: 541-345-0597

Fax: 303-649-9710

Atmospheric Instruments Research Inc. UMA, Inc.
8401 Baseline Rd., Dept. T Leica, Herbrugg 260 Main St.
Boulder, CO 80303 CH; 9435 Herbrugg Dayton, VA 22821
Tel: 303-499-1701, Ext. 300 Switzerland Tel: 703-879-2040
Fax: 303-499-1767 Tel: 41 (71) 70 33 84 Fax: 703-879-2738

Fax: 41 (71) 70 39 99

Azimuth Corp. Watrous & Co., Inc.
13-T Park Drive Magellan Corp. Griffing Street, P.O. Box 996
Westford, MA 01886 3511 960 Overland Court Cutchogue, NY 11935 0996
Tel: 978-692-8500 San Dimas, CA 91773 Tel: 516-734-5504
Fax: 978-629-8510 Tel: 909-394-5000 Fax: 516-734-7931

Fax: 909-394-7050

COSCO, Inc.
95 N, Lincoln St. Optech Inc.
Denver, CO 80203 100 Wildcat Road
Tel: 800-372-6726 North York, ON M3J3H4 Canada
Fax: 303-777-3331 Tel: 416-661-5904

Fax: 416-661-4168
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for a large range of barometric altimeter applications. The
performance of pressure transducers depends on the char-
acteristics of the atmospheric pressure.

2.1. Principles of Operation and the Effect of Atmospheric
Pressure

Certain assumptions are made to allow the altitude–pres-
sure relationship to be simplified so that the altitude
above sea level at any point in Earth’s atmosphere can
be related to air pressure by a single-valued function.
The assumptions are often referred to as a standard
atmosphere and are primarily concerned with the atmo-
spheric conditions at sea level, chemical composition of the
atmosphere, and atmospheric temperature distribution.
These assumptions are based on a mixture of observa-
tions, measurements, and theories that are internationally
accepted.

The concept of the standard atmosphere has a threefold
purpose: (1) it sets a reference for testing, design, and
performance comparisons between instruments and the
body carrying the altimeter, such as an aircraft, a balloon,
or a parachute jumper; (2) it allows the derivation of the
pressure–altitude relationship to be simplified both math-
ematically and physically within the altimeter; and (3) fi-
nally, if all objects with altitude-measuring devices are set
to the same reference, the vertical separation between
these objects when they are in common airspace can be
reliably inferred and safety can be increased. The Inter-
national Standard Atmosphere (ISA) assumptions are
summarized as follows:

1. The temperature at sea level T0 and the pressure
at sea level Ps0 are assumed to be constant at
T0¼ 288.15 K and Ps0¼ 101,325 Pa (1013.25 mbar,
29.92 in.Hg).

2. The temperature decreases linearly with increasing
height until a height known as the tropopause is
reached, above which the temperature remains con-
stant until the stratopause height is reached. The
region below the tropopause is known as the tropo-
sphere. The law relating temperature T to altitude H
to the tropopause height is given by

T¼T0 � LH ð1Þ

where L is the temperature decrease rate and is
defined to be �6.5� 10� 3 K/m. At and above the
tropopause (11,000 m), T remains constant at T¼TT

¼ 216.65 K (� 56.51C).

3. The stratopause is defined to occur at 20,000 m. The
region between the tropopause and the stratopause
is known as the stratosphere.

4. At heights above the stratopause the temperature
starts to increase linearly with height; this region is
known as the chemosphere (top of the stratosphere,
all of the mesophere, and lower part of the thermos-
phere). The temperature increase rate is defined to
be 1.0� 10� 3 K/m. The chemosphere is defined to
have a height limit of 32,004 m. The temperature in

Spaceborne sensor

Airborne sensor
3 km to 10 km

Airborne sensor 
300 m to 3 km

Airborne sensor
100 m to 300 m

Surface sensor
0 to 100 m

Figure 1. Use of altimeters at various altitudes. Altimeters are
designed to operate accurately at certain ranges. Developed in
recent (as of 2003) years, the altimeters carried by the geosta-
tionary satellites offer very high accuracy.

Expandable capsule
(Fixed amount of air)

Indicator
Gearing
machanismStatic vent

Figure 2. A typical barometric altimeter. In this type a constant
volume of air is trapped in the bellows. Depending on the air
pressure in the chamber, the bellows changes its volume. The
change in volume is scaled by a gearing mechanism connected to
an analog indicator.

Pressure

Piezoresistive Piezoresistive

p p
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reference pressure 

Constraint wafer

Figure 3. A barometric altimeter based on piezoresistive inte-
grated circuit. The characteristics of silicon allow construction of
a thin diaphragm that can be deflected by an applied pressure,
thus resulting in changes in resistance of the piezoresistive ele-
ments located on the diaphragm. The signal-processing and volt-
age regulation circuits are also integrated in the IC chip.
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the chemosphere is given by

T¼TTþLðH �HSÞ ð2Þ

where HS is the height of the stratopause.

Using these assumptions, the altitude–static pressure re-
lationship can now be derived by considering Fig. 4. A
small change in pressure dp of air with density r, due to a
small change in height dH, can be found by equating the
forces acting in the vertical plane on an elemental volume
of air, so that

�dp¼ rg dH ð3Þ

where g is the gravitational acceleration. From the ideal
gas law

p¼ rRaT ð4Þ

where T is the air temperature (in Kelvins) and Ra is the
gas constant for a unit mass of dry air.

Combining Eqs. (1) and (2) through the variable r
results in the following equation:

�dp

p
¼

g

RaT
dH ð5Þ

The value of g, the gravitational acceleration, is known to
decrease with increasing distance from the center of
Earth. The equation governing this is

g¼
R2

ðRþHÞ2
g0 ð6Þ

where R is the radius of Earth and g0 is the gravitational
acceleration at Earth’s surface, where its value is appro-
ximately equal to 9.807 m/s2. This degradation of g,

however, can be assumed to be insignificant in the eval-
uation of the pressure altitude. This additional assump-
tion further simplifies the derivation.

The assumptions stated imply that the relation
between the pressure altitude and the static pressure
must be derived separately in three regions, namely the
troposphere, the stratosphere, and the chemosphere.
First, considering the troposphere, by substitution of
Eq. (1) into Eq. (5), and integrating both sides to elimi-
nate the dp and dH, we obtain

�

Z Ps

Ps0

1

p
dp¼

g0

Ra

Z H

0

1

T0 � LH
dH ð7aÞ

where Ps0 is the pressure at height H¼0 and Ps is the pres-
sure at height H. Using the integration rule (1/u) du¼
ln|u|þ c and the equality ln A� ln B¼ ln(A/B), we have

ln
Ps

Ps0
¼

g0

RaL
ln

T0 � LH

T0
ð7bÞ

Solving for Ps gives

Ps¼Ps0 1�
L

T0
H

� �g0=LRa

ð8Þ

Similarly, for the two other regions of concern, their appro-
priate temperature equations, T¼TT and Eq. (2) can be
substituted into Eq. (5) and integrated.

Considering the constants implied in the ISA and ad-
ditionally noting that Ra¼ 287.053 J/(K .kg), the following
equations are found to relate the static pressure to the
pressure altitude Hp

1. Troposphere (� 914.4 to 11,000 m):

Ps¼ 1013:25ð1� 2:25577� 10�5HpÞ
5:255879 mbar ð9Þ

2. Stratosphere (11,000 m to 20,000 m):

Ps¼ 226:32e0:0001576885ðHp�11:000Þmbar ð10Þ

3. Chemosphere (20,000–32,004 m):

Ps¼ 54:7482½1þ 4:61574

� 10�6ðHp � 20; 000Þ��34:163215 mbar
ð11Þ

It can be seen that these relationships are nonlinear.
The nonlinearity can be observed graphically by plotting
altitude on the horizontal axis against pressure as shown
in Fig. 5.

2.2. Construction, Errors, and Use of Barometric Altimeters

A barometric altimeter must be able to display altitude
linearly; therefore, a linearization, such as the gain ad-
justment, is necessary. The linearization is usually done
by a calibratable mechanism to allow for variations in an-
eroid chambers. This mechanism introduces a gain that
counters the nonlinear effects of pressure versus height,
by means of nonlinear compression/expansion of the an-
eroid chamber. Gearing is also introduced, so that one

Density �

p

p + dp

H

dH

Unit cross-sectional area 

Figure 4. Change in the atmospheric pressure due to air density.
These changes in the air pressure can be related to altitude by
using the gas laws.
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revolution of the altimeter pointer is equivalent to a 330 m
height displacement.

The linearizing part of the mechanism of an aneroid
barometric altimeter is usually located at the center of the
altimeter body. The temperature compensation is realized
via a bimetallic strip, which alters its curvature as tem-
perature increases. These features are necessary to com-
pensate for the changes in the modulus of elasticity of the
material that the aneroid chamber is made from. For ex-
ample, if the sea-level temperature of an aneroid chamber
were to decrease, its elasticity would increase. Since the
chamber has a vacuum, it is in natural shape when fully
expanded (i.e., at very low atmospheric pressure). If the
chamber material becomes more elastic, it tries to resume
its original shape. This results in the display of a height
greater than the actual height. Since the atmospheric
pressure decreases as the chamber is moved away from
sea level, the extra height effect of the elasticity of the
chamber increases as the altitude increases.

The static pressure port is placed on the backplate of
the altimeter for use in a small aircraft. In modern aircraft
this port is connected to a line that is in turn connected to
either a pitot tube or a static vent. The pitot tube is often
seen as a small probelike object pointed forward and lo-
cated at the front of the aircraft to measure the airspeed.
In altitude measurements, it fulfills the function of sup-
plying a static pressure that is independent of the velocity
of the aircraft.

It is important to note that pitot tubes can introduce
errors into altitude measurements. The tubes are mechani-
cally designed to introduce minimum errors and also are
positioned on the aircraft so that the attitude does not af-
fect the airflow onto the tube. A badly designed or posi-
tioned pitot tube can cause shockwaves to occur at high air
velocities and also cause extra air to be forced into the
static measurement holes, thus increasing the pressure.

In an effort to attempt to alleviate some of the problems
caused by pitot tubes, the use of static vents has become
common in modern aviation. They are designed to be
mounted flush on the fuselage of an aircraft. In particu-
lar, these vents find extensive use in military applications
where the removal of the probelike pitot tube has im-
proved stealth capabilities.

One problem common to all types of static-pressure-
driven instruments is ice formation and water buildup in-
side the tubes or vents. To prevent ice formation, these
tubes and vents contain heating elements. Where there is
ice, there can be water. Variations in pressure and tem-
perature can cause water to condense in tubes and ports.
In the interests of instrument functionality and minimi-
zation of errors, there must be provisions to check static
lines for water and remove it.

A typical modern barometric altimeter is approximate-
ly 35� 30 mm and has a liquid crystal display (LCD). It
can also function as a barometer and can be set for the
minimum and maximum altitudes, the absolute altitude,
the speed of ascent and descent, the reduced and absolute
air pressures, the weather forecast, and time and altitude
alarms. Typically, the range of measurement of the baro-
metric altimeter is � 700 to 10,000 m, and it updates in-
formation once every second. It has a pressure range from
600 to 1100 mbar with 70.5% accuracy and 0.1 mbar res-
olution. The altitude resolution is about 0.1 m. Altimeters
with high precision find applications in geosciences, sur-
veying, aviation, meteorology, recreation, and the labora-
tory.

2.3. Further Comments on Application of Barometric
Altimeters in Aircraft

Barometric altimeters find extensive use in most modern
aircraft as backup instruments. These altimeters are com-
posed mechanically of sector gears, pinion, backlash
springs, crankshafts, aneroid capsules, and pointers on a
dial. A series of pointers on a graduated dial may be used
to indicate altitude in hundreds, thousands, or tens of
thousands of feet or meters. The barometric dial records
the air pressure in millibars. Because atmospheric pres-
sure is measured relative to sea level, the pressure altim-
eter must be manually adjusted in order to compensate for
variations in pressure caused by weather changes.

In aircraft, the barometric altimeters can be to set to
show either altitude above sea level or altitude above an
airfield once the height of the airfield above the sea level is
known. If the pilot wishes to adjust the altimeter to dis-
play the height above sea level, the corrected sea-level
pressure needs to be entered. When the corrected sea-level
pressure is compared with the pressure at the airfield, the
height of the airfield from sea level can be found. The sea-
level pressure at that particular time must be known,
however, because it may differ from the ISA assumption,
indicating that the height of the airfield is higher or lower
than what it actually is. Airfields continuously broadcast
updated information on the pressure so that the pilot may
correct the altimeter. The correct setting is called QNH,
the adjusted sea-level pressure.

On the other hand, a pilot may wish to set the altimeter
so that it displays the altitude above a particular airfield.
To do this the pressure height of the airfield needs to be
entered into the altimeter. Such pressures are denoted
QFE and are given relative to the sea-level pressure. For
example, an airfield 304.8 m above sea level, on a day
when the sea-level pressure is as per ISA (1013.25 mbar),
has a QFE of 977.4 mbar. This value is calculated from
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Figure 5. Static pressure versus pressure altitude. The pressure
changes in a nonlinear manner. Linearization techniques must
be employed to measure and display altitudes by barometric
methods.
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Eq. (9). In summary, the barometric pressure knob is used
to correct any variation in the sea-level pressure from the
ISA assumed value of 1013.25 mbar.

Recalling the ISA assumptions, the temperature vari-
ations and airspeed effects are ignored. However, these
effects can be taken into account by the application of
computers and suitable analog-to-digital converters
(ADCs) to the real-time signals generated by the instru-
ments. The computers use complex models to take into
account many variables affecting the altitude measure-
ments. This means that the computer-driven altitude dis-
play can be corrected in real time, so that the pilot has a
very accurate altitude reading at all times.

Altimeters are prone to the following errors: (1) instru-
ment errors due to manufacture, installation, mainte-
nance, and so on; (2) instrument lag; and (3) position
error due to placement of vents and blockage of the static
vents by ice. In response, the availability of computers has
prompted the development of advanced pressure-measur-
ing devices, such as the vibrating pressure sensor and the
solid-state capsule pressure sensor.

As illustrated in Fig. 6, vibrating sensors work on the
principles of detecting change in the natural resonant fre-
quency of a vibrating system within a cylinder as the air
pressure changes. This means that the electrical output of
this sensor, when amplified, will be a frequency that
changes proportionally with the pressure it is exposed
to. Modern ADCs can detect very small differences in out-
put frequency due to density variations as well as the
large frequency variations due to pressure changes. This
type of setup, which is enclosed, is very rugged and is in
wide use today in commercial aircraft.

The second type of sensor, the capsule type, typically
uses a vacuum chamber. The difference between these and
the older aneroid chambers is in the materials from which
the diaphragm is constructed. Typical materials are sili-
con, quartz, or ceramic compounds. These newer dia-
phragm materials are chemically engineered to have
perfect mechanical properties in that they are very linear,
do not suffer from hysteresis, and have a very stable mod-
ulus of elasticity.

The capsule-type transducers rely on two main meth-
ods. The first method involves the impregnation of the

diaphragm with a Wheatstone bridge, thus allowing an
excitation to be applied and a pressure-dependent voltage
to appear at the output. This voltage varies with the
change in resistance of the impregnated resistors as the
diaphragm flexes due to pressure, similarly to a resistive
strain gauge. The second method is to form an area of
metallization on the bottom side of the diaphragm and the
bottom of the vacuum chamber. This creates a capacitor,
and these sensors are highly sensitive to small variations
in its capacitance. However, temperature variations and
accelerations can severely affect both these types of sen-
sors. Thus the temperature is measured near the device
and fed into the ADC for correction. For the acceleration
effect, ensuring that the device is mounted so that its axis
of movement is orthogonal to the acceleration is sufficient
compensation. It should be noted that these devices
are designed to be minimally sensitive to gravitational
effects.

It can be concluded that barometric altimeters are like-
ly to continue to be used extensively in the near future to
measure altitudes of up to 15,000 m. Radar altimeters are
expected to expand their role of providing accurate land-
ing references, and low-altitude radar altimeters will con-
tinue to be used mainly for special-purpose military
operations.

3. RADAR (RADIO) ALTIMETRY

Radar and laser altimeters, also termed active ranging
sensors, are based on the transmission of electromagnetic
or optical energy directed at an object and the detection of
the reflected energy from the object. The reflected energy
is suitably processed to reveal information about the alti-
tude as well as other parameters such as the atmospheric
conditions, including pollution. Radar altimeters can
provide height information at high altitudes, where baro-
metric systems are not effective. They can also provide
high-quality images, as illustrated in Fig. 7.

Aviation radar altimeters, which have been in use for
many years, measure height above the ground or sea.
They transmit either continuous waves (CW) or pulsed
waves and normally operate in the 4.2–4.4-GHz band to
provide inputs to, for example, automatic landing systems
or autostabilization systems for aircraft and helicopters.
The basic operating principles of radio and radar altime-
ters are similar. The only difference is that the term radio
altimeter often refers to continuously modulated waves,
whereas the term radar altimeter refers to pulsed waves,
mainly used in aircraft, spacecraft, and satellites.

3.1. Radar Altimeters Used in Satellites

The radar altimeter is a single-frequency radar system
that broadcasts a pulsed tone directly downward, as illus-
trated in Fig. 8. It has highly sensitive devices for signal
detection and processing. A satellite altimeter is a nadir-
pointing active microwave sensor designed to measure
characteristics of the surface of Earth. The time it takes
for the reflected signal to be received directly is translated
into the height above the terrain.
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(amplifier) Signal
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Figure 6. Vibrating sensor barometric altimeter. The natural
frequency of the vibrating element depends on the air pressure
inside a cylinder chamber. The signal of natural vibration is
picked up and processed to obtain the pressure, and hence the
altitude of the mechanism above sea level.
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If a pulse is transmitted toward a target surface at an
accurately measured time t1, it reflects back to the source
after a time t2. The time difference td¼ t1� t2 is equal to
the round-trip distance to the reflecting surface divided by
the propagation speed c:

td¼
2h

c
or h¼

ctd

2
ð12Þ

The accuracy of the measured distance h can be expressed by

Dh¼Dc
td

2
þ c

Dtd

2
ð13Þ

Here, the time difference accuracy Dtd depends mainly on
the sharpness of the pulse, which is equal to

Dt¼
1

B
ð14Þ

where B is the signal bandwidth.
If the speed of the pulse is taken to be constant, the

range resolution can be found from

Dh¼
c

2B
ð15Þ

Higher accuracy is achieved by detailed analysis of the re-
ceived signal; this is achieved by averaging a large number

of echoes. Range errors can arise from pulse dispersion due
to backscattering from the rough surface and to the prop-
agation characteristics of the atmosphere. Consequently,
the returned pulse is distorted and fading occurs, as illus-
trated in Fig. 9. The distortion in the waveform of the echo
signal makes the altimeter signal less than perfect.

There are different types of radar altimeters, such
as beam-limited altimeters, pulse-limited altimeters,
synthetic aperture radar altimeters, imaging altimeters,
and scanning altimeters. The operation principles of the
altimeters are similar, but they vary in size of footprint,
direction of the beam, and purpose of usage. The details in
the differences of these altimeters are not given in this
article, but interested readers can find further informa-
tion in the references (e.g., Elachi [1]).

3-D image of an
installation above

the ground sensed 
by a satellite radar

altimeter

Figure 7. A typical example of remote sensing.
Active remote sensors transmit electromagnetic
energy and pick up the return signals. By ap-
propriate data processing three-dimensional im-
ages can be constructed.
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Figure 8. Geometry of a pulse-limited radar altimeter. The pulse
intersects the nearest point on the ground, and the illuminated
disk spreads rapidly. This gives a maximum size for the footprint.
The geometry of the beam-limited altimeter is similar.

Reflected 
power per

unit
distance

Ideal power
distribution

Typical
power

distribution

Distance
(a)

Power

Transmitted guide
beam, narrow

pulse

Typical returned signal

Mean returned signal

Time
Pulse gate

(b)

Figure 9. Waveforms of returned pulses: (a) ideal power distri-
bution and typical power distribution of the returned signal—the
distortion is due to imperfect mirroring of the signal back to the
sensor; (b) pulse shape of wide-beam, narrow-pulse altimeter.
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In most modern radar altimeters, high measurement
accuracy is required. This necessitates good information
on the effect of the ionosphere and atmosphere as well as
sound understanding of the errors introduced by the sen-
sor dynamics and signal-processing electronics. The sig-
nal-pressing electronics comprises many components
such as oscillators, modulators, mixers, power amplifiers,
filters, demodulators, digitizers, compressors, and comput-
ers. All these devices have to be of good quality and highly
accurate. Judicious selection of all the discrete compo-
nents and circuits is necessary for good conformity and
matching.

The first satellite altimeter was tested in 1973, as parts
of several Skylab missions conducted by the United
States. At that time, a typical resolution was 1–2 m; mod-
ern altimeters are capable of resolutions down to 2 cm
(TOPEX/Poseidon). As an example, the discussion here fo-
cuses on one of the latest satellite altimeters, for the
NASA TOPEX/Poseidon satellite used in oceanic applica-
tions.

The TOPEX/Poseidon mission, a joint mission between
NASA and the Centre Nationale d’Etudes Spatiales
(CNES), the French space agency, was designed to make
high-precision measurements of the ocean surface possi-
ble. The application areas of this system are mainly for
weather reports and predictions, in geodesy and geophys-
ics. The TOPEX altimeter was the first dual-frequency
satellite altimeter operating in space to perform these im-
portant measurements. The TOPEX used several methods
for determining distance, such as the round-trip time dis-
cussed previously, and the shape of the reflected pulse. In
particular, the shape of the reflected pulse provided a
wealth of information on wave height in the ocean and the
sea-surface windspeeds.

The TOPEX altimeter uses a 13.6-GHz signal as its
primary pulse, and a secondary frequency of 5.3 GHz. The
use of two frequencies is helpful in removing the adverse
effects of variations in the propagation speed of the pulse
due to variations in the atmospheric conditions of Earth.

NASA has built a self-calibration mechanism into the
TOPEX altimeter. While over land, twice a day, the altim-
eter spends 5 min calibrating itself. The TOPEX is known
to be extremely reliable and robust because of this self-
calibration capability and its ability to compensate for
ionospheric effects.

To obtain a high degree of precision, the satellite that
carries TOPEX needs to know its exact position relative to
points on Earth. The GPS helps the satellite determine its
position with a precision of about 2 cm. A laser Doppler
system and a ground station are also used to verify this
reading. Another satellite system with importance for al-
titude measurements has been the Geosat follow-on me-
teorological–oceanographic (GFO METOC) satellite. It
is owned by the U.S. Navy and is used for determining
thermal fronts, eddies, ice edge locations, surface wind-
speeds, and wave heights.

The GFO and the GPS systems mentioned above are
also used for position and altitude determinations, but their
design is more elaborate than is needed for the accuracy of
TOPEX. In these systems, an onboard water vapor detector
is used to help correct ionospheric interference. Essentially,

the GFO was a test to determine whether a low-cost, light-
weight, and compact satellite could be used to provide the
U.S. Navy and its associated agencies with real-time ocean
data. But the expectations for the GFO to replace TOPEX
in a cost-effective manner have failed so far.

Spaceborne altimeters are primarily pulse-limited, and
therefore they cannot deliver the required accuracy of
surface height measurements over icy land. This is be-
cause the spreading and slope of the reflected pulse cause
severe errors. In addition, during land height measure-
ments, sudden changes in the slopes of the topography of-
ten result in a loss of tracking. Although techniques have
been developed to improve the spatial resolution of radar
altimeters for accurate elevation estimates over the ter-
rain, most of them result in a significant increase in cost
and complexity compared with a conventional altimeter.

In a typical noise-modulated radar altimeter, the prin-
ciple of operation is based on the dependence of the cross-
correlation function of the random modulation (Gaussian
noise) on the finite correlator bandwidth, smoothing meth-
ods, extraneous noise disturbance, component character-
istics, and changes in altitude during measurements.

3.2. Radio Altimeters

Like radar altimetry, radio altimetry is based on the use of
electromagnetic (EM) waves to determine the distance be-
tween a reference point and an object that reflects the
waves. Radio altimeters are used mostly in aircraft. Un-
like radar altimetry, radio altimetry is based on continu-
ous EM waves. Generally, it uses a frequency-modulated
(FM) carrier, whose frequency is varied at a constant rate.
The carrier reaches the surface below and reflects back to
the transmitter with a delay. The reflection appears as a
time-shifted version of the transmitted signal; thus the
phase shift can be utilized. This time difference equates to
a frequency difference, which can easily be detected using
a superheterodyne receiver. Figure 10 illustrates the time
difference in the transmitted and received signals. A typ-
ical radio altimeter operates at about 4.3 GHz. A low-fre-
quency (100-Hz) triangular waveform modulates the
carrier over a range of about 750 MHz.

Time delay of reflection

∆f

Discontinuity

Time

Reflected wave

Transmitted wave

Figure 10. The transmitted and received waveforms of a radio
altimeter. The time difference between the transmitted waveform
and the reflected wave from the target is an indication of the dis-
tance between the two objects.
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All radio and radar altimeters have three basic compo-
nents: one or two antennas, a transmitter receiver, and an
indicator. The type of antenna varies, depending on where
it is fixed on the aircraft (on a flat or skewed area under
the fuselage). Antennas are designed specifically for each
system, so changing the unit also involves changing the
antenna. The transmitter–receiver is the core of the de-
vice. The indicator consists of an electronic digital display
or a common analog display.

As mentioned before, frequency differences can be mea-
sured using a superheterodyne receiver. In the signal-pro-
cessing section, the received signal is multiplied with the
transmitted signal on an instantaneous basis. In this way,
according to the superheterodyne principle, a sum and a
difference frequency are created. A lowpass filter is used to
remove the component containing the sum of the frequen-
cies, leaving only the difference, as required for further
processing. The difference frequency can then be applied
to a signal processor for digital display, or perhaps to a
frequency-to-voltage converter allowing the altitude to be
displayed in analog form. This technique allows the dis-
play of instantaneous altitudes as well as changes in
altitude.

It is important to note that in the determination of al-
titudes by radar altimeters the speed of an EM wave in air
is assumed to be constant: 3� 108 m/s. Although this as-
sumption may be valid in some situations, the presence of
water vapor in the atmosphere can affect the speed and
introduce serious errors in the measurements. Apart from
this common shortcoming of radio altimeters, specific al-
timeters have their own. For example, a conventional FM
counter radio altimeter has the following shortcomings:
(1) the step error can be severe, (2) an upper measurable
limit is introduced by the spurious beat, and (3) there is a
tendency to overcount because of unwanted far-distance
propagation. The step errors can be reduced by the mod-
ulation synchronous phase-switching method, using
switching-type phase shifters placed at the transmitting
(or receiving) antenna feeders. This results in an increase
in the phase at every period of the frequency modulation.
The upper limits and overcounting errors can be elimi-
nated by the frequency offset method. In this method, the
time-varying phase shifts are made at higher rates than
the modulation repetitions.

Used in an aircraft, the radio altimeter measures its
distance above the ground rather than above sea level. A
cathode-ray tube indicates the time that a pulse of radio
energy takes to travel from the aircraft to the ground and
back to the aircraft. The altitude is equal to one-half the
time multiplied by the speed of the pulse. Radio altimeters
are used especially in automatic navigation and instru-
ment landing systems (ILSs). They are also used in remote
sensing applications for military intelligence gathering,
mapping, and surveying.

4. LASER ALTIMETERS

Laser altimeters are essentially a form of laser range find-
ing devices, and are used widely for accurate distance
measurements. The operation principles are similar to

those of radar altimeters in depending on the time differ-
ence between the transmitted and received signals. Thus,
the distance is measured by timing a light pulse traveling
from a laser light emitter and back to a detector located in
the vicinity of the transmitter.

Laser rangefinders are commonly used in land survey-
ing. Airborne laser measurements can be used to directly
measure topography, stream channel cross sections, gully
cross sections, soil surface roughness, vegetation canopy
heights, and vegetation cover and distributions. These la-
ser measurements can be used for the estimation of forest
biomass and volume, aerodynamic roughness, and leaf
area indices. Airborne laser altimeters provide quick and
accurate measurements for evaluating changes in land
surface features and can be an additional and useful tool
for remote sensing of watershed properties and water re-
source management.

In laser altimeter applications, three measurement
techniques are used: (1) the interferometric method,
which is extensively used in short-distance measure-
ments, up to 100 m in free air; (2) amplitude-modulated
laser beam telemetry, suitable for distances of 100 m–
50 km; and (3) the pulsed laser radar method, for alti-
tudes over 10 km. All these methods are based on the
measurement of the propagation time of the laser pulse
over the distance under investigation. Therefore, the eval-
uation of the true geometric distance depends on correc-
tions for factors such as the air refractivity, the beam
angles, and the signal processing techniques. On the basis
of these principles, various types of laser altimeters are
available commercially, depending on the application re-
quirements and the range of the altitudes. In extra-long-
range applications, optical radar altimeters, which are
based on sending infrared pulses of about 5 ns duration,
are found to be accurate.

4.1. Amplitude-Modulated Laser Beam Altimeters

Although interferometric methods for distance measure-
ments are extensively used for short-distance applica-
tions, they are clearly not suitable for long-range
distance measurements. For those a common method in-
volves amplitude modulation of the laser beam. In this
method the modulated beam is projected toward the target
and the light returned from the target is collected by a
telescope to be sent to a detector, as illustrated in Fig. 11.
The phase of the amplitude modulation of the returning
light is compared with that of the emitted light. The dif-
ferences in the phases occur because of the time required
for the light to travel to the target and back to the tele-
scope. To describe the operations, an equation can be writ-
ten in terms of intensities of transmitted beam I(t) and the
received beam I(t� t)

IðtÞ¼ a Iðt� tÞ ð16Þ

where t is the transit time, or propagation time delay, of
the lightbeam, and a is the attenuation coefficient, which
takes into account propagation efficiency and losses dur-
ing transmission. The transit time for the sinusoidal mod-
ulation, the geometric distances, and the refractive index
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of the spectral distribution of the lightbeam can be used to
find the relationship between the phase shift F and the
total pathlength L

F¼
2pngL

lv
ð17Þ

where ng is the group index of refraction of air and the lv is
the wavelength in vacuum.

4.2. Pulsed Laser Radar

Another approach to laser-based altitude measurement is
to make use of the round-trip transit time for a very short
pulse, as illustrated in Fig. 9b. Often the acronym LIDAR
(light detection and ranging) is used, as an optical coun-
terpart of ‘‘radar.’’ Using lasers to measure altitude results
in good accuracy and spatial resolution, but in doing so the
advantage of all-weather capability of a microwave altim-
eter is lost. Such measurements can only be carried out in
favorable atmospheric conditions.

Pulsed laser radars commonly use Q-switched laser
switches with high peak power. The accuracy of the time
measurement depends on the characteristics of the prop-
agation medium and on the resolving capabilities of the
photodetector and the timing system. In topographical ap-
plications, the statistical characteristics of the received
signals for the short-pulse laser altimeters can be directly
related to the statistics of the surface profile. In the signal
analysis the effects of laser speckle, shot noise, and the
surface profile of the ground target need to be considered
carefully.

In pulsed radar applications, the altitude to be mea-
sured can be found from the expression

ER¼
E0ARZATt2

O0L2OT
ð18Þ

where E0 is the transmitted pulse energy, AT and AR are
the areas of the target and the received system, O0 and OT

are the solid angles over which the emitted and reflected
energy are spread, t is the atmospheric transmission time,
Z is the diffusion or reflection coefficient, and ER is the
received energy. This equation indicates that the energy
follows an inverse-square law. If the intensity of the re-
turned signal is high, Eq. (18) can be used for altitude
measurements. If it is low, various probability methods
(e.g., the Poisson distribution) are used to estimate the
number of photoelectrons.

Solid-state lasers can deliver pulses with time duration
of typically 20 ns and peak power up to 1000 MW. Semi-

conductor laser diodes provide high-efficiency pumping of
solid–state lasers with the promise of long-lived, reliable
operation. In the next generation of laser altimeters,
100-W quasi-CW laser diode bars are likely to find appli-
cations. Even with the use of power laser equipment to
generate the transmitted signals, the pulse intensity of
the returned signals is very weak. To overcome this prob-
lem, highly sensitive photodiodes and photomultipliers
are used for detection.

In this article, two different systems are discussed
in order to explain the scope and the potential of practi-
cal laser altimeters: the shuttle laser altimeter (SLA)
and the raster scanning airborne laser (RASCAL). The
first type, the SLA, is in its second generation of deve-
lopment. Constructed by NASA, this altimeter is used
to determine the shape of land surfaces and vegetation
canopies. At present, the accuracy of the SLA-2 is within
E1.5 m (vertically) for each 100-m-diameter footprint.
The signal-processing component of the system is able to
recognize the differences between the reflection from the
soil surface and the reflections from other objects; hence
the information can be separated and relief plots can be
computed.

The mission objective was to compile a database of laser
echo returns for every possible surface condition on Earth.
The SLA-2 is constructed as an engineering experiment,
and NASA is planning the introduction of a third-gener-
ation altimeter, the SLA-3. This instrument is planned to
have an ultrahigh repetition rate, a smaller footprint than
SLA-2, and the ability to penetrate vegetation canopies
so that it can provide a contour of the surface under the
canopy.

Operation of the SLA-2 is very complex, but it can be
broken down into the following three major components:
the laser transmitter (a Q-switched, diode-pumped
Nd:YAG device, by McDonnell-Douglas), the 38-cm-diam-
eter telescope antenna, and the altimeter receiver con-
nected to a waveform digitizer. A variable-gain amplifier is
used to accommodate a greater range of return amplitudes
of the returned signals, thus increasing the accuracy and
the altitude range. The actual laser return-pulse detection
is performed via a silicon avalanche photodiode detector,
which in turn is connected directly to the waveform
digitizer.

The second altimeter is the RASCAL, also from NASA.
The operational principle of the RASCAL is similar to
that of the SLA, but the device is configured specifically
to operate in aircraft. The RASCAL sensor was developed
in 1995 at the Goddard Space Flight Center for air-
borne mapping of surface topography. The RASCAL is a
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Figure 11. A laser-beam-modulated altimeter.
The phase difference between the transmitted
and returned signals is measured. The phase com-
parison technique allows the evaluation of alti-
tudes at high precision from distances of several
hundred kilometers.
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second-generation laser altimeter with application to
both Earth (airborne) and other planetary surface
(space-based) topography determinations. It differs from
earlier nadir-profiling laser altimeters by an increase in
pulse repetition rate by two orders of magnitude and pro-
vision for a near-contiguous scan pattern. It was first op-
erated in a NASA airborne remote sensing program
station in California in September 1995, where its high
spatial resolution (better than 2 m) in three-dimensional
images of topography was demonstrated.

The complicated part of RASCAL is the need for accu-
rate positioning of the laser relative to the aircraft and
Earth. Through the use of the aircraft’s GPS and inertial
navigation system, the NASA team has, in its words,
‘‘brute-forced’’ the solution to this problem and gained a
reliable model for exact positioning information. The ac-
curacy of this system has been described as ‘‘not as good as
[it] should be,’’ and there are plans to build a laser capable
of 1 ns pulse width at 10 kHz to help correct this. The re-
turn-pulse energy-sampling system is not at its optimum
yet, either. By the use of the RASCAL, so far, postpro-
cessed data have been used to re-create many footprints
with diameters of 1 m, spaced approximately every 1.5 m
in both directions in a pattern 100 m wide. An average
accuracy of better than 20 cm with a precision of 75 cm is
achievable.

A plot obtained from the RASCAL system data is
shown Fig. 7. It showed up in postprocessing, when the
analyzing team apparently did not realize that they had
flown over a satellite tracking station. Although the
desired accuracy is lacking, this typical plot shows the
potential of the system.

Besides terrestrial applications, laser altimeters,
LIDARs, and other ranging systems have been important
parts of space missions to the Earth’s moon, asteroids,
and Mars; and more are planned and contemplated in
the future exploration of the solar system. In 1997 the
Mars Global Surveyor (MGS) entered into orbit around
Mars. One of the four scientific instruments on the MGS
is the Mars orbiter laser altimeter (MOLA), which has
started to map the topography of the planet with unprec-
edented accuracy. In 1999 the Near Earth Asteroid
Rendezvous (NEAR) spacecraft, which carries the NEAR
laser rangefinder (NLR), arrived at the asteroid Eros. The
NLR was to study the shape and the dynamics of the body
of Eros for a period of a year. The MOLA and the NLR,
along with the Clementine laser altimeter that went to the
moon in 1992, represent a new class of active remote sens-
ing instruments for investigations of science in the solar
system.

5. GLOBAL POSITIONING SYSTEM (GPS)

The GPS was begun 1978 and completed in 1994 with 21
active and 3 spare satellites. The GPS allows users to de-
termine their exact position, velocity, and time at any time
of day, in any weather conditions, free of charge. In dis-
cussions of the GPS, it is convenient to break the system
into three blocks or segments: the space segment, the user
segment, and the control segment.

5.1. The Space Segment

The GPS satellites orbit Earth at an approximate altitude
of 20,000 km, and have an orbit period of 12 sidereal
hours. The orbits have been arranged so that a user can
have a direct line of sight to at least four satellites at all
times at any place on Earth.

Each satellite transmits a unique code, which is based
on a pseudorandom sequence allocated before launching.
Having received this code, the users can employ autocor-
relation techniques to recover these sequences. Given an
accurate time reference and the propagation time from the
satellite to the receiver, the distance can be determined. If
the distances from each satellite in sight and the locations
of satellites are known, the relative position and thus the
coordinates of the receiver can be calculated easily. For
precise calculations, the clock references of the GPS sat-
ellites must be known exactly. The clocks on the satellites
are known to be stable within 0.003 s per 1000 years.

The satellites transmit signals at 1575.42 and
1227.60 MHz; these two transmissions are known as the
L1 and L2 signals. The L1 signal is described as being
made up of a precision code (P) and a coarse acquisition
code (C/A). The L2 contains only the P code, which when
encrypted is called the ‘‘Y code.’’

5.2. The User Segment

Users of the GPS often have handheld GPS receivers. A
receiver determines a pseudorange to work out the time
that the signal takes to reach to the receiver. Performing
this operation for more satellites in sight, the receiver can
work out where the user is either on the face of or above
Earth.

The P and C/A codes are sometimes referred as the
precise positioning service (PPS) and the standard posi-
tioning service (SPS), respectively. As these names would
suggest, the PPS is more accurate than the SPS; this is
due to a smaller bit period in the P code, The PPS has been
withheld from public use, but is earmarked to be released
for civilian use in the near future. A third frequency,
which will give better accuracy, is planned to be released
for the public. However, the Russian Global Navigation
Satellite System (GLONASS) uses a single frequency, thus
giving better accuracy for civilian use.

5.3. The Control Segment

The control segment consists of operators of the GPS net-
work at a number of stations on Earth. The requirement of
this segment is to maintain the GPS time, monitor and
control the satellite orbit positions, and predict variations
for compensation of any detected inaccuracies. The net-
work has a master control station situated in Colorado
Springs in the United States, and five additional monitor-
ing stations. The positions of these stations are known
precisely, and they are used to check and calibrate the
GPS. The stations are distributed roughly along the equa-
tor and are geographically suitable for general system
maintenance. At the moment, the number of stations is
said not to be sufficient; however, more stations are being
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planned to allow the determination of precise orbital paths
of the satellites.

5.4. Theory of Operation

The theory of operation of the GPS is too complicated for
detailed treatment in this article. Here, a brief explana-
tion will be given to provide a basic understanding of GPS-
based altimeters, particularly concerning accuracy and
errors.

The GPS makes use of the time of arrival; that is, the
satellites send out signals that contain some information
such as the exact time of signal transmission and satellite
locations. Once received, the information in the signal can
be processed to calculate the time taken for the signal to
arrive from the satellite at the receiver. By repeating this
operation with the information from at least four satel-
lites, the latitude, longitude, and height of the user can be
determined in reference to the satellites and thus, in turn,
in reference to fixed points on Earth.

Each satellite transmits a binary phase shift-keyed se-
quence that is spread spectrally, by its pseudorandom
code; this allows all of the satellites to transmit on the
same L1 and L2 carriers. They all use the same band-
widths at 2.0463 MHz for the C/A codes and 20.98 MHz for
the P codes. This is called code-division multiple access
(CDMA), and it relies on the properties of pseudorandom
codes to work.

Pseudorandom codes have the property of strong auto-
correlation. This means that when a pseudorandom code
is overlaid on itself and correlated, the result will be
slightly negative for all positions except an identical over-
laying, in which the result becomes positive. A delay time
is added to the internally generated pseudorandom code,
to provide a positive, strong correlation with the received
signal.

If the internal clock of the GPS receiver were exactly
synchronized with the satellite’s clock, the measured time
delay would be representative of the actual physical dis-
tance between the satellite and the receiver. It is very un-
likely, however, that the satellite and receiver clocks will
be synchronized exactly. As a result, some differences in
time, called clock bias, arise. The GPS receivers must de-
termine the magnitude of the clock bias by taking delay
times of the other satellites into consideration. This
means that the measured delay times are the combination
(physical distance)/(speed of light)þ (clock bias) as
explained above.

It is convenient to define a pseudorange, which is the
delay time multiplied by the speed of light. This is a pseu-
dodistance from the receiver to the satellite, with clock
bias factored in. The actual process that the receiver
executes can be summarized as follows:

1. The receiver tracks four or more satellites and de-
termines the delay time from each satellite.

2. The receiver calculates all the pseudoranges (i.e.,
multiplies the times by c).

3. The receiver then corrects the pseudorange results
for errors such as the satellite clock difference,
the clock bias, the ionospheric effects, and time.

The information sent by satellites, for the compu-
tation, is in the form of 50-bps (bits per second)
frames superimposed on the C/A and P codes, called
the NAV messages. It takes about 12.5 min to down-
load 25 of the 1500-bit frames to the receiver. The
precise position of the satellite, the clock time, and
other relevant information is included in the NAV
message. Because of the time required to download
the message, the NAV message is defined to be valid
for 4 h.

4. When all of the pseudoranges have been corrected,
the receiver performs a simultaneous solution of four
equations with four unknowns. The four unknown
quantities are the Cartesian coordinates x, y, z and
the time.

Now that the receiver has solved the equations, the lati-
tude, longitude, and altitude of the user can be calculated
and displayed. The accuracy of these results depends on
statistical analysis, and thus on the percentage of time of
availability of satellites.

The GPS has a number of errors that need to be con-
sidered in altitude determinations. Some of these are the
receiver clock error, the multipath error, and the iono-
spheric and tropospheric propagation errors.

As mentioned, the U.S. Department of Defense (DoD) is
planning to allow civilian users to use the PPS system in-
stead of the SPS. This will give substantial improvement
in accuracy of the position and altitude determinations, as
shown in Table 2. In this table, the formal specified accu-
racies are shown in bold. The percentages 50%, 63%, and
95% are the probable fractions of time for the receiver to
be located within the given distances of an exact position
calculated statistically. For example, the measured
vertical height of the receiver in the SPS system is
within 140 m of the central value 95% of the time. This
can be compared with 28 m for the PPS system. The dis-
tance error of 140 m is clearly too large to be useful in
aircraft applications, at low altitudes, but may be accept-
able at high altitudes.

A method of improving this accuracy is called differen-
tial GPS (DGPS), and it can help provide an SPS user
with subcentimeter accuracy in many cases. The DGPS
uses a ground station that is geodetically fixed (with exact
latitude and longitude), and it continuously tracks all vis-
ible satellites. Given the precise location and altitude of
the DGPS station, and that the satellites transmit their

Table 2. Accuracy in GPS Systems

Accuracy

50% of Time 63% of Time 95% of Time

PPS SPS PPS SPS PPS SPS

Position (m)
Horizontal 8 40 10.5 50 21 100
Vertical 9 47 14 70 28 140
Spherical 16 76 18 86 36 172

Velocity (x,y,z) (m/s) 0.07 — 0.1 — 0.2 —
Time (ns) 68 115 100 170 100 340
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positions in the NAV message, the DGPS can apply
corrections based on the measured delay times. By trans-
mitting corrected information about the visible satellite
positions to a GPS receiver via a radio channel, the
computation at the receiver can be improved.

The GPS is a powerful tool for accurate determination
of altitudes if one has access to a PPS system, and an al-
titude accuracy better than 100 m can be achieved even
with the SPS system. Handheld GPS receivers are now
commonly available for a few hundred dollars in consumer
retail outlets.

6. REMOTE SENSING

Remote sensing is the science of detecting, measuring, and
analyzing an object on the ground from a distance. It com-
prises mainly measurements of electromagnetic radiation
from the ground, in the form of energy reflected by active
sensors or emitted by passive sensors in various spectral
ranges picked up by aircraft or satellites. Also, remote
sensing may encompass aerial photography and similar
methods whose results are generally displayed in the
form of photographlike images. In aircraft applications,
images from different flight paths can be combined to al-
low an interpreter to perceive features in three dimen-
sions, and identify specific types of rock, soil, vegetation,
and other entities, where they have distinctive reflectance
values in different spectral regions of the electromagnetic
radiation.

Remote sensing systems are made from distinct com-
ponents as shown in Fig. 12: (1) an active or a passive
remote sensor that employs detecting mechanisms to
sense or scan the object, (2) a device for recording and
imaging of the information received, and (3) the analysis
and display system that makes the information useful. In
some cases, analysis and display systems are combined
and operate concurrently with the sensing system to pro-
cess and display the data instantaneously. In other cases,
the data are recorded and analyzed later. The displays are
usually in the form of aerial photographs or television
pictures.

An important feature of remote sensing is the identifi-
cation of signatures, which is used to sense the desired
objects against a complex background or surroundings.
For example, it may be necessary to identify a particular
mineral, crop blight, or type of air or water pollution. Sig-
nature, as applied to imagery, usually refers to visual
characteristics that identify the subject and separate it
from other similar objects.

Image formation is another important aspect of remote
sensing. In this regard, there are two categories of

systems: (1) imaging sensor systems, which can be sub-
divided into framing systems (e.g., aerial photographic
cameras, vidicons) and scanning systems, (e.g., radar),
and (2) nonimaging sensor systems, also known as spec-
tral data systems (e.g., spectroradiometers, radar scat-
terometers).

Remote sensors may be surface-based and stationary or
mobile, or airborne in aircraft, helicopters, or balloons; or
carried aboard spacecraft, such as satellites, a space shut-
tle, or a space station. These bases are known as the sen-
sor platforms. The resolution, or detail, with which a
remote sensor can monitor a subject generally depends
on the distance from the sensor platform to the object.
Generally, remote sensors that employ the shortest wave-
lengths provide the best resolution. For example, micro-
wave sensors, which operate at wavelengths longer than
those of thermal infrared sensors, can be expected to have
poorer resolution. However, the longer wavelengths have
the best penetrating power. Microwaves, for example, can
penetrate through clouds, whereas visible light and infra-
red light do not. Therefore, microwave radar systems are
often used to sense subjects that are not visible to optical
wavelength laser radar systems. Also, microwave systems
can be used to penetrate vegetation for geologic mapping,
to monitor snow depths, to indicate soil moisture, and
so on.

Remote sensing finds many applications, such as in
military equipment; air transport; deep-space research;
geography; environmental monitoring such as oceano-
graphy, hydrology, meteorology, and pollution control;
monitoring snow depth and ice cover, flood control, hydro-
electric generation, and water transport management; ag-
riculture and forestry; and lightning and fire sensing. The
geographic and geologic applications include land-use and
terrain mapping, geological mapping, and detection of
mineral deposits. Oceanographic applications encompass
monitoring of waves, currents, temperatures, salinity, tur-
bidity, and other parameters and phenomena related to
oceans and seas.

The technology of remote sensors varies from system to
system. For example, in a typical infrared remote sensing
system, the thermal infrared energy is detected by an
optical-mechanical scanner. The detector is cooled by a
liquid nitrogen or liquid helium jacket that encloses it, and
a rotating mirror directs radiation coming from various
directions onto the sensor. Infrared radiation permits
mapping surface temperatures to a precision of less than
a degree and thus shows the effects of phenomena that
produce temperature variations, such as groundwater
movements.

In another system, Landsat images are commonly
used. They are produced with data obtained from a mul-
tispectral scanner carried aboard certain U.S. Landsat
satellites orbiting Earth at an altitude of about 900 km.
Images covering an area of over 185 km2 are available for
virtually every part of Earth’s surface. Scanner measure-
ments are made in four spectral bands: green and red in
the visible portion of the spectrum, and two infrared
bands. The data are usually displayed by arbitrarily as-
signing different colors to the bands and then superim-
posing these to make representative images.
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Figure 12. Components of remote sensing for image processing.
The sensed signals are stored and processed either online or off-
line.
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Topographic mapping of the earth, moon, and planets
can be accomplished with high resolution and accuracy
using satellite laser altimeters. These systems employ
nanosecond laser pulses and microradian beam divergenc-
es to achieve submeter vertical range resolution from or-
bital altitudes of several hundred kilometers.

Conventional altimeters provide a topographic surface
profile. In most cases the surface topography is required
over an area. This can be achieved by multiple orbit traces
displaced across the track by successive revolutions of an
element making a large number of accurately positioned
orbital passes. Often a multibeam or scanning beam al-
timeter is used to provide three-dimensional images. The
corresponding geometry is illustrated in Fig. 13. The ac-
curate performance of the altimeter depends on the effects
of the target surface characteristics, spacecraft pointing
jitter, and waveform digitizer characteristics. The ranging
accuracy is critically dependent on the pointing accuracy
and stability of the altimeter, especially over high-relief
terrain where surface slopes are large. At typical orbital
altitudes of several hundred kilometers, single-shot accu-
racy of a few centimeters can be achieved when the point-
ing jitter is on the order of 10 m rad or less.

7. SURFACE HEIGHT MEASUREMENT AND HEIGHT
ACCURACY

Surface height measurement is an important concept as-
sociated with altimeter technology. In general, height
measurement has many applications, ranging from the
microscopic scale of measuring step heights in wafers in
integrated circuits and height measurements of machined
metal surfaces, to the very large scales of ice formation on
Earth’s surface and wave heights in the oceans. Conse-
quently, the instrumentation suitable for these measure-
ments ranges from microscopes and interferometers to
GPS and satellite radar.

In large-scale applications, many methods are used to
determine heights on land: (1) spirit leveling (most accu-
rate but slow), (2) measuring vertical angles and distances

(accurate and faster), (3) measuring differences in atmo-
spheric pressure, (4) using photographic techniques such
as aerial surveying, and (5) using radar and satellite
systems. The last two techniques are accurate but require
expensive and sophisticated equipment, as discussed
earlier. Often, more than one technique is employed to
obtain accurate geographic information, as illustrated in
Fig. 14.

In spirit leveling, a horizontal telescope fitted with
crosshairs, rotating around a vertical axis on a tripod, is
used to adjust a bubble, which is exactly centered. The
reading on a graduated vertical staff is observed through
the telescope. If such staffs are placed on successive
ground points, and the telescope is truly leveled, the dif-
ference between the readings at the crosshairs will equal
that between the heights of the points. By moving the level
and the staffs alternately along a path or road and repeat-
ing this procedure, differences in height can be measured
accurately over long horizontal distances. In some strin-
gent surveys, the error may be kept to less than a centi-
meter over a distance of 100 km.

For faster work in hilly areas, where lower accuracy is
usually acceptable, trigonometric height determination is
employed, using a theodolite to measure vertical angles
and measuring or calculating the distances by triangula-
tion. To increase precision, the observations are made si-
multaneously in both directions so that aerial refraction is
eliminated.

The third method of height determination depends on
measurements of atmospheric pressure differences with a
sensitive aneroid barometer, which can respond to pres-
sure differences small enough to correspond to 0.3–0.6 m
in height. To obtain reliable results, it is necessary to use a
reference barometer, as the air pressure changes constantly.
An alternative to the barometer for the pressure measure-
ments is the use of an apparatus for measuring the
boiling point of a liquid, since the boiling temperature
depends on the atmospheric pressure.

A relatively new method of surface height measure-
ment is the use of satellite and radar systems. The anal-
ysis of the signals received simultaneously from several
satellites gives heights as accurately as positions. Heights
determined in this way are useful in previously unmapped
areas as a check on results obtained by faster relative
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Figure 13. The geometry of a scanning beam altimeter. The
scanning is realized either electronically or mechanically. Pro-
cessing of the returned signals from each scan gives accurate
three-dimensional images.
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Figure 14. Use of different methods in remote sensing. Several
methods are combined electronically to give extremely accurate
mapping. In this particular case aerial photography, airborne sat-
ellite images, and digitized thematic maps are combined.
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methods, but they are not accurate enough for mapping
developed areas or for engineering projects. For example,
absolute and relative height measurements with the dif-
ferential GPS systems are accurate to about 30 m, where-
as in photogrammetric surveys subcentimeter accuracy
can be achieved over a wide area, typically 5 km2.

Another application of the satellite systems is in the
oceans, to measure the sea level, since the surface of
the sea acts as a reflector for radar waves. The accuracy
of the measurements depends on how precisely the
satellite orbit is known, and on the reduction of dynamic
effects on the sea surface such as semidiurnal and diurnal
tides.

A typical application of altimeters is in aircraft to
determine their height above the surface. Radar systems
are often used for geometric height estimation of civil
and military aircraft. A typical system consists of a stan-
dard altimeter backed up with secondary surveillance
radar (SSR) operating on mode S coupled to an omnidi-
rectional antenna fixed under the airplane. The geometric
height is derived by various methods, such as the trilate-
ration method, and the systematic errors are compen-
sated for by deriving the profile of the effect on height
measurements of the bias in range measurements.
Various curve-fitting techniques are used, which estimate
both the geometric height and any nonzero systematic
errors.

High single-point precision and high point density can
be obtained by airborne laser altimetry, using GPS posi-
tioning and inertial navigation system (INS) attitude
determination. However, these methods are subject to
various error sources, which include (1) internal laser
sensor errors; (2) GPS and INS errors; (3) atmospheric
effects; (4) terrain roughness, reflectivity, and slope;
(5) presence, height, and type of vegetation; and (6) inte-
gration and synchronization of laser, GPS, and INS. When
well calibrated, laser altimeters can give subcentimeter
accuracy. However, the accuracy may be very sensitive to
terrain type, terrain coverage, and filters used to remove
undesired objects, such as buildings and trees. In partic-
ular, pointing accuracy, which depends on the pointing
jitter of the scanning mirror and INS attitude determina-
tion, is a main error source, especially over high-relief
terrain.
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1. INTRODUCTION

In some digital communication systems, such as satellite
communication and cellular telephone systems, digital
message data, such as binary 0 and 1, must be impressed
on a high-frequency carrier signal before being transmit-
ted. The carrier is usually a voltage signal such as a cosine
function of time t

sðtÞ¼A cosð2pfctþ yÞ

where A is the amplitude, fc is the carrier frequency, and y
is the initial phase. Each of these three parameters or a
combination of some of them can be used to carrier the
message data. The process of impressing a message on to a
carrier by associating one or more parameters of the car-
rier with the message is called modulation, and the pro-
cess of extracting the message from the modulated signal
is called demodulation.

The most important properties of a modulation scheme
are the bandwidth efficiency, bit error probability, and
system complexity.

The bandwidth efficiency is defined as number of
bits per unit bandwidth (1 Hz) that a modulation scheme
communicates, and it is determined by the power spectral
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density (PSD) of a digitally modulated signal. Even
though the carrier signal of a digitally modulated signal
is a deterministic signal, the data bits that modulate the
carrier are typically random. Therefore the digitally mod-
ulated signal is typically a random signal. For random
signals, their spectral property is described by PSD
[1, App. A], unlike that for deterministic signals where
spectrum can be found using Fourier series or Fourier
transform, depending on whether the signal is periodical
or aperiodic, respectively.

Bit error probability is also commonly referred as bit
error rate (BER), although the latter is only an approxi-
mation of the former. It is largely determined by the signal
energy to noise energy ratio or simply signal-to-noise ratio
(SNR), as well as signaling format. One modulation
scheme may need less SNR than the other for the same
BER, then we say the former is more power efficient than
the latter.

System complexity refers to mainly complexities of the
modulator, demodulator, and synchronization subsystems,
which are also determined by signalling format.

The three basic digital modulations are the amplitude
shift keying (ASK), frequency shift keying (FSK), and
phase shift keying (PSK). As these terms suggest, while
keeping all other parameters of the carrier unchanged,
ASK uses the data to vary the amplitude, FSK uses the
data to change the frequency, and PSK uses the data to
control the phase of the carrier, respectively. Binary forms
of all three of them are the simplest ones, where the mod-
ulating digital message are binary. If the messages are M-
ary, where M is an integer, then the modulations are
MASK, MFSK, or MPSK.

Both ASK and FSK are the simplest to implement, but
ASK is more bandwidth-efficient; that is, for the same
system bandwidth ASK can transmit more data. ASK and
PSK have the same bandwidth efficiency, but PSK is more
power-efficient, that is, for the same SNR (signal-to-noise
ratio), the PSK has a lower bit error rate. However, PSK is
more difficult to implement than ASK. Even though PSK
has gained more popularity, ASK and FSK are still used in
many communication systems because of their implemen-
tation simplicity.

This article is about ASK. We will first introduce the
simplest ASK, the On–Off keying (OOK), in Section 2.
After that we will describe a general form M-ary ASK
(MASK) in Section 3, where a general form of the power
spectral density expression is given and optimum detec-
tion and its error probability expression is derived. In
Section 4, bipolar symmetric MASK and its PSD, BER,
modulator, and demodulator are presented. Section 5 dis-
cusses unipolar MASK and its PSD, BER, modulator and
demodulator. MASK and MPSK are compared in Section
6. Finally, in Section 7, two advanced forms of modulations
related to ASK, the QAM, and ASK-OFDM are briefly
discussed.

2. ON–OFF KEYING

The simplest ASK scheme is the binary unipolar ASK also
known as on–off keying (OOK), where binary data 1 and 0

are represented by the presence and the absence of a car-
rier burst, respectively. The OOK signal set is

s1ðtÞ¼A cos 2pfct for a¼ 1; 0 � t � T

s2ðtÞ¼ 0 for a¼ 0; 0 � t � T
ð1Þ

where a is the binary data. Figure 1 illustrates an OOK
signal, where (b) is the baseband data waveform corre-
sponding to the data sequence (10110). The baseband
waveform voltage is either A volts or 0, depending on
whether the data bit is 1 or 0. When the data bit is 1, there
is a burst of carrier signal of A volts in (b), otherwise there
is not.

In the following we examine the properties of OOK in
terms of its spectrum and bit error probability. We will
give expressions without derivations. We defer the deri-
vations to the section on noncoherent unipolar M-ary
ASK, of which OOK is only one special case.

2.1. Power Spectral Density and Bandwidth

It is well known that for a bandpass random signal s(t),
the PSD is completely determined by the PSD of its com-
plex envelope or equivalent baseband signal [1–3]

Csð f Þ¼
1

2
½C~ssð f � fcÞþC~ssð�f � fcÞ ð2Þ

where C~ssð f Þ is the PSD of the complex envelope. Thus it
suffices to have C~ssð f Þ instead of Csð f Þ.

Assuming that the random data bits are uncorrelated
and equally likely, the baseband PSD expression of OOK is
given by [1, p. 422]

C~ssð f Þ¼
A2T

4

sinp f T

p f T

� �2

þ
A2

4
dð f Þ ð3Þ

where d( f) is the Dirac delta function, which is a discrete
spectral line at zero frequency, reflecting the DC component

(a)

(b)

11 10 0

Time

0

A

−A

Time

0

0 T
−A

A

Figure 1. OOK waveforms: (a) data waveform; (b) modulated
OOK signal waveform.
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of the baseband signal. The rest is a continuous part of the
PSD, representing the variation in the data sequence.

Figure 2 shows the PSD of OOK. In the figure we set
A¼

ffiffiffi
2
p

and T¼ 1 for unity average symbol pulse energy
and fc¼ 4/T. In fact, the shape of the PSD in this figure is
for any unipolar M-ary ASK with rectangular pulse. From
the figure we can see that the main spectral components
are within the null-to-null bandwidth, which is 2/T. That
is, the null-to-null bandwidth is twice the symbol rate.

2.2. Modulator and Demodulator

The modulator of OOK is very simple (Fig. 3a). The binary
data sequence is used as a control signal that connects the
output with the oscillator through the switch when the bit
is 1 and disconnects the switch when the bit is 0. The de-
modulator can be in two different forms: the coherent (Fig.
3b) and the noncoherent (Fig. 3c). The coherent demodu-
lator requires a carrier recovery circuit that synchronizes
in frequency and phase the local oscillator in the receiver
with the received signal

rðtÞ¼ sðtÞþnðtÞ

where n(t) is the additive white Gaussian noise (AWGN)
whose two-sided power spectral density is N0/2. The

received signal is first multiplied with the recovered
carrier 2 cos 2pfct, and the product then passes a lowpass
filter (LPF). The LPF rejects the double-frequency part of
the product and high-frequency noise. The result is
Aþn, where n is the residual noise. This signal is sent
to the threshold detector, whose threshold is set at A/2.
If the signal is above A/2 threshold, the output is set to 1;
otherwise the output is set to 0. In the noncoherent
demodulator, the first stage is a bandpass filter (BPF)
with a center frequency of fc and adequate bandwidth.
This BPF has the function of selecting the desired signal
and rejecting the noise. The filtered signal then passes
an envelope detector, which extracts the envelope of the
modulated carrier, namely, the noise-corrupted baseband
pulses. Finally, the noise-corrupted baseband pulses
pass the threshold detector to produce the binary data
sequence.

The envelope detector can be implemented in the form
of a quadrature detector as shown in Fig. 4. It can also be
approximately implemented in other forms. For example,
the well-known AM demodulator consisting of a diode fol-
lowed by a resistor and a capacitor in parallel is an enve-
lope detector.

2.3. Bit Error Probability

Bit error probability expressions for OOK are given below
without proof. Later we can see that these expressions can
be derived as special cases from M-ary cases.

The bit error probability for coherent demodulation of
OOK is

Pb¼Q

ffiffiffiffiffiffiffi
Eb

N0

s !
ð4Þ

where Eb is the average bit energy and

QðxÞ ¼

Z 1

x

1ffiffiffiffiffiffi
2p
p e�

u2

2 du ð5Þ

is the Q function. The bit error probability for noncoherent
demodulation of OOK is [5].

Pb¼
1

2
exp �

Eb

2N0

� �
þ

1

2
Q

ffiffiffiffiffiffiffi
Eb

N0

s !
ð6Þ
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Figure 2. PSD of OOK and unipolar MASK with a rectangular
pulse, from Eqs. (3) and (2), with A¼

ffiffiffi
2
p

and T¼1.
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Figure 3. OOK modem: (a) modulator; (b) coherent demodulator;
(c) noncoherent demodulator.
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Figure 4. Quadrature envelope detector.
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Figure 5 shows the BERs of coherent and noncoherent
OOK; the former demodulator has a better BER. The non-
coherent is relatively easier to implement since it does not
require the carrier synchronization. The noncoherent de-
modulator is more robust against channel impairments
such as fading and also is suitable for systems where
synchronization is difficult such as a frequency-hopping
multiple-access system.

3. M-ARY ASK (MASK)

OOK is simple but not bandwidth-efficient. To improve
bandwidth efficiency, we need to go from binary to M-ary,
where M is usually a power of 2.

In M-ary ASK (MASK), data bits are grouped into n-
tuples, where n¼ log2 M. Each n-tuple is mapped into an
amplitude Ai. Thus a symbol in MASK is a burst of carrier
signal with an amplitude determined by the n-tuple and it
represents n bits instead of only one bit as in OOK. As we
will see later (Sections 4.1 and 5.1), the bandwidth of the
MASK signal’s PSD is determined by the symbol duration.
By keeping the symbol duration the same, an MASK sys-
tem and an OOK system will need the same bandwidth,
but the bit rate of the MASK system will be n times that of
the OOK system.

In the basic symbol period [0, T], an MASK signal with
a pulseshape p(t) can be expressed as

siðtÞ¼AipðtÞ cos 2pfct; 0 � t � T ð7Þ

for i¼ 1; 2; . . . ;M. The distribution of amplitudes varies.
The most common choices are the symmetric uniform
spacing bipolar distribution and uniform spacing unipo-
lar distribution. The amplitudes of the symmetric uniform
spacing bipolar distribution is given by

Ai¼ ð2i� 1�MÞA; i¼ 1; 2; . . . ;M ð8Þ

where A40. The amplitude spacing is 2A. For example,
if M¼ 4, then AiA(� 3A, �A, A, 3A). The amplitude
distribution of the uniform spacing unipolar distribution
is given by

Ai¼ ði� 1ÞA; i¼ 1; 2; . . . ;M ð9Þ

The amplitude spacing is A. If M¼ 4, then AiA(0, A, 2A,
3A). OOK is just a special case of the unipolar MASK when
M¼2.

A bipolar MASK can be demodulated only coherently
since noncoherent demodulation cannot distinguish
the sign of the signal. A unipolar MASK can be demodu-
lated noncoherently as well as coherently. However, it is
generally used in a system where coherent demodulation
is difficult; thus noncoherent demodulation is preferred.
If coherent demodulation is feasible, the symmetric
uniform spacing bipolar MASK is preferred over the uni-
form spacing unipolar MASK since the former has
better BER performance. In the following two sections,
we will discuss coherent symmetric uniform spacing
bipolar MASK and noncoherent uniform spacing unipolar
MASK. But first, we examine the power spectral densities
of both.

3.1. Power Spectral Density

Consider a sequence of MASK symbols in the form of

sðtÞ¼
X1

k¼�1

Akpðt� kT cos 2pfct; �1oto1 ð10Þ

where Ak are the amplitudes controlled by the data n-
tuples. Assuming that the data are uncorrelated, the PSD
of the complex envelope of the bandpass MASK signal is
[1, (A.18)]

Csð f Þ¼
s2

A Pð f Þ
�� ��2

T
þ

mA

T

� �2 X1

k¼�1

P
k

T

� �����

����
2

d f �
k

T

� �
ð11Þ

where P( f ) is the Fourier transform of pðtÞ; s2
A is the vari-

ance of Ak, and mA is the mean value of Ak.
Now let us assume that p(t) is rectangular with unit

amplitude; then

jPð f Þj ¼ T
sin pf T

pf T

����

���� ð12Þ

and

P
k

T
¼T

sinpk

pk
¼

T; k¼ 0

0; kO0
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Figure 5. OOK bit error probabilities: solid line—coherent de-
modulation; dotted line—noncoherent demodulation.
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then the PSD of the complex envelope of the bandpass
MASK signal is

C~ssð f Þ¼ s2
AT

sinpf T

pf T

� �2

þ ðmAÞ
2dð f Þ ð13Þ

3.2. Optimum Detection and Error Probability

It is well known from detection theory that for a noise-cor-
rupted signal, the optimum detection starts by correlating
the signal with a set of orthonormal basis functions from
which the signal is constructed [4, Chap. 2] [1, App. B]. The
outputs of the correlators are called sufficient statistics.
Then, based on the probability distributions of the suffi-
cient statistics and the detection criterion (usually mini-
mum error probability), the detection rule is established.

To derive the optimum demodulator of the MASK, we
first assume that the pulseshaping function is the unit
amplitude rectangular pulse; then we can rewrite (7) in
terms of an orthonormal basis function f(t)

siðtÞ¼Ai cos 2pfct¼ sifðtÞ; 0 � t � T ð14Þ

Note that there is only one basis function

fðtÞ¼

ffiffiffiffi
2

T

r
cos 2pfct ð15Þ

and its energy is normalized, that is,
R T

0 f2
ðtÞdt¼ 1 and si

is the projection of s(t) onto the orthonormal basis func-
tion, given by

si¼

Z T

0
siðtÞfðtÞdt¼Ai

ffiffiffiffi
T

2

r
ð16Þ

Assuming that the received signal is

rðtÞ¼ siðtÞþnðtÞ

then the sufficient statistic is the correlator output

r¼

Z T

0
rðtÞfðtÞdt ð17Þ

and the detector compares r to si and chooses the closest
(minimum distance decision rule) [1].

The error probability of the coherent detection for an
MASK with equal amplitude spacings can be derived as
follows. Assuming an AWGN channel with two-sided noise
PSD of N0/2, we obtain

r¼

Z T

0
rðtÞfðtÞdt¼

Z T

0
½siðtÞþnðtÞ�fðtÞdt¼ siþn

where n is Gaussian with zero mean and a variance of
N0 /2 [1, App. B]. Thus r is Gaussian with mean si and
variance N0 /2.

f ðr=siÞ¼
1ffiffiffiffiffiffiffiffiffi
pN0

p exp �
ðr� siÞ

2

N0

" #
ð18Þ

Now we assume that signals si are equally spaced.
Figure 6 shows the probability distribution densities
of r conditioned on equally spaced si, where ti are
thresholds. This figure can help us derive the error prob-
ability.

Assuming that, si is transmitted, a symbol error occurs
when the noise n exceeds in magnitude one-half the dis-
tance between two adjacent levels. This probability is the
same for each si except for the two outside levels, where an
error can occur in one direction only. Assuming all ampli-
tude levels are equally likely, the average symbol error
probability is

Ps¼
M � 1

M
Pr r� sij j >

D
2

� �

where D is the distance between adjacent signal levels,
and also is the distance between adjacent thresholds.
Thus

Ps¼
M � 1

M
Pr jr� sij >

D
2

� �

¼
M � 1

M

2ffiffiffiffiffiffiffiffiffi
pN0

p

Z 1

D=2
e�x2=N0 dx

¼
M � 1

M

2ffiffiffiffiffiffi
2p
p

Z 1

D=
ffiffiffiffiffiffiffi
2N0

p e�x2=2dx

That is

Ps¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffi
D2

2N0

s0
@

1
A ð19Þ

Note that this expression is applicable to any uniformly
spaced MASK, whether it is bipolar or unipolar, symmet-
ric or asymmetric.

Now if the MASK signal’s pulseshaping function is an
arbitrary energy function rather than rectangular, we can
write (7) as

siðtÞ¼AipðtÞ cos 2pfct¼ sifðtÞ; 0 � t � T ð20Þ

f(r/x)= 1

π.No

exp
−(r−x)2

No

f(r/si−2)  f(r/si−1) f(r/si) f(r/si+1) f(r/si+2)

	i−3
Si−2 	i−2

Si−1 	i−1
Si 	i

Si+1 	i+1
Si+2 	i+2

r

Figure 6. Thresholds and decision regions for MASK. (From
Xiong [1], copyright r 2000 Artech House.)
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where

fðtÞ¼
ffiffiffiffiffiffiffiffiffiffiffi
2=Ep

q
pðtÞ cos 2pfct

si¼Ai

ffiffiffiffiffiffiffiffiffiffiffi
Ep=2

q ð21Þ

where Ep is the energy of pulseshaping signal p(t) in [0, T]
Note that

R T
0 f2
ðtÞdtffi 1 for fc441/T. Thus for most prac-

tical cases where fc441/T, the optimum demodulator for
the rectangular pulse case is still applicable for other
pulseshapes and the symbol error probability expression
(19) is still valid.

4. BIPOLAR SYMMETRIC M-ARY ASK

As mentioned in the previous section, a bipolar MASK can
be demodulated only coherently and is preferred over the
unipolar MASK since the former has better BER perfor-
mance. In this section, we will examine coherent symmet-
ric uniform-spacing bipolar MASK in terms of its PSD,
system structure, and BER.

4.1. Power Spectral Density and Bandwidth

The PSD of the complex envelope of the symmetric bipolar
MASK (not necessarily uniformly spaced) is obtained by
setting mA¼ 0 in (11):

C~ssð f Þ¼
s2

AjPð f Þj
2

T
ð22Þ

The above shows that the PSD of symmetric bipolar
MASK is determined by the PSD of the pulseshaping
function p(t). If the pulse is rectangular, then, from (13),
we have

C~ssð f Þ¼ s2
AT

sin p f T

p f T

� �2

ð23Þ

The passband PSD can be obtained by substituting the
baseband PSD expressions into (2). Figure 7 shows the
passband PSD of the bipolar MASK with rectangular
pulse (where we set s2

AT¼ 1
2). The null-to-null bandwidth

is 2/T. Note that unlike the PSD for OOK there is no dis-
crete spectral line at the carrier frequency.

4.2. Modulator and Demodulator

The modulator is shown in Fig. 8. Figure 8a is a direct
implementation of (7). The level generator takes n¼ log2

M bits from the binary datastream and maps them into an
amplitude level AkA{Ai}, where the subscript k indicates
the kth symbol interval. The mapping is preferably gray-
coding so that the n-tuples representing the adjacent am-
plitudes differ by only one bit. The functions of the
remaining blocks are self-explanatory. The equivalent im-
plementation is shown in Fig. 8b. It is more practical for
hardware implementation. The p(t) multiplier is replaced
with a filter with an impulse response p(t). In order to
generate a pulse Aip(t), the input to the filter must be an
impulse Aid(t). In practice, this can be realized by a very
narrow pulse with amplitude Ai.

The optimum receiver implementing the minimum dis-
tance rule is shown in Fig. 9, where the last block is a
threshold detector. Figure 9a is a direct implementation of
(17) and the minimum distance rule. In Fig. 9b, the cor-
relation with p(t) is replaced by a matched filter and a
sampler [1, p. 419]. Figure 9b is more practical for hard-
ware implementation.

0.3
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Figure 7. PSD of bipolar MASK with rectangular pulse, and
s2

AT¼ 1
2.
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Figure 8. MASK modulator. (From Xiong [1], copyright r 2000
Artech House.)
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Figure 9. Optimum coherent demodulators for MASK. (From
Xiong [1], copyright r 2000 Artech House.)

122 AMPLITUDE SHIFT KEYING



The threshold detector has M� 1 thresholds, each
placed in the middle of two signal points (refer to Fig. 7).
The correlator computes the r, and the threshold detector
is actually computing the distance of r to the amplitudes
si, i¼ 1, 2, y, M and chooses the smallest. Note that the
reference signal can be any scaled version off(t) as long as
the thresholds are scaled accordingly.

The recovery of coherent carrier and the symbol timing
clock are assumed in the coherent demodulator. A descrip-
tion of techniques of carrier and timing recovery is beyond
the scope of this article, but it can be found in common
communication books.

4.3. Error Probability

The error probability of bipolar symmetric uniformly
spaced MASK is obtained from (19), but we need to figure
out what D is. For bipolar symmetric uniformly spaced
MASK, the amplitudes Ai are given in (8). In terms of
signal projection si, from (21) we can write

si¼Ai

ffiffiffiffiffiffiffiffiffiffiffi
Ep=2

q
¼ ð2i� 1�MÞA

ffiffiffiffiffiffiffiffiffiffiffi
Ep=2

q

¼ð2i� 1�MÞA0; i¼1; 2; . . . ;M

ð24Þ

where A0¼A
ffiffiffiffiffiffiffiffiffiffiffi
Ep=2

p
. Then

D¼ jsi � si�1j ¼ 2A0

Thus from (19) we have

Ps¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffi
2A2

0

N0

s0

@

1

A ð25Þ

The symbol error probability can be expressed in terms of
the average energy of the signals. The average symbol en-
ergy of the signals is

Es¼
1

M

XM

i¼ 1

Ei¼
1

M

XM

i¼ 1

s2
i

¼
1

M

XM

i¼ 1

ð2i� 1�MÞ2A2
0¼

1

M

MðM2 � 1ÞA2
0

3

¼
1

3
ðM2 � 1ÞA2

0

ð26Þ

As a result, (25) becomes

Ps¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6Es

ðM2 � 1ÞN0

s !
ð27Þ

Since the average energy per bit is Eb¼Es/log2 M, (27) can
be written as

Ps¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6ðlog2 MÞEb

ðM2 � 1ÞN0

s !
ð28Þ

Figure 10 shows the curves of the symbol error proba-
bility of the bipolar symmetric uniformly spaced MASK
versus Eb /N0. We emphasize that (27) to (28) depend on
only average energy of the signal symbols, not the function
form of p(t). In general, bit error probability is not simply
related to symbol error probability. However, for Gray
coded1 n-tuple-to-amplitude mapping, the adjacent sym-
bols differ by only one bit. At high signal-to-noise ratios,
the most likely errors are the adjacent symbols, so in this
case

Pb �
Ps

log2M
ð29Þ

5. UNIPOLAR M-ARY ASK

As pointed out in Section 2, a unipolar MASK can be de-
modulated noncoherently as well as coherently. Even
though coherent unipolar MASK is not a usual choice
since the symmetric bipolar MASK is better in terms of
BER, for the sake of completeness and also because of
the ease in doing this, we will present the error probability
expression. Then we will focus on the noncoherent
unipolar MASK. But first we examine its power spectral
density.
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Figure 10. Symbol error probability of coherent bipolar symmet-
ric uniformly spaced MASK (solid line) and coherent unipolar
uniformly spaced MASK (dotted line).

1The bits-to-amplitude mapping could be arbitrary as long as the
mapping is one-to-one. However, a method called Gray coding is
usually used. Gray coding assigns n-tuples with only one-bit dif-
ference to two adjacent amplitudes. When an M-ary symbol error
occurs, it is most likely that the signal is detected as one of the
signals with the adjacent amplitudes; thus only one of the n bits is
in error. Gray coding keeps the bit error rate at the minimum for a
given symbol error rate.
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5.1. Power Spectral Density and Bandwidth

In general, the PSD of unipolar MASK is given by (11). For
uniformly spaced amplitudes and rectangular symbol
pulse, the PSD of the complex envelope is given in (13).
The passband PSD shape is shown in Fig. 2.

For the amplitudes given in (9), the mean value of the
amplitudes is

mA¼
1

M
ð0þAþ � � � þ ðM � 1ÞAÞ¼

ðM � 1ÞA

2

and then

C~ssðf Þ¼ s2
AT

sinp f T

p f T

� �2

þ
ðM � 1Þ2A2

4
dð f Þ ð30Þ

5.2. Modulator and Demodulator

The structure of modulator for unipolar MASK is almost
the same as that for bipolar MASK as shown in Fig. 8. The
difference is only in the settings of the level generator due
to the signal’s unipolarity. The signal levels are now only
positive and equally spaced.

The structure of coherent demodulator for unipolar
MASK is almost the same as that for bipolar MASK as
shown in Fig. 9. The difference is only in the settings of the
threshold detector due to the signal’s unipolarity. The
thresholds now are only positive and equally spaced.

The structure of noncoherent demodulator for unipolar
MASK is almost the same as that for OOK as shown in
Fig. 3. The difference is in the threshold detector, which
must now have multiple equally-spaced thresholds.

5.3. Coherent Demodulation and Error Probability

The symbol error probability is again given by (19), but we
need to figure out what D is. For unipolar uniformly
spaced MASK, the amplitudes are given in (9). In terms
of signal projection si, from (21) we can write

si¼Ai

ffiffiffiffiffiffiffiffiffiffiffi
Ep=2

q
¼ ði� 1ÞA

ffiffiffiffiffiffiffiffiffiffiffi
Ep=2

q

¼ ði� 1ÞA0; i¼ 1; 2; . . . ;M

ð31Þ

where A0¼A
ffiffiffiffiffiffiffiffiffiffiffi
Ep=2

p
. Then

D¼ jsi � si�1j ¼A0

Thus from (19) we have

Ps¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffi
A2

0

2N0

s0
@

1
A ð32Þ

The average symbol energy of the signals is

Es¼
1

M

XM

i¼ 1

Ei¼
1

M

XM

i¼ 1

s2
i

¼
1

M

XM

i¼ 1

ði� 1Þ2A2
0¼

1

M

XM�1

j¼ 0

j2A2
0

¼
1

6
ð2M2 � 3Mþ 1ÞA2

0

As a result, (32) becomes

Ps¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3Es

ð2M2 � 3Mþ 1ÞN0

s !
ð33Þ

In terms of average energy per bit, (33) can be written
as

Ps¼
2ðM � 1Þ

M
Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ðlog2 MÞEb

ð2M2 � 3Mþ 1ÞN0

s !
ð34Þ

This expression is plotted in Fig. 10 (dotted line). The Pb at
high SNRs can be estimated by (29). When M¼ 2, the uni-
polar MASK is OOK, Ps¼Pb. Substituting M¼ 2 into (34),
we obtain the exact expression in (4).

Comparing (28) and (34) reveals that the ratio of the
expression in the square root sign of (28) over that of (34)
is

RðMÞ¼
2ð2M2 � 3Mþ 1Þ

M2 � 1

Table 1 shows some values of R(M). It shows that
the bipolar uniformly spaced MASK is superior to the
unipolar uniformly spaced MASK. The asymptotic ratio
is 4 or 6 dB. This confirms the statement we said earlier
that coherent unipolar MASK is not a usual choice
since the symmetric bipolar MASK is better in terms of
BER.

5.4. Noncoherent Demodulation and Error Probability

When carrier synchronization is difficult or beyond simple
system complexity, noncoherent unipolar MASK can be
used. The noncoherent demodulator is the same as that for
OOK in Fig. 3c except that the threshold detector must
have multiple thresholds. The thresholds and symbol er-
ror probability for noncoherent demodulation of the uni-
polar uniformly spaced MASK in AWGN channel has been
derived [6]. We summarize the derivation here and pre-
sent the results.

Recall that the unipolar uniformly spaced MASK signal
set is (0, A, 2A, y, (M� 1)A). When the amplitude A0¼ 0 is
transmitted, the output of the envelope detector (Fig. 4),
denoted as Z, has Rayleigh distribution (the first proba-
bility density function (pdf) in Fig. 11). An error will occur
if the envelope Z has a value greater than the threshold g.
The probability of error for this case will be

pðejA0Þ¼

Z 1

g

Z
s2

exp �
Z2

2s2

� �
dZ

Table 1. Comparison between Bipolar and Unipolar Uni-
formly Spaced MASK

M 2 4 8 16 32 64 N

R(M) 2 2.8 3.333 3.647 3.818 3.908 4
10 log R(M)

(dB)
3.01 4.472 5.229 5.619 5.819 5.919 6.02
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where s2
¼N0/2 is the variance2 of the AWGN [1,7]. At

high signal-to-noise ratio, the optimum threshold (g0) can
be closely approximated by

ffiffiffiffiffiffiffiffiffiffi
Emin

p
=2 [8], where Emin¼

A2T/2 is the energy of the symbol with the minimum non-
zero amplitude. Therefore

pðejA0Þ¼ exp �
Emin

4N0

� �

The other case that should be considered separately is
the case when the symbol AM�1 is transmitted (see the last
pdf in Fig. 11). In this case, the probability density func-
tion of the envelope Z is Rician and is centered at
ðM � 1Þ

ffiffiffiffiffiffiffiffiffiffi
Emin

p
. An error will occur if the value of the en-

velope Z has a value less than the threshold. At high sig-
nal-to-noise ratio, the Rician distribution is closely
approximated by a Gaussian distribution [8]. Using the
Gaussian approximation, the probability of error for this
case will be

pðejAM�1Þ �

Z gM�2

�1

1

s
ffiffiffiffiffiffi
2p
p exp

�
ðZ� ðM � 1Þ

ffiffiffiffiffiffiffiffiffiffi
Emin

p
Þ
2

2s2

" #
dZ

Since we have used the Gaussian approximation, the
threshold will be taken as the intersection of the adjacent
probability density functions pðZjAM�1Þ and pðZjAM�2Þ,
that is, gM�2¼ ðM � 1:5Þ

ffiffiffiffiffiffiffiffiffiffi
Emin

p
, then

pðejAM�1Þ � Q

ffiffiffiffiffiffiffiffiffiffi
Emin

2N0

s !

All other transmitted symbols have the same Rician
distribution with different means. Because of the equal
spacing of these signals and their thresholds, they have
equal probability of error. Regardless of what symbol was
transmitted, we can assume that the Rician pdf is cen-
tered at the zero point and an error will occur if Z exceeds
the upper or lower threshold, that is, if Z >

ffiffiffiffiffiffiffiffiffiffi
Emin

p
=2 or

Zo�
ffiffiffiffiffiffiffiffiffiffi
Emin

p
=2. Since the Gaussian approximation has

symmetric pdf around its mean, the average probability

of error can be expressed as

pðejAiÞ �2

Z 1

g

1

s
ffiffiffiffiffiffi
2p
p exp �

Z2

2s2

� �
dZ

¼ 2Q

ffiffiffiffiffiffiffiffiffiffi
Emin

2N0

s !
; i¼ 1; . . . ;M � 2

Multiplying the three conditional probabilities by (1/M),
(1/M) and [(M� 2)/M], respectively, and adding them will
give

Ps¼
1

M
exp �

Emin

4N0

� �
þ ð2M � 3ÞQ

ffiffiffiffiffiffiffiffiffiffi
Emin

2N0

s !" #

The average symbol energy Es is related to the minimum
symbol energy by

Es¼
1

M

XM

i¼ 1

Ei¼
1

M

XM

i¼ 1

ði� 1Þ2 A2 T

2

� �
¼

1

M

XM�1

j¼ 0

j2 A2 T

2

� �

¼
1

6
ð2M2 � 3Mþ 1Þ A2 T

2

� �
¼

1

6
ð2M2 � 3Mþ 1ÞEmin

or

Emin¼
6Es

2M2 � 3Mþ 1
¼ 2BMEs

where

BM ¼
3

2M2 � 3Mþ 1
ð35Þ

This equation can be written in terms of Es/N0 using the
following equation

Ps¼
1

M
exp �

Es

2N0
BM

� �
þ ð2M � 3ÞQ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Es

N0
BM

s !" #
ð36Þ

or in terms of Eb/N0

Ps¼
1

M
exp �

1

2
ðlog2 MÞBM

Eb

N0

� ��

þ ð2M � 3ÞQ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðlog2 MÞBM
Eb

N0

s !# ð37Þ

where Eb is the average energy per bit. When M¼ 2, the
above reduces to the Pb expression for OOK (6). Figure 12
shows the symbol error probability given above for non-
coherent demodulation (dotted lines), together with those
for coherent demodulation. From the figure we can see
that the noncoherent demodulation incurs a small perfor-
mance degradation. When M is high, the degradation is
negligible.

f(�/s0)

f(�/s1) f(�/s2) f(�/s3)

S0 S1 S2 S3
0 1 2

Figure 11. Threshold and decision regions for unipolar nonco-
herent MASK (M¼4).

2The envelope detector must be a quadrature receiver with or-
thonormal reference carriers.
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6. COMPARISON WITH MPSK

For the same symbol rate and the pulseshape, MPSK and
MASK have the same PSD and hence the same band-
width. Thus it makes sense to compare their BER perfor-
mances.

In comparison to MPSK, starting from M¼ 4, the error
probability of bipolar MASK is inferior to that of the
MPSK. The Ps of the MPSK is given by [1, (4.24)]

Ps � 2Q

ffiffiffiffiffiffiffiffi
2Es

N0

s

sin
p
M

 !
ð38Þ

Comparing (38) and (27), the ratio (MASK over MPSK) of
the arguments inside the square root sign of the Q func-
tion is

RM ¼
3

ðM2 � 1Þ sin2 p
M

ð39Þ

and is tabulated in Table 2. If MZ32 the degradation
is constantly 5.17 dB. This is easily seen from (39). For

large M, sinp/MDp/M, and RMD3/p2D0.304. Another fact
is that in both bipolar MASK and MPSK, for the same
error probability, the power increase is 6 dB for doubling
M for large M. This means in terms of increasing band-
width efficiency with increased M, both schemes pay the
same penalty in BER performance. However, MASK
still has a fixed 5.17 dB disadvantage against MPSK.
This shows MASK is inferior to MPSK in terms of error
probability. However, we will see that going to two-dimen-
sional MASK, namely, QAM, improves error rate perfor-
mance significantly. As a result, QAM is superior to MPSK
when M44. We will briefly discuss QAM in the next
section.

7. ADVANCED MODULATIONS RELATED TO ASK

Two important modulations arise from ASK. One is the
quadrature amplitude modulation or QAM. Another is the
ASK-OFDM (orthogonal frequency division multiplexing).

QAM is constructed by adding two MASK signals to-
gether as below [p(t) is pulseshape]

siðtÞ¼Ai1pðtÞ cos 2pfct� Ai2pðtÞ sin 2pfct

As can be seen, the second carrier is a sine function that is
orthogonal to the first carrier. The first component is the
in-phase or I component, and the second component is the
quadrature or Q component. The system complexity of
QAM doubles that of MASK since it requires I and Q
branches in its modulator and demodulator. However, the
BER performance of QAM is much better than MASK. In
fact, the BER performance of an M-ary QAM is exactly the
same as that of a

ffiffiffiffiffi
M
p

-ary MASK whose bandwidth effi-
ciency is only half that of QAM [13]. Also the BER perfor-
mance of an M-ary QAM is even better than that of MPSK
when M44. For example, for the same BER, the MPSK
needs 1.65, 4.20, and 7.02 dB more SNR for M¼ 8, 16, and
32, respectively [1].

Orthogonal frequency-division multiplexing is a band-
width-efficient multiple-carrier modulation scheme, espe-
cially good for frequency-selective fading channels, where
data are separated into N datastreams. Each of them
modulates a subcarrier. Then these N modulated signals
are summed to form the final signal, which in turn mod-
ulates a higher-frequency carrier for transmission. The
common modulations used in OFDM are QAM or MPSK
[9]. Noncoherent OOK or MASK were also proposed to be
used in frequency-hopping multiple-access system since
carrier synchronization is difficult in such system [11,12].
An OFDM scheme that uses QAM or MPSK or noncoher-
ent MASK (including OOK) requires that the N subcarri-
ers be separated in frequency by 1/T for them to be
orthogonal to each other so that they can be separated
in the demodulator. These types of OFDM can be conve-
niently implemented by the pair of inverse fast Fourier
transform (IFFT) for modulation and FFT for demodula-
tion [10]. MASK-OFDM has been proposed [13], where
coherent MASK is used for modulation that requires a
frequency separation of only 1/2 T and can be conveniently
implemented by the pair of fast cosine transform (FCT)
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Figure 12. Symbol error probability of unipolar uniformly
spaced MASK: solid line—coherently demodulated; dotted line—
noncoherently demodulated.

Table 2. Power Penalty of MASK over MPSK

M 2 4 8 16 32 64 128

R(M) 1 0.4 0.325 0.309 0.305 0.304 0.304
10 log R(M)

(dB)
0 �3.98 �4.88 �5.10 �5.16 �5.17 �5.17
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and inverse FCT (IFCT) for modulation and demodula-
tion, respectively. Since the BER performance of
MASK is inferior to that of QAM, the order of the MASK
has to be reduced to

ffiffiffiffiffi
M
p

to match the BER performance
of QAM. By doing so, the bandwidth advantage of
MASK-OFDM is lost. However, the system complexity
of MASK-OFDM is reduced in comparison to that of
QAM-OFDM.
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ANALYTICAL AND ADAPTIVE MODELING
OF NONLINEAR HIGH-POWER AMPLIFIERS
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1. INTRODUCTION

Communication channels are equipped with high-power
amplifiers (HPA), which are used to amplify the transmit-

ted signal in order to reach an acceptable signal-to-noise
ratio (SNR). In general, these amplifiers have nonlinear
characteristics. For example, traveling-wave-tube (TWT)
amplifiers (see examples of amplitude and phase conver-
sions in TWT amplifiers in Figs. 1 and 2, respectively) and
solid-state power (SSP) amplifiers are widely used in sat-
ellite communications for their excellent power efficiency
[15]. However, these amplifiers cause nonlinear distor-
tions to the transmitted signals, due to their nonlinear
behavior.

For low input levels, the output power of a nonlinear
HPA is essentially a linear function of the input power. As
the input drive increases, the output power increases
nonlinearly until the point of maximum power output is
reached. Beyond this point (referred to as ‘‘saturation’’),
any additional increase in the input power level does not
result in an additional increase in output power (see, e.g.,
Fig. 1). The operating point of the TWT is usually given in
terms of input or output backoff from saturation. Gene-
rally, an amplifier will be most efficient when it operates at
or near saturation.
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Figure 1. Example of amplitude conversion of a TWT amplifier.
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Figure 2. Example of phase conversion of a TWT amplifier.
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The closer an amplifier is driven to saturation, the
greater the amount of distortion it produces. Distortion
may also be produced in the phase, which may change
nonlinearly with the input power level.

HPA modeling serves a variety of purposes. For
example, if the required measured physical data are
unavailable, an analytical model is desirable. This model
can be used in order to run computer simulations that
measure a variety of signal and channel configurations
without imposing instrumentation limitations. The ana-
lytical expressions derived by the model can be used in
order to conduct performance analysis of the communi-
cation channel, to study the efficiency of the design
through computer simulations, or to optimize the
channel resources over various amplifier and channel
conditions. Moreover, analytical models can be used in
order to design and optimize the different parts of
the transmitter and the receiver, such as modulation
scheme and predistortion technique at the transmitter;
and demodulation scheme, detection device, and equali-
zation algorithm at the receiver. This article presents
a survey of nonlinear amplifier models, including memo-
ryless amplifiers and amplifiers with memory. There is
a special focus on adaptive neural network (NN)
approaches.

2. NONLINEAR MEMORYLESS HIGH-POWER AMPLIFIERS

2.1. Signal Representation

TWT amplifiers exhibit two nonlinear conversions: ampli-
tude-to-amplitude (AM/AM) and amplitude-to-phase
(AM/PM) conversions. Two equivalent frequency-indepen-
dent representations have been proposed for these
nonlinearities: amplitude–phase (A-P) representation
and in-phase – quadrature (I-Q) representation [24].

Let the TWT input wave be expressed as

xðtÞ¼ rðtÞ cosðo0tþf0Þ ð1Þ

where o0 is the carrier frequency and r(t) and f0 are the
input signal amplitude and phase, respectively.

For the A-P representation, the output signal is ex-
pressed as

yðtÞ¼AðrðtÞÞ cosðo0tþfðrðtÞÞþf0Þ ð2Þ

where A(r) and f(r) are the AM/AM and AM/PM conver-
sions, respectively.

For the I-Q representation, the output signal is repre-
sented by its in-phase and quadrature components

pðtÞ¼PðrðtÞÞ cosðo0tþf0Þ ð3Þ

qðtÞ¼ �QðrðtÞÞ sinðo0tþf0Þ ð4Þ

where P(r) and Q(r) are the in-phase and quadrature
conversions, respectively. These can be shown from the

AM/AM and AM/PM conversions to be:

PðrÞ¼AðrÞ cosðfðrÞÞ ð5Þ

QðrÞ¼AðrÞ sinðfðrÞÞ ð6Þ

2.2. Nonlinear Distortion Effect on Digitally Modulated
Signals

When the input signal is digitally modulated, the HPA
nonlinearity rotates the signal constellation. This causes
an alteration in the decision region. Figure 3 displays the
effect of nonlinearity on the constellation of a 16-quad-
rature amplitude modulation (16-QAM) signal. The deci-
sion regions are used by the receiver to decode the
received symbols. If a received symbol falls in the deci-
sion region of a certain constellation point, then the
receiver decides that the transmitted symbol is that parti-
cular constellation point.

(a)

(b)

Figure 3. TWT input (a) and output (b) constellations with am-
plifier working close to saturation.
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When the decision regions are distorted, the recei-
ver can no longer use the ideal decision regions of the
transmitted constellation in order to decode the received
signal. The receiver must know the constellation at the
output of the amplifier, which is difficult since the char-
acteristics and the operating point of the amplifier may
change. Moreover, as can be seen in Fig. 3b, some symbols
become closer to each other in the distorted constellation,
leading to an increase in the symbol error rate (SER).

2.3. Intermodulation Distortions and Spectral Regrowth

Another major consequence of amplifier nonlinearities is
the generation of intermodulation distortion (IMD) prod-
ucts [17]. IMD products are located at frequencies above
and below those of the input carriers, and at frequency
intervals equal to separations between input carriers.
IMD products cannot be easily eliminated through filter-
ing, as they are located close to the desired input signal
bandwidth. IMD products not only corrupt the amplified
signal itself but also cause adjacent-channel interference
due to spectral regrowth (Fig. 4), which is more serious
because it acts as interference to the adjacent channels.
This interference is tightly controlled by the communica-
tions standards being used, and must be reduced to the
allowable limit. Thus, this phenomenon has a direct im-
pact on the system capacity and performance.

Distortion is most often evaluated in terms of the ratio
of the carrier to the third-order IMD products (i.e., IMD
terms closest to the carrier). IMD terms can also be non-
symmetric. This imbalance is due to the presence of both
amplitude- and phase-induced IMD products [17].

Interference produced in the adjacent channel is char-
acterized by the adjacent-channel power ratio (ACPR),
which is the power in the main channel divided by the
power in the lower plus upper adjacent channels [25].

HPA amplifier design depends on tradeoffs between
three main performance indicators: output power, efficien-
cy, and sideband regrowth. However, a certain amount of
power amplifier nonlinearity has to be accepted in order to
guarantee satisfactory amplifier efficiency.

Moreover, these amplifiers not only are nonlinear, but
also can possess memory. If the reciprocal of the band-
width of the input signal is much larger than the memory
of the amplifier (as is the case for most amplifiers driven
with narrowband signals), then the amplifier can be mod-
eled as memoryless for that particular input signal. This
means that the output is a function of the input at the
present time only.

An accurate and verified simulation model for an HPA
is required to reliably study the effects of the nonlinearity
on the system level, and to give an insight into the prob-
lem of finding an appropriate tradeoff between power
amplifier efficiency and system capacity. Therefore, an op-
timal operating point is imperative in order to maximize
the output power and minimize the degradation due to
distortions.

2.4. Amplifier Backoff

Backoff (BO) defines how far the HPA is operating from
the saturation point. The input saturation power is de-
fined as the maximum power that can be provided by the
amplifier with the highest efficiency. Beyond saturation,
the amplifier has no more gain in power. There are two
ways of defining backoff: (1) relative to the input [input
backoff (IBO)] and (2) relative to the output [output back-
off (OBO)]. IBO is the ratio of the saturation power to the
desired drive (input) power. OBO is the ratio of the satu-
ration power to the actual output power. Increasing the
IBO or OBO reduces nonlinear distortions, but also leads
to less output power.
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ated by a TWT amplifier.
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3. ANALYTICAL MODELS

Considerable work has been done in the literature for
developing analytical expressions of TWT characteristics.
The analytical models have been categorized based on
the form of the mathematical representation to elucidate
the general characteristics of the models falling in each
category.

3.1. Power Series

The power series representation is one of the most
commonly used methods to represent nonlinear devices
because it identifies the contribution of different power
terms. Since the AM/AM conversion, A(r), is an odd func-
tion of r, and the AM/PM conversion, f(r), is an even func-
tion, the following expansion is generally assumed

AðrÞ¼
X1

m¼ 0

amr2mþ 1 ð7Þ

fðrÞ¼
X1

m¼ 0

pmr2m ð8Þ

where parameters {am} and {pm} have to be determined
(e.g., through an optimization procedure).

The power series or Taylor expression must be used
with some caution because the series may not converge
for all values and sometimes converges slowly. The series
requires a large number of terms and heavy computation.
The power series model can closely approximate the
amplifier curve for a limited range. A common drawback
with this model is the explosion of the predicted variable
magnitude. This occurs when large values are assigned
to some predictions. This type of behavior necessitates
the censoring of the predicted variable value. Hence, it is
difficult to test strong nonlinearities in simulation when
there is a very large envelope variation in the input signal.

The classic work using this model was performed by
Chapman and Millard [4]. They accounted for the effect of
the AM/PM conversion, which was represented by a single
constant coefficient k determined through a measured
technique:

fðrÞ¼ kr2 ð9Þ

This relation does not hold over the complete operating
region of the TWT amplifier.

Medhurst and Roberts [21] proposed a representation
of the AM/AM characteristic by using the sum of the linear
and cubic terms and used a two-tone test for verification:

yðtÞ¼a1xðtÞþa3x3ðtÞ ð10Þ

3.2. Softlimiter Approach

The input/output relationship can simply be modeled as
an ideal softlimiter that has two distinct regions: the per-
fect linear region and the saturation region. However,
the linear region of a practical TWT amplifier is not as
perfectly linear as that of the soft limiter. Moreover, this
representation does not give a completely realistic model

of the TWT. The limitation of this model is that it requires
the envelope amplitude function A(r) not to fall off beyond
saturation.

3.3. Exponential Expression

Berman and Mahle [2] gave a three-parameter analytical
expression of the AM/PM conversion, which gives reason-
ably good agreement over the whole range, especially for
small input power and above saturation

fðrÞ¼ k1ð1� expð�k2r2ÞÞþ k3r2 ð11Þ

where k1, k2, k3 are the TWT constants obtained from a
measured transfer characteristic by a cut-and-dry method
or by an optimization routine. The slope for zero input
power is given by 2k1k2. Moreover, for a large input signal
power, f(r) approaches k3r2.

Thomas et al. [27] proposed a four-parameter formula
for A(r). The amplitude nonlinearity was analytically mod-
eled by fitting the single-carrier input/output power data
with a portion of cosine centered around saturation. This
leads to the following function representation

AðrÞ¼
10

a½cosðlog10ð
r
rs
Þ=bÞ�1�

; r > rs

r; rors

8
<

: ð12Þ

where rs is the input saturation power and a and b are
constants chosen to fit the data that can be calculated
through optimization routines.

3.4. Error Function

The error function closely follows the AM-AM character-
istics of a typical TWT amplifier. However, this approach
can result in higher error for different amplifiers which
may not follow the typical characteristic closely. Pawula
[22] presented the input–output relationship of nonlinea-
rity by an error function characteristic using

AðrÞ¼ a

ffiffiffi
p
2

r
erf

r

b

� �
ð13Þ

where a is the gain parameter and b is the limiter para-
meter.

3.5. Bessel Functions

The Bessel function was also considered for analytical
modeling because of its analytical and numerical conve-
nience as it simplifies the calculation of the output spec-
trum. However, it requires a large number of terms to fit
the measured data.

Kaye et al. [18] came up with the quadrature model
and used a sum of Bessel functions of the first kind of
order 1. In order to compute the power spectra of the
outputs of the nonlinearities in the I-Q representation,
they suggested to represent them by a convergent series
of functions that are, on one hand, simple to determine
from the measured data and, on the other hand, conve-
nient for the power spectrum calculations. This model is
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expressed as

PðrÞ½or QðrÞ� ¼
ffiffiffi
2
p XL

m¼ 1

bmJ1

ffiffiffi
2
p

rð2m� 1Þp
R

 !
;

r �
R

2
ffiffiffi
2
p

ð14Þ

where J1( � ) is the Bessel function of the first kind of order 1.
Simbo and Potano [26] used a complex Bessel function

expansion to simultaneously account for the AM/AM and
AM/PM conversion of the TWT. Group delay and ampli-
tude variation preceding the input of the nonlinear device
was modeled using a Fourier series expression. However,
the function has a high computational complexity for the
calculation of the coefficients:

AðrÞejfðrÞ ¼
XL

m¼ 1

bkJ1ðamrÞ ð15Þ

where {bm} are complex coefficients, and a is a constant
that scales the input level.

For the I-Q representation, Hetrakul and Taylor [9]
proposed two-parameter formulas using a modified Bessel
function of the first kind

PðrÞ¼C1re�C2r2

J0ðC2r2Þ ð16Þ

QðrÞ¼S1re�S2r2

J1ðS2r2Þ ð17Þ

where, Jk( � ) is the modified Bessel function of the first
kind of order k. The coefficients C1, C2, S1, S2 are comput-
ed from a conventional optimization subroutine, so as to
yield the least-squares fit to the actual measured data.
The Bessel function approximation needs four coefficients
to give a good fit to the TWT nonlinearity, up to and be-
yond saturation. Note that for large input power values,
the formulas approach certain constants.

3.6. Rational Functions: Saleh’s Model

A very comprehensive work was published by Saleh [24]
for both A-P and I-Q representations. The model presented
by Saleh is widely used in the literature. It is a frequency-
independent model and can be made frequency-dependent
by adding filters that reflect the frequency selectivity:

A-P Representation. The AM/AM and AM/PM curves
are modeled as

AðrÞ¼
aar

1þ bar2
ð18Þ

fðrÞ¼
apr2

1þ bpr2
ð19Þ

Note that for a large value of r, A(r) is proportional to 1/r
and f(r) approaches a constant.

I-Q Representation. The in-phase and quadrature
curves are modeled as follows:

PðrÞ¼
aPr

1þbPr2
ð20Þ

QðrÞ¼
aQr3

ð1þ bQr2Þ
2

ð21Þ

Note that for a large value of r, both P(r) and Q(r) are
proportional to 1

r.
Saleh used a minimum mean-square-error (MMSE)

procedure for fitting the formulas to the experimental
data. With only two parameters, this is the most widely
used model for TWT amplifiers in the literature. Note that,
for high input power signals, A(r) and f(r) approach aa/bar
and ap /bp, respectively. Therefore, this model is suited for
amplifiers that have these specific asymptotic behaviors.

4. NEURAL NETWORKS FOR MODELING MEMORYLESS
TWT AMPLIFIERS

This section employs multilayer neural networks [8] to
model TWT amplifiers. The main advantage of NN models
over classical models is that they offer better MSE ap-
proximation performance than do classical TWT models
[12]. NNs are adaptive, which makes them appropriate for
online modeling. Classical models are based on offline op-
timization procedures that do not allow online modeling.
Moreover, NNs can model a variety of nonlinear amplifiers
using the same parametrized structure (e.g., a structure
with five neurons). Only the NN weight values change
from one TWT model to another. On the contrary, most
classical models have been designed for specific families of
TWT amplifiers (e.g., TWTs having a given asymptotic be-
havior). Therefore, they may not always be appropriate for
emerging generations of TWT and SSP amplifiers.

4.1. NN Structure and Learning Algorithms:

Figure 5 shows the modeling scheme of a TWT character-
istic using a two-layer neural network (NN) [10]. The NN
has a scalar input, M neurons in the first layer, and a sca-
lar output. A set of input–output data (collected from the
physical TWT measurements, or from the transmission
channel input–output signals) is presented to the NN. The
network output at time n is expressed as

sðnÞ¼
XM

k¼1

ckf ðwkxðnÞþ bkÞ ð22Þ

where x(n) is the input sample at time n and f is the ac-
tivation function (which is taken in this article as the hy-
perbolic tangent function); {wk}, {bk}, and {ck}, k¼ 1,y, M,
are the NN weights. We denote the vector containing the
network weights by y: y¼ [w1,y, wM,b1,y, bM,c1,y, cM]T

where ( )T denotes the transpose.
To perform the modeling task, the NN weights are up-

dated using a learning algorithm that minimizes the
squared error between the TWT output and the NN outputs

JðnÞ¼
1

2
jjeðnÞjj2 ð23Þ

where

eðnÞ¼ yðnÞþN0ðnÞ � sðnÞ ð24Þ

where y(n) is the TWT output and N0(n) is a zero-mean
white Gaussian noise with variance s2.
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In the following, we present two approaches to update
the NN weights: the classical backpropagation (BP) algo-
rithm and natural gradient (NG) algorithm.

The BP algorithm follows the ordinary gradient descent
to update the weight vector y:

yðnþ 1Þ¼ yðnÞ � mryðJðnÞÞ ð25Þ

where m is a small positive constant, and ry is the ordinary
gradient with respect to y:

ryðJðnÞÞ ¼ � eðnÞ .rysðnÞ

¼ � eðnÞ .

xðnÞc1f 0ðw1xðnÞþ b1Þ

..

.

xðnÞcMf 0ðwMxðnÞ þbMÞ

f ðw1xðnÞþ b1Þ

..

.

f ðwMxðnÞþ bMÞ

c1f 0ðw1xðnÞþ b1Þ

..

.

cMf 0ðwMxðnÞþ bMÞ

0

BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

ð26Þ

The NG algorithm follows the steepest-descent direction of
the loss function, which is given by [1]

� ~rryJðnÞ¼ �G�1ryJðnÞ ð27Þ

where G� 1 is the inverse of the Fisher information matrix
(FIM):

G¼ ½gi;jðyÞ� ¼ E
@JðnÞ

@yi

@JðnÞ

@yj

� �� �
ð28Þ

Therefore, the NG algorithm adjusts the NN weights as
follows:

yðnþ 1Þ ¼ yðnÞ � mG�1ryðJðnÞÞ ð29Þ

The calculation of the expectations in the FIM requires
knowledge of the probability distribution functions (pdf
values) of x and s, which are not always available. More-
over, the calculation of the inverse of the FIM is compu-
tationally very costly. A modified Kalman filter technique
has been proposed [1] for an online estimation of the FIM
inverse

ĜG�1ðnþ 1Þ¼ ð1þ enÞĜG
�1ðnÞ

� enĜG�1ðnÞrysðnÞðrysðnÞÞ
tĜG�1ðnÞ

ð30Þ

where rys(n) is the ordinary gradient of s [see Eq. (26)],
and en is a positive updating rate. The choice of en depends
on how fast /stable the algorithm is desired to be. For ex-
ample, if en¼ ce /n (where ce is a small positive constant),
then Kalman filtering is equivalent to an online calcula-
tion of the arithmetic mean. However, when en is a con-
stant, the convergence is faster but the algorithm may be
less stable.

In order to reach a good tradeoff between convergence
speed and stability, we will use a search-and-converge
method in which en is defined by

en¼

e0þ
cen

t

1þ
cen

te0
þ

n2

t

ð31Þ

where t is a positive time constant, and e0 is a small
positive constant. Here, small n corresponds to a ‘‘search’’
phase (where en is close to e0), and large n corresponds to a
‘‘converge’’ phase (en is equivalent to ce /n).

Simulation Example 1. Here, a neural network composed of
M¼5 neurons is used to model the AM/AM characteristic
of a TWT amplifier. The NG and the BP algorithms are
compared. The simulations show that the value of m¼
0.005 represents a good tradeoff (for each algorithm) bet-
ween convergence speed and stability. Figure 6a shows
the learning curve for each algorithm. It can be seen that
the NG descent has a much faster convergence. The re-
sulting MSE approximation performances are 9� 10�6

and 3.0� 10�5 for the NG and BP algorithms, respecti-
vely. Figure 6b illustrates the resulting AM/AM models
and the original TWT input–output data that have been
used for learning. Note that, for this amplifier, classical
models such as Saleh [24] and Thomas [27] expressions
give 1.4� 10� 4 and 2.0� 10�4 as MSE errors, respective-
ly. Therefore, the NG approach outperforms both the
classical models and the BP algorithm. For asymptotic be-
havior, NN models approach a constant (due to the shape
of the neuron activation function), which is desirable in
TWT modeling as it ensures stability for high input power
fluctuations. The desired asymptotic constant can be in-
cluded as an additional constraint value during the learn-
ing process. Finally, the odd and even BP algorithms can
be employed (if needed by the user to ensure strict even
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N0(n)

s(n)

y(n)x(n)
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−

Figure 5. NN adaptive modeling of a nonlinear TWT amplifier.
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or odd characteristics) [10]. See Table 1 for additional
computer simulation results.

5. MODELING AND IDENTIFICATION OF NONLINEAR
AMPLIFIERS WITH MEMORY

As discussed above, some nonlinear amplifiers may con-
tain a memory that cannot be neglected. Moreover, the

transmission channel may also be considered as a nonlin-
ear system with memory. This is because the uplink and
downlink channels may introduce some memory because
of thermal and electrical effects, multi-path propagation,
or other filtering processes in the channel [15]. Several
approaches, including those discussed below, have been
proposed in the literature to model nonlinear amplifiers
with memory.

5.1. Volterra Model

In the Volterra model, the input–output relationship is
expressed as follows

yðtÞ¼h0þ

Z þ1

�1

h1ðt1Þ xðt� t1Þdt1

þ

Z þ1

�1

Z þ1

�1

h2ðt1; t2Þ xðt� t1Þ

� xðt� t2Þdt1dt2

þ

Z þ1

�1

Z þ1

�1

Z þ1

�1

h3ðt1; t2; t3Þ xðt� t1Þ

� xðt� t2Þ xðt� t3Þdt1dt2dt3þ � � �

ð32Þ

where the Volterra kernels {h1(t1), h2(t1, t2), h3(t1, t2, t3),
y.} have to be obtained through an optimization or adap-
tive procedure.

Volterra series can approximate nonlinear amplifier
characteristics [3,16,28,30] and predistortion devices
[3,6,16] relatively well. The major drawback of this mod-
el is its complexity, which increases immensely with the
length of the memory and the order of the nonlinearity.

5.2. Wiener Model (Filter–Memoryless Nonlinearity or
Two-Box Model)

In this model, the amplifier is modeled by a linear filter
followed by a memoryless nonlinearity (Fig. 7). This model
is very simple and can provide a good approximation of the
memory and the nonlinearity. The characterization of the
filter and nonlinearity can be made through adaptive or
optimization procedures [11,24].

5.3. Wiener–Hammerstein Model (Three-Box Model)

The amplifier is modeled by a linear filter followed by
a memoryless nonlinearity followed by a linear filter
(Fig. 8). This model has been shown to accurately predict
intermodulation products and yield excellent character-
ization of several TWT and SSP amplifier behaviors. The
different boxes can be determined through measure-
ment and data processing [5], or they can be determined

NG

0
10−6

10−5

10−4

10−3

10−2

10−1

100

BP

MSE

1 2 3 4 5 6 7 8 9 10

Output amplitude

BP
NG

Thomas

 Input amplitude

× 104  Iterations

Measured data

Saleh

+

+ + + + + +
+

+

+

+

+

+

+

+

+

+
+

+ + + + + +

−2
−1

−0.8

−0.6

−0.4

−0.2

0.2

0.4

0.6

0.8

1

0

−1.5 −1 −0.5 0 0.5 1 1.5 2

(a)

(b)

Figure 6. Modeling the AM/AM conversion of Intelsat IV TWT
amplifier: (a) learning curves of the BP and NG algorithms; (b)
comparison between the different models. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)

Table 1. MSE Performance of Different Models for Approximation of I-Q and A-P TWT Characteristics

Characteristic BP NN NG NN Saleh [24] Hetrakul–Taylor [9] Thomas et al. [27] Berman and Mahle [2]

In-phase 6.1�10�3 2.6�10� 4 3.20�10� 3 3.30�10� 3 — —
Quadrature 6.2�10� 3 2.7�10� 4 5.20�10� 4 1.60�10� 3 — —
AM/AM 3.0�10� 5 9.0�10� 6 1.40�10� 4 — 2.00�10� 4 —
AM/PM 8.1�10�5 3.2�10� 6 1.38�10� 4 — — 8.00�10� 4
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adaptively (e.g., using neural networks and adaptive fil-
tering) [11]. In this model, a physical interpretation of the
different parts of the model can be easily made. This leads
to an easy design and optimization of communication sys-
tem (predistortion, equalization, IMD calculation, etc.).

5.4. Parallel Wiener Model

This model is composed of several parallel Wiener blocks
that are summed together to yield the output. These
models are more complicated than the two-box and
the three-box models, but may yield better accuracy if
the nonlinearity is complicated [19].

5.5. Memory Polynomial

The memory polynomial model (see Fig. 9) is composed of
a cascade of polynomials separated by unit delays. The
output can be expressed in discrete time as

yðnÞ¼
XL

k¼ 0

Fkðxðn� kÞÞ ð33Þ

where Fk(x) is the kth polynomial.
An extension of this model has been proposed in

Ref. 20, allowing the unit delays to be sparse delay taps.
This allows longer-time-constant memory effects to be
modeled in parallel with short-time-constant effects using
fewer parameters. The different parameters in this model
can be characterized using an adaptive sliding-window
approach.

The following section details the Wiener modeling ap-
proach using neural networks and adaptive filtering.

6. WIENER MODELING USING ADAPTIVE FILTERING AND
NEURAL NETWORKS

The nonlinear channel to be modeled in this section is a
nonlinear Wiener system composed of a linear filter
HðzÞ ¼

PNh�1
k¼ 0 hkz�k followed by a zero-memory amplitude

nonlinearity g( � ) (Fig. 10). The phase nonlinearity is not
considered in this section, but it can easily be included in
the scheme with small changes to the algorithm
[11,13,14].

The nonlinear system output signal is corrupted by a
zero-mean additive white Gaussian noise (AWGN) N0(n).
It can be expressed at time n as

dðnÞ ¼ yðnÞþN0ðnÞ

where

yðnÞ¼ g
XNh�1

k¼0

hkxðn� kÞ

 !
ð34Þ

The NN model (Fig. 10) is composed of an adaptive filter,
QðzÞ¼

PNq�1
k¼ 0 qkz�k, followed by a two-layer (zero-memory)

adaptive neural network. The two-layer NN is composed
of a scalar (real-valued) input, M neurons in the input
layer, and a scalar output.

The adaptive structure has two goals:

1. Identify the linear filter H by the adaptive filter Q.

2. Model the nonlinearity g( � ) by the zero-memory
nonlinear NN.

The learning is performed by using the input–output sig-
nals only (i.e., we consider the unknown nonlinear system
as a blackbox).

The NN output at time n is expressed as

sðnÞ¼
XM

k¼1

¼ ckf wk

XNq�1

i¼ 0

qixðn� iÞþ bk

 !

¼
XM

k¼1

ckf ðwkQtXðnÞþ bkÞ

ð35Þ

where {wk}, {bk}, and {ck} (where k¼ 1,y, M) are the NN
weights, Q¼ ½q0 q1 � � � qNQ�1�

T, and X(n)¼ [x(n) x(n� 1)?
x(n�NQþ 1)]T.

The network and filter parameters are updated in order
to minimize the loss function Jn (or squared error) be-
tween the system output and the NN output

JðnÞ¼
1

2
jjeðnÞjj2 ð36Þ

where

eðnÞ ¼dðnÞ � sðnÞ ð37Þ

We denote the system parameter vector to be updated
by y¼ ½w1w2 � � �wMb1b2 � � � bMc1c2 � � � cMq0q1 � � � qNQ�1�

T.
The BP and NG approaches that can be used to update
the system are
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Figure 7. Wiener model.
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BP Algorithm. The BP algorithm updates the weights
according to the ordinary gradient descent

yðnþ 1Þ¼ yðnÞ � mryJðnÞ ð38Þ

where m is a small positive constant, and ry repre-
sents the ordinary gradient with respect to vector y,
which is expressed as

ryJðnÞ¼ � eðnÞrysðnÞ ð39Þ

where

rysðnÞ¼

c1QtXðnÞf 0ðw1QtXðnÞþ b1Þ

..

.

cMQtXðnÞf 0ðwMQtXðnÞ þbMÞ

c1f 0ðw1QtXðnÞþ b1Þ

..

.

cMf 0ðwMQtXðnÞþ bMÞ

f ðw1QtXðnÞþ b1Þ

..

.

f ðwMQtXðnÞþ bMÞ

xðnÞ
PM

k¼ 1

ckwkf 0ðwkQtXðnÞþ bkÞ

..

.

xðn�NQþ1Þ
PM

k¼ 1

ckwkf 0ðwkQtXðnÞþ bkÞ

0

BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

ð40Þ

where f 0 denotes the first derivative of f.

The NG Algorithm. The NN weights are updated ac-
cording to the NG descent

yðnþ 1Þ¼ yðnÞ � m ~rryJðnÞ ð41Þ

where ~rry represents the NG

� ~rryJðnÞ¼ � G�1ryJðnÞ

where G�1 is the FIM inverse:

G¼ ½gi; j� ¼ E
@JðnÞ

@yi

@JðnÞ

@yj

� �� �
ð42Þ

Here again, the FIM can be approximated online
using a modified Kalman technique

ĜG�1ðnþ 1Þ¼ ð1þ enÞĜG�1ðnÞ � enĜG�1ðnÞ

�rysðnÞðrysðnÞÞ
tĜG�1ðnÞ

ð43Þ

where rys(n) is the (ordinary) gradient of s(n) [see
Eq. (40)].

Simulation Example 2. For the unknown structure to be
identified, the following amplitude nonlinearity is taken:

gðxÞ¼
ax

1þ bx2
; a¼ 2; b¼ 1

The input signal has been taken as a white Gaussian
sequence with variance 1 and fitter H is taken as H¼
[1.49 1.36 1.07 0.67 0.27 � 0.057 � 0.263 � 0.325 � 0.263
� 0.125]T. The noise variance is s¼ 0.002 and the learning
rate is fixed to m¼ 0.007.

Filter Q is composed of 10 weights that have been ini-
tialized with 0 values. The NN is composed of M¼ 5 neu-
rons. Figure 11 displays the learning curves of the BP and
NG algorithms. The NG algorithm is faster and yields a
lower MSE than does the BP algorithm (the MSE after
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Figure 10. Neural network modeling and
identification structure.
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convergence equals 5� 10� 5 for the NG and 5.5� 10� 4

for the BP).
Figure 12 shows the frequency responses of the exact

filter and the models obtained through the BP and NG
algorithms, respectively. The frequency responses of the
models are scaled versions of the exact filter frequency
response. The amplitude conversion model obtained by the
memoryless NN compensates for the scaling factor intro-
duced by the adaptive filter. Figure 13 shows the AM/AM
curves obtained through the NG and BP algorithms, res-
pectively, which fit very well with the exact nonlinearity.

One major advantage of this NN adaptive approach is
that it allows one to identify (or extract) the memoryless
nonlinearity and estimate the memory of the amplifier,
even in the case where the amplifier is not physically
composed of separated blocks (i.e., a linear filter followed
by a memoryless nonlinearity).

In Ref. 11, an adaptive structure composed of an adap-
tive filter, followed by a memoryless NN followed by an
adaptive filter, has been used to characterize an SSP
amplifier using physical measured data. The adaptive
structure was able to extract the amplifier memoryless
nonlinearity and characterize its frequency response.
See also Refs. 7, 23, and 29 for other NN and adaptive

approaches used to efficiently model, identify, simulate, and
characterize nonlinear microwave circuits with memory.
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Neural networks for modeling non linear memoryless chan-
nels, IEEE Trans. Commun. 45(7):768–771 (July 1997).

11. M. Ibnkahla, N. J. Bershad, J. Sombrin, and F. Castanié,
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1. LINEAR ANISOTROPY AND BIANISOTROPY

Free space or vacuum is isotropic. Its electromagnetic
response characteristics are contained in the frequency-
domain constitutive relations

Dðr;oÞ¼ e0Eðr;oÞ

Hðr;oÞ¼ m�1
0 Bðr;oÞ

)
ð1Þ

wherein r is the position vector and o is the angular
frequency. The induction field phasors Dðr;oÞ and Hðr;oÞ
are scalar multiples of the primitive field phasors Eðr;oÞ
and Bðr;oÞ, respectively. The constants of proportionality—
the permittivity e0¼ 8.854�10� 12 F/m and the permea-
bility m0¼ 4p�10� 7 H/m of free space—are fundamental to
the structure of modern electromagnetic theory [1].

The dielectric media that students are introduced to in
their first electromagnetism course are also isotropic, with

Dðr;oÞ¼ eðoÞEðr;oÞ

Hðr;oÞ ¼m�1
0 Bðr;oÞ

)
ð2Þ
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as the constitutive relations. The permittivity scalar e
must be complex-valued and frequency-dependent due to
causality. Isotropic magnetic media are described by the
constitutive relations

Dðr;oÞ¼ e0Eðr;oÞ

Hðr;oÞ ¼m�1ðoÞBðr;oÞ

)
ð3Þ

wherein the permeability scalar m is frequency-dependent
and complex-valued. Electromagnetically, the most com-
plex of all isotropic media are the isotropic chiral media
[2] whose constitutive relations

Dðr;oÞ¼ eðoÞEðr;oÞþ wðoÞBðr;oÞ

Hðr;oÞ¼ m�1ðoÞBðr;oÞþ wðoÞEðr;oÞ

)
ð4Þ

employ three complex-valued scalars: e, m, and w.
The induction and the primitive field phasors are

aligned in all linear isotropic media, because the constants
of proportionality in Eqs. (1)–(4) are scalars. In contrast,
the macroscopic properties of anisotropy and bianisotropy
denote the directionality of the primitive field phasors
relative to the induction field phasors. Specifically, a
medium is termed dielectrically anisotropic if Dðr;oÞ is
not aligned with Eðr;oÞ, and magnetically anisotropic if
Hðr;oÞ is not aligned with Bðr;oÞ. In a linear dielectric–
magnetic medium, the field phasors are related in the
frequency-domain constitutive relations1

Dðr;oÞ¼ eðoÞ .Eðr;oÞ

Bðr;oÞ¼ mðoÞ .Hðr;oÞ

)
ð5Þ

by the 3� 3 dyadics (i.e., second-rank Cartesian tensors)
of permittivity e and permeability m. Any n�n dyadic can
be interpreted as a n�n matrix throughout this article
[3, Chapter 1].

Many examples of anisotropic dielectric media arise in
the context of crystal optics [4,5]. The uniaxial and
orthorhombic biaxial crystals, which may be characterized
by the permittivity dyadics

e
uni
ðoÞ¼ e11ðoÞðx̂xx̂xþ ŷyŷyÞþ e33ðoÞẑzẑz ð6Þ

and

e
ortho
ðoÞ¼ e11ðoÞx̂xx̂xþ e22ðoÞŷyŷyþ e33ðoÞẑzẑz ð7Þ

respectively, are widely studied; here and hereafter, the
Cartesian unit vectors are denoted by x̂x; ŷy; and ẑz. Nematic
and smectic liquid crystals are also described by Eqs. (6)
and (7), respectively [6,7]. Permeability dyadics with
forms analogous to (6) and (7) may be employed to describe
diamagnetic and paramagnetic crystals [5]. An important
noncrystalline example of anisotropic dielectric behavior
is provided by an electron plasma in thermal motion,
biased by a static magnetic field [3, Chapter 7]. The
corresponding permittivity dyadic has the gyrotropic form

e
gyro
ðoÞ¼ e11ðoÞðx̂xx̂xþ ŷyŷyÞþ e33ðoÞẑzẑzþ e12ðoÞðx̂x ŷy� ŷyx̂xÞ ð8Þ

when the biasing magnetostatic field is oriented parallel
to ẑz. Magnetically biased ferrites may be characterized in
terms of a permeability dyadic analogous to the e

gyro
of (8)

[3, Chapter 7].
The generalization from anisotropy to bianisotropy is

achieved through the introduction of the magnetoelectric
dyadics xðoÞ and zðoÞ; thereby, the bianisotropic constitu-
tive relations emerge as [8,9]

Dðr;oÞ¼ eðoÞ .Eðr;oÞþ xðoÞ .Hðr;oÞ

Bðr;oÞ¼ zðoÞ .Eðr;oÞþ mðoÞ .Hðr;oÞ

9
=

; ð9Þ

If a particular medium is nonhomogeneous, its constitu-
tive dyadics are functions of the position vector r; thus, the
nonhomogeneous counterparts of (9) are as follows:

Dðr;oÞ ¼ eðr;oÞ .Eðr;oÞþ xðr;oÞ .Hðr;oÞ

Bðr;oÞ¼ zðr;oÞ .Eðr;oÞþ mðr;oÞ .Hðr;oÞ

9
=

; ð10Þ

In the remainder of this article, unless stated otherwise,
homogeneity is assumed.

The most commonplace example of bianisotropy arises
when a linear isotropic dielectric and/or magnetic medium
rigidly attached to a constantly moving reference frame is
considered from a stationary reference frame. From the
perspective of a stationary observer, the moving medium
is bianisotropic [3,10]. Thus, if an isotropic dielectric–
magnetic medium with permittivity e and permeability
m is traveling with uniform velocity v, then the constitutive
dyadics of the moving medium from the perspective of a
stationary observer are

e
mov
¼ e½aIþ ð1� aÞv̂vv̂v �

x
mov
¼ bv̂v� I

z
mov
¼ � bv̂v� I

m
mov
¼ m½aIþð1� aÞv̂vv̂v �

9
>>>>>>=

>>>>>>;

ð11Þ

where I¼ x̂xx̂xþ ŷyŷyþ ẑzẑz denotes the 3� 3 identity dyadic
and

a¼
1� e0m0jvj

2

1� emjvj2
; b¼

jvjðem� e0m0Þ

1� emjvj2
; v̂v¼

1

jvj
v ð12Þ

More exotic examples of bianisotropy arise from direct
generalizations of the anisotropic forms (6)–(8). For exam-
ple, (7) leads to the conceptualization of the orthorhombic
biaxial bianisotropic form [11,12]

g
ortho
¼ g11x̂xx̂xþ g22ŷyŷyþ g33ẑzẑz; ðg¼ e; x; z; mÞ ð13Þ

Media described by the gyrotropic form (8), when mixed
with isotropic chiral media [2] and homogenized, give rise
to the class of bianisotropic media known as Faraday
chiral media (FCM) [13,14]. These are described by the
constitutive dyadics

g
FCM
¼ g11ðx̂xx̂xþ ŷyŷyÞþ g33ẑzẑzþ g12ðx̂xŷy� ŷyx̂xÞ;

ðg¼ e; x; z; mÞ
ð14Þ

with x
FCM
¼ � z

FCM
.

1It is convenient for the solution of boundary-value problems in
engineering practice to interchange the roles of Bðr;oÞ and Hðr;oÞ
in frequency-domain constitutive relations.
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Artificial bianisotropic media have been fabricated
since at least the 1890s, when Bose [15] reported experi-
mental results on the passage of microwaves through an
ensemble of jute spirals. But the fabrication of artificial
bianisotropic media intensified only about a century later,
following renewal of interest in chirality [2]. Electrically
small wire structures with twists have to be represen-
ted by both electric and magnetic dipoles, insofar as
scattering is concerned [16]. Hence, ensembles of twis-
ted wires—which can be fabricated in many ways
[17,18]—are effectively bianisotropic continua at suffi-
ciently low frequencies.

In the most general linear scenario, each of the four
constitutive dyadics e; x; z, and m contains nine complex-
valued scalars; in matrix notation, we obtain

g¼

g11 g12 g13

g21 g22 g23

g31 g32 g33

0
BBBBB@

1
CCCCCA
; ðg¼ e; x; z; mÞ ð15Þ

However, for consistency with the special theory of rela-
tivity, all linear media must satisfy the Post constraint
[19,20]

Trace ðmÞ�1 . ðzþ xÞ
h i

¼0 ð16Þ

Hence, a maximum of 35 independent, complex-valued,
frequency-dependent parameters are needed to character-
ize a bianisotropic medium. The number of parameters
may be further reduced by imposing conditions such as
Lorentz reciprocity [21]

e¼ eT; x¼ � zT; m¼ mT ð17Þ

where the superscript T denotes the transpose. Also, if the
effects of dissipation are neglected, then the approxima-
tion [3, Section 2.5]

e¼ eþ ; x¼ zþ ; m¼mþ ð18Þ

may be implemented, with the superscript þ indicating
the conjugate transpose.

2. POINT GROUPS FOR LINEAR CONSTITUTIVE DYADICS

The specific form of the constitutive dyadics of a medium
reflects the spacetime symmetry of the underlying med-
ium physics. In particular, it is the point group symmetry
of the anisotropic or bianisotropic medium that deter-
mines the form of Eq. (15) [22]. Each point group consists
of all those space, time and spacetime transformations
that bring the medium into self-coincidence. The number
of different point groups is 122. These are conventionally
divided into the three classes [23,24]: G1 and G2 contain-
ing 32 point groups each, and G3 containing 58 point
groups. Class G1 describes those media which are invar-
iant under the time-reversal operation. Lorentz-reciprocal
media (17), including anisotropic diamagnetic and para-
magnetic media, belong to G1. The 32 point groups of G1

give rise to the seven classical crystallographic systems—

triclinic, monoclinic, orthorhombic, tetragonal, trigonal,
hexagonal and cubic [5]—whose point groups and asso-
ciated constitutive dyadic forms are listed in Table 1. (The
230 space groups corresponding to the 32 point groups of
G1—which specify the symmetry elements of the under-
lying Bravais lattice—may be found in standard sources
such as Ref. 25. The class G2 does not contain the time
reversal operation, whereas point groups of G3 contain the
time-reversal operation in combination with rotation–
reflection operations. The classes G2 and G3 describe
magnetic media (ferromagnetics, antiferromagnetics and
ferrimagnetics [23]) and the most general bianisotropic
media [26]. The 90 point groups belonging to G2 and G3,
together with their corresponding constitutive dyadic
forms, are cataloged elsewhere [22,24].

3. PLANE-WAVE PROPAGATION

In the frequency domain, the source-free Maxwell curl
postulates are given as [3]

r�Hðr;oÞþ ioDðr;oÞ¼ 0

r�Eðr;oÞ � ioBðr;oÞ¼ 0

)
ð19Þ

wherein an exp (� iot) time dependency has been as-
sumed for the field phasors. The combination of (19) with
the bianisotropic constitutive relations (9) yields a self-
consistent system of differential equations that may be
conveniently expressed in six-vector/dyadic notation as

½LðrÞþ ioKðoÞ� .Fðr;oÞ¼0 ð20Þ

The linear differential operator LðrÞ and 6� 6 constitutive
dyadic KðoÞ have the representations

LðrÞ¼

0 r� I

�r� I 0

2
4

3
5; KðoÞ¼

eðoÞ xðoÞ

zðoÞ mðoÞ

2
64

3
75 ð21Þ

and the 6-vector electromagnetic field phasor Fðr;oÞ is
defined as

Fðr;oÞ¼
Eðr;oÞ

Hðr;oÞ

" #
ð22Þ

Eigenanalysis of the system

½LðikÞþ ioKðoÞ� .F0¼0 ð23Þ

is very fruitful for the development of plane-wave solu-
tions

Fðr;oÞ¼F0 expðik . rÞ ð24Þ

of (20), where k is the wavevector. In general, the asso-
ciated dispersion relation

det½LðikÞþ ioKðoÞ�¼ 0 ð25Þ

provides a polynomial of degree four in the components of
k. While the derivation of the roots k of (25) and the
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associated eigenvectors F0 is mathematically straightfor-
ward, it is a task best undertaken with the aid of a
symbolic manipulation package because the process in-
volves unwieldy expressions.

Propagation in a direction parallel to the unit vector âa
requires determination of the wavenumber k, which is the
magnitude of the wavevector k¼ kâa. In general, two dis-
tinct complex-valued solutions—say, k1 and k2—emerge
for every âa. This phenomenon is known as birefringence,
and every anisotropic/bianisotropic medium is generally
birefringent. The difference between the real parts of k1

and k2 gives rise to optical rotation, which is the change in
the tilt angle of the vibration ellipse of a plane wave on
either reflection from or transmission through a birefrin-
gent layer. This phenomenon is commonly exploited in the
construction of optical waveplates, polarizers, and prisms
[4, Chapter 14], as well as microwave gyrators, isolators,
and circulators [27, Section 6.8]. The operations of many
liquid crystal devices are also based on birefringence [28].
The difference between the imaginary parts of k1 and k2,
called dichroism, is a measure of differential absorption of
two orthogonally polarized plane waves incident on a
birefringent layer.

If a wavenumber is independent of âa, the corresponding
solution F0 expðikâa . rÞ represents an ordinary plane wave;

otherwise, the solution represents an extraordinary plane
wave. The amplitude vectors E0 and H0 of an ordinary
plane wave are always normal to the direction of propaga-
tion, but those of an extraordinary plane wave may not be.
The amplitude vectors D0 and B0 of both ordinary and
extraordinary plane waves are normal to âa. The time-
averaged Poynting vector of an ordinary plane wave is
aligned with the direction of propagation, but that of an
extraordinary plane wave is generally not. Incidental
unirefringence (i.e., k2¼ k1) may arise for a specific
âa—for instance, when âa¼ ẑz in a uniaxial dielectric med-
ium with permittivity specified by (6). Pathological uni-
refringence (i.e., k2¼ k1 for all âa) can also arise, for
example, in a uniaxial dielectric–magnetic medium whose
permittivity dyadic is a scalar multiple of its permeability
dyadic [29]. Anomalous unirefringence is also possible
for a specific âa, when, in addition to k2¼ k1, the amplitude
vector F02

¼ ik1r . âaF01
turns out to be a function

of r whereas F01
is spatially uniform [30]; the coalescence

of the two plane waves—which exhibits a linear depen-
dence on propagation distance—is known as a Voigt
wave [31].

Many accounts of plane-wave propagation in complex
media are available in the scientific literature. For
comprehensive descriptions of plane-wave solutions in

Table 1. The 32 Point Groups of G1 in the International Notationa

Medium Type Crystal System Point Group Constitutive Dyadic Form Number of real-valued scalars

Isotropic Cubic
23 m3 432

�443m m3m

c1 0 0

0 c1 0

0 0 c1

0
BB@

1
CCA 2

Uniaxial Tetragonal
4 �44 4=m 422

4=mm �442m 4=mmm

c1 0 0

0 c1 0

0 0 c3

0
BB@

1
CCA 4

Hexagonal
6 �66 6=m 622

6mm �66m2 6=mmm

c1 0 0

0 c1 0

0 0 c3

0
BB@

1
CCA 4

Trigonal
3 �33 32

3m �33m

c1 0 0

0 c1 0

0 0 c3

0
BB@

1
CCA 4

Biaxial Orthorhombic 222 mm2 mmm

c1 0 0

0 c2 0

0 0 c3

0
BB@

1
CCA 6

Monoclinic 2 m 2=m

c1 0 r1

0 c2 0

r1 0 c3

0
BB@

1
CCA 7

Triclinic 1 �11

c1 r1 r2

r1 c2 r3

r2 r3 c3

0
BB@

1
CCA 9

aThe conventional constitutive dyadic forms are also listed [5]; therein, cn denotes a complex-valued constitutive parameter whereas rn denotes a real-valued

constitutive parameter.Source: Ref. 23.
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anisotropic media, Ref. 3 is recommended. Propagation in
bianisotropic media is an active area of research, using
standard eigenanalysis [32], and results are also available
for nonhomogeneous examples such as cholesteric liquid
crystals [6,7] and helicoidal bianisotropic media [2,33].
The exquisitely beautiful palette of electromagnetic con-
sequences of anisotropy and bianisotropy becomes evident
in crystal optics [34,35].

4. DYADIC GREEN FUNCTIONS IN SPECTRAL FORM

In the presence of a six-vector electromagnetic source
term Sðr;oÞ, the Maxwell curl postulates (20) become

½LðrÞþ ioKðoÞ� .Fðr;oÞ¼Sðr;oÞ ð26Þ

The linearity of (26) implies that its solution may be expres-
sed in terms of a dyadic Green function Gðr� r0;oÞ as

Fðr;oÞ¼Fhðr;oÞþ
Z

V 0
Gðr� r0;oÞ .Sðr0;oÞd3r0 ð27Þ

where field and source points are represented by r and r0,
respectively, with all source points confined to the region
V0. The field Fhðr;oÞ represents the solution to the source-
free version of (26); thus, Fhðr;oÞ is the complementary
function. The dyadic Green function itself arises as the
solution to the differential equation

½LðrÞþ ioKðoÞ� .Gðr� r0;oÞ¼ dðr� r0ÞI ð28Þ

in which the role of the source term is taken by the product
of the Dirac delta function d(r� r0) and the 6� 6 identity
dyadic I. As the present context is that of unbounded
space completely filled by a homogeneous medium,
Gðr� r0;oÞ is also required to satisfy the Sommerfeld
radiation condition [36].

The method of Green functions is a powerful tool in
the analysis of electromagnetic fields. However, the ex-
plicit delineation of the dyadic Green function for aniso-
tropic and bianisotropic media continues to provide a

formidable challenge to theoreticians [37–39]. A spectral
representation may be provided as the spatial Fourier
transform [8]

~GGðq;oÞ¼
Z

R

GðR;oÞ expð�iq .RÞd3R ð29Þ

with R¼ r� r0. For the homogeneous bianisotropic med-
ium characterized by the 6� 6 constitutive dyadic KðoÞ,

the Fourier transform of (28) yields

~GGðq;oÞ¼
1

io

adj ~AAðq;oÞ
h i

det ~AAðq;oÞ
h i ð30Þ

where

~AAðq;oÞ¼
0 1

oðq� I Þ

�
1

o
ðq� IÞ 0

2
64

3
75þKðoÞ ð31Þ

While the analytic properties of the inverse Fourier trans-
form

GðR;oÞ¼
1

2p

� �3 1

io

Z

q

adj ~AAðq;oÞ
h i

det ~AAðq;oÞ
h i expðiq .RÞd3q ð32Þ

for anisotropic media are known [40], numerical techni-
ques are needed to explicitly evaluate (32).

5. DYADIC GREEN FUNCTIONS IN CLOSED FORM

Closed-form representations of dyadic Green functions are
available for all isotropic media [2]. In contrast, those
representations have been found for only a limited set of
anisotropic and bianisotropic media [37,39].

For a uniaxial dielectric–magnetic medium character-
ized by the constitutive dyadics

e
uni
¼ e11 x̂xx̂xþ ŷyŷy

� �
þ e33ẑzẑz

m
uni
¼ m11 x̂xx̂xþ ŷyŷy

� �
þ m33ẑzẑz

9
>=

>;
ð33Þ

the 3� 3 dyadic components of the 6� 6 dyadic Green
function

G
uni
ðr� r0;oÞ¼

Gee

uni
ðr� r0;oÞ Gem

uni
ðr� r0;oÞ

Gme

uni
ðr� r0;oÞ Gmm

uni
ðr� r0;oÞ

" #
ð34Þ

are given as [41]

The scalar Green functions geðr� r0;oÞ and gmðr� r0;oÞ in
(35) are defined by

ggðR;oÞ¼
exp �io2e11m11

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g33R . g�1

uni
.R

q� �

4p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g33R . g�1

uni
.R

q ;

ðg¼ e; mÞ

ð36Þ

Gee

uni
ðr� r0;oÞ¼ � iom11 e33e�1

uni
þ rr

o2e11m11

� �
geðr� r0;oÞ � Tðr� r0;oÞ

h i

Gem

uni
ðr� r0;oÞ¼ � e11e�1

uni
. ðr� IÞ . m33gmðr� r0;oÞm�1

uni
þTðr� r0;oÞ

h i

Gme

uni
ðr� r0;oÞ¼ � m11m

�1

uni
. ðr� IÞ . �e33geðr� r0;oÞe�1

uni
þTðr� r0;oÞ

h i

Gmm

uni
ðr� r0;oÞ¼ � ioe11 m33m

�1

uni
þ rr

o2e11m11

� �
gmðr� r0;oÞ þTðr� r0;oÞ

h i

9
>>>>>>>>>=

>>>>>>>>>;

ð35Þ
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while the dyadic Tðr� r0;oÞ is specified as

TðR;oÞ¼
e33

e11
ge �

m33

m11

gm

� �
ðR� ẑzÞðR� ẑzÞ

ðR� ẑzÞ2

þ I � ẑzẑz�
2ðR� ẑzÞðR� ẑzÞ

ðR� ẑzÞ2

� �

�

ge

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e33R . e�1

uni
.R

q
� gm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m33R . m�1

uni
.R

q

io
ffiffiffiffiffiffiffiffiffiffiffiffiffi
e11m11
p

ðR� ẑzÞ2

ð37Þ

Although analytical progress has been reported towards
closed-form dyadic Green functions for general uniaxial
bianisotropic media described by the constitutive dyadics

g
uni
¼ g11Iþ ðg33 � g11Þ ẑzẑz; ðg¼ e; x; z; mÞ ð38Þ

the case remains unsolved [39,42].
Closed-form representations of dyadic Green functions

are available for the bianisotropic example provided by a
uniformly moving isotropic dielectric–magnetic medium. In
the case where jvj in (11) is smaller than the phase velocity
of a wave in the stationary medium, the 3� 3 dyadic Green
functions (34) of the moving medium are [3,37]

Dyadic scalarization and factorization techniques are
commonly implemented in establishing solutions to (28).
In outline, the procedure is as follows. Formally

Gðr� r0;oÞ ¼ ½LðrÞþ ioKðoÞ�yWðr� r0;oÞ ð40Þ

where the adjoint operation indicated by superscript y is
defined implicitly via

½LðrÞþ ioKðoÞ�y . ½LðrÞþ ioKðoÞ� ¼Hðr; r;oÞI ð41Þ

The scalar Green function Wðr� r0;oÞ in (40) is specified
by the action of the scalar fourth-order operator Hðr; r;oÞ
in (41) as

Hðr; r;oÞWðr� r0;oÞ¼ dðr� r0Þ ð42Þ

The construction of the adjoint operator ½LðrÞþ ioKðoÞ�y

for anisotropic and bianisotropic media involves straight-
forward, albeit lengthy, matrix–algebraic operations.

However, solutions to the fourth-order partial differential
equation represented by (42) are generally elusive.

The general unavailability of the dyadic Green func-
tions in closed form has meant that a cornerstone of
electromagnetic scattering theory—the Huygens princi-
ple—has been formulated exactly only for the simplest of
anisotropic media [43,44]. Field representations in non-
Cartesian coordinate systems are generally unavailable;
and the very few counterexamples [45,46] are exceedingly
awkward to handle and restricted in scope.

6. DEPOLARIZATION DYADICS

Although closed-form representations of dyadic Green
functions are relatively scarce, often in electromagnetic
analyses it is sufficient to construct approximative solu-
tions of restricted validity. An important example occurs
in the homogenization of particulate composite materials
[47,48], wherein the scattering response of an electri-
cally small particle embedded within a homogeneous
ambient medium is required. Relative to Eqs. (26) and
(27), the particle represents an equivalent source Sðr;oÞ;
and the field Fðr;oÞ is sought for rAV0(i.e., in the source
region). Provided the particle is sufficiently small com-
pared with the electromagnetic wavelengths, the Rayleigh

approximation

Fðr;oÞ � Fhðr;oÞþDðr;oÞ .Sðr;oÞ ð43Þ

may be implemented, where

Dðr;oÞ¼
Z

V 0
Gðr� r0;oÞd3r0 ð44Þ

is the 6� 6 depolarization dyadic of a region of the same
shape, orientation, and size as the particle [48]. In the
limiting case of a vanishingly small particle, the depolar-
ization dyadic is nonzero because of the singularity of the
Green function at the origin.

Consider an ellipsoidal particle with surface parame-
terized as

reðy;fÞ¼ ZU . r̂rðy;fÞ ð45Þ

where r̂rðy;fÞ is the radial unit vector specified by the
spherical polar coordinates y and f. The shape dyadic U is
a real-valued 3� 3 dyadic with positive eigenvalues [49]; the
normalized lengths of the ellipsoid semiaxes are specified
by the eigenvalues of U. In the limit Z-0, the 6� 6

Gee

mov
ðr� r0;oÞ¼ � iom

ffiffiffiffiffi
a3
p

Iþ
e
mov

.rr

mðoeaÞ2

� � expð�ioea
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mR . e�1

mov
.R

q
Þ

4p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eR . e�1

mov
.

q
R

Gem

mov
ðr� r0;oÞ¼

1

io
e�1
mov

. ½r � I � ioðv̂v� IÞ� .Gmm

mov
ðr� r0;oÞ

Gme

mov
ðr� r0;oÞ¼ �

1

io
m�1

mov
. ½r� I � ioðv̂v� IÞ� .Gee

mov
ðr� r0;oÞ

Gmm

mov
ðr� r0;oÞ¼ � ioe

ffiffiffiffiffi
a3
p

Iþ
m

mov
.rr

eðomaÞ2

 ! exp �ioma
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eR . m�1

mov
.R

q� �

4p
ffiffiffiffiffiffiffi
mR

p
.m�1

mov
.R

9
>>>>>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>>>>>;

ð39Þ
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depolarization dyadic for the ellipsoidal particle embedded
within a homogeneous bianisotropic medium (with 3� 3
constitutive dyadics e

amb
; x

amb
; z

amb
; and m

amb
) is given as [50]

DU=amb
¼

DU=amb
ee

DU=amb
em

DU=amb
me

DU=amb
mm

2
4

3
5 ð46Þ

where

D
U=amb
ll0 ¼U�1 . ~DD

U=amb

ll0
.U�1; ðl; l0 ¼ e;mÞ ð47Þ

~DD
U=amb

ll0

¼
1

4pio

Z 2p

f¼0

Z p

y¼0

ðq̂q . t
ll0

. q̂qÞq̂qq̂q sin ydydf

ðq̂q . ~ee
amb

. q̂qÞðq̂q . ~mm
amb

. q̂qÞ � ðq̂q . ~xx
amb

. q̂qÞðq̂q . ~zz
amb

. q̂qÞ

ð48Þ

t
ee
¼ ~mm

amb
; t

em
¼ � ~xx

amb
; t

me
¼ � ~zz

amb
; t

mm
¼ ~ee

amb
ð49Þ

~gg
amb
¼U�1 . g

amb
.U�1; ðg¼ e; x; z; mÞ ð50Þ

and

q̂q¼ x̂x sin y cosfþ ŷy sin y sinfþ ẑz cos y ð51Þ

Thus, (48) provides the components of the integrated
singularity of the dyadic Green function.

Explicit evaluations of the surface integrals in (48) are
available for several classes of anisotropic media. For a
spherical particle (i.e., U¼ I) immersed in the orthorhom-
bic biaxial dielectric medium described by (7), the 3� 3
depolarization dyadics are [51]

DI=ortho
ee

¼
1

ioe0
ðDxx̂xx̂xþDyŷyŷyþDzẑzẑzÞ

DI=ortho
em

¼DI=ortho
me

¼ 0

DI=ortho
mm

¼
1

3iom0

I

9
>>>>>>=

>>>>>>;

ð52Þ

with

Dx¼

ffiffiffiffiffiffi
e22
p

ðe22 � e11Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e33 � e11
p ½Fðn1; n2Þ � Eðn1; n2Þ

Dy¼
1

e22 � e11

e11 � e22

e33 � e22

	
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e33 � e11

e22

r

e11

e33 � e11
Fðn1; n2Þ �

e22

e33 � e22
Eðn1; n2Þ

� �


Dz¼
1

e33 � e22
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e22

e22 � e11

r
Eðn1; n2Þ

� �

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

ð53Þ

where F(n1, n2) and E(n1, n2) are elliptic integrals of the
first and second kinds [52], respectively, and their argu-
ments are

n1¼ tan�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e33 � e11

e11

r
; n2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e33ðe22 � e11Þ

e22ðe33 � e11Þ

s

ð54Þ

The form of the depolarization dyadics (52) also arises for
an ellipsoidal particle embedded in an isotropic dielectric

medium [51,53]. The depolarization dyadics for uniaxial
dielectric media follow from (52) as special cases (e.g., e11

¼ e22) [54]. Furthermore, the depolarization dyadics for
gyrotropic dielectric media (8) are precisely the same as
those for uniaxial dielectric media, since the surface
integrals in (48) are insensitive to skew–symmetric dyadic
components [50]. In addition to the representation (52) for
spherical/ellipsoidal particles, depolarization dyadics as-
sociated with certain infinitely long cylindrical particles in
biaxial anisotropic media have also been derived [55,56].
Closed-form representations of depolarization dyadics are
not available for the general bianisotropic medium (15),
but are established for certain ellipsoidal particles em-
bedded in uniaxial bianisotropic media [50].

7. HOMOGENIZATION

Consider the electromagnetic response of an assembly of
particulate media. Provided that the component particles are
small compared with the electromagnetic wavelengths, the
assembly may be viewed as an effectively homogeneous
composite medium (HCM) [47,48]. By the process of homo-
genization, complex anisotropic and bianisotropic media may
be conceptualized—and fabricated—even when the compo-
nent media themselves are relatively simple. A variety of
formalisms have been developed for the purpose of estimat-
ing the constitutive properties of HCMs. Three widely used
homogenization formalisms—namely, those of Maxwell Gar-
nett, Bruggeman and the strong property fluctuation theory
(SPFT)—are outlined in this section. The HCM considered is
that arising from two particulate component media, labeled
as a and b, which are characterized by the 6� 6 constitutive
dyadics K

a
and K

b
, respectively, at the angular frequency o

of interest. The volume fractions of the media a and b are
denoted by fa and fb¼ 1� fa, respectively.

The Maxwell Garnett homogenization formalism is per-
haps the simplest and most often utilized formalism. If
medium a is present as identically oriented, ellipsoidal
particles described by the shape dyadic Ua, then the
Maxwell Garnett estimate of the HCM constitutive dyadic
is [57]

K
MG
¼K

b
þ faa

a=b . I� iofaDI=b . aa=b
� ��1

ð55Þ

The 6� 6 depolarization dyadic DI=b is that associated
with a sphere embedded in medium b, while the dyadic
aa=b is the generalized polarizability density dyadic

aa=b¼ ðK
a
�K

b
Þ . ½Iþ ioDUa=b . ðK

a
�K

b
Þ��1 ð56Þ

of a particle of medium a embedded in medium b. The
estimate (55) is valid for fao0.3 only. However, this
limitation has been overcome in recent (as of 2004) incre-
mental and differential refinements to the Maxwell Gar-
nett formalism [58]. If DI=b is replaced by DUa=b in (55),
then the HCM constitutive dyadic estimate of the Bragg–
Pippard formalism [59] results.

The Bruggeman formalism rests on the assertion that
the net polarizability density is zero throughout the HCM.
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A characteristic feature is that the component media a and
b are treated symmetrically. Thus, the Bruggeman homo-
genization formalism has the advantage over the Maxwell
Garnett formalism of being applicable for all volume
fractions faA(0,1) [47]. For component media a and b
distributed as ellipsoids with shape dyadics Ua and Ub,
respectively, the Bruggeman estimate of the HCM consti-
tutive dyadic K

Br
is obtained by solving the equation [57]

faa
a=Brþ fba

b=Br¼0 ð57Þ

with aa=Br and ab=Br defined and interpreted similarly to aa=b.
Half a century after its intuitive initial enunciation [60], Eq.
(57) was found to arise naturally within the SPFT [61,62]. For
isotropic dielectric–magnetic media, the HCM permittivity
and permeability may be extracted simply from (57) as roots
of quadratic polynomials. But for anisotropic and bianisotro-
pic media, (57) represents a nonlinear relation in terms of the
HCM constitutive parameters embodied in K

Br
. Iterative

solutions to the nonlinear forms of (57) are straightforwardly
computed by applying the Jacobi method [63], for example.

The SPFT provides an approach to homogenization based
on the iterative refinement of the Bruggeman estimate K

Br
.

Unlike the Maxwell Garnett and Bruggeman formalisms, the
SPFT accommodates a comprehensive description of the
distributional statistics of the component media [61]. Thereby,
coherent scattering losses may be accounted for. Successive
SPFT iterates recruit successively higher-order spatial corre-
lation functions. Suppose that the particulate geometries of
both component media a and b are characterized by the
ellipsoidal shape dyadic U. Then the nth-order SPFT esti-
mate of the HCM constitutive dyadic is obtained as [62]

K½n�
Dy
¼K

Br
�

1

io
IþR½n� .DU=Br
� ��1

.R½n� ð58Þ

wherein the subscript Dy on K½n�
Dy

derives from the central
equation in the SPFT, namely, the Dyson equation [61].
The mass operator term R½n�—which is an infinite series—
is defined in terms of the dyadic Green function G

Br
ðR;oÞ

associated with K
Br

, together with the normalized polar-
izability density dyadic v

l
¼ � ioal=Brðl¼a; bÞ. In the deri-

vation of (58), the long-wavelength approximation is
invoked. For n¼ 0 and n¼ 1, the SPFT estimates of the
HCM constitutive dyadic are degenerate with those of the
Bruggeman formalism:

K½0�
Dy
¼K½1�

Dy
¼K

Br
ð59Þ

At the level of the so-called bilocal approximation (i.e., n¼
2), the mass operator is given by

R½2� ¼ v
a
� v

b

� �
. P

Z
GðRÞG

Br
ðR_ÞÞd3R

� �
. v

a
� v

b

� �
ð60Þ

and K½2�
Dy

is thus delivered by (58). In (60), P denotes
principal value integration and GðRÞ is a two-point covar-
iance function. Evaluations of the mass operator (60) for
physically motivated choices of GðRÞ have revealed that
K½2�

Dy
is largely insensitive to the precise form of the

covariance function [64]. Finite integral representations
of K½2�

Dy
are available for both anisotropic [64,65] and

bianisotropic [62] composites. In addition, the SPFT itera-
tive procedure converges at the level n¼ 2, at least for
weakly anisotropic composites [66].

The constitutive dyadic forms that result from homo-
genization processes have been extensively investigated
[63]. HCMs with biaxial symmetry have come under
particular scrutiny [67]. A biaxial HCM arises when the
component media present two distinct distinguished axes.
These distinguished axes can have either a geometric
origin (e.g., component media present as spheroids) or
an electromagnetic origin (e.g., component media charac-
terized by uniaxial constitutive dyadics). Furthermore,
orthorhombic biaxial HCM structures generally develop,
provided that the distinguished axes of the component
media are mutually perpendicular; for nonperpendicular
distinguished axes, the more general monoclinic or tricli-
nic biaxial HCM form arises.

8. NONLINEAR ANISOTROPY

A general description of bianisotropic nonlinearity (and,
therefore, also anisotropic nonlinearity) proceeds as fol-
lows: The nonlinear constitutive relations are expressed in
six-vector/dyadic notation as [68]

Cðr;oÞ¼K
0
.Fðr;oÞþQðr;oÞ ð61Þ

where K
0

is the 6�6 constitutive dyadic of free space, and
the six-vector

Cðr;oÞ¼
Dðr;oÞ

Bðr;oÞ

" #
: ð62Þ

The six-vector Qðr;oÞ is the sum of linear and nonlinear parts

Qðr;oÞ¼Qlin
ðr;oÞþQnl

ðr;oÞ ð63Þ

The linear part

Qlin
ðr;oÞ¼ Klin

ðoÞ �K
0

� �
.Fðr;oÞ ð64Þ

involves Klin as the 6� 6 constitutive dyadic to characterize
the linear response of the nonlinear medium. The exclusively
nonlinear response of the medium, under the simultaneous
stimulation by an ensemble of M41 fields Fðr;omÞ, (m¼
1,2,y, M), is characterized by the six-vector Qnl

ðr;oÞ. At the
frequency o¼onl, the jth element of Qnl

ðr;oNLÞ is given by

Qnl
j ðr;onlÞ

¼
X6

j1 ¼ 1

X6

j2 ¼ 1

� � �
X6

jm ¼ 1

� � �
X6

jM ¼ 1

� wnl
jj1j2���jm���jM

ðonl;WÞ
YM

n¼ 1

½Fjnðr;onÞ�

( )
ð65Þ

for jA[1,6], whereW ¼fo1;o2; . . . ;oMg and not all members
of W have to be distinct. The angular frequency onl is the
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sum

onl¼
XM

m¼ 1

amom; am¼ 
 1 ð66Þ

If an¼ � 1, then Fjn ðr;oÞ in (65) should be replaced by its
complex conjugate. The nonlinear susceptibility tensor

wnl
jj1j2 ���jm���jM

ðonl;WÞ ð67Þ

delineates the nonlinear constitutive properties. A vast range
of nonlinear electromagnetic phenomena may be described in
terms of (65) [69,70].

The homogenization of nonlinear anisotropic composites
has been carried out with various homogenization formal-
isms [71,72], including the Maxwell Garnett [68,73] and
Bruggeman [73,74] formalisms, and the SPFT [75]. For
example, the anisotropic dielectric HCM with permittivity
dyadic given by the sum of linear and nonlinear contributions

eðoÞ¼ elinðoÞþ wnlðoÞjEðoÞj2 ð68Þ

is found to arise from isotropic nonlinear component media
distributed as ellipsoidal particles [74,75]. Furthermore,
the degree of nonlinearity exhibited by the HCM described
by (68) can exceed the degree of nonlinearity present in the
component phases. This nonlinearity enhancement—
which is itself an anisotropic phenomenon—has significant
potential for technological applications [76].
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Elektron. Übertrag. 51:219–223 (1997); erratum 52:310 (1998).

51. W.S. Weiglhofer, Electromagnetic depolarization dyadics and
elliptic integrals, J. Phys. A: Math. Gen. 31:7191–7196 (1998).

52. I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series,

and Products, Academic Press, London, 1980.

53. H. Fricke, The Maxwell–Wagner dispersion in a suspension of
ellipsoids, J. Phys. Chem. 57:934–937 (1953).

54. B. Michel, A Fourier space approach to the pointwise singu-
larity of an anisotropic dielectric medium, Int. J. Appl.

Electromagn. Mech. 8:219–227 (1997).

55. P. G. Cottis, C.N. Vazoura, and C. Spyrou, Green’s function for
an unbounded biaxial medium in cylindrical coordinates,
IEEE Trans. Anten. Propag. 47:195–199 (1999).

56. W. S. Weiglhofer and T. G. Mackay, Needles and pillboxes in
anisotropic mediums, IEEE Trans. Anten. Propag. 50:85–86
(2002).

57. W. S. Weiglhofer, A. Lakhtakia, and B. Michel, Maxwell
Garnett and Bruggeman formalisms for a particulate compo-

site with bianisotropic host medium, Microwave Opt. Technol.

Lett. 15:263–266 (1997); erratum 22:221 (1999).

58. B. Michel, A. Lakhtakia, W. S. Weiglhofer, and T. G. Mackay,
Incremental and differential Maxwell Garnett formalisms for bi-
anisotropic composites, Compos. Sci. Technol. 61:13–18 (2001).

59. J. A. Sherwin and A. Lakhtakia, Bragg–Pippard formalism
for bianisotropic particulate composites, Microwave Opt.

Technol. Lett. 33:40–44 (2002).

60. D. A. G. Bruggeman, Berechnung verschiedener physika-
lischer Konstanten von heterogenen Substanzen, I. Dielek-
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1. ATTENUATORS

Attenuators are circuits designed to introduce a well-
known loss between input and output ports [1]. The power
ratio, expressed in decibels, between input and output
represents the loss in these circuits. The main use of
attenuators is in measurement of the standing-wave ratio
(SWR) in antennas and of the transmission coefficient. In
the case of the SWR measurement [2], a variable-loss
attenuator is used between the generator and the slotline.
One adjusts the attenuation value to maintain equal
outputs in the stationary wave detector at the maximum
and minimum points. SWR in decibels is, then, equal to
the difference between the readings of the attenuator.

The external circuits connected to the input and output
ports of the attenuator should present purely resistive
impedances. These will always be matched to the input
and output impedances of the component. Therefore, the
resistors always constitute the attenuator circuit. In general,
these resistive circuits use the T and P circuit topologies.
Figure 1 shows the T topology, where R1, R2, and R3 form the
circuit. The external circuitry presents purely resistive
impedances (Zi, Zo) at the input and output of the attenua-
tor. Figure 2 shows the configuration of the section P. If the
input and output impedances are the same (Zi¼Zo), the
circuits T and P become symmetric, that is, R1¼R2.

1.1. Attenuator Design

The designer has two concerns in the project of an
attenuator: (1) attenuation in decibels and (2) input and
output impedances. The attenuation is

ATT¼ 10 log10 N ð1Þ

where ATT it is attenuation (in dB) and N is the ratio
between the power absorbed by the circuit (from the
generator) and the power delivered to the load.

The design starts from the desired input and output
impedances, and from the value of obtained in Eq. (1).
Equations (2)–(4) give the resistance that composes the T
circuit:

R3¼
2ðNZiZ0Þ

1=2

N � 1
ð2Þ

R1¼Zi
Nþ 1

N � 1
� R3 ð3Þ

R2¼Zo
Nþ 1

N � 1
� R3 ð4Þ

Equations (5)–(7) give the resistance for type P circuits:

R3¼
1

2ðN � 1Þ

ZiZo

N

� �1=2

ð5Þ

1

R1
¼

1

Zi

Nþ 1

N � 1
�

1

R3
ð6Þ

1

R2
¼

1

Zo

Nþ 1

N � 1
�

1

R3
ð7Þ

Equations (2)–(7) are also valid for symmetric circuits (it is
sufficient that Zi¼Zo).

The T and P attenuators are applied to unbalanced
systems such as coaxial cable. Bifilar lines feed many
antennas that are intrinsically balanced, such as the
dipole antennas. In this case, the T and P circuits change
into the balanced version and are designated as H and O
sections, respectively. Figure 3 shows the H-circuit resis-
tor configuration and Fig. 4, the O-circuit configuration. In
relation to the T and P circuits, the resistors R3 and R1, R2

are distributed in the inferior branch. All project equa-
tions shown above are valid for this case. However, it is
necessary to take the half of the values of the respective

Attenuator 

R1 R2

Zo
R3Zi

Figure 1. Resistors configuration for the T attenuator; Zi and Zo

are the input and output resistive impedances presented to the
attenuator by external circuits.

Attenuator

R1 R2 Zo

R3

Zi

Figure 2. Resistors configuration for the z attenuator; Zi and Zo

are input and output resistive impedances presented to the
attenuator by external circuits.
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resistors and distribute them in the superior and inferior
branches of their circuits.

1.2. Attenuators in Waveguides

Waveguides usually feed high-frequency antennas. In this
case, the attenuators are built starting from a very thin
tapered geometry resistive card. Figure 5 displays the
construction of the waveguide attenuator and shows, how
the attenuator device introduces this card in a section of
slotted guide. The double-arrow shown in the upper part
of the midsection of the figure illustrates the card dis-
placement. The adjustment of the penetration depth in the
slot allows one to control the dissipation of power and the
desired attenuation. The slot should be made in the
middle of the broad wall, as this is the area where it
propagates the maximum power inside the guide and
therefore where introduction of the resistive card allows
the greatest dynamic control of attenuation. The attenua-

tion variation with the depth of insertion of the card
is nonlinear for this attenuator type. Figure 5, illustrates
that SWR in the input and output ports of the attenuator
can be improved if the extremities of the card are tapered.

2. BALUNS

Although knowledge of the impedance values between two
terminals, is important, it is not enough to connect this
impedance correctly to a transmission line, because of the
existence of couplings between the terminals and ground.

The equivalent circuit of Fig. 6 represents these cou-
plings to ground. Two special cases are considered in
detail [3]:

1. When Z2¼Z3 in magnitude and phase. In this case,
the impedance AB is balanced. Therefore, the vol-
tages between A to ground and B to ground have the
same magnitude and opposite phase.

2. When either Z2 or Z3 is zero. In this case, one side is
at ground potential and the impedance is unba-
lanced. An example of a balanced line is a parallel
wire line (twin lead). The unbalanced lines are
generally coaxial. Other types of line can exist,

R1/2 R2/2

R1/2 R2/2

ZoR3Zi

Attenuator

Figure 3. Balanced attenuator of H type. The R1 and R2 resistors
from the T circuit are distributed in the inferior arms.

R3/2

R3/2

ZoR1 R2Zi

Attenuator

Figure 4. Balanced attenuator of O type. The R3 resistor from
the P circuit is distributed in the inferior arm.

Resistive card

Figure 5. Waveguide attenuator.

Z3

Z1

A B

Z2

Figure 6. Equivalent circuit of impedance AB.
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where the conductors present different couplings to
the ground. An unusual example of this case is the
twin lead with conductors of different thicknesses.

Since conductors have different potentials with respect
to ground, the capacitance of the each conductor to the
ground is also different. Therefore, the current in both
conductors can vary.

The antennas are generally designed for balanced or
unbalanced input impedances. This simplifies connection
of the lines to the antenna. Connection to a symmetric
antenna requires a balanced line, while an antenna where
one of the feeding points is at ground potential requires an
unbalanced input.

A simple example of a balanced antenna is the dipole
antenna shown in Fig. 7a. Figure 7b illustrates a mono-
pole, which is an unbalanced antenna. Figure 7c shows a
dipole antenna with the feeding point between the center
and the end (this is a procedure used to achieve different
input impedance values); this antenna has a current
imbalance, which prevents it from being fed satisfactorily
by either a balanced or unbalanced line.

It is usually necessary to feed a balanced antenna with
a coaxial cable and (although less frequent) an unbalanced
antenna, with a balanced line. Such connections require
special components to ensure satisfactory operation of the
system [4]. These devices are balanced-to-unbalanced
converters, also known as baluns, which ensure that the
voltages and/or currents in the two lines are similar in
magnitude.

If a coax cable is connected directly in a balanced
antenna, currents will be induced in the external part of
the external mesh of the cable. This will cause radiation of
electromagnetic fields in unwanted directions. These cur-
rents cause an imbalance in the current distribution of the
antenna. This affects the radiation diagram by altering
the mainlobe (sometimes drastically) and the gain of the
antenna. In the reception case, interference signals can be
induced in the external part of the coaxial and coupled
inside of the cable feeding the receiver.

The difficulties associated with the connection between
an unbalanced and a balanced system can be understood
considering the coax line below a ground plane. Figure 8

illustrates the connection between the system and the
parallel wire line. In this figure, ZL is the load impedance
and ZS is the impedance associated with the support
structures. The resulting currents in this system are
equivalent to the ones created by the ideal generator
shown in Fig. 9.

The currents in lines A and B are not necessarily the
same. The total current leaving point b in Fig. 9 flows into
the line. However, the total current in b comes from line B
and the connection with ground. The main purpose
of baluns is to ensure that the currents in lines A and B
(Fig. 8) are similar.

Figure 10 illustrates a device capable of introducing
symmetry in the line with respect to ground. The sym-
metry is essential in all kinds of baluns or balanced
systems. Figure 11 shows the equivalent representation
of this kind of balun.

In this case IA¼ IB. Even so, if the length FC (Fig. 10) is
small, the coax cable is almost short-circuited and very
little power is delivered to the load. In order to achieve
satisfactory operation, the length FC should be of the
order of a quarter-wavelength (l/4). Because of this re-
striction, the type of balun shown in Fig. 10 is inherently
narrowband.

A possible solution to increase the bandwidth is to wind
the coaxial under a coil form of length FC. This introduces
a high impedance to the system. However, there are
design limitations. One of them is in the lower frequency
range. In this case, the impedance of the winding is lower
in comparison to load (seen at the input of the twin-lead
line). The upper limit is at the resonance point of the space
between the windings. A technique used to increase the
inductive effect is to wind the cable in ferrite cores,
providing a high impedance level on a wider frequency
band. Careful designs of structures of this type allow their
operation in frequency bands ratios up to 10 : 1 [5].

The most commonly used baluns are those based on l/4
short-circuited line sections. Such an arrangement is
shown in Fig. 12. In this way, high impedance is obtained

(a) (b) (c) 

Figure 7. (a) Dipole antenna with symmetric feeding; (b) mono-
pole antenna fed in the base; (c) dipole antenna with asymmetric
feeding.

ZL

ZS

A

B

Figure 8. Unbalanced line connected to a balanced line.

b 

A

B

Zg

 ZL

ZS

Figure 9. Idealized generator of the circuit shown in Fig. 3.

B
ZL

ZS

A

Figure 10. Connection by means of a balun.
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from point B toward the external side of the outer mesh of
the coaxial line. This prevents the current from flowing
into the outer side of the external mesh of the cable.

In practice, the characteristic impedance of the transmis-
sion line is usually real, whereas that of the antenna
element is complex. It is frequently desirable to operate
the balun at a length other than a quarter-wavelength, in
order to take advantage of the shunt reactance presented by
the balun to the load, for impedance-matching purposes.

Among many coupling matching networks that can
be used to connect the transmission line to the antenna,
we can introduce a quarter-wavelength transformer (see
Fig. 24). If the impedance of the antenna is real, the
transformer is attached directly to the load. However, if
the antenna impedance is complex, the transformer is placed
at a distance l away from the antenna. The distance l is
chosen so that the impedance toward the load, at l, is real.

If the transformer is a two-wire line section, and the
line is a coaxial cable, obviously the coaxial line cannot be
connected directly to the two-wire line. In this case, a
balun may be used to connect the transformer to the
coaxial line.

3. RADIO FREQUENCY CHOKES

A radiofrequency (RF) choke coil is an inductance de-
signed to offer a high impedance to alternating currents
over the frequency range for which the coils are to be used.
This result is obtained by increasing the inductance of the
coil and decreasing the distributed capacitance. The result
is that the inductance is in parallel resonance with the
distributed capacitance somewhere in the desired operat-
ing frequency range.

A typical RF choke coil consists of one or more uni-
versal wound coils mounted on an insulating rod; it can

also be made by a series of ferrite beads wrapped in deep
narrow slots in a slotted bobbin. A long single-layer
solenoid is sometimes used.

Proper use of slug-type magnetic cores improves the
performance of RF chokes. These cores increase the in-
ductance, and hence the impedance of the coil, without
materially affecting the distributed capacitance.

One particular use of chokes is to minimize commom-
mode (CM) currents on wires and cables. The inductance
is usually of the order of 5 mH. This value is achieved
using high-permeability ferrites. In these cases, satura-
tion of the choke is not an issue.

The choke behaves as a common-mode filter. The most
common type of ferrite used for electromagnetic compat-
ibility is composed of NiZn. Below 10 MHz, the ferrite
behaves as an inductance. Above this value it can be seen
as a frequency-dependent resistor with peak loss at about
100 MHz.

Several types of cable use ferrite chokes to prevent CM
currents. The main advantage of this approach is that the
choke does not filter differential-mode (DM) currents, so it
will prevent (up to 100 MHz, at least) some of the electro-
magnetic interference effects of common-mode (CM)
currents.

4. COAXIAL CABLE

Coaxial cable is used in antenna engineering to connect
the transmitter to the antenna, particularly at high
frequencies. This is largely because of convenient con-
struction and practically perfect shielding between fields
both inside and outside the line. The range of impedances
that may be obtained most conveniently by coaxial lines is
30–100O. However, since the cable is an unbalanced
structure, its connection to a dipole needs a balun trans-
former. Figure 13 shows its configuration with the dimen-
sions of interest; d is the internal conductor diameter, and
b is the outer conductor diameter. Its characteristic im-
pedance is given by

Z0¼
60
ffiffiffiffi
er
p ln

b

d
ð8Þ

where er is the relative permittivity of the medium.

(a) (b) 

λ/4 λ/4

A B 
A B

Figure 12. (a) Balun bazooka; (b) cross section of the balun.

 

F

C

IA 

I
IB 

ZL

ZS

Figure 11. Equivalent circuit of the circuit shown in Fig. 5.

b

d

Figure 13. Geometry of a coaxial cable. A dielectric of relative
permittivity er fills the space between the inner and the outer
conductors.
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The attenuation ac of a coaxial line due to ohmic losses
in the conductor is

ac¼
4:343Rs

Z0p
1

b
þ

1

d

� �
ðdB=mÞ ð9Þ

where

Rs¼

ffiffiffiffiffiffiffiffi
pfm
s

r
O

where f is measured in hertz; m, in H/m (henries per
meter); and s is the conductivity in S/m (siemens per
meter).

The attenuation ad of the coaxial line due to losses in
the dielectric is

ad¼
27:3sZ0

lnðb=dÞ
ðdB=mÞ ð10Þ

Breakdown will occur in an air-filled coaxial line at
atmospheric pressure when the maximum electric field Em

reaches a value of approximately 2.9�106 V/m. The aver-
age power P that can be transmitted on matched coaxial
lines under these conditions is

P¼
E2

m

480

� �
b2 lnðb=dÞ

ðb=dÞ2
W ð11Þ

The first high-order TE (transverse electric) mode that
will propagate in a coaxial cable experiences cutoff
when the average circumference is about equal to wave-
length, so

lc �
p

2ðbþdÞ
ð12Þ

5. INSULATORS

A material is said to be an ‘‘insulator’’ if this is its most
dominant characteristic. This does not mean that other
electric effects, such as conductivity or magnetism, are not
present; they are just less significant. From a macroscopic
point of view, the constitutive relationship of the material,
specifically in the case of the insulating ones (dielectrics),
is given by

D¼ eE ð13Þ

where E is the electric field intensity vector and D is the
electric flux density vector.

From the microscopic perspective, it is better to use the
relationship introduced by Lorentz [6], where two terms
contribute to the vector density of electric flow: the vector
electric field by the vacuum permittivity and the vector
polarization P. Mathematically, this is

D¼ e0EþP

e0¼8:856�10�12 F=m
ð14Þ

Contributions of the material to the behavior of vector P
are different for solids, liquids, and gases. These contribu-
tions are too complicated to be summarized here (for more
details, see Ref. (6). However, for linear materials, P is
directly proportional to E; therefore

P¼ e0weE ð15Þ

where we is the electric susceptibility to the medium.
Substituting Eq. (15) in Eq. (14), one returns to Eq.

(13), since

e¼ e0ð1þ weÞ ð16Þ

Therefore there is no difference between this perspective
and that of the constitutive relationship.

In the term that defines the loss of energy in Poynting’s
theorem, the vector current density (which considers the
conduction current) is in phase with the intensity of the
vector electric field. In the general characterization of the
dielectrics presenting losses, the complex permittivity is
introduced:

e¼ e0 � je00 ð17Þ

This is introduced in Maxwell’s equations as the current
jo(e0 � je0 0)E, where the second term is in phase with
the electric field. Both e0 and e0 0 are, in general, functions
of frequency. Table 1 lists values of e0/e0 and e0 0/e0 for
some representative materials used in antenna
engineering as well as the breakdown fields for some
materials.

Table 1. Characteristics of Insulating Materials

Material Composition e0/e0 at 108 Hz e0 0/e0 at 108 Hz Breakdown Field (V/m) at 251C

Ceramics
Aluminum oxide (alumina) 8.8 0.00030 —
Porcelain (dry process) 5.04 0.0078 —

Plastics
Polyethylene 2.26 0.00020 47.2�106

Polytetrafluorethylene (Teflon) 2.1 o0.00020 39.4�106

Adhesives
Epoxy resin (Araldite CN-501) 3.35 0.034 15.9�106

Glass
Fused quartz 3.78 0.00020 16.1�106

Source: Data taken from Ref. 1.
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6. LIGHTNING ARRESTERS

Lightning is an atmospheric phenomenon of harmful
consequences. It is caused by the accumulation of electric
charges in a cloud, and the consequent discharge on the
terrestrial surface. This effect occurs mainly on structures
that offer conditions favorable to discharge. The best
protection against atmospherics discharges is the enclo-
sure of a site with a grounded conductive structure. Even
so, such protection, although not expensive, becomes
impracticable.

The antennas must be immune (impervious) to atmo-
spheric discharges, and must maintain integrity as the
lightning current flows to the ground. Protection against
the direct and induced effects of lightning must be de-
signed in to avoid damage to operators, equipment, and
construction. For antennas, several techniques can be
used, such as

* Protective conductors on radome [7] (so as to avoid
degradation of antenna performance)

* Grounded towers (positioning the antennas below the
tower summit as much as possible)

* Lightning arresters [mainly in high-frequency (HF)
operation, where the antennas are relatively large
structures]

Common types of lightning arresters are varistors, gas
discharge devices, and semiconductors. No type is suitable
for all applications, and each one may be combined with
another into a hybrid device. A simple lightning arrester
can be assembled by maintaining a gap between the
structure to be protected and the ground. These gaps are
adjusted to the minimum width to prevent arching when
the transmitter is in operation.

7. PHASE SHIFTERS

A phase shifter is a two-port component that provides a
fixed or variable change in phase of the traveling wave.
The shift occurs with respect to a ‘‘reference’’ (the line
without the component) and a ‘‘test’’ (the line and the
component) lengths; therefore it is always understood as
the phase difference between the two cases. The shift may
be fixed or variable. The variable phase shift uses mechan-
ical or electronic techniques to change the phase dynami-
cally. The main applications of these devices are test,
measurement systems, modulation devices, and phased-
array antennas. The use of phase shifters in antenna
systems provides controllable steering of the main beam
of the radiation pattern without moving the antenna.
There are several ways to implement these components
for communication systems. The type of phase shifter used
in this process depends on the kind of antenna being used,
including its cost and power requirements.

7.1. Fixed and Variable Phase Shifters

The shifters can provide fixed or variable phase shifts. The
fixed phase shifters are usually extra transmission-line

sections of certain length to shift the phase with respect to
the reference line. The variable shifters use mechanical or
electronic means to achieve a dynamical range of phase
difference. In the case of antenna systems, the main use of
variable phase shifters is beamsteering, while fixed shif-
ters are more frequently used for beamforming (pattern
synthesis).

The mechanically tuned phase shifter usually consists
of variable short circuits used with hybrids or, in the case
of waveguide components, a dielectric slab with variable
position in the guide. Step motors move the slab across the
guide (from its center toward outer walls), therefore
accomplishing maximum or minimum phase shift.

Another method for obtaining the desired mechanically
tuned phase shift is to combine variable short circuits and
hybrid circuits. The movement of the short circuit along a
transmission line results in the phase shift, therefore
making it appear shorter or longer.

There are two classes of electronically tuned phase
shifters depending on component cost, weight, and
power-handling capability: ferrite and switching circuit
shifters. The ferrite shifter uses slabs of this magnetic
material inside waveguides. Since the electrical properties
of ferrite vary with the applied bias magnetic field, this
process can yield the desired phase shift. Ferrite phase
shifters are essentially low-cost, bulky, high-power-hand-
ling-capability devices. The switching circuit shifters
are essentially low-power pin (positive–intermediate–ne-
gative) diodes or FETs used as switching (ON–OFF states)
elements. Depending on the applied bias current in these
devices, these devices will work either as short or
open circuits. The phase shift is the result of an extra
section of transmission line added to the switching ele-
ment. Therefore, depending on the bias current, the wave
traveling along the transmission line will have an addi-
tional traveling path. Since these devices are binary
switches, only discrete phase shifts are possible. The
construction of a continuously variable shifter demands
the use of several of these switching elements. The design
of variable phase shifters depends on the expression of the
variable shift in respect to a specific position or applied
bias magnetic field or current. In all cases, the procedures
depend on the topology of the device and its mathematical
models.

7.2. Ferrite Phase Shifters

Ferrite phase shifters are common in power applications
in waveguide technology. The ferrite phase shifter is a
result of the combination of two properties of this medium:
(1) dependence of the velocity of the propagating waves on
the direction of propagation of the wave relative to the
ferrite slab and (2) application of a bias magnetic field.
Ferrite is an anisotropic medium; therefore, the propaga-
tion constant (and the velocity of propagation) is an
important factor in the ferrite phase shifters, which are
commonly used in power applications in waveguide tech-
nology. The anisotropic properties of ferrites are also
critical factors if a magnetic field is applied. This is a
macroscopic result of the microscopic interaction between
the fields and the atomic nuclei.
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The phase shift in these devices is the difference
between the forward and backward traveling waves.
This is a nonreciprocal phase shift, which is dependent
on an applied external magnetic field. Accurate design of
these devices is not straightforward because of the com-
plexity of the mathematical models of ferrites. A detailed
procedure is shown by Pozar [8] and Bornemann [9].

7.3. Switching Circuit Phase Shifters

The switching circuit phase shifter uses solid-state tech-
nology (pin diodes). In these applications, pin diodes
behave as ON–OFF elements. The switching circuit shifters
are common to several manufacturing technologies such
as microstrip, coplanar guides and lines, slotlines, wave-
guides, and finlines. The diodes act as binary switches
along the line (Fig. 14). With the bias applied, the diode
will behave as a short circuit for the incoming wave.
Therefore, the phase transmitted signal has two possible
states, determined by which diode is polarized. A variable
phase shift results from the mounting of several diodes on
the line. The returning wave enters a hybrid circuit and
then the antenna.

8. PLANAR TECHNOLOGY

Planar transmission lines are the basic transmission
media for microwave integrated circuits (MICs) when
the hybrid or monolithic technology is used. Figure 15
shows the cross section of the three basic planar transmis-
sion lines: stripline, microstrip, and slotline. Several other
configurations are possible, such as listed by Bhat and
Koul [10]. All are variations of the three main types. Each
one offers certain advantages, depending on the circuit
type and its application. Some of these configurations are
the suspended stripline, the suspended microstrip, the
inverted microstrip, the coplanar guide, and the coplanar
stripline. Planar designs using special substrates have
been applied at frequencies up to 10.0 GHz.

A designer can perform several microwave circuits and
electric functions with planar transmission lines. There-
fore, this constitutes a very important technology for the

development of antenna accessories in the microwave
range. These components, called distributed circuits, are
generally of the order of a wavelength or more (in the
propagation medium). Thus, in the lower microwave
range these circuits can have large dimensions. In this
case, one uses lumped components.

However, several lumped components can be obtained
starting from planar technology. These components are
called microwave integrated circuits (MICs). Figure 16
illustrates lumped and distributed circuits in planar
technology.

The most important project parameters for planar
transmission lines are

* Effective dielectric constant
* Characteristic impedance
* Dispersion
* Losses
* Working frequency limitations

�1

�2

Figure 14. PIN switching circuit phase shifter representation.
Application of the bias current results in change in electrical length
of the line. The resulting shift is the difference in the electrical
angle between direct polarization and reverse polarization.
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Figure 15. Basic planar transmission lines: (a) stripline, TEM
(transverse electric mode); (b) microstrip line, quasi-TEM mode;
(c) slotline, non-TEM mode.
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Antenna accessories that can be manufactured for
planar technology include directional couplers, hybrid
rings, power dividers, and impedance matchers [11,12].
These components are generally used in antenna feeds, for
impedance matching between the antenna and transmis-
sion system, and for antenna measurement.

The effect of the electromagnetic coupling between two
parallel transmission lines (sufficiently near to each other)
constitutes the design framework of several microwave
devices (especially for antennas). An example is the direc-
tional coupler, which has wide application in circuits and
telecommunication systems. It performs several electrical
functions, such as the separation and combination of
signal power (received or delivered from/to antennas). It
also allows the sampling of power and separation of
incident and reflected waves of a system. This separation
is used for power control or performance measurements.

Couplers are either conductively or electromagnetically
coupled transmission line circuits with three, four, or more
ports. In general, a directional coupler is a four-port
device, with two of its ports mutually decoupled, with
respect to the other two. Figure 17 shows the block
diagram of a directional coupler. From the theoretical
point of view, if port 1 receives a microwave signal, this
power will be delivered to ports 2 and 3, but no power will
appear in port 4. Port 4 is decoupled from port 1. On the
other hand, if port 2 receives the microwave signal, then
this signal will be divided between ports 1 and 4, and port
3 will be decoupled, in relation to port 2.

In the special case where the power is equally divided
between ports 2 and 3, the coupler is called a ‘‘hybrid’’ or 3-
dB directional coupler. If the phase difference is 901
between ports 2 and 3, the coupler is termed to ‘‘901
hybrid’’ or ‘‘quadrature hybrid’’. Another hybrid design
provides 1801 between the output ports.

Different topologies of directional couplers exist [11,12].
Figure 18 shows a directional coupler in the topology of
parallel lines of l/4 length. As in any directional coupler, a
fraction of the incident power in the primary branch is
coupled to the secondary branch. In fact, when a micro-
wave signal is incident in port 1, port 2 receives part of its
power. In this topology, another part of the power will be
coupled to port 3. This coupling occurs through the gap,
and practically no power will be coupled to port 4, which is
terminated by the load. The load has the same value of the
characteristic impedance of the coupler lines. In parallel
line couplers, the smaller is the gap between branches of
the coupler, the greater is the coupling. The spacing
between conductors can compromise high coupling
designs.

The main parameters of a directional coupler are the
coupling, directivity, isolation, and transmission factors.
The coupling factor is defined by the relationship between
the power in the coupled (port 3) and input (port 1) ports;
this factor is a measurement of the coupling. The trans-
mission factor is defined by the relationship between the
power in ports 2 and 1. The directivity is the relationship
between the power in the isolated (port 4) and coupled
(port 3) ports; this measures the undesirable coupling. The
isolation is the relationship between powers in the iso-
lated (port 4) and input (port 11) ports.

Figure 19a shows a coupler in branchline topology
[11,12]. In this directional coupler, a larger coupling factor
can be obtained. It also allows keeping DC (direct-current)
continuity between the ports, which is an interesting
feature for phase shifter design (as shown is Fig. 19b). It
allows high power levels. The branchline coupler uses
branching transmission lines to couple 3–9 dB. The length
of all branches of this coupler is l/4. However, the widths,
and consequently the impedances, of these branches are

(a)

(b)

Figure 16. Lumped and distributed MICs: (a) spiral inductor
(lumped element); (b) bandpass interdigital filter (distributed
MIC). (Courtesy of the Department of Electrical Engineering,
University of Brası́lia).
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Figure 17. Block diagram of a directional coupler.

Figure 18. Directional couplers in l/4 parallel lines, in the
microstrip technology. (Courtesy of the Department of Electrical
Engineering, University of Brası́lia.)
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different: Y1, Y2, Y3, Y4. The operating principle of this
coupler can be presented in the following way. When the
input port (port 1) receives a signal, the energy will be
divided and will propagate in clockwise and counterclock-
wise sense through the branches. The power in each
output (ports 2–4) will depend on the phase relationships
between the propagating signals. In a 3-dB coupler, the
power is divided equally between the coupled (port 2) and
matched (port 3) ports. Port 4 is the isolated one.

A special version of branch line coupler is the hybrid
ring (Fig. 20). The ring has a 1.5l circumference and all
sections of equal impedance. It can be assembled using
several technologies such as coaxial lines, stripline, micro-
strip lines, or even waveguides. The operating principle is
the same as that of the branchline coupler. The signal
injected in the input port is divided into two opposite-

direction propagating waves. In the coupled output port,
the two signals arrive in phase and reinforce each other,
providing an output signal. In the direct output port, the
signal that propagates counterclockwise travels a length
of 1.25l and the signal propagating clockwise travels
0.25l. The two signals arrive at this port in phase,
providing an output signal at this port. For the same
reason, there is an isolated port that has no output signal.
The output signals in the direct and coupled ports are 1801
out of phase.

Another topology of directional coupler is the Lange
coupler (Fig. 21). The Lange coupler is well adapted to
microstrip technology [13]. It is an interdigital structure
with superior performance in comparison to the parallel
line coupler. Its bandwidth can be greater than one octave.
The Lange coupler, which is compatible with tandem
topology (Fig. 22), makes it possible to obtain power
coupling near 3 dB, with a combination of two inferior-
order couplers, if their design dimensions are feasible.

Power dividers are used in antenna feeds and perfor-
mance measurements. Directional couplers and hybrid
rings can be used as power dividers. The branchline
coupler output signals are in phase quadrature (901 out
of phase). The hybrid rings output signals that are in
opposite phases. However, in several microwave applica-
tions, such as parallel feeds for phased-array antennas,
the input has to be divided into an arbitrary number of
signals with equal power and in phase. A symmetric
power divider of n branches provides the successive divi-
sion of the input signal into n signals with the same power
and phase at all frequencies. This power divider can also
be used as a signal combiner by inverting the input and
the output ports.
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Figure 19. (a) Branchline coupler structure; (b) branchline
coupler in a phase shifter circuit. (Courtesy of the Department
of Electrical Engineering, University of Brası́lia.)

Figure 20. Hybrid ring. (Courtesy of the Department of Elec-
trical Engineering, University of Brası́lia.)
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Figure 21. Lange coupler.

Figure 22. Lange Coupler in tandem topology. (Courtesy of the
Department of Electrical Engineering, University of Brası́lia.)
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There are several kinds power dividers and combiners.
One of them is the two-branch power divider, shown in
Fig. 23. It is also possible to obtain output signals in phase,
but with different power levels.

Impedance-matching circuits are another type of an-
tenna accessory. They are also manufactured in planar
technology [2]. These circuits are commonly used in
antenna feeds, avoiding power losses caused by mismatch.
In most cases, the load will have an impedance different
from that of the transmission line. This is the case in
telecommunication systems, where the output impedance
of the generator is usually different from the input im-
pedance of the antenna. The problem is how to reduce or
eliminate the resulting reflections and high voltage stand-
ing-wave ratios (VSWRs).

One method is to cascade transmission-line sections
(planar structures) or lumped components with different
impedances between the mismatched transmission line
and its terminations (the system output and the antenna
input). The antenna input impedance is then transformed.
This new impedance value seen at the output point (the
end of the transmission line) can be matched to the system
for maximum power transfer.

Different topologies and technologies are used in im-
pedance-matching circuits. Examples involve the use of
stub association and quarter-wave transformers. Figure
24a shows a schematic of a quarter-wave impedance
transformer. The impedance Zl can be matched to a
transmission line of characteristic impedance Zs with a
section of transmission line that is a quarter-wave long
based on the wavelength in the transmission line. This
characteristic impedance of the matching section is shown
as Zt¼

ffiffiffiffiffiffiffiffiffiffiffi
ZsZ1

p
. The microstrip feed on Fig. 24b is planar,

allowing the patch and the feed to be printed on a single
metallization layer. The impedance of the edge-fed patch
can be transformed by using a quarter-wave matc-
hing section of a microstrip transmission line, as shown
in Figs. 24a and 24c. Another kind of quarter-wave

transformer is the multisection quarter-wave transformer,
as shown in Fig. 24d. This kind of transformer is com-
monly used in wideband systems.

9. TWIN-LEAD LINE

The bifilar (twin-lead) line is a two-wire parallel conductor
line that carries the power from the generator to the
antenna. Each wire carries equal and opposite currents
(1801 out of phase). However, since the wires are spaced by
a certain distance, their radiated fields do not cancel out
completely. If the two wires were located in the same place
in space, there would be no radiated field. However, since
this is not possible, there will be a certain amount of
radiation loss. Keeping the distance between the parallel
wires small (typically of the order of 1% of the wavelength
of the radiowave) can reduce this loss. The spacing
between conductors is a constraint of the physical limita-
tions of the line construction. Parallel conductor lines,
open-wire lines, two-wire lines, two-wire cable, and two-
wire ribbon cable are also bifilar lines.

9.1. Types of Bifilar Lines

The bifilar line is usually supported a fixed distance
apart. Usually insulating rods, called ‘‘spacers,’’ or molded
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Figure 23. Unmatched and matched two-way power dividers.
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wave transformer. (d) Multisection quarter-wave transformer.
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plastics such as polystyrene provide the support. The
spacers have to be placed at small length intervals to
prevent the wires from moving apart from each other.
These lines are air-insulated, since air is the medium
between them. The spacers have little effect on the im-
pedance behavior of the line. However, flexible dielectric
separation (molded) lines have several advantages over
air-insulated types. In this type, a plastic coating similar
to a ribbon surrounds the conductors. These lines main-
tain uniform spacing between conductors. They are also
less bulky, weigh less, and are easier to install. One
common example of the flexible dielectric bifilar line is
the television receiving cable (called ‘‘ribbon cable’’ or two-
wire cable).

9.2. Uses of Bifilar Lines

In television reception applications, polyethylene
molded ribbon bifilar lines are available with spaces of
2.54 mm (1 in.) and 1.27 mm (1

2 inch) with conductor sizes
of AWG (American Wire Gauge) 18 (diameter of
2.053 mm). These lines have characteristic impedances of
450 and 300O, respectively. The attenuation is quite low
for these receiving applications (typically under 0.03 dB/m
for applications under 20 m). There is also the 75-O bifilar
line, which has AWG 12 conductors (diameter of
1.024 mm) with close spacing between them (see Ref. 14
for a detailed description). The spacing keeps most of the
fields confined to the solid dielectric instead of the sur-
rounding air.

The bifilar line is also used in amateur radio applica-
tions and LF to VHF (low- to very-high frequency) anten-
nas, although for higher-frequency applications, the
coaxial line tends to be used more frequently because of
its superior characteristics. The lines are simple to assem-
ble. However, the designer should avoid sharp bends.
These bends tend to change the characteristic impedance
of the lines, which cause reflections at each bend and
power mismatch.

9.3. Design Equations of Bifilar Lines

The analysis of bifilar transmission lines uses Maxwell
equations subjected to the appropriate boundary condi-
tions. The main parameters of the bifilar transmission line
are

* Characteristic impedance

Z0¼
Z
p

cosh�1 d

2r

� �
¼

120
ffiffiffiffi
er
p cosh�1 d

2r

� �
ð18Þ

where r is the radius of the conductors, d is the
spacing between them, and er is the relative dielectric
of the surrounding medium (Fig. 25).

* Attenuation
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where m is the permeability of the surrounding
medium, o is the operating frequency, s is the loss
in the conductors, and e0 0/e0 is relative loss of the
dielectric constant.

* Propagation constant

b¼
o
c

ð20Þ

where c is the speed of light in a medium that
surrounds the conductors. In the case of the ribbon
transmission line, er is 2.56 with (e00/e0)¼ 0.7. If the
wire is made of copper, then s is 58 MS/m. In this
case, since most of the field is inside the dielectric, the
relative dielectric constant er is approximately 2.56.
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1. INTRODUCTION

Electromagnetic wave measurements involving very low
signal levels are commonly performed in laboratory facil-
ities that provide high isolation from external electromag-
netic environment. Shielded enclosures with isolation
performance in excess of 100 dB prevent extraneous ener-
gy from masking measurements of the intended signals.
However, an electromagnetic wave generally propagates
in all directions, and waves reflected by the walls, ceiling,
and floor of the shielded enclosure will give rise to a com-
plex wavefront at the test region where the test antenna is
to be placed. As it is desirable to provide an environment
for electromagnetic energy to propagate between the
transmitter and the receiver in a simple and well-defined
manner, waves propagating toward the walls, ceiling, and
floor of the enclosure must be absorbed using a suitable
absorbing material. The shielded enclosure with the en-
tire inner surfaces covered with wave absorber to create a
nonreflecting environment equivalent to free space is
known as the anechoic chamber. With no echo, the an-
echoic chamber provides a ‘‘quiet’’ environment for elec-
tromagnetic wave measurements.

Anechoic chambers were initially utilized as a means to
improve the accuracy of indoor radiofrequency (RF) mea-
surements during World War II in response to the increas-
ing need to test RF devices, antennas, and radar signature
in a controlled environment, with all-weather capability
and minimum electromagnetic interference. Throughout
the years, many chambers have been designed with the
capabilities to perform a wide variety of measurements,
including antenna gain, directivity, radiation pattern,
phase, polarization, impedance, radar cross section
(RCS), radiation hazards, and electromagnetic compati-
bility (EMC) testing. Others have been designed for spe-
cific types of measurement.

Anechoic chambers are conventionally utilized in the
microwave region (above 1000 MHz). In the 1990s, an in-
creasing number of low-frequency (30–1000-MHz) electro-
magnetic anechoic and semianechoic test chambers were
manufactured in response to the rapid growth in electron-
ic and telecommunication industries. Products must meet
both emission and immunity requirements of EMC regu-
lations before they can be marketed. A full anechoic cham-
ber is commonly used to determine the immunity of

products to an impinging electromagnetic field. As for
the emission limit, interference emissions from electronic
products are referenced to measurements performed on an
ideal open-area test site (OATS) having a perfectly con-
ducting infinite ground-plane. A semi-anechoic chamber
in which the conductive floor is not covered with wave ab-
sorbing material can be used as the alternative test site for
this measurement. International standards are being de-
veloped to qualify full anechoic chamber for use in both
immunity and emission EMC measurements.

2. SHAPES OF ANECHOIC CHAMBER

The most common geometric shapes for anechoic chamber
design are those of rectangular shape, due to the simplic-
ity of constructing the chamber structure and ease of
lining the absorbers. One deficiency of this simple geom-
etry, however, is that the absorbers on the sidewalls, ceil-
ing, and floor scatter a considerable amount of waves
that are approaching at large angle of incidence with
respect to the normal direction of the absorbers (as illus-
trated in Fig. 1). These wide-angle reflections are espe-
cially crucial at lower frequencies, where the absorbers
are less effective in absorbing incident waves. As a result,
the reflected waves add with the direct path signal at the
test region and form an interference field (with sharp
peaks and nulls), giving rise to errors in various wave
propagation measurements.

In the 1960s, the tapered-shape chamber was invented
to overcome the limitation of rectangular chambers at low
frequencies (below 1 GHz) [1]. The diverging geometry of
the tapered chamber (see Fig. 2) greatly reduces the wide-
angle reflection problem. As a result, less expensive ab-
sorbers can be used at the tapered section. Additional cost
saving is attained because a smaller surface area in the
chamber and thus fewer wave absorbers are required. The
tapered chamber has been designed, tested, and used at
frequencies as low as 30 MHz. However, these improve-
ments are not achieved without tradeoff. For example,
only a single-source antenna can be placed at the taper
apex, which limits the measurements involving multiple
sources, moving sources, and bistatic radar cross section.
The path loss is different from that of free space, making
the chamber unsuitable for measurements involving

Wide-angle reflection

Test
volume

Figure 1. Plan view of a simple rectangular anechoic chamber.
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absolute field strength. At higher frequencies, the rectan-
gular chamber is preferred since the antenna can be con-
figured in a highly directional radiation pattern and the
level of wide-angle reflection can be controlled. In addi-
tion, absorbers with good absorbing properties at these
frequencies can easily be manufactured at low cost.

A quasitapered chamber has been designed and evalu-
ated from 100 MHz to 93 GHz [2]. It consists of a small
rectangular room, connected to a tapered section, and
then followed by a larger rectangular room where the
test region is located. This design incorporates the perfor-
mance advantages of a fully tapered chamber at low fre-
quencies and provides some flexibility of a rectangular
chamber at high frequencies.

Microwave antenna and RCS measurements usually
require that the target under test be illuminated by a uni-
form plane wave. This is achieved only in the far-field re-
gion and often dictates a very large distance. To reduce the
room area required, the compact-range anechoic chamber
uses large offset parabolic reflector to produce an approx-
imate plane wave at a much shorter range. The parabolic
reflector is illuminated by a broadband horn antenna
feed placed at the focal point of the reflector (as shown
in Fig. 3). The diverging spherical wavefront is converted
into a plane wave with very flat phase front and small
amplitude taper over the test zone, making the compact
range equivalent to a much larger conventional antenna
test range. The offset focal point eliminates scattering and
shadowing from the feed and feed support. However, lim-
ited cross-polarization isolation can be achieved.

A few dome-shaped chambers have been designed
and built [3,4] to facilitate a variety of monostatic as
well as bistatic RCS measurements at a constant range.
A number of antennas are mounted on the dome surface
(see Fig. 4) inside the chamber as receivers to detect the
electromagnetic waves scattered from radar targets
placed at the center of the spherical space.

Anechoic chambers that are built specifically for EMC
tests are usually not suitable for microwave RCS and an-
tenna measurements. Similarly a microwave anechoic
chamber is seldom suitable for EMC tests, due to differ-
ences in the measurement techniques and test-site vali-
dation criteria. Nevertheless, a major limitation has been
the availability of ultrawideband wave absorber that can
provide adequate reflectivity performance covering the
frequency bands of EMC test requirements and micro-
wave frequencies.

3. ELECTROMAGNETIC WAVE ABSORBERS

Much research has focused on developing absorbers with
superior absorbing properties such as low normal inci-
dence reflection, low forwardscatter and backscatter at
wide-angle incidence, lower usable frequency, wide band-
width, and reduced absorber thickness in the course of
improving the ‘‘quietness’’ of anechoic chambers, cost-effi-
ciency, and required room size. The idea of using material
that provides wave impedance near that of free space at
the front surface gradually tapers to that of a lossy medi-
um at the back surface has dominated this area of devel-
opment. One implementation of such idea is to shape the
absorbing material into a wedge or pyramid shape (see
Fig. 5) in contrast to a flat front surface.

An extremely broadband absorber can be made with
pyramidal shaped urethane foam impregnated with car-
bon black. The height of the pyramid must be greater than
quarter wavelength to function efficiently. A 60-cm-thick
pyramidal foam absorber may offer a reflectivity level be-
low � 40 dB over the frequency range 1–40 GHz at normal
incidence. Optimum performance of the electrically thick
foam absorber is obtained by adjusting the percentage
carbon loading of the foam material. For frequencies as
low as 30 MHz, 2.5-m-thick absorbers were used for con-
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Figure 2. Diverging geometry of a tapered chamber.
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Figure 4. Dome-shaped anechoic chamber for monostatic and
bistatic RCS measurements.
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struction of anechoic chambers during the 1970s. The
bulky size gives rise to high cost of material, difficulty of
installation, and large room space requirement, thus lim-
iting its use at the lower frequency range of the spectrum.

The wedge-shaped absorber gives better absorbing
characteristics compared to the pyramidal-shaped absorb-
er for wave directions nearly parallel to the ridge of the
wedge. It can be used at the tapered section of chamber
with diverging geometry.

The twisted pyramid structure has been used in the
fabrication of thick absorbers because of its improved me-
chanical strength. The pyramid is ‘‘twisted’’ by 451 with
respect to the base as shown in Fig. 5. The droop with age
will be less for the twisted pyramid tips compared to the
standard pyramid tips. However, its reflectivity perfor-
mance is generally not as good as the standard pyramid.

Microscopic particles of metal can be dispersed in a
nonconducting matrix to adjust the effective conductivity
of the material. The resistive material can be coated onto a
hollow pyramid-shaped substrate with a height of quar-
ter-wavelength to realize a wideband absorber. A large
absorber has been constructed with adequate mechanical
strength and light weight for construction of EMC test
chamber.

Wide band absorption can also be achieved by increas-
ing the material loss tangent with respect to depth from a
flat outer surface. A variation of this approach is to use
multiple layers of carbon-impregnated foam. The layers
have an increasing loss tangent from the front layer to-
ward the bottom layer, hence achieve an electrical taper
that yield a material with good reflectivity level over a
wide frequency range.

To achieve low reflectivity using taper length less than
a quarter-wavelength, a different carbon loading for the
foam pyramids must be used. If the carbon loading is too
high, the impedance taper will be too abrupt, causing the
incident wave to be reflected from the region near the
pyramid tips instead of penetrating into the absorber me-
dium. On the other hand, if the carbon loading is too low,
the incident wave that penetrates the absorber medium
will not be sufficiently absorbed. With a carbon loading
that gives optimum reflectivity of � 20 dB for the
200–1000 MHz range, the performance of the pyramids
may not be adequate at higher frequencies where the re-
quired reflectivity is below � 40 dB for the typical appli-
cations in designing antenna and radar cross-section
measurement chamber.

Ferrite tile is a new generation of low-frequency wide-
band absorber that has been widely used in many EMC

test chambers. The ferrite tile (NiZn) with a thickness of
6.3 mm may offer a reflectivity level below �15 dB over
the frequency range of 30–600 MHz, but the reflectivity
deteriorates rapidly as the frequency increases [5]. The
ferrite grid (see Fig. 6) is a variant of ferrite tile. Because
of the square air section, the ferrite material can be con-
sidered as having an equivalent permittivity and an
equivalent permeability. The filling factor or fraction of
space occupied by ferrite can be selected in order to place a
reflectivity null at a desired frequency. Ferrite grid with a
thickness of 19 mm can be used to cover the frequency
range of 30–1000 MHz. An exponentially tapered ferrite
grid is also investigated in an effort to widen the band-
width to 2400 MHz.

A method to improve the reflectivity of ferrite tiles and
grids is by simply adding a dielectric layer between the
ferrite and the metal wall of the screened room [5]. The
dielectric layer can be commercial plywood with dielectric
constant of B2.0. However, the thickness of the dielectric
must be properly chosen in order to give an optimum per-
formance over a wider bandwidth. A multi-layer approach
with different types of ferrite and/or magnetic composite
materials separated by air space is under investigation.

Electrically thin urethane foam pyramids that are op-
timized to operate at 200–1000 MHz have been combined
with ferrite tiles that are effective at 30–600 MHz. This
hybrid absorber provides the required performance to cov-
er the frequency range of 30–1000 MHz. The carbon load-
ing of the pyramids must not be too high; otherwise the
low-frequency performance of the ferrite tiles will be de-
graded.

The weight of ferrite and hybrid absorbers (430 kg/m2)
are generally heavier than foam absorbers. The strength
of the room must be strong enough to support the weight
of the absorbers. A special room structure will be neces-
sary in constructing the large anechoic chamber. On the
other hand, the use of 2.5-m-thick pyramid absorbers re-
quires a screened room size larger than 20� 10� 9 m
height in order to construct a 10-m-range anechoic cham-
ber. The required cost and space are substantial. Hence,
there is much interest in trying to reduce the
required investment while still maintaining adequate
performance.

(a) (b) (c)

Figure 5. Pyramid (a), wedge (b), and twisted pyramid (c).

Figure 6. Geometry of a ferrite grid.
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Small and medium-size foam absorbers are convention-
ally glued onto the chamber wall using rubber-based con-
tact adhesive. Pyramids longer than 1 m are usually
supplied with metal baseplate to be installed onto a rail-
and-clip mounting system on the chamber wall in order to
ensure installation reliability. Ferrite tiles can be installed
using glue. However, because of weight and sharp edges of
the tile, overhead net must be installed as safety measure
to prevent fallen tile from injuring the personnel who en-
ter the room. A more secure method is to install a plywood
panel onto the wall and then fasten the ferrite tile through
a centre hole onto the plywood panel using self-tapping
screws. The gap between adjacent tiles can then be pre-
cisely controlled to give better reflectivity performance, in
contrast to using adhesive in which some glue may be
trapped between the tiles. The plywood panel also acts as
the dielectric backing to improve the performance of the
ferrite tile.

In addition to electrical and mechanical specifications
of the absorber, the fire retardant property of the absorber
must also be considered in order to comply with building
safety codes. Lifespan and maintenance needs of the ab-
sorber may also be an aspect to consider in the absorber
selection criteria.

4. SIZE OF ANECHOIC CHAMBER

Wave measurements are usually performed at far field so
that uniform field distribution can be obtained. The mea-
surement facility must be sufficiently large to accommo-
date the source and the receiver at a separation defined by
the Rayleigh range criterion. For an antenna aperture D
of 1 m diameter, the separation distance must be greater
than 2D2/l, which is 67 m at 10 GHz and 6.7 m at 1 GHz.
At lower frequencies, the separation must be longer than
lmax/2p (where lmax is the maximum wavelength to be
measured) so that the coupling between the transmitter
and receiver antennas is radiative rather than reactive.

Absorber reflectivity is a function of the wave imped-
ance. The wave impedance near a dipole-type source is
higher than intrinsic wave impedance of free space, while
the wave impedance near a current loop source is lower
than the intrinsic wave impedance. For RF absorber to
work efficiently, the distance between the radiation source
and the absorber must be greater than lmax/2p. In general,
the thickness of a pyramidal foam absorber must be greater
than lmax/4 to be effective. However, in order to provide
absorber reflectivity better than �40 dB, the height of pyr-
amid shall be several wavelengths. For antenna aperture of
1 m diameter operating at 1 GHz, the size of the screened
room may have to be larger than 8� 2� 10 GHz, the Ray-
leigh range criterion can be met for antenna aperture
smaller than 0.3 m diameter. For larger antenna, near-field
measurement techniques may be used.

5. SCREENED ROOM

The ideal environment for taking RF wave measurements
should be free from electromagnetic energy not directly
associated with the measurements. The isolation require-

ment is necessary to prevent extraneous energy from
masking measurements of electromagnetic field of inter-
est and to protect nearby systems from interference
caused by the energy generated by radiation source used
in the measurement setup.

RF-shielded enclosures are widely used for various
types of RF measurements in the increasingly crowded
electromagnetic environment. A volume of space complete-
ly enclosed by metal plates will be shielded against elec-
tromagnetic radiation. However, ventilation holes and
access doors to the screened room, as well as cables pen-
etrating the shielding walls for signal–power interconnec-
tion purposes, will cause leakage of electromagnetic
waves. Different construction methods will give rise to
varying degrees of imperfection that determine the shield-
ing effectiveness. The required shielding design is a func-
tion of the purpose of the shield, type of equipment
involved, the measurement distance, and the sensitivity
of the information being processed.

The geometry of the anechoic chamber must not be too
complex so that the screened room can easily be construct-
ed, the shielding effectiveness can be under controlled,
and the RF absorbers can properly be lined on the cham-
ber walls, ceiling and floor.

The screened room is commonly fabricated from sheet
copper, aluminum, or steel. The most common material is
24-gauge galvanized/zinc-plated steel sheet laminated to
wooden board. Sheetmetal offers more than 120 dB shield-
ing effectiveness. However, the total shielding effective-
ness of screened room is usually limited by the presence of
holes and/or seams, high-impedance discontinuities, and
wires/cables passing through holes in the shield. In all
practical cases, shielding effectiveness in excess of 120 dB
can rarely be achieved [6]. Doors, vents, filters, and piping
must be carefully designed and constructed to maintain
the shielding integrity. On the other hand, standing waves
due to resonance effects may cause certain areas within a
screened enclosure to exhibit poorer performance.

A smaller screened enclosure is commonly constructed
as a modular clampup structure using prefabricated wood-
en panels laminated with sheetmetal. The panels are tied
together to form the six-sided freestanding room by a
framework made of plated steel. A metal-to-metal seal be-
tween the panels is provided by the clamping unit, which
consists of two metal straps brought together by a number
of screws. The shielding performance is dependent on the
degree of electrical continuity between the panels and the
absence of cracks or breaks between the panels. Installa-
tion workmanship is critical. Cleanliness is required
around the edges of the panels. Painting of the shielding
panels is not recommended because the paint may cap-
illarize under the clamping straps, thus negating the
shielding properties of the system. A few problems of the
modular construction are the floor panels tend to become
loose under varying loads and constant stresses caused by
people moving about the room. Expensive maintenance
and recertification are required. Water will cause contam-
ination and corrosion of the clamped seams and degrade
the shielding effectiveness. The wooden core will swell
with moisture and damage the shielding integrity. Hence,
modular screened enclosure is not suitable for climate that
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has continuous high humidity unless marine-grade ply-
wood is used.

When the required room size exceeds 20 m2, welded con-
struction must be considered. A large modular system may
not be cost-effective because of the required steel support
structure to carry the weight of the screened room ceiling
panels. Welded enclosure is structurally reliable and pro-
vides long-term high-performance shielding. Low-carbon
steel is commonly used because of its relatively low materi-
als cost. However, it has the tendency to rust when exposed
to moisture. The corrosion can be protected with paints con-
taining a large amount of zinc. Galvanized steel is not suit-
able because it produces toxic gas in the welding process.

Architectural shielding system is a method where met-
al foil or sheet metal is built into the walls, floor, and ceil-
ing of existing or new construction. It is used for
application requiring moderate shielding performance.
Soldering and shielding tapes are used to join together
the metal shields to form a continuous barrier.

A standing wave will be reinforced by reflections be-
tween the opposing walls, and between the ceiling and the
floor, causing cavity resonance to be established in the
screened room. The absorber must provide sufficient dam-
ping of Q factors of the resonant modes. Hence, an RF ab-
sorber must be applied over the entire inner surfaces of
the enclosure to create an anechoic environment. The
strength of the shielding structure must be strong enough
to support the weight of the RF absorber.

The appearance, physical layout, lighting, HVAC prop-
erties, and environmental requirements will depend on the
operational purpose of the anechoic chamber. Air condi-
tioning and controlled humidity are generally required to
ensure the lifespan of RF absorber in an anechoic chamber.

6. PERFORMANCE CRITERIA

The performance of the antenna anechoic chamber is de-
fined by the uniformity of the illuminating field over a giv-
en region known as the ‘‘quiet zone’’, the region in which

the test antenna is to be placed. The illuminating field
across the quiet zone may have small amplitude ripple due
to interference of the direct signal with reflections from
various mounting structures, cables, turntable, obstacles
on or near the range surface, and irregularities in the
range surface. The ‘‘quietness’’ of the zone is then defined
as the average ratio of reflected energy to that of the direct
signal. However, there is no standardized figure of merit
for an anechoic chamber. The ‘‘free-space voltage standing-
wave ratio’’ field probe technique is recommended by IEEE
Standard 149-1979 to evaluate the quietness level. An an-
tenna with stated directivity is used as the probe. The
probe carriage is oriented perpendicular to the axis of the
chamber to enable the probe to move continuously along a
transverse line. The interference pattern of the field is re-
corded along with the linear motion of the probe. A typical
result is shown in Fig. 7. Measurements are made for hor-
izontal and vertical transverse directions with both hori-
zontal and vertical polarizations. A standard-gain horn
antenna is generally used as the probe. The directivity of
the probe antenna will affect the results obtained.

The radiation pattern of antenna is conventionally
measured at far-field distance between the transmitter
and the receiver antennas. In an anechoic chamber, the
size of the quiet zone is dictated by the Rayleigh range
criterion to ensure that the phase variation of the direct
wave from the center to the edge of the quiet zone is less
than 22.51 (equivalent to l/16). Larger phase variation
may cause the measured antenna pattern to depart ap-
preciably from the true far-field pattern. For a fixed range
distance R¼10 m, the width of the quiet zone decreases
with frequency from 1.22 m at 1 GHz to 0.39 m at 10 GHz.

There must be minimum amplitude variation of the
field within the quiet zone. If the antenna under test
(AUT) is configured as the receiver antenna, the effect of
wide-angle reflection (from the walls, ceiling, and floor
of the anechoic chamber) may be reduced by the use of
directional transmitting antenna. Hence, the acceptable
tolerance for the level of reflected wave below the direct
wave amplitude depends on the radiation pattern of the
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AUT and the source antenna. The directivity of the source
antenna must not be too high, to ensure that the ampli-
tude taper from the center to the edge of the quiet zone
will not adversely affect the measurement accuracy. For
antenna polarization measurement, cross-polarization
isolation of the source antenna and the anechoic chamber
must be better than that for the AUT.

The performance criteria employed to evaluate an an-
echoic chamber depend on the type of measurements to be
made in the chamber. For RCS measurements, the perfor-
mance criterion of the chamber is its apparent radar cross
section measured in the absence of the scatterer. This is,
in effect, the total system sensitivity of the measurement
system. It determines the smallest RCS that can be reli-
ably measured. The accuracy, however, is not specified be-
cause it does not depend on just a few parameters but on a
complex combination of a number of factors. These include
the calibration technique, data processing algorithm, sig-
nal-to-noise ratio, as well as the nature of the target in
terms of the scattering mechanism involved in the wave–
target interaction such as edge diffraction, creeping wave,
traveling wave, and coupling between constituents in a
dense medium.

For EMC-radiated emission measurements, the site
validation requirements are defined in international stan-
dard CISPR 16 (and ANSI C63.4 in the United States;
EN50147-2 in the Europe). The measurement site shall be
validated with a method involving a series of normalized
site attenuation (NSA) measurements for 30–1000 MHz
frequencies. The site attenuation is defined as the ratio of
the voltage input to a matched and balanced lossless
tuned dipole radiator, to that at the output of a similarly
matched balanced lossless tuned dipole receiver antenna.
The NSA measurements are carried out for the given
transmitter–receiver separation and heights above a flat
conductive surface for both horizontal and vertical polar-
izations. The measured NSA data shall be compared to
that calculated for an ideal site.

7. ABSORBER AND CHAMBER MODELING

The calculations of the interference field in an anechoic
chamber are often inaccurate because of the lack of a
proper model to characterize the scattering behavior of
absorbers when they are lined up on the chamber walls.
With the transmitter located at one end of the chamber
and the receiver located at the other end, the reflected
waves in magnitude and phase must be known in order to
calculate the total field due to the sum of the direct wave
and the reflected waves. Absorber manufacturers usually
specify only the reflectivity at normal incidence due to the
limitation of the large waveguide or large coaxial line used
to carry out the measurement. In fact, the reflectivity at
oblique incidence may deteriorate rapidly with increasing
incident angle. An engineering model that describes the
behaviors of the absorber as a function of incident angle,
frequency, and polarization, in magnitude and phase, is
required for calculation of the sum of waves propagating
directly toward the receiver and those reflected from the
chamber walls and ceilings.

Theoretical models for pyramidal and wedge absorbers
have been developed to calculate absorber reflectivity
using the known complex permittivity and permeability,
as well as the conductivity, of the bulk material [7]. How-
ever, multiple samples extracted from several places of a
real absorber may show large differences in the bulk pa-
rameters. The calculated absorber reflectivity based on the
bulk parameters may not be accurate. Furthermore, the
final use of the absorber is not as a small isolated absorber
element. The great variation of bulk parameters as well as
gaps in lining the absorber material over the area illumi-
nated by a plane wave may result in large error of the ac-
tual reflection coefficient compared to the calculated value.
The mounting methods used in the absorber installation
(thickness of adhesive, mounting bracket, etc.) may also
contribute to additional errors. In some situations, the RF
absorber is illuminated at near field by a spherical wave
rather than a plane wave. Therefore, the assumption of
plane wave illumination in the calculation will be invalid.

On the other hand, wave energy incident on the ab-
sorber will be scattered in virtually all directions in much
the same way as on a rough surface. A geometric optic
modeling method that traces the rays of electromagnetic
waves propagating from the transmitter to the receiver
assumes specular reflection at the walls, ceiling, and floor.
The calculated field quantities may not compare well with
the measurement data. The only reliable method to give a
good prediction of the performance is to perform a com-
plete 3D solution of Maxwell’s equations over the entire
interior of the chamber. This method is very laborious in
terms of specifying the exact dimensions of the chamber
structure and fixtures and absorber material properties,
and it involves extremely long computation time. In all
practical cases, it is very difficult to characterize the cham-
ber fixtures (antenna mast, turntable, lighting, CCTV
camera, ‘‘honeycomb’’ waveguide vents, penetration pan-
els, etc.) and imperfection in lining the absorbers for an
exact computer simulation. Hence, the use of ray-tracing
method together with a suitable model for the absorber-
lined surfaces will suffice for prediction of the chamber
performance as a first approximation prior to the chamber
construction.

An anechoic chamber usually represents a substantial
investment both financially and in building space. Hence,
there is much interest in trying to reduce the required in-
vestment while still maintaining adequate performance.
With a suitable computer simulation tool, together with a
reasonable absorber model, the anechoic chamber geometry
may be optimized to achieve the cost-effectiveness target.
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Wireless cellular networks are growing rapidly around the
world, and this trend is likely to continue for several
years. The progress in radio technology enables new and
improved services. Current wireless services include
transmission of voice, fax, and low-speed data. More band-
width-consuming interactive multimedia services such as

video-on-demand and Internet access will be supported in
the future. Wireless networks must provide these services
in a wide range of environments, spanning dense urban,
suburban, and rural areas. Varying mobility needs must
also be addressed. Wireless local loop networks serve fixed
subscribers. Microcellular networks serve pedestrians and
other slow-moving users, and macrocellular networks
serve high-speed vehicle-borne users. Several competing
standards have been developed for terrestrial networks.
AMPS (advanced mobile phone system) is an example of a
first-generation frequency-division multiple-access analog
cellular system. Second-generation standards include
GSM (global system for mobile) and IS-136, using time-
division multiple access (TDMA); and IS-95, using code-
division multiple access (CDMA). IMT-2000 is proposed to
be the third-generation standard and will use mostly a
wideband CDMA technology.

Increased services and lower costs have resulted in an
increased airtime usage and number of subscribers. Since
the radio (spectral) resources are limited, system capacity
is a primary challenge for current wireless network de-
signers. Other major challenges include (1) an unfriendly
transmission medium, with multipath transmission, noise,
interference, and time variations; (2) the limited battery
life of the user’s handheld terminal; and (3) efficient radio
resource management to offer high quality of service.

Current wireless modems use signal processing in the
time dimension alone through advanced coding, modula-
tion, and equalization techniques. The primary goal of
smart antennas in wireless communications is to inte-
grate and exploit efficiently the extra dimension offered by
multiple antennas at the transceiver in order to enhance
the overall performance of the network. Smart antenna
systems use modems that combine the signals of multiel-
ement antennas in both space and time. Smart antennas
can be used for both receive and transmit, both at the base
station and at the user terminal. The use of smart anten-
nas at the base alone is more typical, since practical con-
straints usually limit the use of multiple antennas at the
terminal. See Fig. 1 for an illustration.

Spacetime processing offers various advantages. The
first is array gain; multiple antennas capture more signal
energy, which can be combined to improve the signal-to-
noise ratio (SNR). Next, spatial diversity obtained from
multiple antennas can be used to combat channel fading.
Finally, spacetime processing can help mitigate intersym-
bol interference (ISI) and cochannel interference (CCI).
These leverages can be traded for improvements in

* Coverage: square miles per base station
* Quality: bit error rate (BER); outage probability
* Capacity: erlangs per hertz per base station
* Data rates: bits per second per hertz per base station

1. EARLY FORMS OF SPATIAL PROCESSING

1.1. Adaptive Antennas

The use of adaptive antennas dates back to the 1950s with
their applications to radar and antijam problems. The
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primary goal of adaptive antennas is the automatic gen-
eration of beams (beamforming) that track a desired sig-
nal and possibly reject (or null) interfering sources
through linear combining of the signals captured by the
different antennas. An early contribution in the field of
beamforming was made in 1956 by Altman and Sichak,
who proposed a combining device based on a phase-locked
loop. This work was later refined in order to incorporate
the adjustment of antenna signals in both phase and gain,
allowing improved performance of the receiver in the pres-
ence of strong jammers. Howells proposed the sidelobe
canceler for adaptive nulling. Optimal combining schemes
were also introduced in order to minimize different crite-
ria at the beamformer output. These include the minimum
mean-squared error (MMSE) criterion, as in the LMS al-
gorithm proposed by Widrow; the signal-to-interference-
and-noise ratio (SINR) criterion proposed by Applebaum,
and the minimum-variance beamformer distortionless re-
sponse (MVDR) beamformer proposed by Capon. Further
advances in the field were made by Frost, Griffiths, and
Jim among several others. A list of references in beam-
forming can be found in Refs. 1 and 13.

Besides beamforming, another application of antenna
arrays is direction-of-arrival (DoA) estimation for source
or target localization purposes. The leading DoA estima-
tion methods are the MUSIC and ESPRIT algorithms [2].
In many of the beamforming techniques (e.g., in Capon’s
method), estimation of the source direction is an essential
step. DoA estimation is still an area of active research.

Antenna arrays for beamforming and source localization
are, of course, of great interest in military applications.
However, their use in civilian cellular communication
networks is now gaining increasing attention. By enabling
the transmission and reception of signal energy from se-
lected directions, beamformers play an important role in
improving the performance of both the base-to-mobile (for-
ward) and mobile-to-base (reverse) links.

1.2. Antenna Diversity

Antenna diversity can alleviate the effects of channel
fading, and is used extensively in wireless networks.
The basic idea of space diversity is as follows. If several
replicas of the same information-carrying signal are
received over multiple branches with comparable
strengths and exhibit independent fading, then there is
a high probability that at least one branch will not be in a
fade at any given instant of time. When a receiver is
equipped with two or more antennas that are sufficiently
separated (typically several wavelengths), they offer use-
ful diversity branches. Diversity branches tend to fade in-
dependently; therefore, a proper selection or combining of
the branches increases link reliability. Without diversity,
protection against deep channel fades requires higher
transmit power to ensure the link margins. Therefore, di-
versity at the base can be traded for reduced power con-
sumption and longer battery life at the user terminal.
Also, lower transmit power decreases the amount of
cochannel user interference and increases the system
capacity.

Independent fading across antennas is achievable
when radiowaves impinge on the antenna array with suf-
ficient angle spread. Paths coming from different arriving
directions will add differently (constructive or destructive
manner) at each antenna. This requires the presence of
significant scatterers in the propagation medium, such as
in urban or hilly terrain.

Diversity also helps to combat large-scale fading effects
caused by shadowing from large obstacles (e.g., buildings
or terrain features). However, antennas located in the
same base station experience the same shadowing. In-
stead, antennas from different base stations can be com-
bined to offer a protection against such fading (macro
diversity).

Antenna diversity can be complemented by other forms
of diversity. Polarization, time, frequency, and path diver-
sity are some examples. These are particularly useful
when physical constraints prevent the use of multiple an-
tennas (e.g., at the handheld terminal). See Ref. 3 for more
details.

Combining the different diversity branches is an im-
portant issue. The main options used in current systems
are briefly described below. In all cases, independent
branch fading and equal mean branch powers are as-
sumed. However, in nonideal situations, branch correla-
tion and unequal powers will result in a loss of diversity
gain. A correlation coefficient as high as 0.7 between
instantaneous branch envelope levels is considered
acceptable.

1.2.1. Selection Diversity. Selection diversity is one of
the simplest forms of diversity combining. Given several
branches with varying carrier-to-noise ratios (C/N), selec-
tion diversity consists in choosing the branch having the
highest instantaneous C/N. The performance improve-
ment from selection diversity is evaluated as follows: Let
us suppose that M branches experience independent fad-
ing but have the same mean C/N, denoted by G. Let us now
denote by Gs the mean C/N of the selected branch. Then it

Figure 1. The user signal experiences multipath propagation
and impinges on a two-element array on a building rooftop.
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can be shown that [4]

Gs¼G
XM

j¼ 1

1

j

For instance, selection over two branches increases
the mean C/N by a factor of 1.5. More importantly, the
statistics of the instantaneous C/N is improved. Note
that selection diversity requires a receiver behind each
antenna.

Switching diversity is a variant of selection diversity. In
this method, a selected branch is held until it falls below a
threshold T, at which point the receiver switches to an-
other branch, regardless of its level. The threshold can be
fixed or adaptive. This strategy performs almost as well as
the selection method described above, and it reduces the
system cost, since only one receiver is required.

1.2.2. Maximum-Ratio Combining. Maximum-ratio com-
bining (MRC) is an optimal combining approach to combat
fading. The signals from M branches are first cophased to
mutual coherence and then summed after weighting. The
weights are chosen to be proportional to the signal level to
maximize the combined C/N. It can be shown that the gain
from MRC in mean C/N is directly proportional to the
number of branches:

Gs¼MG

1.2.3. Equal-Gain Combining. Although optimal, MRC
is expensive to implement. Also, MRC requires accurate
tracking of the complex fading, which is difficult to achieve
in practice. A simpler alternative is given by equal-gain
combining, which consists in summing the cophased sig-
nals using unit weights. The performance of equal-gain
combining is found to be very close to that of MRC. The
SNR of the combined signals using equal gain is only 1 dB
below the SNR provided by MRC [4].

2. EMERGING APPLICATION OF SPACETIME PROCESSING

While the use of beamforming and space diversity proves
useful in radiocommunication applications, an inherent
limitation of these techniques lies in the fact that they
exploit signal combining in the space dimension only. Di-
rectional beamforming, in particular, heavily relies on the
exploitation of the spatial signatures of the incoming
signals but does not consider their temporal structure.
The techniques that combine the signals in both time
and space can bring new advantages, and their impor-
tance in the area of mobile communications is now recog-
nized [5].

The main reason for using spacetime processing is that
it can exploit the rich temporal structure of digital com-
munication signals. In addition, multipath propagation
environments introduce signal delay spread, making tech-
niques that exploit the complete spacetime structure more
natural.

The typical structure of a spacetime processing device
consists of a bank of linear filters, each located behind a
branch, followed by a summing network. The received

spacetime signals can also be processed using nonlinear
schemes, for example, maximum-likelihood sequence de-
tection. The spacetime receivers can be optimized to max-
imize array and diversity gains, and to minimize

1. Intersymbol interference (ISI), induced by the delay
spread in the propagation channel. ISI can be sup-
pressed by selecting a spacetime filter that equalizes
the channel or by using a maximum-likelihood se-
quence detector.

2. Cochannel (user) interference (CCI), coming from
neighboring cells operating at the same frequency.
CCI is suppressed by using a spacetime filter that is
orthogonal to the interference’s channel. The key
point is that CCI that cannot be rejected by space-
only filtering may be handled more effectively using
spacetime filtering.

Smart antennas can also be used at the transmitter to
maximize array gain and/or diversity and to mitigate ISI
and CCI. In the transmit case, however, the efficiency of
spacetime processing schemes is usually limited by the
lack of accurate channel information.

The major effects induced by radio propagation in a
cellular environment, are pictured in Fig. 2. The advan-
tages offered by spacetime processing for receive and
transmit are summarized in Table 1.

In the following sections, we describe channel models
and algorithms used in spacetime processing. Both simple
and advanced solutions are presented, and tradeoffs

Co-channel Tx-user

Tx Rx

Fading

Rx CCI

Tx CCI
Noise

ISI

Co-channel Tx-user

Figure 2. Smart antennas help mitigate the effects of cellular
radio propagation.

Table 1. Advantages of Spacetime Processing

For transmit (Tx) Reduces Tx CCI
Maximizes Tx diversity
Reduces ISI
Increases Tx EIRP

For receive (Rx) Reduces Rx CCI
Maximizes Rx diversity
Eliminates ISI
Increases C/N
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highlighted. Finally, we describe current applications of
smart antennas.

3. CHANNEL MODELS

Channel models capture radio propagation effects and are
useful for simulation studies and performance prediction.
Channel models also help in motivating appropriate sig-
nal-processing algorithms. The effects of radio propaga-
tion on the transmitted signal can be broadly categorized
into two main classes: fading and spreading.

Fading refers to the propagation losses experienced by
the radio signal (on both the forward and reverse links).
One type of fading, called selective fading, causes the re-
ceived signal level to vary around the average level in
some regions of space, frequency, or time. Channel spread-
ing refers to the spreading of the information-carrying
signal energy in space, and on the time or frequency axis.
Selective fading and spreading are complementary phe-
nomena.

3.1. Channel Fading

3.1.1. Mean Path Loss. The mean path loss describes
the attenuation of a radio signal in free-space propagation,
due to isotropic power spreading, and is given by the well-
known inverse square law:

Pr¼Pt
l

4pd

� �2

GtGr

where Pr and Pt are the received and transmitted powers,
l is the radio wavelength, d is the range, and Gt, Gr are the
gains of the transmit and receive one-element antennas,
respectively. In cellular environments, the main path is
often accompanied by a surface-reflected path that may
interfere destructively with the primary path. Specific
models have been developed that consider this effect.
The path loss model becomes [4]

Pr¼Pt
hrhr

d2

� �2

GtGr

where ht,hr are the effective heights of the transmit and
receive antennas, respectively. Note that this particular
path loss model follows an inverse fourth-power law. In
fact, depending on the environment, the path loss expo-
nent may vary from 2.5 to 5.

3.1.2. Slow Fading. Slow fading is caused by long-term
shadowing effects of buildings or natural features in the
terrain. It can also be described as the local mean of a fast
fading signal (see below). The statistical distribution of the
local mean has been studied experimentally and shown to
be influenced by the antenna height, the operating fre-
quency, and the type of environment. It is therefore diffi-
cult to predict. However, it has been observed that when all
the abovementioned parameters are fixed, then the re-
ceived signal fluctuation approaches a normal distribution
when plotted on a logarithmic scale (i.e., in decibels) [4].

Such a distribution is called lognormal. A typical value for
the standard deviation of shadowing distribution is 8 dB.

3.1.3. Fast Fading. The multipath propagation of the
radio signal causes path signals to add up with random
phases, constructively or destructively, at the receiver.
These phases are determined by the pathlength and the
carrier frequency, and can vary extremely rapidly along
with the receiver location. This gives rise to fast fading:
large, rapid fluctuations of the received signal level in
space. If we assume that a large number of scattered
wavefronts with random amplitudes and angles of arrival
arrive at the receiver with phases uniformly distributed in
(0,2p), then the in-phase and quadrature phase compo-
nents of the vertical electrical field Ez can be shown to be
Gaussian processes [4]. In turn, the envelope of the signal
can be well approximated by a Rayleigh process. If there is
a direct path present, then it will no longer be a Rayleigh
distribution but becomes a Rician distributed instead.

3.2. Channel Spreading

Propagation to or from a mobile user, in a multipath chan-
nel, causes the received signal energy to spread in the
frequency, time, and space dimensions (see Fig. 3, and also
Table 2 for typical values). The characteristics of the
spreading [that is to say, the particular dimension(s) in
which the signal is spread] affects the design of the
receiver.

3.2.1. Doppler Spread. When the mobile user is in mo-
tion, the radio signal at the receiver experiences a shift in
the frequency domain (called the Doppler shift), the ampli-
tude of which depends on the path direction of arrival. In
the presence of surrounding scatterers with multiple direc-
tions, a pure tone is spread over a finite spectral band-
width. In this case, the Doppler power spectrum is defined
as the Fourier transform of the time autocorrelation of the
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Figure 3. The radio channel induces spreading in several di-
mensions. These spreads strongly affect the design of the space-
time receiver.

Table 2. Typical Delay, Angle, and Doppler Spreads in
Cellular Radio Systems

Environment
Delay Spread

(ms)
Angle Spread

(deg)
Doppler

Spread (Hz)

Flat rural (macro) 0.5 1 190
Urban (macro) 5 20 120
Hilly (macro) 20 30 190
Microcell (mall) 0.3 120 10
Picocell (indoors) 0.1 360 5
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received signal, and the Doppler spread is the support of
the Doppler power spectrum. Assuming scatterers uni-
formly distributed in angle, the Doppler power spectrum
is given by the so-called classical spectrum:

Sð f Þ¼
3s2

2pfm
1�

f � fc

fm

� �2
" #�1=2

;

fc � fmofofcþ fm

where fm¼ v/l is the maximum Doppler shift, v is the mo-
bile velocity, fc is the carrier frequency, and s2 is the signal
variance. When there is a dominant source of energy com-
ing from a particular direction (as in line-of-sight situa-
tions), the expression for the spectrum needs to be
corrected according to the Doppler shift of the dominant
path fD

Sð f Þ þBdð f � fDÞ

where B denotes the ratio of direct to scattered path en-
ergy.

The Doppler spread causes the channel characteristics
to change rapidly in time, giving rise to the so-called time
selectivity. The coherence time, during which the fading
channel can be considered as constant, is inversely pro-
portional to the Doppler spread. A typical value of the
Doppler spread in a macrocell environment is about
200 Hz at 30 m/s (65 mi/h) in the 1900-MHz band. A large
Doppler spread makes good channel tracking an essential
feature of the receiver design.

3.2.2. Delay Spread. Multipath propagation is often
characterized by several versions of the transmitted sig-
nal arriving at the receiver with different attenuation fac-
tors and delays. The spreading in the time domain is
called delay spread and is responsible for the selectivity
of the channel in the frequency domain (different spectral
components of the signal carry different powers). The co-
herence bandwidth, which is the maximum range of fre-
quencies over which the channel response can be viewed
as constant, is inversely proportional to the delay spread.
Significant delay spread may cause strong intersymbol
interference, which makes necessary the use of a channel
equalizer.

3.2.3. Angle Spread. Angle spread at the receiver refers
to the spread of directions of arrival of the incoming paths.
Likewise, angle spread at the transmitter refers to the
spread of departure angles of the paths. As mentioned
earlier, a large angle spread will cause the paths to add up
in a random manner at the receiver as the location of the
receive antenna varies; hence it will be a source of space-
selective fading. The range of space for which the fading
remains constant is called the coherence distance and is
inversely related to the angle spread. As a result, two an-
tennas spaced by more than the coherence distance tend
to experience uncorrelated fading. When the angle spread
is large, which is usually the case in dense urban envi-
ronments, a significant gain can be obtained from space

diversity. Note that this usually conflicts with the possi-
bility of using directional beamforming, which typically
requires well-defined and dominant signal directions, that
is, a low angle spread.

3.3. Multipath Propagation

3.3.1. Macrocells. A macrocell is characterized by a
large cell radius (up to a few tens of kilometers) and a
base station located above the rooftops. In macrocell en-
vironments, the signal energy received at the base station
comes from three main scattering sources: scatterers local
to the mobile, remote dominant scatterers, and scatterers
local to the base (see Fig. 4 for an illustration). The fol-
lowing description refers to the reverse link but applies to
the forward link as well.

The scatterers local to the mobile user are those located
a few tens of meters from the handheld terminal. When
the terminal is in motion, these scatterers give rise to a
Doppler spread, which causes time-selective fading. Be-
cause of the small scattering radius, the paths that emerge
from the vicinity of the mobile user and reach the base
station show a small delay spread and a small angle
spread.

Of the paths emerging from the local-to-mobile scatter-
ers, some reach remote dominant scatterers, such as hills
or high-rise buildings, before eventually traveling to the
base station. These paths will typically reach the base
with medium to large angle and delay spreads (depending,
of course, on the number and locations of these remote
scatterers).

Once these multiple wavefronts reach the vicinity of
the base station, they usually are further scattered by
local structures such as buildings or other structures that
are close to the base. These scatterers local to the base can
cause large angle spread; therefore they can cause severe
space-selective fading.

3.3.2. Microcells. Microcells are characterized by highly
dense built-up areas, and by the user’s terminal and base
being relatively close (a few hundred meters). The base
antenna has a low elevation and is typically below
the rooftops, causing significant scattering in the vicinity
of the base. Microcell situations make the propagation

Figure 4. Each type of scatterer introduces specific channel
spreading characteristics.
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difficult to analyze, and the macrocell model described
earlier no longer can be expected to hold. Very high
angle spreads along with small delay spreads are likely
to occur in this situation. The Doppler spread can be
as high as in macrocells, although the mobility of the
user is expected to be limited, due to the presence of
mobile scatterers.

3.4. Parametric Channel Model

A complete and accurate understanding of propagation
effects in the radio channel requires a detailed description
of the physical environment. The specular model, to be
presented below, provides only a simplified description
of the physical reality. However, it is useful, as it describes
the main channel effects and provides the means for
a simple and efficient mathematical treatment. In this
model, the multiple elementary paths are grouped accord-
ing to a (typically small) number L of main path clusters,
each of which contains paths that have roughly the same
mean angle and delay. Since the paths in these clusters
originate from different scatterers, the clusters typically
have near-independent fading. Based on this model,
the continuous-time channel response from a single trans-
mit antenna to the ith antenna of the receiver can be
written as

fiðtÞ¼
XL

l¼ 1

aiðylÞaR
l ðtÞdðt� tlÞ ð1Þ

where aR
l ðtÞ, yl, and tl are respectively the fading (includ-

ing mean path loss and slow and fast fading), the angle,
and the delay of the lth receive path cluster. Note that this
model also includes the response of the ith antenna to a
path from direction yl, denoted by ai(yl). In the following
we make use of the specular model to describe the struc-
ture of the signals in space and time. Note that in the sit-
uation where the path cluster assumption is not
acceptable, other channel models, called diffuse channel
models, are more appropriate [6].

4. DATA MODELS

This section focuses on developing signal models for
spacetime processing algorithms. The transmitted infor-
mation signal is assumed to be linearly modulated. In
the case of a nonlinear modulation scheme, such as the
Gaussian minimum shift keying (GMSK) used in the GSM
system, linear approximations are assumed to hold.
The baseband equivalent of the transmitted signal can
be written [7]

uðtÞ¼
X

k

gðt� kTÞsðkÞ þnðtÞ ð2Þ

where s(k) is the symbol stream, with rate 1/T, g(t) is the
pulseshaping filter, and n(t) is an additive thermal noise.
Four configurations for the received signal (two for the
reverse link and two for the forward link) are described
below. These are also depicted in Fig. 5. In each case, one
assumes M41 antennas at the base station and a single
antenna at the mobile user.

4.1. Reverse Link

We consider the signal received at the base station. Since
the receiver is equipped with M antennas, the received
signal can be written as a vector x(t) with M entries.

4.1.1. Single-User Case. Let us assume a single user
transmitting towards the base (no CCI). Using the spec-
ular channel model in Eq. (1), the received signal can be
written as follows:

xðtÞ¼
XL

l¼ 1

aðylÞaR
l ðtÞuðt� tlÞþnðtÞ ð3Þ

where a(yl)¼ (a1(yl),y, aM(yl))
T is the vector array re-

sponse to a path of direction yl, and where T refers to the
transposition operator.

4.1.2. Multiuser Case. We now have Q users transmit-
ting toward the base. The received signal is the following
sum of contributions from the Q users, each of them car-
ries a different set of fading, delays, and angles:

xðtÞ¼
XQ

q¼ 1

XLq

l¼1

aðylqÞaR
lqðtÞuqðt� tlqÞþnðtÞ ð4Þ

where the subscript q refers to the user index.

4.2. Forward Link

4.2.1. Single-User Case. In this case, the base station
uses a transmitter equipped with M antennas to send an
information signal to a unique user. Therefore, spacetime
processing must be performed before the signal is
launched into the channel. As will be emphasized later,

Hand-held terminals

F :  Forward link
R:  Reverse link

Hand-held terminals

F

R

F

R

F

R

Base station
Single-user case

Multiuser case

Base station

Figure 5. Several configurations are possible for antenna arrays,
in transmit (T) and in receive (R).
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this is a challenging situation, as the transmitter typically
lacks reliable information on the channel.

For the sake of simplicity, we will assume here that a
space-only beamforming weight vector w is used, as the
extension to spacetime beamforming is straightforward.
The baseband signal received at the mobile station is sca-
lar and is given by

xðtÞ¼
XL

l¼ 1

wHaðylÞaF
l ðtÞuðt� tlÞþnðtÞ ð5Þ

where aF
l ðtÞ is the fading coefficient of the lth transmit

path in the forward link. Superscript H denotes the trans-
pose conjugation operator. Note that path angles and de-
lays remain theoretically unchanged in the forward and
reverse links. This is in contrast with the fading coeffi-
cients, which depend on the carrier frequency. Frequency-
division duplex (FDD) systems use different carriers for
the forward and reverse links, which result in aF

l ðtÞ and
aR

l ðtÞ being nearly uncorrelated. In contrast, time-division
duplex (TDD) systems will experience almost identical
forward and reverse fading coefficients in the forward and
reverse links. Assuming, however, that the transmitter
knows the forward fading and delay parameters, transmit
beamforming can offer array gain, ISI suppression, and
CCI suppression.

4.2.2. Multiuser Case. In the multiuser case, the base
station wishes to communicate with Q users, simulta-
neously and in the same frequency band. This can be
done by superposing, on each of the transmit antennas,
the signals given by Q beamformers w1; . . . ; wQ. At the
mth user, the received signal waveform contains the sig-
nal sent to that user, plus an interference from signals
intended for all other users. This gives

xmðtÞ¼
XQ

q¼ 1

XLq

l¼1

wH
q aðylmÞaF

lmðtÞuqðt� tlmÞþnmðtÞ ð6Þ

Note that each information signal uq(t) couples into the Lm

paths of the mth user through the corresponding weight
vector wq, for all q.

4.3. A Nonparametric Model

The data models above build on the parametric channel
model developed earlier. However, there is also interest in
considering the end-to-end channel impulse response of the
system to a transmitted symbol rather than the physical
path parameters. The channel impulse response includes
the pulseshaping filter response, the propagation phenom-
ena, and the antenna response as well. One advantage of
looking at the impulse response is that the effects of ISI and
CCI can be described in a better and more compact way. A
second advantage is that the nonparametric channel relies
only on the channel linearity assumption.

We look at the reverse-link and single-user case only.
Since a single scalar signal is transmitted and received
over several branches, this corresponds to a single-input
multiple-output (SIMO) system, depicted in Fig. 6. The
model below is also easily extended to multiuser channels.
Let h(t) denote the M� 1 global channel impulse response.

The received vector signal is given by the result of a
(noisy) convolution operation:

xðtÞ¼
X

k

hðt� kTÞsðkÞþnðtÞ ð7Þ

From Eqs. (2) and (3), the channel response may also be
expressed in terms of the specular model parameters
through

hðtÞ¼
XL

l¼ 1

aðylÞaR
l ðtÞgðt� tlÞ ð8Þ

4.3.1. Signal Sampling. Consider sampling the received
signal at the baud (symbol) rate, that is, at tk¼ t0þ kT,
where t0 is an arbitrary phase. Let N be the maximum
length of the channel response in symbol periods. Assum-
ing that the channel is invariant for some finite period of
time [i.e., aR

l ðtÞ¼ aR
l ], the received vector sample at time tk

can be written as

xðkÞ¼HsðkÞþnðkÞ ð9Þ

where H is the sampled channel matrix, with size M�N,
whose ði; jÞ term is given by

½H�ij¼
XL

l¼1

aiðylÞaR
l gðt0þ jT � tlÞ

and where s(k) is the vector of N ISI symbols at the time of
the measurement:

sðkÞ¼ ðsðkÞ; sðk� 1Þ; . . . ; sðk�Nþ 1ÞÞT

To allow for the presence of CCI, Eq. (9) can be generalized
to

xðkÞ¼
XQ

q¼ 1

HqsqðkÞ þnðkÞ ð10Þ

where Q denotes the number of users and q the user index.
Most digital modems use sampling of the signal at a rate
higher than the symbol rate (typically up to 4 times).
Oversampling only increases the number of scalar obser-
vations per transmitted symbol, which can be regarded

s(n)

s(n) s(n)

Modulator

Global channel

Propagation channel

Space–time
combiner

Space–time
combiner

s(n)

Figure 6. The source signal s(n) can be seen as driving a single-
input multiple-output filter with M outputs, where M is the num-
ber of receive antennas.
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mathematically as increasing the number of channel com-
ponents, in a way similar to increasing the number of an-
tennas. Hence the model above also holds true when
sampling at T/2, T/3, and so on. However, although math-
ematically equivalent, spatial oversampling and temporal
oversampling lead to different signal properties.

4.4. Structure of the Linear Spacetime Beamformer

Space combining is now considered at the receive antenna
array. Let w be an M�1 space-only weight vector (a single
complex weight is assigned to each antenna). The output
of the combiner, denoted by y(k) is as follows:

yðkÞ¼wHxðkÞ

The resulting beamforming operation is depicted in Fig. 7.
The generalization to spacetime combining is straightfor-
ward. Let the combiner have m time taps. Each tap, de-
noted by wðiÞ; i¼ 0; . . . ; m� 1, is an M� 1 space weight
vector defined as above. The output of the spacetime
beamformer is now written as

yðkÞ¼
Xm�1

i¼ 0

wðiÞHxðk� iÞ ð11Þ

which can be reformulated as

yðkÞ¼WHXðkÞ ð12Þ

where W¼ ðwð0ÞH; . . . ;wðm� 1ÞHÞH and X(k) is the data
vector compactly defined as XðkÞ
¼ ðxðkÞH; . . . ; xðk�mþ 1ÞHÞH.

4.5. ISI and CCI Suppression

The formulation above gives insight into the algebraic
structure of the spacetime received data vector. It also
allows us to identify the conditions under which the sup-
pression of ISI and/or CCI is possible. Recalling the signal
model in Eq. (9), the spacetime vector X(k) can be in turn
written as

XðkÞ¼HSðkÞþNðkÞ ð13Þ

where S(k)¼ (s(k), s(k� 1),y, s(k�mþNþ 2))T and
where

(14)

is an mM� (mþN� 1)-channel matrix. The block Toeplitz
structure in H stems from the linear time-invariant con-
volution operation with the symbol sequence.

Let us temporarily assume a noise-free scenario. Then
the output of a linear spacetime combiner can be described
by the following equation:

yðkÞ¼WHHSðkÞ ð15Þ

In the presence of Q users transmitting towards the base
station, the output of the spacetime receiver is generalized
to

yðkÞ¼
XQ

q�1

WHHqSqðkÞ ð16Þ

4.5.1. ISI Suppression. The purpose of equalization is to
compensate for the effects of ISI induced by the user’s
channel in the absence of CCI. Tutorial information on
equalization can be found in Refs. 7 and 8. In general, a
linear filter Wq is an equalizer for the channel of the qth
user if the convolution product between Wq and the chan-
nel responses yields a Dirac function, that is, if Wq satis-
fies the following so-called zero-forcing condition:

WH
q Hq¼ ð0; . . . ; 0; 1; 0; . . . ; 0Þ ð17Þ

Here, the location of the 1 element represents the delay of
the combined channel–equalizer impulse response. Note
that from an algebraic point of view, the channel matrix
Hq should have more rows than columns for such solu-
tions to exist: mMZmþN� 1. Therefore, it is essential to
have enough degrees of freedom (number of taps in the
filter) to allow for ISI suppression. Note that zero-forcing
solutions can be obtained using temporal oversampling at
the receive antenna only, since oversampling by a factor of
M provides us theoretically with M baud rate branches.
However, having multiple antennas at the receiver plays
an important role in improving the conditioning of the
matrix H, which in turn will improve the robustness of
the resulting equalizer in the presence of noise. It can be
shown that the condition number of the matrix Hq is re-
lated to some measure of the correlation between the en-
tries of h(t). Hence, a significant antenna spacing is
required to provide the receiver with sufficiently decorre-
lated branches.

4.5.2. CCI Suppression. The purpose of CCI suppres-
sion in a multiple-access network is to isolate the contri-
bution of one desired user by rejecting that of others. One
way to achieve this goal is to enforce orthogonality

EqualizerChannel
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Figure 7. Structure of the spatial beamformer. The spacetime
beamformer is a direct generalization that combines in time the
outputs of several spatial beamformers.
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between the response of the spacetime beamformer and
the response of the channel of the users to be rejected. In
other words, in order to isolate the signal of user q using
Wq, the following conditions must be satisfied (possibly
approximately):

WH
q Hf ¼ 0 for all fOq 2 ½1; . . . ;Q� ð18Þ

If we assume that all the channels have the same
maximum order N, Eq. (18) provides as many as (Q� 1)
(mþN� 1) scalar equations. The number of unknowns is
again given by mM (the size of Wq). Hence a receiver
equipped with multiple antennas is able to provide the
number of degrees of freedom necessary for signal sepa-
ration. This requires mMZ(Q� 1)(mþN� 1). At the same
time, it is desirable that the receiver capture a significant
amount of energy from the desired user; hence an extra
condition on Wq should be WH

q HqO0. From an algebraic
perspective, this last condition requires that Hq and
{Hf}faq should not have the same column subspaces.
The required subspace misalignment between the desired
user and the interferers in spacetime processing is a gen-
eralization of the condition that signal and interference
should not have the same direction, needed for interfer-
ence nulling using beamforming.

4.5.3. Joint ISI and CCI Suppression. The complete re-
covery of the signal transmitted by one desired user in the
presence of ISI and CCI requires both channel equaliza-
tion and separation. A spacetime beamformer is an exact
solution to this problem if it satisfies both Eq. (17) and Eq.
(18), which can be further written as

WH
q ðH1; . . . ;Hq�1;Hq;Hqþ 1; . . . ;HQÞ

¼ ð0; . . . ; 0; 1; 0; . . . ; 0Þ
ð19Þ

where the location of the 1 element designates both the
index of the user of reference and the reconstruction delay.
The existence of solutions to this problem requires the
multiuser channel matrix H� ¼

def
ðH1; . . . ;HQÞ to have

more rows than columns: mMrQ(mþN� 1). Here again,
smart antennas play a critical role in offering a sufficient
number of degrees of freedom. If, in addition, the global
channel matrix H� has full column rank, then we are able
to recover any particular user using spacetime beamform-
ing. In practice, though, the performance of an ISI–CCI
reduction scheme is limited by the SNR and the condition
number H�.

5. SPACETIME ALGORITHMS FOR THE REVERSE LINK

5.1. General Principles of Receive Spacetime Processing

Space processing offers several important opportunities to
enhance the performance of the radiolink. First, smart an-
tennas offer more resistance to channel fast fading through
maximization of space diversity. Then, space combining in-
creases the received SNR through array gain, and allows
for the suppression of interference when the user of refer-
ence and the cochannel users have different DoAs.

Time processing addresses two important goals. First,
it exploits the gain offered by path diversity in delay-
spread channels. As the channel time taps generally
carry independent fading, the receiver can resolve chan-
nel taps and combine them to maximize the signal level.
Second, time processing can combat the effects of ISI
through equalization. Linear zero-forcing equalizers ad-
dress the ISI problem but do not fully exploit path diver-
sity. Hence, for these equalizers, ISI suppression and
diversity maximization may be conflicting goals. This is
not the case, however, for maximum-likelihood sequence
detectors.

Spacetime processing allows us to exploit the advan-
tage of both the time and space dimensions. Spacetime
(linear) filters allow us to maximize space and path diver-
sity. Also, spacetime filters can be used for better ISI and
CCI reduction. However, as mentioned above, these goals
may still conflict. In contrast, spacetime maximum-likeli-
hood sequence detectors (see below) can handle harmoni-
ously both diversity maximization and interference
minimization.

5.2. Channel Estimation

Channel estimation forms an essential part of most
wireless digital modems. Channel estimation in the re-
verse link extracts the information that is necessary for a
proper design of the receiver, including linear (spacetime
beamformer) and nonlinear (decision feedback or maxi-
mum-likelihood detection) receivers. For this task, most
existing systems rely on the periodic transmission of
training sequences, which are known to both the trans-
mitter and receiver and are used to identify the channel
characteristics. The estimation of H is usually performed
using the nonparametric FIR model in Eq. (9), in a least-
squares manner or by correlating the observed signals
against decorrelated training sequences (as in GSM).
A different strategy consists in addressing the estimation
of the physical parameters (path angle and delays) of
the channel using the model developed in Eq. (8). This
strategy proves useful when the number of significant
paths is much smaller than the number of channel
coefficients.

Channel tracking is also an important issue, necessary
whenever the propagation characteristics vary (signifi-
cantly) within the user slot. Several approaches can be
used to update the channel estimate. The decision-direct-
ed method uses symbol decisions as training symbols to
update the channel response estimate. Joint data–channel
techniques constitute another alternative, in which sym-
bol estimates and channel information are recursively up-
dated according to the minimization of a likelihood metric:
jjX �HSjj2.

5.3. Signal Estimation

5.3.1. Maximum-Likelihood Sequence Detection (Single
User). Maximum-likelihood sequence detection (MLSD)
is a popular nonlinear detection scheme that, given the
received signal, seeks the sequence of symbols of one par-
ticular user that is most likely to have been transmitted.
Assuming temporally and spatially white Gaussian noise,
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maximizing the likelihood reduces to finding the vector S
of symbols in a given alphabet that minimizes the follow-
ing metric:

min
S
jjX �HS jj2 ð20Þ

where the channel matrix H has been previously esti-
mated. Here, �k k denotes the conventional euclidean norm.
Since X contains measurements in time and space, the
criterion above can be considered as a direct extension
of the conventional ML sequence detector, which is
implemented recursively using the well-known Viterbi
algorithm [7].

MLSD offers the lowest BER in a Gaussian noise envi-
ronment, but is no longer optimal in the presence of co-
channel users. In the presence of CCI, a solution to the
MLSD problem consists in incorporating in the likelihood
metric the information on the statistics of the interferers.
This, however, assumes that the interferers do not under-
go significant delay spread. In general, though, the opti-
mal solution is given by a multiuser MLSD detection
scheme (see below).

5.3.2. Maximum-Likelihood Sequence Detection (Multi-
user). The multiuser MLSD scheme has been proposed for
symbol detection in CCI-dominated channels. The idea
consists in treating CCI as other desired users and detect-
ing all signals simultaneously. This time, the Q symbol
sequences S1; S2; . . . ; SQ are found as the solutions to the
following problem

min
fSqg

X �
XQ

q¼ 1

HqSq

�����

�����

2

ð21Þ

where again all symbols should belong to the modulation
alphabet. The resolution of this problem can be carried out
theoretically by a multiuser Viterbi algorithm. However,
the complexity of such a scheme grows exponentially with
the number of users and the channel length, which limits
its applicability. Also, the channels of all the users are as-
sumed to be accurately known. In current systems, such
information is very difficult to obtain. In addition, the
complexity of the multiuser MLSD detector falls beyond
current implementation limits. Suboptimal solutions are
therefore necessary. One possible strategy, known as
onion peeling, consists in first decoding the user having
the largest power and then subtracting it out from the re-
ceived data. The procedure is repeated on the residual
signal, until all users are decoded. Linear receivers, de-
scribed below, constitute another form of suboptimal but
simple approach to signal detection. Minimum mean
square error detection is described below.

5.3.3. Minimum Mean-Squared Error Detection. The
spacetime minimum mean-squared error (STMMSE)
beamformer is a spacetime linear filter whose weights
are chosen to minimize the error between the transmitted
symbols of a user of reference and the output of the beam-
former defined as yðkÞ¼WH

q XðkÞ. Consider a situation
with Q users. Let q be the index of the user of reference.

Wq is found by

min
Wq

EjyðkÞ � sqðk� dÞj2 ð22Þ

where d is the chosen reconstruction delay. E here denotes
the expectation operator. The solution to this problem
follows from the classical normal equations:

Wq¼E½XðkÞXðkÞH��1E½XðkÞsqðk� dÞ�� ð23Þ

The solution to this equation can be tracked in various
manners, for instance, using pilot symbols. Also, it can be
shown that the intercorrelation term in the right-hand
side of Eq. (23) corresponds to the vector of channel coef-
ficients of the decoded user, when the symbols are uncor-
related. Hence Eq. (23) can also be solved using a channel
estimate.

STMMSE combines the strengths of time-only and
space-only combining, hence is able to suppress both ISI
and CCI. In the noise-free case, when the number of
branches is large enough, Wq is found to be a solution of
Eq. (19). In the presence of additive noise, the MMSE so-
lution provides a useful tradeoff between the so-called
zero-forcing solution of Eq. (19) and the maximum-SNR
solution. Finally the computational load of the MMSE is
well below that of the MLSD. However, MLSD outper-
forms the MMSE solution when ISI is the dominant source
of interference.

5.3.4. Combined MMSE-MLSD. The purpose of the com-
bined MMSE–MLSD spacetime receiver is to be able to
deal with both ISI and CCI using a reasonable amount of
computation. The idea is to use a STMMSE in a first stage
to combat CCI. This leaves us with a signal that is dom-
inated by ISI. After channel estimation, a single-user
MLSD algorithm is applied to detect the symbols of the
user of interest. Note that the channel seen by the MLSD
receiver corresponds to the convolution of the original
SIMO channel with the equalizer response.

5.3.5. Spacetime Decision Feedback Equalization. The
decision feedback equalizer is a nonlinear structure that
consists of a spacetime linear feedforward filter (FFF) fol-
lowed by a nonlinear feedback filter. The FFF is used for
precursor ISI and CCI suppression. The nonlinear part
contains a decision device that produces symbol estimates.
An approximation of the postcursor ISI is formed using
these estimates and is subtracted from the FFF output to
produce new symbol estimates. This technique avoids the
noise enhancement problem of the pure linear receiver
and has a much lower computational cost than MLSD
techniques.

5.4. Blind Spacetime Processing Methods

The goal of blind spacetime processing methods is to recov-
er the signal transmitted by one or more users, given only
the observation of the channel output and minimal infor-
mation on the symbol statistics and/or the channel struc-
ture. Basic available information may include the type of
modulation alphabet used by the system. Also, the fact that
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channel is quasi-invariant in time (during a given data-
frame) is an essential assumption. Blind methods do not, by
definition, resort to the transmission of training sequences.
This advantage can be directly traded for an increased in-
formation bit rate. It also helps to cope with the situations
where the length of the training sequence is not sufficient to
acquire an accurate channel estimate. Tutorial information
on blind estimation can be found in Ref. 9.

Blind methods in digital communications have been the
subject of active research since the late 1970s. It was only
recently recognized, however, that blind techniques can
benefit from utilization of the spatial dimension. The main
reason is that oversampling the signal in space using mul-
tiple antennas, together with the exploitation of the signal
channel structure, allows for efficient channel and beam-
former estimation techniques.

5.4.1. Blind Channel Estimation. A significant amount of
research work has been focused lately on identifying
blindly the impulse response of the transmission channel.
The resulting techniques can be broadly categorized into
three main classes: higher-order statistics (HOS) methods,
second-order statistics (SOS) methods, and maximum-
likelihood (ML) methods.

HOS methods look at third- and fourth-order moments
of the received data and exploit simple relationships be-
tween those moments and the channel coefficients (as-
suming the knowledge of the input moments) in order to
identify the channel. In contrast, the SOS of the output of
a scalar (single input–single output) channel do not con-
vey sufficient information for channel estimation, since
the second-order moments are phase-blind.

In SIMO systems, SOS does provide the necessary
phase information. Hence, one important advantage of
multiantenna systems lies in the fact that they can be
identified using second-order moments of the observations
only. From an algebraic point of view, the use of antenna
arrays creates a low-rank model for the vector signal given
by the channel output. Specifically, the channel matrix H

in Eq. (14) can be made tall and full-column-rank under
mild assumption on the channels. The low-rank property
allows one to identify the column span of H from the ob-
served data. Along with the Toeplitz structure of H, this
information can be exploited to identify the channel.

5.4.2. Direct Estimation. Direct methods bypass the
channel estimation stage and concentrate on the estima-
tion of the spacetime filter. The use of antenna arrays (or
oversampling in time or space in general) offers important
advantages in this context, too. The most important one is
perhaps the fact that, as was shown in Eq. (17), the SIMO
system can be inverted exactly using a spacetime filter
with finite time taps, in contrast with the single-output
case.

HOS methods for direct receiver estimation are typi-
cally designed to optimize a nonlinear cost function of the
receiver output. Possible cost functions include Bussgang
cost functions [Sato, decision-directed, and constant mod-
ulus (CM) algorithms] and kurtosis-based cost functions.
The most popular criterion is perhaps the CM criterion, in
which the coefficients of the beamformer W are updated

according to the minimization (through gradient-descent
algorithms) of

JðWÞ¼E½j yðkÞj2 � 1�2

where y(k) is the beamformer output.
SOS techniques (sometimes also referred to as ‘‘alge-

braic techniques’’) look at the problem of factorizing, at
least implicitly, the received data matrix X into the prod-
uct of a block-Toeplitz channel matrix H and a Hankel
symbol matrix S

X �HS ð24Þ

A possible strategy is as follows. Because H is a tall
matrix, the row span of S coincides with the row span of X.
Along with the Hankel structure of S, the row span of S
can be exploited to uniquely identify S.

6. MULTIUSER RECEIVER

The extension of blind estimation methods to a multiuser
scenario poses important theoretical and practical chal-
lenges. These challenges include an increased number of
unknown parameters, more ambiguities caused by the
problem of user mixing, and a higher complexity. Further-
more, situations where the users are not fully synchro-
nized may result in an abruptly time-varying environment
that makes the tracking of the channel or receiver coeffi-
cients difficult.

As in the nonblind context, multiuser reception can be
regarded as a two-stage signal equalization plus separa-
tion. Blind equalization of multiuser signals can be ad-
dressed using extensions of the aforementioned single-
user techniques (HOS, CM, SOS, or subspace techniques).
Blind separation of the multiuser signals needs new ap-
proaches, since subspace methods alone are not sufficient
to solve the separation problem. In CDMA systems, the
use of different user spreading codes makes this possible.
In TDMA systems, a possible approach to signal separa-
tion consists in exploiting side information such as the fi-
nite-alphabet property of the modulated signals. The
factorization Eq. (24) can then be carried out using alter-
nate projections (see Ref. 10 for a survey). Other schemes
include adjusting a spacetime filter in order to restore the
CM property of the signals.

6.1. Spacetime Processing for Direct-Sequence Code-
Division Multiple Access

Direct-sequence CDMA (DSCDMA) systems are expected
to gain a significant share of the cellular market. In
CDMA, the symbol stream is spread by a unique spread-
ing code before transmission. The codes are designed to be
orthogonal or quasi-orthogonal to each other, making it
possible for the users to be separated at the receiver. See
Ref. 11 for details. As in TDMA, the use of smart antennas
in CDMA systems improves the network performance.

We first introduce the DSCDMA model; then we briefly
describe spacetime CDMA signal processing.

6.1.1. Signal Model. Assume M41 antennas. The re-
ceived signal is a vector with M components and can be
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written as

xðtÞ¼
XQ

q¼ 1

X1

k¼�1

sqðkÞpqðt� kTÞþnðtÞ

where sq(k) is the information bitstream for user q and
pq(t) is the composite channel for user q that embeds both
the physical channel hq(t) (defined as in the TDMA case)
and the spreading code cq(p) of length P:

pqðtÞ¼
XP�1

p¼ 0

cqðpÞhq t�
pT

P

� �

6.1.2. Spacetime Receiver Design. A popular single-user
CDMA receiver is the rake combiner. The rake receiver
exploits the (quasi)orthogonal codes to resolve and coher-
ently combine the paths. It uses one correlator for each
path and then combines the outputs to maximize the SNR.
The weights of the combiner are selected using diversity
combining principles. The rake receiver is a matched filter
to the spreading code plus multipath channel.

The spacetime rake is an extension of the above. It
consists of a beamformer for each path followed by a rake
combiner (see Fig. 8). The beamformer reduces the CCI at
the rake input and thus improves the system capacity.

7. SPACETIME ALGORITHMS FOR THE FORWARD LINK

7.1. General Principles of Transmit Spacetime Processing

In transmit spacetime processing, the signal to be trans-
mitted is combined in time and space before it is radiated
by the antennas to encounter the channel. The goal of this
operation is to enhance the signal received by the desired
user, while minimizing the energy sent toward cochannel
users. Spacetime processing makes use of the spatial and
temporal signature of the users to differentiate them. It
may also be used to pre-equalize the channel, that is, to
reduce ISI in the received signal. Multiple antennas can
also be used to offer transmit diversity against channel
fading.

7.2. Channel Estimation

The major challenge in transmit spacetime processing is
the estimation of the forward link channel. Further, for

CCI suppression, we need to estimate the channels of all
cochannel users.

7.2.1. Time-Division Duplex Systems. TDD systems use
the same frequency for the forward link and the reverse
link. Given the reciprocity principle, the forward and
reverse link channels should be identical. However, trans-
mit and receive take place in different time slots; hence
the channels may differ, depending on the ping-pong
period (time duration between receive and transmit phas-
es) and the coherence time of the channel.

7.2.2. Frequency-Division Duplex Systems. In frequen-
cy-division duplex (FDD) systems, reverse and forward
links operate on different frequencies. In a multipath en-
vironment, this can cause the reverse and forward link
channels to differ significantly.

Essentially, in a specular channel, the forward and re-
verse DoAs and times of arrival (ToAs) are the same, but
not the path complex amplitudes. A typical strategy con-
sists in identifying the DoAs of the dominant incoming
path, then using spatial beamforming in transmit in order
to focus energy in these directions while reducing the ra-
diated power in other directions. Adaptive nulls may also
be formed in the directions of interfering users. However,
this requires the DoAs for the cochannel users to be
known.

A direct approach for transmit channel estimation is
based on feedback. This approach involves the user esti-
mating the channel from the downlink signal and sending
this information back to the transmitter. In the sequel, we
assume that the forward channel information is available
at the transmitter.

7.2.3. Single-User Minimum Mean-Squared Error. The
goal of spacetime processing in transmit is to maximize
the signal level received by the desired user from the base
station, while minimizing the ISI and CCI to other users.
The spacetime beamformer W is chosen so as to minimize
the following MMSE expression

min
W

EjjWHHF
q SqðkÞ � sqðk� dÞjj22

�

þ a
XQ

k¼ 1; kOq

WHHF
kH

FH
k W

! ð25Þ

where a is a parameter that balances the ISI reduction at
the reference mobile and the CCI reduction at other mo-
biles. d is the chosen reconstruction delay. HF

q is the block
Toeplitz matrix [defined as in Eq. (14)] containing the co-
efficients of the forward link channel for the desired user.
HF

k;kOq, denotes the forward channel matrix for the oth-
er users.

7.3. Multiuser Minimum Mean-Squared Error

Assume that Q cochannel users, operating within a given
cell, communicate with the same base station. The multi-
user MMSE problem involves adjusting Q spacetime
beamformers so as to maximize the signal level and min-
imize the ISI and CCI at each mobile. Note that CCI that
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Figure 8. The spacetime rake receiver for CDMA uses a beam-
former to spatially separate the signals, followed by a conven-
tional rake.
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originates from other cells is ignored here. The base com-
municates with user q through a beamformer Wq. All
beamformers Wq, q¼ 1,y, Q, are jointly estimated by
the optimization of the following cost function:

min
Wq ;q¼ 1;...;Q

XQ

q¼ 1

EjjWH
q H

F
q SqðkÞ � sqðk� dÞjj22

�

þ a
XQ

k¼ 1;kOq

WH
k H

F
qH

FH
q Wk

! ð26Þ

It turns out that the problem above decouples into Q in-
dependent quadratic problem, each having the form
shown in Eq. (25). The multiuser MMSE problem can
therefore be solved without difficulty.

7.4. Spacetime Coding

When the forward channel is unknown or only partially
known (in FDD systems), transmit diversity cannot be
implemented directly as in TDD systems, even if we have
multiple transmit antennas that exhibit low fade correla-
tion. There is an emerging class of techniques that offer
transmit diversity in FDD systems by using spacetime
channel coding. The diversity gain can then be translated
into significant improvements in data rates or BER per-
formance.

The basic approach in spacetime coding is to split the
encoded data into multiple datastreams, each of which is
modulated and simultaneously transmitted from a differ-
ent antenna. Different choices of data-to-antenna map-
ping can be used. All antennas can use the same
modulation and carrier frequency. Alternatively, different
modulation (symbol waveforms) or symbol delays can be
used. Other approaches include use of different carriers
(multicarrier techniques) or spreading codes. The received
signal is a superposition of the multiple transmitted sig-
nals. Channel decoding can be used to recover the data
sequence. Since the encoded data arrive over uncorrelated
faded branches, diversity gain can be realized.

8. APPLICATIONS OF SPACETIME PROCESSING

We now briefly review existing and emerging applications
of spacetime processing that are currently deployed in
base stations of cellular networks.

8.1. Switched-Beam Systems

Switched-beam systems (SBSs) are nonadaptive beam-
forming systems that involve the use of four to eight an-
tennas per sector at the base station. Here the system is
presented for receive beamforming, but a similar concept
can be used for transmit. The cell usually consists of three
sectors that cover a 1201 angle each. In each sector, the
outputs of the antennas are combined to form a number of
beams with predesigned patterns. These fixed beams are
obtained through the use of a Butler matrix. In most cur-
rent cellular standards (including analog FDMA and dig-
ital FDMA-TDMA), a sector and a channel–timeslot pair

are assigned to one user only. In order to enhance the
communication with this user, the base station examines,
through an electronic sniffer, the best beam output and
switches to it. In some systems, two beams may be picked
up and their outputs forwarded to a selection diversity de-
vice. Since the base also receives signals from mobile users
in surrounding cells, the sniffer should be able to detect the
desired signal in the presence of interferers. To minimize
the probability of incorrect beam selection, the beam out-
put is validated by a color code that identifies the user. In
digital systems, beam selection is performed at baseband,
after channel equalization and synchronization.

SBSs provide array gain, which can be traded for an
extended cell coverage. The gain brought by SBS is given
by 10 log m, where m is the number of antennas. SBSs also
help combat CCI. However, since the beams have a fixed
width, interference suppression can occur only when the
desired signal and the interferer fall into different beams.
As a result, the performance of such a system is highly
dependent on propagation environments and cell loading
conditions. The SBS also experiences several losses, such
as cusping losses (since there is a 2–3 dB cusp between
beams), beam selection loss, mismatch loss in the presence
of nonplanar wave fronts, and loss of path diversity.

8.2. Reuse within Cell

Since cellular communication systems are (increasingly)
interference-limited, the gain in CCI reduction brought by
the use of smart antennas can be traded for an increase in
the number of users supported by the network for a given
quality of service. In current TDMA standards, this ca-
pacity improvement can be obtained through the use of a
smaller frequency reuse factor. Hence, the available fre-
quency band is reused more often, and consequently a
larger number of carriers are available in each cell.

Assuming a more drastic modification of the system
design, the network will support several users in a
given frequency channel in the same cell. This is called
‘‘reuse within cell’’ (RWC). RWC assumes these users
have sufficiently different spacetime signatures so that
the receiver can achieve sufficient signal separation.
When the users become too closely aligned in their signa-
tures, spacetime processing can no longer achieve signal
recovery, and the users should be handed off to different
frequencies or timeslots. As another limitation of
RWC, the spacetime signatures (channel coefficients) of
each user needs to be acquired with good accuracy. This
can be a difficult task when the powers of the different
users are not well balanced. Also, the propagation envi-
ronment plays a major role in determining the complexity
of the channel structure. Finally, angle spread, delay
spread, and Doppler spread strongly affect the quality of
channel estimation. As an additional difficulty, the chan-
nel estimation required in forward link spacetime pro-
cessing is made difficult in FDD systems.

9. SUMMARY

Smart antennas constitute a promising but still emerging
technology. Spacetime processing algorithms provide
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powerful tools to enhance the overall performance of
wireless cellular networks. Improvements, typically by a
factor of 2 in cell coverage or capacity, are shown to be
possible according to results from field deployments using
simple beamforming. Greater improvements can be ob-
tained from some of the more advanced spacetime pro-
cessing solutions described in this article. The successful
integration of spacetime processing techniques will, how-
ever, also require a substantial evolution of the current air
interfaces. Also, the design of spacetime algorithms must
also be application- and environment-specific.
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ANTENNA COMPACT RANGE
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1. INTRODUCTION

Bringing large antenna measurements indoors has been a
very necessary technology since antennas measurement
began, and the antenna compact range is one solution.

The father of the compact range is R. C. Johnson, who
patented (U.S. 3,302,205) the concept of compact ranges
for the measurement in 1967 based on his research at the
Air Force’s Rome Laboratories [1]. His research centered
on testing for radar cross section (RCS), but he also used
the technique to evaluate high-gain antennas as well.
Compact ranges were further improved in the following
decades to solve two major problems in the world of mi-
crowave testing: security and environmental control. Ge-
nerically, the measurements in a specific range are made
on an ‘‘article,’’ a term used throughout this text. An ar-
ticle can be an antenna, a model including one or more
antennas for interactions, or just a model in the case of
RCS measurements.

Direct characterization of electrically large articles re-
quires immense outdoor facilities that have high mainte-
nance costs and limited operational time due to weather
conditions. The primary types of large articles needing
extensive evaluation during the design-and-build stage
are antennas for space and structures designed to have
low RCS. Neither of these items should be moved outside
until it is ready for use. Space antennas are very light-
weight and fragile in conventional environments and are
often integrated into sophisticated electronics that are
very sensitive to contamination and electromagnetic in-
terference. While these antennas can handle the rigors of
outer space, the outdoor measurement method simply in-
troduces too high a risk, and case of very high frequencies,
has unacceptable propagation variations. The security is-
sues with RCS measurement, along with the cost of build-
ing a full-scale operational test article with each design
change, would never have allowed outdoor testing as the
primary research tool. RCS is mentioned here only be-
cause compact ranges for measuring antennas probably
would never have been developed without the need to
measure the radar cross section.

By 1980 there a fully validated technique with superior
accuracy had been developed to measure antennas that
eliminated all the problems found in outdoor ranges and
in compact ranges: near-field measurements. The primary
reason for growth of compact ranges in the 1980s was the
absolutely essential need for the compact range in the
RCS community, and the gradual acceptance of near-field
measurement technology as the compact range could pro-
vide direct measurements instantaneously. In this article
we will discuss the capabilities that compact ranges pro-
vide for the user attempting to perform evaluations of an-
tennas and satellite systems.

2. BASIC PHYSICS

An antenna compact range is designed to do one thing very
well, namely, to deliver a collimated wave of microwave
fields to a test article. The collimated wave will simulate
the far field that the article will see in its final application.
The basics of the process are also straightforward, taking a
point source antenna with a fairly broad beamwidth and
placing it at the focus of an offset reflector, which, due to
the surface—usually a section of a paraboloid—will cause
all the rays projecting from the focus to cross the plane of
the test article simultaneously (see Fig. 1).
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In a conventional far-field range this collimation is
caused by sheer distance; the standard engineering term
for minimum far field distance is 2D2/l. This relationship
of the diameter enclosing the article to wavelength will
result in a phase curvature of 22.51 on an article of diam-
eter D centered in the range between the outside edge and
center of the article. Ideally, both the edge and the center
on the same plane will see a phase difference of zero. This
property arises because a plane wave has no phase cur-
vature, only direction. The obvious advantage of a compact
range is that testing at higher frequencies does not re-
quire a longer range—a conventional far-field require-
ment becomes inverse linearly with wavelength. If one
wishes to build and test a 4-m aperture at 3 GHz, one
would need a 320 m (1050 ft) range; at 36 GHz this dis-
tance would increase to 3.84 km (2.4 mi). In contrast, the
compact range size for the same measurement is fixed or
even slightly smaller because of reduction in edge diffrac-
tion for electrically large reflectors. More importantly, this
requirement is the minimum to ensure reasonable predic-
tion of pattern, which for many challenging telecommuni-
cation requirements utilizing frequency reuse and
multiple beams, the standard distance requirement will
not yield the high accuracy needed to ensure successful
system operation.

2.1. Advantages

Antenna compact ranges have a huge size advantage over
conventional outdoor ranges and are impervious to weath-
er conditions. They also have an important advantage over
near-field ranges. Compact ranges are significantly larger
physically for the same testing requirements—typically 3
times the largest expected test article versus 11

2 times for a
near-field range. However, the compact range performs a
direct measurement that needs little additional processing
for comparison of performance requirements, and the
near-field range will require extensive data processing.
The operator who is trained to take measurements in a far
field will see results in an antenna compact range that
look very similar to those that would have been obtained
from measurements in a conventional range. The tricky

issues arise in separating the range interaction with the
measurement. Seemingly endless papers on the design of
a compact range to minimize the range interactions have
been written [2–6]. For satellite system measurements,
the antenna compact range does truly shine because the
direct measurement of special system requirements as
well as conventional antenna pattern characterization can
be performed.

The special system measurements are discussed below
and can often have millions of dollars associated with val-
ues of less than a decibel. Effective isotropic radiated pow-
er (EIRP) is a direct measurement of the satellite’s
capacity to deliver the required power to the coverage of
the antenna pattern. Although each component in the
system may have been evaluated to high accuracy in its
benchtest, the integrated spacecraft test providing inte-
grated system results is where the engineer can finally
know whether the unit will perform as designed. G/T is
the reciprocal measurement of spacecraft performance—
whether the receiver will deliver the designed sensitivity.
The primary concern to be evaluated in the antenna com-
pact range for this measurement is that the noise mea-
surement be accurate; if the noise temperature of the room
is not true blackbody-ambient, the final number may be
meaningless. Errors can arise from several noise sources,
including fluorescent lights and computers. However, for
both these measurements, because the full gain of the an-
tenna system is in the link, high accuracies can be ob-
tained with very few measurements.

2.2. Disadvantages

Compact ranges are expensive relative to indoor far-field
ranges of similar physical size because the reflector will
probably double the cost. This author would say that this
is not a disadvantage of the antenna compact range, for
several reasons:

1. A compact range should be considered only when the
tests to be performed are sufficiently extensive to
generate a capital investment and the requirements
will not be satisfied by alternative methods. The cost
of an equivalent outdoor far-field range of several
miles is similar for the infrastructure, but the prop-
erty maintenance cost will continually increase. The
cost for a near-field scanner will be lower, but the
throughput can be much lower, depending on the
test requirements, and iterative troubleshooting of
system problems will typically take much longer be-
cause of staff training.

2. Although the compact range can do a wonderful job
of testing small articles and low-cost antennas, the
engineering requirements will never direct the de-
signer to build such a range. This would be equiva-
lent to using an electron scanning microscope to
examine a thumbprint. Yes, the system can do the
task, but why would you buy one?

3. Once one has established that the antennas you are
testing are too complicated and the requirements too
tight to be done using a conventional far-field meth-
od, then the antenna compact range is justified.

Quiet
zone

Feed

Subreflector
(optional)

Main
 reflector

Figure 1. Basic antenna compact range schematic.
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Having made the decision to build the antenna com-
pact range will solve many of your future problems
and has minimal maintenance costs as the most ex-
pensive piece of equipment—the reflector—never
moves and is far away from any operation activities.
One item that is difficult to estimate is the impact of
the need to rotate a spacecraft or even an antenna in
the gravity field found on Earth. For spacecraft an-
tennas designed for zero gravity, the Earth’s gravity
field can cause significant deflections that will dy-
namically change as the article rotates. For some
designs the cost would be astronomical—particular-
ly unfurlable (deployable) antennas that cannot sup-
port their weight to eliminate this deflection. Some
structures, because of the surface tolerances re-
quired for proper performance, may not be stable
enough even for rigid reflectors to test in an antenna
compact range. Additionally, some accommodation
must be made in the positioning system to offset any
imbalance the test article may put on the positioning
structure. This problem does not occur in planar
near-field scanners, making them very popular for
these special testing issues where only minimal
movement of the test article is allowed.

3. APPLICATIONS

The primary applications of compact ranges are to evalu-
ate the microwave performance parameters of full or
scaled models of antennas, spacecrafts, and airplanes.
The compact range does a very good job of simulating
the microwave operational environment to facilitate the
measurement of the radar cross section, antenna patterns,
and spacecraft radiation parameters.

3.1. Radar Cross Section

The compact range became very popular in the 1970s as
an efficient method to measure radar cross section—the
microwave signal reflected from an object illuminated by a
radar pulse (primarily in the direction of the radar). The
compact range brought this testing inside and allowed
small-scale models to be tested without weatherization. In
addition, the designer now had physical security to devel-
op new designs in order to lower the cross section if de-
sired. As these techniques continued to improve, the ease
of performing antenna measurements in the same facili-
ties using the same equipment popularized the use of
compact ranges for measuring antennas as well. Ultimately
the needs for antenna measurements to be more accurate
caused changes in the reflector designs, resulting in some
very specialized reflector designs for difficult antenna
measurements. Two obvious differences between antenna
measurements and RCS measurements are that the an-
tenna (1) receives a signal having only a single path loss
(targets have a two path loss) and (2) may cause a very
high degree of reflection in the range while working per-
fectly (very few targets have high-level reflections). Dif-
ference 1 would mean that the range should require much
less power to perform an accurate measurement; differ-

ence 2 would require the user to check data routinely for
range interaction. The primary method is to perform a
‘‘range walk.’’ Range walks are achieved by measurement
of many frequencies to reconstruct the time response of
the range over several times its physical length or using
the hardware gating to remove responses not due to the
antenna in the collimated wave.

3.2. Antenna Measurements

The major difference in measuring RCS and antenna pat-
terns from the test setup is that the receiver detector is
moved from the feed to the antenna under test. Because of
the need to pass signals from the antenna to the receiver, a
second model tower may also be required so that a coaxial
cable can be run back through the range (RCS towers are
usually microwave-‘‘transparent’’—cables are not). Addi-
tionally, particularly if an entire spacecraft is tested, the
tower must have sufficient strength to support a large
load. The quiet zone must have much higher performance
than a RCS measurement because often the antennas will
have shaped patterns with low sidelobes. Erroneously low
sidelobes can be measured on an antenna in a range due to
taper of the quiet-zone amplitude since the amplitude
taper of the antenna aperture is how sidelobes are re-
duced. The compact range can also cause increased side-
lobes due to range interactions. To evaluate these two
scenarios, the range operator has three available methods:
field probing of the quiet zone using a less directive source,
measuring the antenna oriented differently in the quiet
zone, or performing a ‘‘range walk’’ where the time-
domain response of the range is imaged using a frequen-
cy chirp (the Fast Fourier transform (FFT) of the frequen-
cy chirp will produce the time-domain response). ‘‘Range
walk’’ can also be implemented directly in the time
domain at a fixed frequency using hardware gating to
determine where in the range the pulses are being gener-
ated by reflections delaying the signal.

3.2.1. Compensation From Field Probing. The best ap-
proach to minimize risk of pattern measurement error
from quiet-zone anomalies is to gather an extensive set of
field probe data during certification of the range as a re-
quired baseline for operation of the range. If this set of
data is not established as an initial requirement, it will be
very difficult to convince any user of the need for the
data since the contributions will often be hidden below
the measurement envelope. Ideally these data will be com-
plex phasor measurements of the field over the entire
plane with sufficient density to facilitate a reasonable pre-
diction of the fields on the test article. Ultimately these
data can be applied to the antenna pattern to show the
level of purity of the quiet zone relative to the antenna
pattern.

The method employed for this compensation is to use
quiet-zone data as near-field data. If the envelope of the
two-dimensional FFT of the field probe exceeds the ex-
pected envelope of the antenna pattern, the measurement
will be flawed. The transform of the field probe gives
the wavenumber distribution of the quiet-zone fields; the
wavenumber converts to angular information using the
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direct relationships kx/k0¼ cosf sin y, ky/k0¼ sinf sin y,
and kz/k0¼ cos y. The contribution of compact range errors
to the first sidelobe measurement is more subtle. Because
a perfect plane-wave circular aperture will transform to a
� 17-dB sidelobe, the envelope test is not sufficient.
What needs to be evaluated is the convolution response
of the two patterns. A first-order approach is to apply the
measured amplitude and phase-taper to the predicted an-
tenna aperture and bound the contribution. Alternately,
the pattern from integrating the quiet-zone measure-
ments directly should be the ideal constant aperture men-
tioned above with a � 17-dB first sidelobe. The
discrepancy of the first sidelobe from theoretical can be
used to predict the threshold of the first sidelobe measure-
ment error. If the sidelobe is off by 1 dB, then the quiet-
zone error is �37 dB for the first sidelobe due to ampli-
tude tape. The quiet zone integrated in this case should be
the size of the antenna aperture being tested, not the
nominal size of the range quiet zone. This type of error
evaluation obviously requires very detailed and accurate
knowledge of the quiet zone and will also require gather-
ing at least two planes of data to fully encompass the test
article.

3.2.2. Compensation for Polarization. The other mea-
surement best performed immediately prior to measuring
the test article is an evaluation of the range polarization
symmetry using a purely polarized source. Since compact
ranges are of an inherently asymmetric geometry, there
should be no expectation of the vertical and horizontal
polarization would be identical. If a circularly polarized
source antenna is used in the compact range, the issue
becomes even more complicated: (1) the beam off the re-
flector will be squinted by the geometry, (2) the cross-po-
larized horn will be squinted in the opposite direction, and
(3) the normalization factor between the two measure-
ments must be determined, which may be complicated by
drift for the time it takes to reconfigure the feed. An al-
ternative method is to measure the complete polarization
matrix to allow use of lower polarization purity with post-
processing of the measured data. This technique allows for
accurate measurement of wideband antennas using sim-
ple source; if a dual-polarized source horn is used, then the
pattern can be collected and compensated by a simple in-
version of the 2�2 polarization matrix (P� 1) and the
measured two-element vector Em

aut.

Eaut¼P�1 � Em
aut

The polarization matrix is typically measured by using a
linearly polarized gain standard that must have the same
response in both orientations and is expected to be an al-
most pure polarization device. If the gain standard is
clocked 901 in the chamber, the resulting responses should
be identical. The measured response then can be normal-
ized by inverting the matrix, so that the antenna can be
rotated to any polarization orientation in the chamber and
the same maximum field response will be measured using
the P-matrix compensation if the orthogonal polarizations
define an ellipse.

Obviously, even this compensation method will not
eliminate the polarization errors, but it is good for estab-
lishing a lower bound for the range accuracy. If measure-
ment of the range as described is performed, gathering at
least the diagonal points, then the limit on measuring the
axial ratio of an antenna or equivalently the cross-polar-
ization of a linear antenna can be established. If the test
article is significantly larger than the gain standard, this
bound still applies, but the error will probably be greater
because data for an increasing quiet-zone area are being
gathered. The quiet-zone data mentioned above help in
determining how significant the additional contributions
are off axis. The compensation method described above is
still valid on axis for validating measurement accuracy
because fundamentally the fields of an antenna are inde-
pendent of its rotation around the z axis of the range. Us-
ing the field probe data and the technique described by
Rose et al. [9], additional improvement of the measure-
ments can be achieved.

3.3. System Integration

In system integration, a compact range often is more use-
ful than other types of ranges. The test article can effec-
tively be flown through its operational environment with
all the systems integrated, and direct evaluation of per-
formance parameters can be evaluated instantaneously.
The instantaneous evaluation can sometimes significantly
reduce total test duration and, if the accuracy is accept-
able, greatly reduce the amount of postprocessing analysis
required to certify performance of a system. One measure-
ment requirement in which this capability is advanta-
geous is in measuring active arrays. One can program the
array to track the positioner on a peak or a null and get a
continuous response, whereas a near-field range would
have to do this measurement by interpolation and require
full collections instead of single-point checks.

4. REFLECTOR TYPES

Design of reflectors have become more sophisticated over
the years as modeling tools have improved, but the basic
principle is unchanged—how to get the maximum perfor-
mance in a quiet zone for a sufficiently large reflector. This
section addresses the solutions; the more complicated the
design, the more specialized the application—as is the
case for most test tools, the more the performance is op-
timized for one attribute, the less capable the design will
be for general use. A range optimized for testing low cross-
polarization will have problems measuring low frequency,
a range optimized for measuring radar cross section will
not perform antenna measurements nearly as well, and a
range optimized for testing satellite systems will not
facilitate testing of antenna components or radar cross
section.

4.1. Prime Focus

Prime focus reflectors as shown in Fig. 2 are the most
common compact range reflectors and can be ordered from
several vendors with small variations in design. The major
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problem with a prime focus reflector is the cross-polariza-
tion created by the reflection of the feed pattern off the
reflector. Many antenna requirements in the telecommu-
nications industry require quiet-zone cross-polarization
(XPOL) to be limited to less than � 40 dB to accurately
measure the ability of the test antenna to perform polar-
ization reuse. Polarization reuse is where the antenna can
receive and separate two signals whose only distinguish-
ing characteristic is polarization. The minimal XPOL level
needed to maintain acceptable bit error rates is typically
30 dB. For a prime focus reflector the geometry will gen-
erate XPOL for even a pure linearly polarized feed, due to
the polarization rotation from reflecting off the doubly
curved surface. While the cross-polarization is symmetric
across the reflector’s axis of symmetry and will tend to
cancel out for applications where the test article is simi-
larly aligned [3], for a complex multibeam spacecraft an-
tenna this situation is seldom the case. Cross-polarization
of the quiet zone can be decreased by increasing the focal
length of the reflector—unfortunately the directivity of
the feed horn will also have to increase until eventually
the designers will find that they need a second reflector to
collimate the feed sufficiently to obtain the needed focal
length of the main reflector. This limit in the prime focus
design is the starting point for a dual-reflector design.
Once a second reflector is introduced into the system, the
two reflectors can be designed with intentional cross-
polarization cancellation [7].

4.2. Dual Reflector

The photo in Fig. 3 shows a typical dual-reflector compact
range (although extremely large, 20 m in diameter). In the
foreground is the pylon where the antenna or RCS target
can be mounted, at the bottom of the photo is the back of
the subreflector, and in front of the subreflector is an array
of feeds to cover various frequency bands. The center of the
photo is the large rolled edge main reflector constructed
from many panels.

The first obvious reason for a dual-reflector system is
the reduction in overall range size to meet a requirement
within a minimal physical footprint [8]. While the cross-
polarization of a range can be reduced by increasing
the focal length, the feed will ultimately end up on the
other side of the test article—an unacceptable geometry,

resulting in increasing the size of the chamber, resulting
in higher costs to maintain the facility. The alternative is
to introduce a subreflector, which would move the feed
back toward the main reflector, and if several addition de-
sign constraints are imposed, the primary sources of com-
pact range cross-polarization will also be reduced
dramatically. The subreflector can be Cassegrain or Gre-
gorian; ranges have been created using both geometries.
The initial advantage of the Gregorian configuration is
that the subreflector is beyond the focal point of the main
reflector and can be designed to be further out of the quiet
zone. Classical examples of this design are the DASA (now
the European Aeronautic Defense and Space Company)
compact ranges built for several companies, such as Loral,
SPAR Canada, Astrium, and RCA. In the DASA range the
geometry is set horizontally rather than vertically, allow-
ing the overall range height to be only slightly greater
than that of the main reflector. In most compact ranges
the subreflector and feed are located below the main re-
flector, resulting in a much taller facility for the same-size
reflector.

4.3. Other Reflector Types

Other types of systems have been developed for special-
ized measurement applications, including multiple subre-
flector systems and modified single-cylindrical-reflector
designs; these alternate designs arise from various needs.
MI-Technologies produces a cylindrical reflector because it
maximizes the quiet-zone area with minimal installation
and manufacturing difficulty, while XPOL contamination
is reduced by postprocessing [9]. The original compact
range design by Scientific Atlanta combined a parabolic
cylinder with a rolled edge parabolic dish, these can be
found at all facilities in the United States. Ultimately, the
end user has to determine whether the design needs to be
customized for the article testing requirements or whether
a general-purpose system is sufficient. With the advent of
modern processing capabilities, many sources of measure-
ment errors can be removed in the processing without

 
Feed

Test Article

Range Reflector

Figure 2. Example of a prime focus reflector. (Courtesy of Lock-
heed Martin, Sunnyvale, CA operations.)

Figure 3. Example of a dual-reflector system. (Courtesy of Com-
posite Optics Incorporated.)
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designing them out of the original range. With compact
ranges in particular, this problem always arises because a
range that did a splendid job of testing one article may be
inadequate for the next article because of changes in size,
frequency, pattern type, and other variables that cannot
be anticipated in the original design. The problem is sim-
ple, the compact range is ultimately an antenna, and if the
antenna you are testing is optimized for performance to
specific requirements, quite often the compact range is
not. That said, the compact range will give you very ac-
ceptable results on a broad range of designs without any
additional data analysis; this feature alone can drastically
reduce the time from prototype to final design. The final
design can then be carefully evaluated at an alternative
range to verify that the range does not affect the measured
performance requirements.

4.4. Edge Treatments

The edge treatments for compact ranges are used to ease
the boundary conditions of conventional reflector designs;
for the purposes of packaging and weight, the convention-
al reflector designer may not have to worry about sharp
edge transitions that represent less than 0.01% of the total
aperture power. In a compact range these discontinuities
are deliberately reduced with edge treatments because
they can cause elevated sidelobes. The three common so-
lutions in order of preference in common use are serrated,
blended, and absorber [2,4]. Serrated is the most popular
because of the ease of implementation; a technician can
easily stamp out a series of triangles to place about the
reflector edge in a day with a brief description of the de-
sired sizes. The blended edge treatment is difficult because
you are trying to force a doubly curved surface to be con-
tinuous as you change it from concave to convex without
causing significant discontinuities through at least two
derivatives. Performing this operation accurately requires
elaborate sheetmetal forming capabilities with only mar-
ginal improvements over serrations in many test applica-
tions—if the compact range aperture is always going to be
larger than 10 wavelengths, the extra work cannot be jus-
tified. The absorber treatment requires consistent control
of the reflectivity of the dielectric materials that you are
using and may result in failure if the materials used
are not tightly controlled. Realistically, most absorber
manufacturers have problems in maintaining precise
controls on the material’s dielectric properties. Also,
lossy materials do not have effectively frequency-indepen-
dent behavior as does metal, which render the designs
even less stable. In addition, absorber materials are often
fragile, which means that the range may require frequent
repair with materials that may not be equivalent to the
originals.

5. ERROR SOURCES

Error sources in the compact range arise from several ar-
eas. There is an emerging method utilizing the generic
ANSI Z-540/ISO25 standard that is gaining acceptance for
quantification of these areas for RCS. One can safely as-
sume that if the range is acceptable for RCS using this

methodology, it will also be able to test antennas of similar
size to a normal accuracy. The major issue in determining
the accuracy of the compact range relative to other mea-
surement methods is the need to know the limits of the
reflector’s collimation ability. The basic tool for evaluating
this quantity is the field probe (which is also used in far
field range certification). The field probe simply introduces
a low-gain antenna, although still having a good front :
back ratio, in the ‘‘quiet’’ zone where the test article is to
be placed after range evaluation. For a conventional far-
field range, the ripples in the ‘‘quiet’’ zone are typically due
to wall reflections for indoor ranges or ground reflections
for outdoor ranges. In a compact range these ripples will
typically be caused by the reflector edge diffraction; the
radiation from the feedpoint and the subreflector, if used,
will also cause ripples. Ripples from the feed and subre-
flector can usually be time-gated with modern instrumen-
tation. However, the reflector diffraction cannot be gated
and usually serves as the lower limit frequency for a par-
ticular reflector.

5.1. Reflector Surface

The limit for the ultimate high frequency of a reflector is
typically the precision of the reflector surface. Present-day
manufacturers will certify surface tolerances to 0.1 mm
(0.004 in.) RMS (root mean squared) or less for reflectors
up to 10 m (30 feet)—this surface corresponds to a loss of
0.1 dB at 36 GHz. The more important issue is how these
errors will manifest themselves in the pattern of a high-
performance antenna. The RMS valuation is supposed to
be coupled to a Guassian distribution of surface errors. If
the reflector is built from multiple panels (all large reflec-
tors are due to transportation and manufacturing issues),
the quiet zone may have a significant systematic error
due to the alignment of the panels. The misalignment
will cause errors in the pointing of the antenna and
feed orientation. The techniques of photogrammetry and
automated triangulation by theodolites are used to mini-
mize this contribution to range errors. Likewise, a corre-
lated machining error could cause a false sidelobe in the
antenna pattern; even a properly built reflector will pro-
duce sidelobes due to the edge transitions. In most in-
stances these sidelobes can be pinpointed by using a
secondary test position in the compact range. Range in-
duced sidelobes will move as a result of change in the
chamber orientation, whereas the true antenna pattern
should be independent of the chamber orientation. Many
of the processing techniques developed for RCS analysis
and near-field measurements have applications in isolat-
ing quiet-zone errors in the antenna measurements, and
with a proper understanding of the source can sometimes
allow the measurements to be accurately compensated.

5.2. Feed Pattern

The feed pattern will significantly affect the measurement
of several antenna parameters: polarization, gain, and
sidelobe envelope. The feed controls the taper of the
quiet-zone fields, and the designer has to choose between
range ripple due to edge illumination and edge taper due
to feed directivity. This problem is equivalent to Gibb’s
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phenomenon in communication theory. The dangerous
part of this problem is that it can deceptively make an
antenna look better than it really is by reducing the
edge illumination of the test article. Additionally, because
it is a first-order effect, it can be isolated only by large
lateral displacement. Typically, if the error is significant,
the article cannot be moved a large amount laterally be-
cause it will then be outside the defined quiet zone. Loca-
tion of the feed can also be problematic, as most feeds are
corrugated waveguide horns used to minimize cross-po-
larization and will not maintain a stable phase center over
the full frequency band of operation. All these effects are
easily isolated by field probing, but depending on the test
article, the pattern may be much more severely affected
than obvious from first glance at the quiet-zone data. The
issue is that the observed range response is the convolu-
tion of the quiet zone with the antenna’s pattern. For a
low-gain antenna, this problem is negligible because the
quiet zone is almost a Dirac function relative to the pat-
tern variation of the test article. The range collimates vir-
tually all the power in one direction, yielding a spatial
impulse response, and the test article has an insufficient
beamwidth to be affected by the angular width of the spa-
tial impulse versus that of a Dirac function. Once the test
article approaches the size of the range, the correlated
function will no longer be swamped by the beamwidth of
the test article and the pattern will begin to show errors
due to the process of integrating the compact range fields
by the large-aperture antenna. The obvious result is that
the higher the performance the antenna, the higher the
quality of the compact range that is needed to measure it.
This problem is to determine what the various multiple
reflector compact ranges were designed to solve. For ex-
ample, by changing from a point source to an additional
source aperture, the polarization and taper of the quiet
zone could be improved. The trade off when this solution is
implemented is that the subreflector size now becomes the
fundamental limit to the lowest usable frequency for the
compact range.

5.3. Multipath

Most compact range multipath arises from three sources:
chamber wall reflections, direct-feed radiation, and reflec-
tor diffraction. Chamber wall reflections are minimized
by anechoic material. Since the reflector collimates the
signal, the sidewalls are treated uniformly, unlike the case
for a rectangular range, where the sidewall absorber is
thicker in the area of specular reflection. The backwall
is treated just like a conventional range, where the
thickness of the absorber is about a wavelength at the
lowest test frequency. The direct-feed radiation can typi-
cally be time-gated by either hardware or software be-
cause of the significant lead in arrival time. The diffraction
of the reflector is usually the limiter on range operation
because the arrival time is almost simultaneous with the
plane wave from the reflector, and it contaminates
the quiet-zone polarization and causes amplitude and
phase ripple; hence the emphasis area of modeling the
diffraction and synthesizing of reflector designs to reduce
this effect.

5.4. Test Article Interaction

One of the most important measurement issues to verify
when using an antenna compact range for measurements
is the interaction with the test article. When calibrating a
range with a gain standard, the article is often not in the
facility or is oriented away from the direction in which it
will be characterized. In a conventional far field the in-
teraction level will be minimal as a result of the path loss
associated with secondary bounces. In a compact range,
however, the path loss is minimal so that a highly direc-
tive test article can reflect a significant signal level into
the feed system, leading to a very rapidly varying stand-
ing wave in the chamber due to the error signal traversing
the range 3 times to once for the calibrated signal. The
behavior is similar to the interaction between the feed and
the subreflector commonly addressed by a scattering cone
or similar device to eliminate the standing wave. Several
solutions can be taken to avoid this problem, such as ab-
sorber baffles about the feed, gating by software or hard-
ware, and repeating measurements at multiple locations
in the chamber. The most troubling issue with this error is
that it appears only when the test article is being mea-
sured and is highly sensitive to the orientation of the
article. If the test article has flat surfaces, such as those of
a phased array or a spacecraft, or if the article is a large
reflector, the issue must be evaluated. Typically, the ex-
pected level of the contaminant can be found through the
classical ‘‘range walk’’ as the interaction impulse is beyond
the length of the facility.

6. SPECIALIZED TESTING REQUIREMENTS

Particular test articles require specific facility equipment;
in particular, antenna compact ranges are often pulsed
systems employed to minimize the chamber multipath.
The receivers used with antenna compact ranges must
usually be frequency-agile to facilitate rapid data acqui-
sition and also enhance or replace the hardware pulsing
capability. Depending on the type of data results desired,
extensive processing of the data may sometimes need to be
performed, and depending on the type of system and en-
gineering needs, the facility may require a high degree of
shielding.

6.1. Pulsed Systems

Pulsed systems arise from the radar world, where the op-
erator, when operating a monostatic radar, transmits a
pulse and then switches to the receiver front end to ob-
serve reflections downrange from objects. The antenna
compact range can be operated the same way and quickly
eliminates signals significantly delayed in time in the
range such as the backlobe of the feed or diffraction from
the subreflector, as these signals will arrive significantly
ahead of the main reflector’s collimated wave. In a typical
compact range this delay will be many nanoseconds
whereas the risetime of the antenna under test will be al-
most instantaneous. There are two obvious drawbacks to a
pulsed system: (1) the lower the duty cycle, the lower the
system dynamic range; and (2) for large test articles, it is
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possible to have a pulse smaller than the risetime on the
article because of the limited bandwidth. Overall,
although pulsing is an excellent tool to help minimize
range errors in measurements, especially if the range is
already configured to perform RCS measurements as well,
there are other ways to accomplish the same result with-
out these tradeoffs.

6.2. Frequency-Agile Receivers

With the advent of the Agilent 8510/8530, MI-Technolo-
gies 1797 and similar receivers using frequency-agile
sources, the user now has the capability to take a virtu-
ally unlimited number of frequencies at each position as
the unit is rotated in the range with virtually no addi-
tional time overhead for testing. The advantage to these
receivers is that the dynamic range limitation of a pulsed
system is eliminated and instead, the data can be carefully
evaluated postacquisition for range/antenna-generated
time-domain pulses. The major problem with these sys-
tems is the tendency to accumulate large blocks of data
that can be processed only by extensive computational
tools. As the computers continue to improve, this problem
has been increasingly eliminated—for instance, in 1985,
when this type of processing was required, one often
would need a dedicated mainframe, whereas in 2003 the
same processing activity using general application soft-
ware was reduced from hours to minutes, and the asset
cost is now negligible. The advantage of this type of sys-
tem is that one can achieve high-quality and high-quan-
tity measurements using a PC, an HPIB (Hewlett-Packard
interface bus) card, a network analyzer, and a commercial
positioner system in an existing range. The increased ca-
pabilities have had two impacts on antenna measure-
ments—engineers routinely asking for more data and
less investment in new infrastructure other than compact
ranges and near-field ranges. The outdoor direct measure-
ment has been abandoned because of cost and the limited
quality of the measurement and this work has moved
indoors.

6.3. Extensive Postprocessing

Antenna compact ranges are fundamentally limited in
their polarization symmetry, which has led to postprocess-
ing techniques of varying degrees of sophistication.
Since the reflector is offset by design and therefore asym-
metric relative to the feed, regardless of the F/D ratio,
there will be some residual imbalance in the quiet zone,
whether it lies in the cross-polarization or the amplitude
taper as the unit or feed polarization is rotated. With suf-
ficient knowledge of the quiet zone, these errors can be
corrected to the first order in much the same way as
the imperfections of the network analyzer testset are cali-
brated out.

The simplest level of calibration is to take the quasi-
static approach to the quiet zone and assume that
measurement at a given point represents the response of
the quiet zone. The operator can create a 2� 2 matrix of
points to establish whether the measured response was
using a pure polarization source such as a standard-gain
horn, with matrix components of HH, HV, VH, and VV

responses, where H is horizontal and V is vertical orien-
tations of the polarization standard. Even if one were not
to compensate the data, this measurement should be tak-
en to establish error bounds. If the matrix is inverted, then
the bias can be removed from the data. Obviously, this
technique can be expanded to include higher-order terms
in the quiet zone with additional measurements increas-
ing the accuracy of the compensation method. The stan-
dard-gain horn can also be replaced with a more
symmetric probe to increase the accuracy of matrix
measurements. Ultimately, the limit to this approach is
similar to the near-field probe compensation—you can
consistently measure the quiet zone to only a finite accu-
racy, and the higher the order of compensation, the less
stable.

6.4. Shielding

Shielding of the range can be particularly important if the
testing is done using spacecraft receivers, which are very
sensitive and may even be damaged by ground-based sig-
nals. Typically there risk is greater involved in getting
stray signals in the measurement that complicate the
analysis of data. Shielding is accomplished using the stan-
dard techniques form the electromagnetic compatibility
community of placing the test article in a Faraday cage
(welded steel enclosure) to isolate it from external sources
and then additionally lining the range with absorber ma-
terial to reduce reflections. Using this technique, the stray
signal levels can be reduced by 100 dB, although quite of-
ten the test instrumentation will also need to be removed
from the cage to achieve these levels.

7. CONCLUSIONS

The antenna compact range is a very useful tool in the
science of evaluating antenna performance. Careful de-
velopment of this technology has virtually eliminated the
need for outdoor testing and lowered the cost and risk of
testing fragile spacecraft antennas. The capabilities of
range reflectors rapidly matured in the late 1980s to fa-
cilitate very clean direct measurements of antennas with
minimal effort in compensating the range errors. The chief
technology competitor to the antenna compact range is the
near-field scanner, which requires much more data pro-
cessing as well as a much more detailed working knowl-
edge of antenna theory since the measured data do not
correspond directly to the needed far-field pattern. The
antenna compact range is a very cost-effective tool to eval-
uate antennas with modest performance requirements.
For antennas with extremely low cross-polarization and
sidelobe performance requirements, the technology be-
comes limited since the test antenna may outperform
the range.
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ANTENNA FEEDS

TREVOR S. BIRD

CSIRO
Sydney, Australia

1. INTRODUCTION

1.1. Definition and General Description

According to the Macquarie Dictionary, a ‘‘Feed’’ is a
‘‘Feeding mechanism.’’ The term ‘‘antenna feeds’’ describes
many types of antennas in common use. Feeds are a
means of supplying energy to (or receiving energy from)
a ‘‘secondary antenna,’’ such as a reflector, lens, or beam
waveguide, via a transmission line or waveguide. Hence,
an antenna feed is often referred to as a ‘‘primary feed.’’
Everyday applications of antennas with feeds include sat-
ellite communications, radar, radio telescopes, deep-space
probes, and terrestrial microwave and millimeter-wave
radiolinks. Some examples are shown in Figs. 1 and 2.
Depending on the application, secondary antennas can be
designed to produce beams that are highly directional to
minimize the effects of interference and noise or shaped to
cover a specific region or angular segment. For example,
shaped beams allow reuse of the frequency spectrum in
another region as in the case of satellite coverage on the
Earth’s surface. In other applications, such as broad-
casting, secondary antennas and feeds can be used to pro-
duce beams tailored to suit the demographics around the

(a)

(b)

(c)

Figure 1. Some applications of feed antennas: (a) 64-m radio
telescope at Parkes, Australia; (b) three 4.5-m offset-fed reflector
multibeam Earth stations at SES-ASTRA, Luxembourg, give over
1101 coverage of the geostationary satellite arc; (c) 0.9-m spherical
Luneburg lens; (d) shaped-beam satellite antenna; (e) omnidirec-
tional reflector antenna.
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transmitter. The secondary antenna can be used to illu-
minate another device such as in a beam waveguide sys-
tem for a reflector or a particle accelerator.

Feed antennas come in many different shapes and
sizes, ranging from simple dipoles and waveguides to
horns and printed antennas such as microstrip patches,
arrays, and traveling-wave antennas. The choice of feed in
any given situation is often a complex decision and de-
pends on the type of application and secondary antenna.
Factors to be considered when selecting a feed antenna
include the frequency of operation, bandwidth, polariza-
tion requirements, impedance properties, the transmis-
sion line connecting to the feed, and mechanical aspects
such as the size, volume and weight, available materials,
and cost.

Secondary antennas are typically capable of extremely
wide bandwidth performance and are, in practice, severely
restricted by the bandwidth limitations of the feed anten-
na and its associated network, the feed system. There
have been significant advances in improving the perfor-
mance of feed systems, especially in regard to wideband
and multiband operation.

The most common type of secondary antenna is the
parabolic reflector (Fig. 2a). This has a point focus and,
when illuminated by a feed emitting a spherical wave, it
produces a narrow pencil beam. Other secondary anten-
nas are cylindrical or spherical reflectors (Fig. 2b), which
require a line-source feed to produce a pencil beam, lenses
(Figs. 1c and 2c), and reflectarrays (Fig. 2d). Reflectarrays
combine the techniques of reflectors and printed circuit
antennas. A standard reflectarray consists of an array of
microstrip patches or dipoles printed on a thin dielectric
substrate. The elements of the printed array are suitably
phased to convert a spherical wave from a conventional

feed into a plane wave. The advantage is that the antenna
is planar, has low volume, and is potentially lightweight.
Phasing of the printed array is achieved with patches that
have different size, different length delay lines, or varying
angles of rotation.

In some applications, the aim is to shape the secondary
radiation pattern and the role of the antenna feed is sim-
ply to give the correct illumination. For example, an array
feed or a corrugated horn can be used to illuminate a
shaped reflector system for a satellite system that will
produce a shaped secondary pattern to cover selected
Earth coverage regions (see Fig. 1d). Another application
is a mobile base station antenna that requires an omnidi-
rectional pattern. A suitable feed antenna and a shaped
reflector are able to produce a 3601 coverage as shown in
Fig. 1e. Secondary antennas with elliptical beamshapes
can be used to maximize the radiated field intensity with-
in an angular region that has different beamwidths in two
orthogonal planes. Such antennas are used in radar, Earth
stations, and satellite applications to provide an elliptical
footprint on Earth.

1.2. Historical Perspective

The first feed antennas date back to the pioneering work
of Heinrich Hertz during his demonstration of the conse-
quences of James Clerk Maxwell’s equations, which were
published a decade earlier. In 1888, Hertz employed a
half-wavelength dipole in front of a cylindrical parabolic
reflector to demonstrate the opticslike properties of elec-
tromagnetic waves at about 60 cm [1]. Other feeds and
antennas now used as basic feeds were discovered prior to
1900 by Lodge (circular waveguide), Bose (dielectric rod
and pyramidal horn), and Rayleigh [2]. From the early
1900s to the 1930s, little work on feeds appears to have
occurred, mainly because of the outstanding success of
long-range low-frequency communications where directly
radiating antennas were the natural choice.

The rising interest in microwave techniques in the
1930s resulted in major developments in antenna feeds.
The then new applications using ultrahigh frequencies
and microwaves, such as radar and point-to-point com-
munications, required many new antennas, and reflectors,
in particular, became extremely important because of
their versatility, effectiveness, and practicability. In short,
feeds became an area of significant interest and research.
The MIT Radiation Laboratory series of books published
in the late 1940s, and especially the volume edited by
Silver [3], did much to establish the basis of reflector and
feed antenna design. It is significant that Silver’s book
was the primary reference for a generation of feed design-
ers and is still a great source of information. With radar,
and the deployment of terrestrial microwave systems for
communications, reflectors came into common use. These
used simple waveguides or horns, rear-radiating feeds [4]
or arrays such as the Yagi–Uda or logperiodic arrays [5].
The creation of new applications in the 1950s, such as ra-
dio astronomy and satellite communications, added new
dimensions to feed design with requirements for low noise
and low cross-polarization. These demands resulted in
new feed antennas, including the dual-mode Potter horn
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[6], the corrugated horn (see Thomas [7] for an historical
summary of this important feed), multimode horns [8],
stepped horns, and dielectric-lined feeds. Many of the
most influential papers on horns written prior to 1976
have been collected by Love [9], and a more recent survey
is given by Olver et al. [10]. Array feeds were investigated
first in the early 1960s [11] and over the next two decades
were adopted in radar and satellite communications for
producing scanned and shaped beams with reflectors. In
the 1980s and early 1990s, compact corrugated horns cov-
ering octave bandwidths were developed, while easy to
manufacture, high-performance feeds, such as axially cor-
rugated horns, were widely adopted. Major advances in
electromagnetic modeling have allowed the development
of horns whose performance can be tailored by computer
optimization. In more recent years, improvements in the
theoretical understanding of printed antennas has resulted
in microstrip and printed slot or Vivaldi arrays being used
as feeds.

1.3. Design of Feeds

A feed antenna should be designed to suit the secondary
antenna to obtain the best overall performance. This is
usually expressed in terms of the signal level, whether
received or transmitted, immunity to noise or interfer-
ence, and frequency of operation. There are essentially
two ways of designing the overall antenna. The first way,
called the transmit mode of operation, specifies the com-
bined radiation pattern of the feed and the secondary an-
tenna that meets the system requirements when both are
transmitting signals. Figure 2a depicts a parabolic1 reflec-
tor operating in the transmit mode. The electromagnetic
field radiated by the feed is called the primary field
and the radiation pattern, the primary pattern. The

d

Patches on
dielectric substrate

Feed

Paraxial focus

Center of sphere

Line feed

Spherical
reflector

z

F

D
o

rx

� =

�

y

P(r,�,�)

�

2F

Feed

1+cos �

�

�

�

�

Feed

F

D

(a) (b)

(c) (d)

Figure 2. Examples of secondary antennas: (a) parabolic reflector; (b) spherical reflector; (c) two-
dimensional lens; (d) reflectarray.

1This refers to a paraboloid or part of a paraboloidal surface as for
an offset-fed parabolic reflector.
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illuminated antenna is the secondary antenna and the
associated radiated field is the secondary field.

In the second approach, called the receive mode of
operation, the antenna feed is designed to match the
fields produced in the secondary antenna due to a specif-
ic illumination; for example, plane-wave illumination is
used for a directive beam. In most common situations the
two approaches are equivalent (due to the principle of re-
ciprocity [5]) and are often used interchangeably. If the
fields are matched in the focal region of a reflector or lens,
this is called focal plane matching. Optimum antenna gain
and minimum cross-polarization are achieved simulta-
neously if the feed aperture field (represented by the
complex vector Ea) is conjugate matched to the focal
field of the reflector or lens (Ef). This is expressed approxi-
mately by

Eacp � E�fcp; Eaxp � �E�fxp ð1Þ

where the subscripts cp and xp denote the copolar and
cross-polar components of the fields and the asterisk in-
dicates the complex conjugate. This approach is applicable
to single feeds or arrays in the focal region.

The design of the feed antenna’s primary or aperture
field depends on the geometry of the secondary antenna.
For example, the geometry of a symmetric parabolic
reflector is defined simply by its diameter D and its
focal length F (see Fig. 2a). However, in the symmetric
case there is usually some blockage by the feed and the
supporting struts close to where the energy is strongest.
The offset parabolic reflector geometry is slightly more
complex, but the advantage is the ability to design the an-
tenna to avoid blockage by the feed or to move this blockage
toward a region on the aperture where the field is weak. For
a given F/D ratio, the half-subtended angle at the feed is
given by

yc¼ arctan
8F=D

16ðF=DÞ2 � 1

 !
ð2Þ

In typical reflectors, F/D has a value from 0.6 to 0.3,
which corresponds to half-subtended angles from B451 to
801. Particular applications require specific feed illumina-
tions and the choice of illumination for the secondary
antenna is a compromise between gain, sidelobes, beam-
width, and spillover, which are determined by the charac-
teristics of the primary feed antenna. We return to this
compromise at the end of the next section.

1.4. Characteristics of Primary Feed Antennas

It is usual to describe the performance of an antenna in
terms of its far-field radiation characteristics and its ter-
minal impedance or reflection coefficient into a specified
transmission line. Some important terms used to describe
feed antennas are

1. Radiation pattern

2. Gain

3. Phase center

4. Polarization

5. Input match

6. Bandwidth

7. Spillover

8. Edge illumination and edge taper

These terms are defined below.

1.4.1. Radiation pattern. In the far field of an antenna,
the amplitude of the electromagnetic fields radiated is
proportional to 1/r, where r is the distance from the
antenna (see Fig. 3). Plots of the magnitude of the radiat-
ed power at a constant distance r are called radiation
power patterns. The power pattern P in a given direction
(y, f) is

Pðy;fÞ¼ 4pr2Prðr; y;fÞ ð3Þ

where P is the power density per unit solid angle, Pr is the
power density (in W/m2), and r,y,f are the spherical polar
coordinates (see Fig. 3). The power density is the radial
component of the Poynting vector given by

Prðr; y;fÞ¼
1

2Z
jEj2 ð4Þ

where E is the electric field intensity (V/m) transverse to
the direction of wave propagation. The quantity
Z¼

ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
is the wave impedance in free space (m0 and

e0 are the permeability of permittivity of free space) and is
approximately 120pO.

The power pattern of a feed usually consists of a
maximum beam in the main direction and a series of
subsidiary maxima called sidelobes. These are numbered
consecutively from the mainbeam. Usually, the power pat-
tern (3) is normalized to the maximum value and graphs
are constructed of this function as contours or intensity
plots in two dimensions, or in one-dimensional pattern
cuts. The magnitude of the pattern is usually expressed in
decibels (dB). The most common type of pattern cut for
feeds is a plot of P at a constant angle f, the so-called az-
imuth cut.

The half-power beamwidth (HPBW) is the angle
subtended at the half-power or � 3 dB points of the
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normalized power pattern. The beamwidth between first
nulls (BWFN) and the � 12 dB power beamwidth are also
used.

1.4.2. Gain. The power gain of an antenna in a given
direction (y,f) is defined as the ratio of the power inter-
cepted by a large sphere enclosing the antenna when that
same power density at (y,f) is radiated in all directions
(i.e., isotropically) and the total power input to the anten-
na.2 The power density at (y,f) is given by (4). If this power
were radiated isotropically, the power that would be radi-
ated on a large sphere of radius r would be given by (3).
Therefore, if Pin is the power incident on the antenna, the
power gain function G is

Gðy;fÞ¼
Pðy;fÞ

Pin
ð5Þ

The maximum value of (5) is the maximum power gain
and is often used to describe the performance of an an-
tenna. Usually when the term gain is used, maximum
power gain is being referred to.

Directivity is similar to gain except that the reference
power is in the radiated field. Thus the directivity function
D is defined as

Dðy;fÞ¼
Pðy;fÞ

PT
ð6Þ

where PT is the total radiated power and is obtained by
integrating the power density Pr over a surface enclosing
the antenna. For aperture antennas, it is common to in-
tegrate the power density over the aperture, rather than
the far-field sphere, as this is easier to do. A special case of
(6) is where the antenna is excited by sources with uni-
form amplitude and phase distribution (or illumination)
over its aperture area A. The maximum directivity in this
case is D0¼ 4pA/l2.

The aperture efficiency Za is the ratio of the maximum
directivity Dmax given by (6), and the directivity of a uni-
formly illuminated aperture

Za¼
Dmax

D0
ð7Þ

Most practical feeds have aperture efficiencies in excess
of 60%, and in excess of 90% can be achieved over limited
bandwidths.

Gain and directivity are related through the antenna
efficiency, which is the ratio of gain and directivity or
equivalently the ratio of total radiated power and the
power incident at the antenna input. Antenna efficiency
(Zae) is equal to the product of the mismatch efficiency (Zm),
conversion efficiency (Zc), and the aperture efficiency Za. In
a lossless, matched feed, the antenna efficiency equals the
aperture efficiency.

1.4.3. Phase Center. The phase center is the apparent
origin of the spherical wave radiating from an antenna.
Because phase varies significantly over the full sphere,
this center is not unique for all applications because it
depends on the solid angle over which the radiated field is
incident on the secondary antenna. The phase center is
obtained experimentally by rotating the antenna about its
axis and determining the position on the axis where the
measured phase function variation is minimized over the
desired angle for illuminating the secondary antenna.
This can be time-consuming as the phase center is usual-
ly different for each pattern cut. An alternative approach
is to calculate the phase center from measured or numer-
ically obtained data. One approach is to average the phase
center from locations dn of N pattern cuts. Thus, the phase
center dpc is given by

dpc¼
1

N

XN

n¼1

dn ð8Þ

The phase center in the nth azimuth plane is given
by [12]

kdn¼
ðA0B1 � A1B0Þ

ðA0A2 � A2
1Þ

ð9Þ

where k¼ 2p/l, A0¼
PM

i¼ 1 yi, where M is the number of
data points of the phase function F(yi, fn), yi is the ith
angle of the nth pattern cut fn;A1¼

PM
i¼ 1 cos yi;

A2¼
PM

i¼ 1 cos2 yi; B0¼
PM

i¼ 1 Fðyi;fnÞ, and B1¼
PM

i¼ 1

Fðyi;fnÞ cos yi. The simplest case of (8) corresponds to a
single cut (N¼1). A better estimate is to average the
phase centers of the two principal plane patterns (N¼ 2).
With circularly symmetric feeds, an average of the two
principal planes plus the intercardinal plane (451 and
1351) phase centers (N¼ 4) is usually sufficiently accurate
for most purposes.

1.4.4. Polarization. Although the fields radiated by feed
antennas are usually complicated, they can be resolved
into two components on any chosen surface, such as the
far-field sphere (see Fig. 3) or on the secondary antenna.
Without loss of generality, we will consider here only the
former. The two components are the desired polarization
or the copolarized component (denoted by the vector p̂p)
and the usually undesired cross-polarized component
(given by q̂q). Further, there are two main types of polar-
ization, linear and circular. There is no unique way of de-
fining the components of these polarizations. For feeds,
the common method is to define co- and cross-polarization
in the manner in which they are measured in practice. In
the case of predominantly linearly polarized feeds, the co-
polar component is obtained as for conventional far-field
measurement, by aligning the test antenna on boresight
with the polarization of the distant source antenna. Main-
taining this alignment, the test antenna is then rotated
about the phase center. The signal received at the test an-
tenna is the copolar pattern. If the polarization of the dis-
tant antenna is now rotated through 7901 and the
radiation pattern remeasured, the received signal is the
cross-polar pattern of the test antenna. If the test antenna
is rotated in the plane of the principal electric field com-

2This compares with the IEEE definition (Std. 145–1993 }2.165)
for gain, which uses the power accepted by the antenna. The
present definition is more convenient for feeds and differs from
the IEEE definition by the factor 1/(1�|Gin|2) for single mode
excitation where Gin is the input reflection coefficient.
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ponent, the pattern cut is called the E-plane (see Fig. 3).
The orthogonal plane is called the H-plane cut. For feed
antennas it is common also to measure the pattern in the
451 and 1351 planes. The co- and cross-polarized field com-
ponents are obtained from the spherical field components
by means of

Ep

Eq

" #
¼

cosðf� aÞ � sinðf� aÞ

� sinðf� aÞ � cosðf� aÞ

" #
.

Ey

Ef

" #
ð10Þ

where Ey and Ef are the spherical components in the y
and f directions, f is the azimuth angle, and a is the po-
larization angle referenced to the x axis of the coordinate
system (Fig. 3).

Cross-polarization becomes important in antenna de-
sign when two orthogonal polarizations are used to trans-
mit two separate channels. Frequency reuse by dual
polarization effectively doubles the available system band-
width. The antenna, and the feed in particular, is the
means by which isolation is maintained between the chan-
nels. Signals may be sent or received in either linearly
polarized vertical and horizontal components or circularly
polarized where the signals rotate in space and time in a
right- or left-hand sense.

1.4.5. Input Match. This is the input reflection coeffi-
cient of the feed antenna when it is excited at its input.
Usually this is measured with the feed alone; however,
care must be taken to ensure that reflection from the sec-
ondary antenna does not significantly affect the match. If
this occurs, a matching vertex plate can be added to the
reflector or lens to reduce the reflection.

1.4.6. Bandwidth. The bandwidth of the feed antenna
is the continuous frequency range over which the feed
performance is acceptable. The parameter measured is of-
ten the input reflection coefficient, and the acceptable level
depends on the application. In satellite ground stations
and radio astronomy, a commonly used maximum level is
� 17.7 dB (VSWR¼ 1.3). The percentage bandwidth is
used to compare the performance of different feeds. This
is calculated from the minimum and maximum frequen-
cies, fmin and fmax over which the parameter meets the
criterion, thus

% bandwidth¼ 200
ð fmax � fminÞ

ð fmaxþ fminÞ

1.4.7. Spillover. In transmit mode, the energy from a
feed antenna that is not incident on the secondary anten-
na is called spillover. In receive mode, received spillover is
an important contributor to the overall antenna noise
temperature. Considerable effort goes into minimizing
the amount of spillover in systems requiring low antenna
noise temperatures such as radio astronomy and deep-
space probes. Spillover efficiency Zspill is the ratio of the
power intercepted by the secondary antenna to the total
power radiated by the feed.

1.4.8. Edge Illumination and Edge Taper. Edge illumina-
tion is the ratio of the field strength radiated by the feed in

the direction of the edge of the secondary antenna and its
level at the center of the secondary antenna, where field
strength is measured on a sphere of radius equal to the
distance to the center of the secondary antenna. Edge
taper is a related quantity, and gives the ratio of the feed
field strength at the center of the secondary antenna rel-
ative to the level at the edge. The difference between edge
illumination and edge taper (apart from the sign) is the
free-space loss between the sphere and the edge. In a
symmetric reflector antenna, the edge is the reflector rim
and the intersection point is the vertex. For a paraboloid
with focal length F and diameter D

Edge taper ðdBÞ¼ 20 log10 1þ
1

4ðF=DÞ2

 !

� edge illumination ðdBÞ ð11Þ

The choice of primary feed illumination for a secondary
antenna (e.g., reflector F/D) is often a compromise between
spillover efficiency (Zspill) and the secondary antenna aper-
ture efficiency (Zsae). As the feed beamwidth is increased, the
edge taper decreases and Zsae increases. At the same time,
the spillover loss increases (Zspill decreases), causing the
overall antenna efficiency to decrease. Consequently, there
is an optimum edge taper that maximizes the overall an-
tenna efficiency and, therefore, gain for a given secondary
antenna. A �12 dB edge illumination is recommended for a
paraboloid as a compromise between gain, sidelobes, and
spillover (noise). With this edge illumination, a paraboloid
with F/D¼ 0.4 has an edge taper of 14.9 dB. Further in-
crease in edge taper results in lower sidelobes and wider
beamwidth in the secondary pattern. A similar argument
applies for a lens, except that a lower edge taper can be used
in receive-only applications because the feed spillover radi-
ation contributes to the sidelobes close to the mainbeam
rather than the rear lobes of the antenna.

1.5. Types of Feed Antennas

Antenna feeds can be grouped into four basic categories as
shown in Table 1. The class of aperture antennas is the
most extensive and has the property that the area normal
to the direction of propagation of the radiation from the
antenna determines the gain and beamwidth. Linear an-
tennas are distinguished by their physical appearance and
how the dominant currents are supported on line ele-
ments. Traveling-wave antennas derive essentially from
fields or currents that propagate along the antenna and
radiate in the endfire direction with gain that is approx-
imately proportional to the length of the antenna. Most

Table 1. Types of Antenna Feeds

Aperture Linear Traveling-Wave Compound

Waveguides Dipole Dielectric rod Arrays
Horns Yagi–Uda Profiled slot Beam waveguide
Microstrip patch Logperiodic Vivaldi Splash plate
Slots Zigzag Linefeeds Dichroic reflector
Rear-radiating
Short backfire
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linear arrays belong to this category also. Compound feeds
are made up of several antenna types including aperture
or traveling antennas with reflectors, lenses, or grids.
In the following sections, different feed types will be
described according to this classification.

2. APERTURE FEED ANTENNAS

Aperture antennas radiate from a surface that serves
as the interface between the circuit attached to the
transmitter or receiver and the radiation field. Actual or
equivalent electric and magnetic currents flow on this
surface, and the radiated fields and impedance properties
can be derived from these currents. The equivalence prin-
ciple says there is no unique surface but, for horns,

the aperture is commonly taken as the opening and
the external walls. For slot antennas, the aperture is
usually the opening and the surrounding metallic
surface, while for rectangular microstrip antennas the
aperture is sometimes taken as a pair of rectangular
‘‘slots’’ formed between the edges of the patch and the
ground plane. Examples of some aperture antennas are
shown in Fig. 4.

Some of the simplest and most commonly used aperture
feeds are based on smooth metallic waveguides and their
extension by flaring into horns. The main types of wave-
guide and horn feed have rectangular or circular cross
sections. In feed applications, the radiation in the forward
direction is the fundamental concern and, to a reasonable
approximation, these functions are given by the radiation
of the first waveguide mode.

(a) (b)

(c) (d)

(e) (f)

Figure 4. Examples of aperture an-
tennas: (a) waveguide feeds—left to
right, rectangular, circular, and coax-
ial; (b) pyramidal horn; (c) circular
waveguide with choke ring; (d) corru-
gated horn; (e) cup feed; (f) profiled
superelliptical corrugated horn.
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A commonly used model for radiation from aperture
feeds is the E-field model. It is so called because the field is
derived from the electric fields in the aperture and corre-
sponds physically to an aperture opening out into an in-
finite ground plane. The model is useful for predicting the
field in the forward direction and, of course, it predicts
zero fields behind the conductor. The fields radiated by
simple waveguide and horn feeds are a spherical wave of
the form

E¼ jk
expð�jkrÞ

2pr
ðŷyFðy;fÞ cosf

� f̂f cos yGðy;fÞ sinfÞ; jyj � 90�
ð12aÞ

H¼
1

Z
r̂r�E ð12bÞ

where k¼ 2p/l, l is the free-space wavelength, and the
functions F(y, f) and G(y, f) depend on the aperture ge-
ometry. The radial field components are small in the far
field and are neglected in (12), although they are impor-
tant when the secondary antenna is in the near field of the
feed. Assuming that the waveguide aperture is in a
ground plane or the waveguide wall is thick, F and G
are approximately given by the E-field model and are list-
ed in Table 2 for rectangular, circular, coaxial, and corru-
gated waveguides. Other waveguide cross sections, such
as the elliptic and polygonal shapes, have the same form
as (12), although the functions are not expressible in
terms of simple functions and must be computed by oth-
er methods. The effect of a finite-size ground plane or
flange can be included in the E-field model simply by the
method of geometrical or physical theory of diffraction

[5,13]. The main effect on the mainbeam of the finite
ground plane is to change the multipliers (known as
Huygens factors) in (12), respectively 1 and cos y of the ŷy
and f̂f vector components.

When F(y, f) and H(y, f)¼ cosy G(y, f) are independent
off, the radiation pattern is axisymmetric; furthermore, if
F and H are identical, the cross-polarized field is zero.
Ideal corrugated horns have these properties if the ‘‘bal-
anced hybrid condition’’ is satisfied. For smooth-wall cir-
cular horns, F and H are generally different, although the
phase of these functions may be almost the same. Equa-
tion (12) shows that, for feeds with axisymmetric patterns,
the peak cross-polarization is in the intercardinal planes
and equals |F(y)�H(y)|/2; thus the cross-polarization de-
pends on the difference between the E- and H-plane pat-
tern functions. The copolar pattern in the intercardinal
planes is |F(y)þH(y)|/2, that is, the average of the E- and
H-plane pattern functions.

2.1. Feeds with Circular and Related Cross Section

Circular aperture antennas find wide application as feeds
because of their geometric symmetry, low cross-polariza-
tion, and ease of manufacture. Examples of this type of
feed are illustrated in Fig. 5.

A circular waveguide (Fig. 5a) is an efficient feed for
moderately deep reflectors or lenses where the half-cone
angle is around 601. It has an almost equal E- and H-plane
pattern (pattern symmetry) for pipe diameters in the
range of 0.7–1.2 wavelengths depending on the size of
the flange at the aperture. Higher efficiencies may be
obtained by the addition of parasitic rings as shown in
Fig. 5b. A coaxial waveguide (Fig. 5c) operating in

Table 2. Simple Waveguide Feeds

Type of Feed
Aperture F(y,f) G(y,f) Notes

TE01-mode rectan-
gular waveguide

2ab

p
S U

b

2

� �
C V

a

2

� � F(y,f) a and b are the
width and
height of the
waveguide

TE11-mode circular
waveguide

2paJ1ðkcaÞ
J1ðwaÞ

kcwa
2paJ1ðkcaÞ

kcJ
0
1ðwaÞ

kc
2
�w2

a is the waveguide ra-
dius; kca¼

1.8412
TE11-mode coaxial

waveguide
2pa½Z1ðkca; kcbÞJ1ðwaÞ � Z1ðkcb; kcbÞJ1ðwbÞ�

kcwa
2pakc½Z1ðkca; kcbÞJ

0
1ðwaÞ � b

a Z1ðkcb;kcbÞJ
0
1ðwbÞ�

k2
c �w2

a and b are outer and
inner conductor ra-
dii;
kcaE2/(1þ (b/a))
and is the first root
of
J01ðkcaÞY

0
1ðkcbÞ �

J01ðkcbÞY
0

1ðkcaÞ¼0
HE11-mode corru-

gated waveguide
2paJ1ðkraÞ

krJ0ðwaÞ

k2
r �w2

F(y,f) a is the waveguide
radius; kra¼

2.4048

Key: U¼w cosf, V¼w sinf, w¼k siny, Jp is a Bessel function of order p, and Jp
0 is its first derivative; Y1 is a Bessel function of second kind and Y 01, is its first

derivative:

SðxÞ ¼
sin x

x
; CðxÞ ¼

cos x

1�
2x

p

� �2
; Z1ðx; yÞ¼J1ðxÞ �

J01ð yÞ

Y 01ð yÞ
Y1ðxÞ
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predominantly the TE11 mode has potentially greater
flexibility of available radiation patterns because of the
extra degree of freedom given by the internal conductor.
Figure 5d shows a self-supporting radiating coaxial wave-
guide (sometimes called a ‘‘tomato can’’) feed for a reflec-
tor. Here the inner conductor extends all the way to the
vertex of the reflector, allowing the feed to be driven from
a transmission line or waveguide inside this conductor.

Flaring the circular or coaxial waveguide produces a
conical horn (Fig. 5e) that has a more directive radiation
pattern. The quality of the pattern depends on many fac-
tors, including the size of the output aperture, the internal
structure of the flare, and the means of exciting the flared
section. As an example, a horn with transverse internal
corrugations (Fig. 5f), the so-called corrugated horn, is
very commonly used in satellite communications and
radio astronomy because of its low cross-polarization.
When the depth of the corrugations is about a quarter-

wavelength, almost pure polarized radiation patterns re-
sult. Several other types of feeds with circular or elliptical
cross section are discussed in the following sections.

2.1.1. Circular and Coaxial Waveguide. Smooth-wall cir-
cular or coaxial waveguide and horns are most frequently
excited in the first waveguide mode, the TE11 mode (see
Fig. 6a). The transverse field components of this mode in
circular waveguide are

Et¼A0 r̂r
J1ðkcrÞ

kcr
cos f� f̂fJ1ðkcrÞ sinf

	 

e�jbz ð13aÞ

and

Ht¼YWẑz�Et; ð13bÞ

where kc¼ 1.8412/a is the cutoff wavenumber, a is the
waveguide radius, YW¼ b/kZ and b¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

c

p
, J1 is the

a

a

b

an

�o

a

dn

2a

L

L

(a) (b)

(c) (d)

(e) (f)

d1

∆ ∆�o

Figure 5. Circular waveguides and horn antennas: (a) circular waveguide; (b) circular waveguide
with parasitic rings; (c) coaxial waveguide; (d) rear-radiating coaxial waveguide; (e) conical horn;
(f) corrugated horn. (Parts (b)–(d) from Bird [14], courtesy of IEEE.)
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Bessel function of first order, A0 is a constant, and (r,f, z)
are the cylindrical polar coordinates.

When the TE11 mode is incident on the open end as in
Fig. 6a, an external field is produced and the TE1n and
TM1n (n¼ 1,2,y) modes are excited in order to satisfy the
boundary conditions. These modes radiate and also prop-
agate back into the waveguide; the dominant component is
due to the reflected TE11 mode. This coupling to other
modes is often ignored as a first approximation, but it
should be included for accurate design. To first order, the
aperture fields [z¼0 in (13)] expressed in terms of rect-
angular components are

Ea¼ x̂x
A0

2
½J0ðkcrÞþJ2ðkcrÞ cos 2f�

þ ŷy
A0

2
J2ðkcrÞ sin 2f

ð14aÞ

Ha¼YWẑz�Ea ð14bÞ

These equations show that the TE11 mode has both x-
and y-field components and, therefore, so does the radiat-
ed fields. The principal aperture field polarization is max-
imum on axis and the cross-polarized component is
maximum in the intercardinal (451 and 1351) planes.
When a center conductor of radius b is introduced into
circular waveguide, as in Fig. 5c, the basic properties of a
TE11-mode excited coaxial waveguide are similar, but
there are significant differences as shown in Figs. 7–9.
The fields radiated by circular and coaxial waveguide are
given in Table 2. The � 12 dB semiangle of the principal
radiation patterns for circular (b¼ 0) and coaxial
waveguides (b40) is shown in Fig. 7, and the maximum
cross-polar level is given in Fig. 8. The E- and H-plane
patterns of circular waveguide are approximately the
same when kaB3.4 (aB0.55l), and this results in a
cross-polar minimum for the same ka value (Fig. 8).
Coaxial waveguide also has a cross-polar minimum, (as
shown in Fig. 8), which depends on the inner–outer con-
ductor ratio (b/a).

The reflection coefficient S11 of the TE11 mode in
circular waveguide due to the aperture mismatch is

approximately

S11¼
1� y11

1þ y11

� �
ð15Þ

where the admittance of the TE11 mode in circular wave-
guide is given by

y11¼9:617
k

b

Z 1

0

w
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�w2
p

ðkaÞ2

 
J
02
1 ðkawÞ

ðw2 � ð1:84118=kaÞ2Þ2

þ 0:087
J2

1ðkawÞ

w
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�w2
p

�
dw

ð16Þ

As shown in Fig. 9, Eq. (15) has a minimum when
kaB3.4 (aB0.55l), which is coincident with the condition
for minimum cross-polarization. Providing a4l, the TE11

mode reflection coefficient is o� 30 dB. Coaxial wave-
guide has a large mismatch, as Fig. 9 shows, when the
inner–outer conductor diameter ratio exceeds B0.3. By
means of a pair of capacitive and inductive coaxial irises, it

TE11

(a) (b)

HE11

Figure 6. Electric and magnetic fields in (a) smooth-wall circular
waveguide and (b) corrugated waveguide (— electric; - - - -
magnetic).
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is possible to match coaxial feeds with inner–outer con-
ductor ratios of r0.6 over 417% bandwidth. This is
achieved by stepping down to an inner-to-outer conductor
diameter of 0.3 and matching into this guide using the
technique described by Bird et al. [15].

The maximum gain predicted by the E-field model for
circular waveguide is

Gmax¼ 0:209ðkaÞ2
k

b
1þ

b
k

� �2
j1þS11j

2

1� jS11j
2

� �
ð17Þ

where the mode is above cutoff. For frequencies well above
cutoff (bEk), GmaxE0.837 (ka)2 and the maximum aper-
ture efficiency is 83.7%.

Circular horns are desirable for dual-polarized appli-
cations because of their geometric symmetry. However,
this does not ensure low cross-polarization and thereby
high polarization isolation. We have seen that the TE11

mode of circular waveguide has a radial directed electric
field at the wall and, therefore, cross-polarized fields arise
to satisfy the boundary conditions. Cross-polarization is
transferred from the aperture to the radiation field, but
this can be reduced in some situations by exciting other
modes.

Cross-polar patterns of rationally symmetric feeds
have a characteristic null on axis. If the symmetry is
broken and other modes excited, it is possible to have
cross-polarization on axis. Equality of the E- and H-plane
patterns may be difficult or impossible to achieve in prac-
tice over any reasonable bandwidth. In feed applications,
reasonably low cross-polarization can be achieved in the
secondary pattern by selecting the geometry so that the E-
and H-plane patterns cross over at around the � 10 to
� 14 dB level. Choke rings either inside the horn or at the
aperture (Fig. 5b) are useful for tailoring the radiation
pattern of small horns to minimize cross-polarization over
a moderate bandwidth [16]. Figure 7 shows that up to a
certain ka value, the E-plane beamwidth is wider than the
H-plane beamwidth. By placing a 0.2–0.26l deep choke
ring concentric with the aperture, the E-plane beamwidth
can be reduced to almost the same as the H-plane beam-
width.

2.1.2. Conical Horn. If a circular aperture is flared into
a conical horn as shown in Fig. 5e, the field at the aperture
has a spherical wavefront. In simple terms, when the TE11

mode reaches the flare, it expands outward in order to
satisfy the wall conditions and forms a spherical wave that
propagates to the aperture. Therefore, the distance be-
tween a planar and a spherical wavefront is approximate-
ly given by [5]

d �
1

2

r
02

L
ð18Þ

where r0 is the radial distance from the axis to the field
point on the aperture and L is the distance from the horn
apex to the aperture. The result is that (14) is modified by
the application of the phase factor exp(� jkd) and the ra-
diated fields are now given approximately by the functions

Fðy;fÞ¼L0ðyÞ � L2ðyÞ and

Gðy;fÞ ¼L0ðyÞ þL2ðyÞ
ð19Þ

where

LmðyÞ¼ 2p
Z a

0
Jmðkcr0ÞJmðk sin yr0Þ

� expð�jkr02=2LÞr0dr0
ð20Þ

Equation (19) gives reasonable results providing the
semicone angle y0¼ arctan(a/L) is less than B301.

The radiation pattern of the conical horn is strongly
dependent on the flare angle. In Fig. 10 the E- and
H-plane patterns are plotted as a function D¼ (a/l)tan
(y0 /2), which is the distance in wavelengths between the
spherical wavefront and the aperture (see Fig. 5e). As the
angle is increased, the patterns broaden and lose distinc-
tive sidelobes. The phase center in these two principal
planes has been calculated from (8) over the angular range
defined by the � 12 dB semiangles. The results given in
Fig. 11 show when D is small, the phase center is near the
aperture. However, as D increases, the phase centers in
the two planes move toward the apex at a different rate.
When D40.8, the phase center is almost at the apex.

The radiation performance of the conical horn can be
improved by changing the surface of the horn, with cor-
rugations, for example, or by introducing discontinuities
to excite high-order modes, particularly the TM11 mode.
The Potter horn discussed in Section 2.1.6 uses steps
placed near the throat to produce such improvements.

2.1.3. Corrugated Horns. The corrugated horn is widely
used as a feed antenna for reflector antennas and lenses
because it can radiate fields with a high degree of axial
symmetry. Smooth-wall circular waveguides and horns
have, in general, different E- and H-plane patterns because
the electric and magnetic field components in the pipe sat-
isfy different types of boundary conditions on the walls (see
Fig. 6). In simple terms, the tangential electric field of
the TE11 mode experiences a short circuit at the wall while
the tangential magnetic field experiences an open circuit.
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Figure 9. Reflection coefficient at the aperture of coaxial wave-
guide (parameter is b/a). (From Bird et al. [15], courtesy of IEEE.)
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The end result is that the field lines in the waveguide are
curved. By modifying the wall surface conditions, such as
corrugating the surface, covering it with dielectric or in-
serting strips, the wall impedance experienced by the mode
can be altered and the field lines made almost unidirec-
tional, which results in low cross-polarization.

The corrugated surface was one of the first used to
create alternative wall impedances and has proved most
successful in circular waveguide and horns. When there
are many corrugations per waveguide (typically greater
than about five per wavelength) and the corrugation
depth is approximately l/4 (where l is the free-space
wavelength), the radial transmission line formed by the

slots transforms the short circuit for the electric field into
an open circuit while having only a second-order effect on
the transverse magnetic field. This creates a nonzero axial
electric field at the corrugated surface, allowing a zero
circumferential component. Consequently, the modes in
the corrugated waveguide or horn are no longer TE or TM
to the longitudinal (propagation) direction and, because
both axial field components are generally nonzero, they
are called ‘‘hybrid modes.’’ The principal mode used for
feed horns is the HE11 mode, shown in Fig. 6b. An axi-
symmetric radiation pattern is produced if the HE11 mode
operates at the ‘‘balanced hybrid condition,’’ which is
achieved when the corrugations are approximately l/4
deep. Under this condition, the horn has low cross-polar-
ization, pattern symmetry, and low sidelobes, which are
almost ideal for many applications and gives rise to the
popularity of these hybrid-mode feed horns [17,18].

At the balanced hybrid condition, the aperture electric
field of the HE11 mode is approximately

Ea¼ x̂xA0J0ðkrrÞ ð21Þ

and the magnetic field is as given by (14b); J0 is the zero-
order Bessel function, A0 is a constant, and kra¼2.4048.
The far zone field radiated by the HE11 mode is provided in
Table 2. The maximum gain of the corrugated waveguide
under these conditions is GmaxE0.692(ka)2 and the max-
imum aperture efficiency of 69.2%.

The conical corrugated horn may be modeled by the
same method described above for smooth-wall conical
horn. The radiated fields are given approximately by
(12), where

Fðy;fÞ¼L0ðyÞ ¼Gðy;fÞ ð22Þ

where L0(y) is as given by (20), wherein m¼0 and kc is
replaced by kr.

The radiation pattern of a corrugated horn operating in
the balanced HE11 mode is given by the set of universal
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curves shown in Fig. 12 plotted as a function of D¼
(a/l) tan(y0/2). When D40.4, the shape of the horn’s pat-
tern changes very little with D, indicating that the pattern
and gain become virtually independent of aperture size.
This is called ‘‘gain-saturated’’ and means that the horn is
suitable for wideband operation. For Do0.4 , the horn is
said to be narrowband.

By virtue of the high pattern symmetry, the phase cen-
ter for the corrugated conical horn is the same in all
planes. Figure 11 gives the phase center location as a
function of D based on the pattern over the � 12 dB beam-
width.

The reflection coefficient of the HE11 balanced hybrid
mode at the aperture is relatively low in most practical
cases. If required, it can be calculated from (14) and the
self-admittance

y11¼
5:783

ðkaÞ2
k

b

Z 1

0

wð2�w2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�w2
p

J2
0 ðkawÞ

ðw2 � ð2:4048=kaÞ2Þ2
dw ð23Þ

This equation predicts that when a41.1l, the HE11-mode
reflection from the aperture is o� 30 dB.

The corrugated horn equations given in Table 2 and Eq.
(22) are useful only for narrowband feed design near the
balanced hybrid condition. In a typical conical corrugated
horn, there are 5–10 slots per wavelength, the slot width-
to-pitch ratio (w/p) is 40.75, and the slot depth is approx-
imately [19]

dn �
l
4

exp
2

5kan

� �
ð24Þ

where an is the radius of the corrugated surface at the nth
slot (see Fig. 5f). Wideband feed design requires more ac-
curate design methods and to achieve optimal perfor-
mance, the input throat region, the flare from the input,
and the profile to the aperture must be considered. The
corrugated horn is limited to a continuous bandwidth
performance of about 2 : 1. Thomas et al. [20] discuss

matching of corrugated horns and wideband design in
detail.

The standard design of a corrugated horn starts from
the smooth-wall input circular waveguide with a section of
about a wavelength long where the depth of the corruga-
tions are gradually decreased from a half-wavelength to a
quarter-wavelength deep as the horn is widened. Follow-
ing this input transition, a linear taper can be used for the
horn profile, although some other profiles, such as ‘‘hour-
glass’’ (sine-squared), have been found more effective. To
achieve the widest bandwidth operation, the first four or
five slots of the input section may need to terminate in a
short-circuited coaxial waveguide—known as ‘‘ring-loaded
slots.’’ These slots present a capacitive reactance over a
bandwidth considerably wider than that of the conven-
tional constant-width slot. The design of ring-loaded slots
is described by James and Thomas [19]. The final part of
the design is tapering the profile from the initial transi-
tion to the final output diameter. Corrugated horns with a
profiled corrugated internal surface [21] produce a more
compact design while maintaining high performance. A
number of different profiles have been attempted in order
to achieve low sidelobes and cross-polarization. The hy-
perbolic [10], or the identical Gaussian [22], profile has
been found very effective overall for designing compact
horns. Thus, if ai is the radius of the input section, ao is the
output or aperture radius, and L is the length of the profile
section, the horn profile as a function of axial distance (z)
is given by

aðzÞ¼ai

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
z

L

� �2 ao

ai

� �2

�1

 !vuut ð25Þ

2.1.4. Horns with Axial Corrugations. Horns with inter-
nal axial corrugations (or internal short-circuited ring
slots) are widely used as feeds for direct broadcast by sat-
ellite applications. As well as having good performance,
they are relatively inexpensive to manufacture, especially
by die casting. There are several different types of axially
corrugated horn. One particular configuration is the
choked aperture feed shown in Fig. 13a. It has choke rings
in the aperture plane and also internal ring slots [23]. Al-
though a simple prime-focus feed, it has an excellent per-
formance over nearly an octave bandwidth.

Through the selection of a number of internal axial cor-
rugations, a combination of TE11, TM11, and TE12 modes
are produced in the aperture. These modes are maintained
by a compensating action of the TE11 mode in the coaxial
corrugations, which vary in length from about 0.37l at the
throat to about 0.25l at the aperture. At least two corru-
gations are needed to achieve reasonable performance, but
little is gained from using more than four corrugations.

2.1.5. Scrimp Horn. Originally devised by Wolf [24], the
scrimp horn (Fig. 13b) is a compact and lightweight feed
element for satellite antenna feed arrays. The scrimp horn
has high aperture efficiency (typically 480%), operating
bandwidth of about 20%, low cross-polarization, and bet-
ter sidelobes than do most similar sized horns. The scrimp
horn has three main sections: a conical horn input section,
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a short-circuited coaxial waveguide section, and a cylin-
drical output waveguide section that terminates in the
aperture. A TE11 mode in a circular waveguide of between
0.75l and 0.95l is input to the conical horn section, and
this generates a standing wave in the coaxial waveguide
section, which is dominated by a TE11 mode. The semian-
gle of the flare (y0 in Fig. 13b) of the conical horn is typ-
ically 15–251, and the length of the coaxial waveguide is
about 0.25l. This input TE11 mode in the conical horn os-
cillates in odd phase to the TE11 mode in the output sec-
tion and to ensure continuity of the fields, additional
higher-order modes, mainly TM11 and TE12, are generat-
ed. These modes are superimposed with the fundamental
TE11 mode to produce a field distribution in the aperture
that is low in cross-polarized components. The aperture
diameter can be from about B1.2l to B1.8l depending on
the required edge taper.

2.1.6. Multimode and Stepped Circular Horns. The basic
idea of multimode and stepped horns is to excite modes in
addition to the fundamental mode in such a way as to im-
prove the aperture efficiency, shape the radiation pattern
or reduce cross-polarization. An early feed antenna that
was designed for low cross-polarization characteristics is
the dual-mode horn (Fig. 13c) described by Potter [6]. In
this horn, a combination of TE11 and TM11 modes that are
approximately in the ratio 1 : 0.3 in the aperture modes
are excited in a smooth-wall horn. The modes are brought
into the correct phase relationship over the length of the
horn. This concept has been extended by several workers,
including Takabayashi et al. [25], where a double-band
dual-mode conical horn design is described. The band sep-
aration is not given and, as is typical with this type of de-
sign, the individual bandwidths are quite narrow
(Bo5%).

Another approach [26] uses a thin dielectric ring in the
flare of the horn, producing a rotationally symmetric beam
and low sidelobe levels over a bandwidth greater than
25%.

Instead of inserting discontinuities inside the horn to
generate higher-order modes, the horn profile can also be
stepped. A horn of this type, which is useful for closely
packed arrays, is the one-wavelength diameter dual-mode
stepped horn in Fig. 13d [27]. This feed is excited by a
traveling TE11 mode and an evanescent TM11, which is
produced at the step, is brought into phase over a B0.7l
uniform section to the aperture.

An example of multistepped circular horns are the
elements of the multibeam array feed for the Parkes ra-
dio telescope [28], which has been in operation since early
1997 (the horns and receiver cryogenics are shown in
Fig. 14). Bandwidths of about 20% can be achieved with
these types of horns.

Aperture efficiencies in excess of 90% can be obtained
with circular horns by exciting the right combination
of modes using steps. For example, Bhattacharyya and
Goyette [29] achieved both high aperture efficiency and
low cross-polarization by exciting only TE-type modes in
appropriate amplitudes and suppressing undesired TM
modes.

Excitation of two or more hybrid modes in corrugated
horns can also be used to improve aperture efficiency over
a narrow band. For example, Thomas [30] showed that if
the HE11 and HE12 hybrid modes were excited, the feed
gave an increased efficiency of 12% over a single-mode de-
sign. Thomas and Bathkar [31] were able to achieve very
low sidelobes with a multimode corrugated horn.

2.1.7. Profiled and Optimized Circular Horns. The pro-
file of smooth-wall or corrugated horns can be optimized to
achieve a desired performance. This is done either by us-
ing known information on the effect of conventional pro-

0.7�

�°

∼0.7�

(a) (b)

(c)

(d)

1�

Figure 13. Circular horn feeds: (a) circular horn with axial cor-
rugations; (b) scrimp horn; (c) Potter horn; (d) stepped horn.

Figure 14. The 13-element multibeam feed system for the
Parkes (Australia) radio telescope.
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files, by combining some of these profiles [22,32], or
through direct optimization [33]. The former approach is
illustrated by the use of Gaussian/hyperbolic profiles (25),
which produce a beam with low cross-polarization over
very wide bandwidths. Direct optimization is achieved us-
ing the profile and/or slot depths of each corrugation as
parameters. An alternative approach that is more efficient
is to fix the slot width-to-pitch ratio and optimize the pro-
file by defining splines. An example of a horn designed by
this method for a Ku-band transmit/receive feed applica-
tion is shown in Fig. 15 [33]. Through these means, excel-
lent performance can be realized with very compact
structures.

2.1.8. Dual- and Multiband Feeds. Some applications re-
quire feeds that operate in two or more frequency bands
simultaneously. Two basic ways to achieve this are to mul-
tiband the feed or to use dichroic reflectors (see Section
5.4). A common dual-band feed is a coaxial horn structure
where the high-frequency band is diverted into an inner
(usually) circular horn and the low-frequency band is han-
dled by an outer coaxial waveguide. The two bands often
share a tapered section that leads to the aperture. The
match of the outer coaxial horn is strongly affected by
the diameter of the inner pipe, and, to keep this at an
acceptable level, this waveguide is sometimes loaded
with dielectric or has an aperture choke ring. To improve
the match and the pattern, the dielectric loading some-

times protrudes into the common horn. The concentric
coaxial feed concept can be extended to three or more
bands with increasing difficulty for matching and input-
ting signals.

Multiple-step Potter-type horn designs can be used for
coaxial structures, as demonstrated by James et al. [34] in
providing a simultaneous dual-band/dual circularly polar-
ized feed for a Cassegrain reflector antenna. Figure 16
shows a cross-sectional view of the complete feed design to
provide S/X-band operation and satellite tracking. The in-
ner section is a Potter horn for X-band (including provision
of tracking) operation, and the outer S-band system has a
coaxial waveguide geometry. In both horns, multiple steps
are used in the throat region of the horn to provide a sym-
metrical low cross-polarization radiation pattern over the
B5% bandwidth of each band. The input to the dual-
polarized coaxial horn is through four orthogonal probes
(two excited in anti-phase to couple the TE11-mode)
and the X-band horn is input through a compound band-
pass/band-stop filter in circular waveguide where both
irises and ring-loaded slots were utilized in the design to
achieve the required performance. Another example of a
coaxial feed is the compact dual-band feed of Henderson
and Richards [35] suitable for small front-fed parabolic
reflectors. This feed is integrated with a diplexer and sep-
tum polarizer to provide dual-circular polarization in both
bands.

An alternative approach to multiband horn design is
shown in Fig. 17 [36]. This dual-depth corrugated horn
(see inset to Fig. 17) operates in three relatively narrow
frequency bands to provide transmit and receive in X-
band and receive-only in Ka-band. The X-band receive
signal is obtained from a junction of four waveguides that
are arranged radially at 901. A similar junction is used to
inject the transmit signal at X-band. Ka-band is extracted
from the rear of the corrugated horn. Another example is
given by Green and Smith [37] for a dual-band corrugated
horn design where operation is required in Ku/Ka-bands
separated by a ratio of 1.5 : 1.

2.1.9. Elliptical Horns. Horns with elliptical cross sec-
tion are used to feed reflectors or lenses that are noncir-
cularly symmetric, particularly when low cross-
polarization or circular polarization is required. The field
in the aperture of an elliptical horn is tapered in the two
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principal planes, resulting in lower sidelobes in the E
plane than for a rectangular horn. The dominant modes of
the air-filled horn are the TEc11 (even) and TEs11 (odd)
modes, corresponding to the electric field maximum
aligned with the minor and the major axes, respectively.

In an elliptical waveguide or horn (Fig. 18), the fields
are expressed in terms of Mathieu functions, which are
readily calculated via a computer but that, unlike circular
geometries, preclude closed-form expressions for the F and
G functions in (12). For an elliptical aperture radiating in
the TEc11 mode, the fields are obtained from

Fðy;fÞ¼NxþNy tanf and Gðy;fÞ¼Nx �Ny cotf ð26Þ

where

Nx¼

Z x0

0

Z 2p

0
½Ce1ðxÞce01ðZÞ sinh x cos Z

þCe01ðxÞce1ðZÞ cosh x sin Z�

� expðjkae sin yðcosh x cos Z cos f

þ sinh x sin Z sin fÞÞdZ dx

ð27aÞ

Ny¼

Z x0

0

Z 2p

0
½Ce1ðxÞce01ðZÞ cosh x sin Z

� Ce01ðxÞce1ðZÞ sinh x cos Z�

� expðjkae sin yðcosh x cos Z cos f

þ sinh x sin Z sin fÞÞdZ dx

ð27bÞ

where a is the length of the semi–major axis, ce1(Z, q) and
Ce1(x, q) are the ordinary and modified even Mathieu
functions of order 1 respectively, a prime on the Mathieu
functions denotes the first derivative, q is the first zero of
Ce01(x, q)¼0 and is implied in (27), e is the eccentricity of
the aperture, and cosh x0¼1/e. The aperture mismatch for
the TEc11 mode is o� 30 dB for a4l providing eo0.9.

The patterns in the two principal planes are generally
different, although for some geometries it can be shown
that the beam can be highly symmetric for some eccen-
tricities. For example, a horn of length 5.09l that is fed

Cryo package
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Figure 17. A triband X/X/Ka horn. (From Chen et al. [36], courtesy of IEEE.)
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Figure 18. Geometry of elliptical horn.
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from an elliptical waveguide with semi–major axis 0.42l
and eccentricity 0.422, gives good beam symmetry for an
aperture with semi–major axis 2.65l when eE0.67 [38].

Elliptical corrugated horns have been designed and
used in some applications [39,40], although the bandwidth
is somewhat limited (B10%), probably because of the ex-
citation of high-order modes.

2.1.10. Dielectric-Loaded Horns. Horns that are par-
tially loaded with a central dielectric cone or core are ca-
pable of very wideband operation (Fig. 19). Between the
core of permittivity er2 and the metal wall is a material of
thickness t with a permittivity er1 close to 1. An estimate of
the optimum gap thickness for circular, dielectric-lined
horns, which is valid for large apertures, is [41]

t �
l

4p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er2 � er1
p ln

ffiffiffiffiffiffi
er2
p
þ

ffiffiffiffiffiffi
er1
p

ffiffiffiffiffiffi
er2
p
�

ffiffiffiffiffiffi
er1
p

� �
ð28Þ

However, the horn performance is not sensitive to the gap
thickness. Dielectric-lined horns support a hybrid mode
similar to a corrugated horn [42], but which is not band-
limited by the slot depth of the corrugations. The potential
of the dielectric-loaded horn has been made possible by the
advent of accurate design software and also high-quality
low-loss dielectric materials. For example, Clark and James
[43] showed that a partially filled circular dielectric-loaded
horn (Fig. 19b) could have high performance with respect to
return loss, cross-polarization, pattern symmetry, and
phase center stability over a bandwidth ratio of 430 : 1.
However, as frequency increases, the main frequency de-
pendency is in the general reduction in beamwidth.

Many different types of dielectric-loaded horns have
been developed. Some use a solid dielectric with permit-
tivity of B2.5, and others use foam materials with per-
mittivity close to 1. The wider bandwidth horns use a
dielectric permittivity of between 1.1 and 1.2 for the inner
core and also a thin airgap.

Other types of dielectric-lined horns have been shown
to give excellent performance [44]. An estimate for gap
thickness is given by (28), but is often profiled to suit the
horn profile. In a rectangular dielectric-lined horn, if the
airgap is small, the field in the horn appears approximate-
ly uniform in the principal direction, compared with an
air-filled guide that has a cosine dependence. The result is
a radiation pattern in both principal planes with a sinc-
function dependence. The elliptical dielectric-lined horn
has lower sidelobes compared to the rectangular horn for
the same beamwidth, indicating that the latter has a
slightly lower efficiency when used as a feed.

A practical difficulty with the dielectric-loaded horn is
obtaining suitable dielectric materials with a permittivity
of B1.2 with an acceptable low loss (loss tangent o5�
10�4). One approach is to simulate the required dielectric
by forming alternate layers of low-loss materials such as
PTFE and low-loss, low-density, expanded polystyrene
foam in a sandwich construction. With several layers of
foam and PTFE per wavelength, and adjusting the rela-
tive thickness of the two materials or cutting holes in the
material, a simulated material of the required permit-
tivity with low loss can be achieved [45].

2.2. Rectangular Feeds

Rectangular horns that operate predominantly in the fun-
damental TE10 mode3 radiate fields where the E- and
H-plane patterns are significantly different. Equation (12)
and Table 2 give the radiated field. The quantity a is the
aperture width in the H plane, and b is the height in the
E plane. The different patterns can be advantageous in
some array feed applications or where the secondary struc-
ture is not axisymmetric, as in a pillbox reflector. The rea-
son for this difference is seen through the TE10-mode
aperture fields. The E plane of this mode’s field is almost
uniform, while in the H plane the field is cosine-tapered.
The radiation by single-mode rectangular and pyramidal
horns is detailed in many texts on antennas and is not re-
peated here [5,10]. In addition, a design procedure for so-
called standard-gain horns is provided in these references.
We note, however, that although the standard-gain horn
design maximizes gain for given aperture dimensions, this
is usually not a good design strategy for feed antennas be-
cause the pattern shape is often unsuitable, and high side-
lobes occur in the E plane, causing significant spillover loss.

The radiation pattern of a rectangular horn radiating in
the TE10 mode is given by the set of universal curves shown
in Fig. 20 as a function of D¼ (w/l) tan(y0 /2), where w¼ b in
the E plane and w¼a in the H plane. An open-ended rect-
angular waveguide or small flare-angle horn is an effective
feed antenna if the aperture dimensions are suitably cho-
sen. For a symmetric reflector or lens, the aperture dimen-
sions are usually chosen to equalize the E- and H-plane
patterns across the mainbeam, although the cross-polar lev-
el in the intercardinal planes remains high. The rectangular
horn dimensions for maximum gain with a given reflector
F/D has been determined by Truman and Balanis [46]. The
dimensions are shown in Fig. 21 for various horn slant
lengths (where infinity corresponds to uniform waveguide).

The phase center in the two principal planes of a flared
rectangular horn is given in Fig. 11, which was obtained
from the patterns over the angular range defined by the
� 12 dB semiangles in the E and H planes. In this figure, L
is the distance from the apex to the aperture in each plane.
Similar to the conical horn, the phase centers are signif-
icantly different in the two planes, except when the aper-
ture size is large and they are close to the horn apex.

	r2

	r1
	r=1.13

(a) (b)

	r=1.04
air

t

Figure 19. Dielectric-lined horns: (a) cone-loaded; (b) profiled
ultrawideband.

3The TE10 and TE01 modes are fundamental modes of rectangular
waveguide with the electric field aligned in the y and x directions,
respectively. The latter is obtained from the former by rotating
the waveguide clockwise by 901.
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The reflection coefficient of the TE10 mode at the aper-
ture is given by (15) and the mode self-admittance

y11¼
2jk2

pabb

Z a0

0
da
Z a sec a

0
dxþ

Z p=2

a0

da
Z b cosec a

0
dx

 !

� expð�jkxÞðb� x sin aÞ

�
1

kc
1þ

kc

k

� �2
 !

sinðkc x cos aÞ

 

þ 1�
kc

k

� �2
 !

ða� x cos aÞ cosðkcx cos aÞ

!

ð29Þ

where kc¼ p/a and ao¼a tan(b/a). The aperture mismatch
is � 30 dB for a42l and aobo2a. When the height (b) is
small compared with the width (a), as with some sectoral
horns, the aperture mismatch can be significant
(B�20 dB).

2.2.1. Multimode Feeds. A way to improve the pattern
of rectangular horns is to excite one or more additional
modes to the TE10 mode to make the patterns in the two
planes more identical or to reduce sidelobes. Beamshaping
in rectangular horns can be achieved in the same way as
with circular horns. As described by Cohn [8], changes of
flare angle introduced along the length of the horn can
be used to excite the required mixture of high-order
modes, which must be brought into correct phase at the
aperture. In particular, flare-angle changes can generate
the TE12/TM12 mode pair, and relative to the TE10 mode,
the amplitude of the TE12/TM12 modes is

ATE12�TM12
�

2

3
j
ðy1 � y2Þs

l
ð30Þ

provided the flare angle change |y1� y2| is small (o251),
where s is the width of waveguide at the transition. Since
the mixture of the TE12/TM12 modes leads the phase of the
TE10-mode by 901, this phase must be removed with a
length of waveguide that gives 2701 phase shift. Despite
this complication, especially in designing the several
flares to avoid breaking the condition described above,
good pattern symmetry can be achieved over moderate
bandwidths (B30%).
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(b) H plane.
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Rectangular horns are often used as feed elements in
arrays to produce shaped beams from secondary reflectors
for satellite communications. In such cases, the efficient
illumination of the reflector is crucial, and this can be
achieved with multimode horns. Multimode rectangular
horns employ TEm0 (m¼ 1,3,5,y) modes with approxi-
mate amplitude of 1/m to improve the aperture field uni-
formity. This results in higher aperture efficiencies than
horns with the fundamental mode alone, typically 490%.
The aperture dimension in the H plane of these horns
needs to be at least ml/2 for efficient excitation and for
these modes to propagate. However, significant improve-
ment in performance is achieved by exciting the TE30

mode in addition to the fundamental TE10 mode [3]. The
TE30 mode is produced with an H-plane step, and Fig. 22
shows the dimension of the step in a square waveguide
needed to produce a TE30 mode with an amplitude one-
third that of the TE10 mode in the output waveguide [47].
This step excites the TE30 mode approximately 1801 out of
phase with the transmitted TE10 mode, and a length of
waveguide s is required to equalize the mode phases at the
aperture.

2.2.2. Diagonal Horn. Another type of dual-mode horn
is the diagonal horn due to Love [48, 49]. Two spatially
orthogonal modes TE10 and TE01 are excited with equal
amplitude and phase in a square waveguide. This wave-
guide is then flared into the required aperture dimensions.
The principal electric field of the diagonal horn is along
one of the diagonals. While principal plane patterns are
the same, in the intercardinal plane the copolar pattern is
different and the cross-polarization is unacceptably high
for most dual-polarized applications. The horn has optimal
performance when the aperture size is relatively large

and, therefore, is suitable mainly for long-focal-length or
dual-reflector applications.

2.2.3. Dielectric-Loaded Rectangular Horns. Another
form of dielectric-loaded rectangular horn has a dielectric
lining the wall parallel to the E plane. Dielectric loading of
feed arrays of rectangular waveguides and pyramidal
horns provides an extra degree of freedom in the design
of shaped beams for satellite antennas. It improves the
illumination efficiency of the array and can be applied to
both small- and large-aperture horns. Usually the dielec-
tric is placed on the walls that are parallel to the principal
electric field, as in Fig. 23. The aperture field is almost
uniform in the H plane if the dielectric thickness t is cho-
sen to be approximately [50]

t �
l

4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er1 � er2
p ð31Þ

where l is the free-space wavelength and er1 and er2 are
the dielectric constants in regions shown in Fig. 23. At the
center frequency when t is given by (31), the radiation
pattern of the dielectric-loaded horn is obtained from (12),
where F¼G and F is given by

Fðy;fÞ¼2bd S U
b

2

� �
SðVdÞþ

2t

pd

cos V
a

2

� �
þ

2t

p
V sinðVdÞ

1�
2t

p
V

� �2

2
6664

3
7775

ð32Þ

where S, U, and V are defined in Table 2 while a, b, and d
are defined in Fig. 23. The factor in the square brackets
determines the H-plane pattern and the first term pre-
dominates if t/d is small. Consequently, for thin dielectric
layers, the E- and H-plane radiation patterns have almost
the same shape.

Another property of dielectric-loaded horns is that their
gain can be greater than the corresponding unloaded
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horn. For a uniform waveguide satisfying (31), with
er2¼ 1 the relative aperture efficiency is

Zload

Zunload

¼
p2d2

2aða� tÞ
1þ

2t

pd

� �2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l

2a

� �2
s

ð33Þ

where the subscripts ‘‘load’’ and ‘‘unload’’ refer to loaded
and unloaded waveguide cases. Equation (33) shows, that
for most commonly available dielectrics, an increase oc-
curs only if a4l. With dielectric loading, the H-plane
beamwidth is usually less than in the unloaded case.
This is important in array feed applications for satellites
because the reflector edge is often overilluminated and,
therefore, dielectric loading should help improve antenna
efficiency. However, ohmic loss in the dielectric decreases
the gain, but the thinner the dielectric layer, the lower the
loss.

2.3. Rear-Radiating Feeds

In prime-focus-fed symmetric reflectors, blockage by the
feed and feed support struts causes reduced gain and in-
creased sidelobe levels. The loss of performance due to
strut blockage can be eliminated by employing a self-sup-
porting or axial feed antenna. Mechanical support is pro-
vided in this case by the transmission line, which extends
from the reflector vertex to the feed. Such feeds have a
long history, and many different types have been reported.
Some examples are shown in Fig. 24.

All rear-radiating feeds depend for their operation on
the efficient transition from the feeder line in the axial
conductor to the radiator. Usually, it is this feature that
limits the usable bandwidth to only a few percent of the
operating frequency. For example, the match from the res-
onant dipole disk feed [3] shown in Fig. 24a is narrow-
band, and this is even worse for the feed in Fig. 24b, which
incorporates a resonant ring to improve the radiation pat-
tern [51]. In the Cutler feed [4] (Fig. 24c), two radiating
slots are excited by a cavity driven from the waveguide
transmission line. A tuning screw in the cavity improves
the match, although the design remains essentially nar-
rowband. The cup feed (an example is shown in Fig. 24d
[52]) is distinguished by its axial symmetry, and a number
of designs have been tried in order to achieve an effective
transition from the circular central conductor to the cup
region. An example of a cup feed design is a circular wave-
guide version of the Cutler feed using an annular slot;
another design [53] uses coaxial waveguide sections at the
end of the cup to improve the match. Both of these designs
are relatively narrowband (approximately 5%). However,
Schwerdtfeger [54] was able to achieve up to 20% band-
width by exciting dipoles within the cup with a thin TEM
transmission line.

The cup feed developed by Poulton and Bird [52] shown
in Fig 24d uses a simple transition from circular wave-
guide to excite the cup. This produces a bandwidth of
about 20%, and its symmetry allows dual polarization to
be used. The waveguide to cup transition is most effective
when the inner–outer conductor radius ratio (b/a) is B0.5.
Radiation from the cup is due predominantly to the TE11

coaxial waveguide mode in the cup. This radiates in the

presence of the supporting central conductor, which has a
significant effect when the central conductor diameter is
even moderately large. To keep cross-polar levels below
� 20 dB, the central conductor radius should be kept rel-
atively small, typically b/a o0.3 and ka42.5. A cup feed
excited with an air-filled circular waveguide has a rela-
tively poor performance with poor pattern symmetry
and, as a result, has high levels of cross-polarization. Sig-
nificantly improved performance is obtained by dielectric-
loading the central conductor and this also provides
mechanical support for the cup. The main disadvantage
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Figure 24. Rear-radiating feed antennas: (a) dipole and disk fed
by transmission line (after Silver [3]); (b) the same as (a) with
ring; (c) rectangular waveguide with radiating slots (after Cutler
[4]); (d) cup feed (Poulton and Bird [52], Bird [55], courtesy of
IEEE); (e) hat feed (after Kildal and Yang [57]).
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of dielectric loading is matching into the feeder wave-
guide. Further improvement in the pattern is possible by
adjusting the size of the flange surrounding the aperture
and by inclusion of a concentric ring slot. The ring slot
flange considerably improves the radiation performance
over a narrow band (typically 5–10%) [55].

The ‘‘hat’’ feed of Kildal [56] and Kildal and Yang [57]
shown in Fig. 24e uses a circular waveguide transmission
line, a circumferential slot, and a corrugated reflecting
brim. An iris-matching network is used in the waveguide
to give a good match over a B15% bandwidth. The feed is
excited by a propagating TE11 mode in the waveguide,
and this excites radial waveguide modes in the dielectric
aperture. The l/4-deep corrugations ensure that the
radiation pattern is symmetric with little spillover radia-
tion. The beamwidth is relatively broad for a flat brim,
but this can be reduced by angling the brim as shown in
Fig. 24e.

2.4. Microstrip Feeds

Microstrip patch antennas are a possible alternative to
horns in feed applications or as a feeder for a horn. The
advantages of microstrip as a feed are its ease of integra-
tion with the system electronics, compact size, reduced
weight, and lower volume compared with a horn. Multi-
layer patch antennas can provide a return loss of 10 dB or
better over a Z50% bandwidth. Microstrip feed antennas
are used singly or in arrays and can be incorporated in a
cavity or a horn to improve the radiation performance for
feed applications where low noise temperature is required
[58,59].

Microstrip antennas are suitably shaped printed cir-
cuits that are designed to radiate at discontinuities
[60,61]. The most common types are rectangular and cir-
cular patches. Two simple models are used to describe
these antennas. These are the cavity and transmission-
line models. In the cavity model, the antenna, which is
excited by a probe or a slot in the ground plane, sets up
resonances in the cavity formed between the patch and the
ground plane. The antenna radiates through currents set
up around the edge of the patch. To take a circular patch,
for example, the radius of the patch a is determined by the
desired mode and its resonance frequency. The TM11 mode
has suitable characteristics for feed antennas, and its res-
onance occurs at the first root of J1ðk

ffiffiffiffi
er
p

aÞ ¼0, where J1 is
the first-order Bessel function and er is the dielectric con-
stant of the substrate, which gives a � 0:61l=

ffiffiffiffi
er
p

. In the
transmission-line model of a rectangular microstrip patch
antenna, the radiation appears to occur at two rectangular
apertures on either side of the patch, and these apertures
are connected by a parallel-plate transmission line, which
is the length ‘ of the patch. Now assume a patch of width
w lies in the y–z plane on a substrate of thickness h. The
radiated fields are given by (12), where F is approximately

Fðy;fÞ¼whS
kw

2
sin y sin f

� �
cos

k
ffiffiffiffiffiffi
er‘
p

2
cos y

� �
ð34Þ

where the function S(x) is defined in Table 2 and G(y, f)¼
F(y, f). The first factor in (34) is due to the radiation

pattern of the w�h apertures at the ends of the patch,
while the second factor is a consequence of the pathlength
between these apertures. In this geometry, the E plane is
the f¼ 0 plane and the H plane corresponds to y¼ 901.
Further discussion of the design of microstrip antennas is
beyond the scope of this review; for further information,
the reader should consult specialized texts [60,61].

The patterns given by (12) and (34) are asymmetric and
produce high cross-polarization. By designing the ground-
plane size (typically a diameter of B0.8l) and incorporat-
ing a choke at the edge of the ground plane, the pattern
symmetry, and hence cross-polar performance, can be con-
siderably improved over a B5–10% bandwidth. The
chokes also assist to reduce the spillover energy and
rear lobes, which is important in low-noise applications.
An example of a two-layer microstrip patch feed is shown
in Fig. 25 [58,59].

2.5. Short-Backfire Antenna

A useful narrowband feed is the short-backfire antenna,
particularly in low-frequency applications when compact-
ness and light weight are important [62]. It has a rela-
tively directive pattern, low sidelobes, and low rear lobes.
The short-backfire antenna consists of two parallel-plate
reflectors, spaced about l/2 apart, and a driven element, a
Bl/2 dipole shown in Fig. 26, placed about midway be-
tween the reflectors. In this arrangement the backfire an-
tenna is basically a modified endfire array. One of the

∼0.25�

y

x

Choke ringTop patch

Driven patch

Ground plane Input probe

∼0.8�

Figure 25. Two-layer circular microstrip antenna in a cavity
with a choke ring.
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Figure 26. Geometry of a circular short backfire antenna fed by
a folded dipole.
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reflectors is small, and the energy concentrated between
the reflectors radiates through this reflector. The larger
rear reflector has a skirt of about l/4 to reduce the side-
lobes. Due to the resonant structure, the antenna has only
about a 3% bandwidth. Rectangular waveguide versions of
this antenna have also been proved useful.

3. LINEAR ANTENNA FEEDS

Historically, one of the earliest feeds for a reflector was a
half-wave dipole, which was fed from a transmission line
via a balun. The dipole is backed by a circular disk set
about l/4 away to produce a unidirectional radiation
pattern (see Fig. 24a) [3, Chap. 8]. The disk diameter is
0.5–1l, depending on the required edge taper. Alternative
to the circular disk, one or more parasitic elements can
achieve a similar effect. This type of feed is relatively nar-
rowband.

The extension of the parasitic array is the Yagi–Uda
array and the logperiodic antennas (Fig. 27) [5,49,63,64].
These are often used as feeds, especially at low frequencies
for practical considerations, such as low weight, and also
because the latter can operate over relatively wide band-
widths. Other practical advantages are that they are low-
profile, which minimizes blockage, and have relatively
simple input requirements. A major disadvantage in wide-

band applications is the defocusing caused by axial phase
center movement with frequency. The optimum feed de-
sign for maximum antenna gain changes with the angle
subtended by the secondary antenna (e.g., F/D for a para-
boloid). In narrowband applications, the Yagi–Uda or log-
periodic array is placed at the focal point of the secondary
antenna and defocusing loss is negligible.

The Yagi–Uda array consists of a center-driven dipole
element with a number of parasitic elements arranged in
the same plane. These parasitic elements increase the gain
of the antenna over that of a single dipole. A longer par-
asitic element is a reflector and is opposite the main radi-
ation direction. The shorter elements lying in the direction
of the main radiation are called directors. Varying the
length and spacing of the elements relative to the driven
element optimizes the radiation pattern. The input match
is sensitive to the first reflector element, and usually only
one or possibly two reflectors are needed to control the rear
radiation and hence the pattern front-to-back ratio. The
typical dimensions of a Yagi–Uda feed for a reflector with
F/D¼ 0.4 are given in Fig. 27a. The classical Yagi–Uda ar-
ray has a limited bandwidth of B2% and the directivity
increases approximately with the number of directors.

The bandwidth of a linear antenna may be increased
significantly by means of a logperiodic geometry that feeds
all elements in the array instead of a single dipole (Fig.
27b). The logperiodic antenna consists of dipole elements
arranged in a plane that have a constant ratio (t) between
the element’s distance from the apex (xn) and the dipole
lengths (ln). Successive dipole elements are excited by re-
versing the phase. The pattern depends on the apex angle
(a) and element spacing (dn) (Fig. 27b), usually expressed
in terms of the parameter s¼dn/(2ln). Higher gains occur
with large t and s and small a. For broadband designs,
logperiodic antennas with large a are favored, as the
phase center is closer to the apex and suffers less from
defocusing loss. Details of the optimum design of log pe-
riodic feeds are given by Imbriale [65].

The tapered zigzag antenna (Fig. 27c) has properties
similar to those of the classical linear logperiodic array
and can be more convenient to fabricate. It has found use
as a wideband feed for a reflector with F/D ratios from
B0.4 to 0.5. To ensure that correct scaling is achieved, the
wire is replaced with a plane metal sheet that tapers along
the antenna. As well as the parameter t, the design of the
logperiodic zigzag antenna depends on the two angles a
and b shown in Fig. 27c as described by Lo and Lee [64,
Chap. 9]. Of importance in feed design is that the E- and
H-plane half-power beamwidths are similar when g¼ 2a.

4. TRAVELING-WAVE FEEDS

Traveling-wave antennas of the surface-wave type sup-
port a wave propagating along the antenna structure with
a phase velocity voc, producing an endfire beam. The dis-
tinctive feature of this type of antenna is that their direc-
tivity is proportional to their length. With traveling-wave
antennas, the maximum directivity is achieved by meet-
ing the Hansen–Woodyard condition [5], which requires
that the phase difference between the surface wave and

0.25� 0.14�

0.5�
0.51� 0.42�

Reflector Center-driven 
dipole

Directors

Feed transposition

Termination
point

s

ln ln+1

Element

Apex

�

Feed point

0ln−1

xn

xn

xn−1

ln dn
ln−1 2ln


== =�

� �

dn−1

Zig-zag on
both faces

(a)

(b)

(c)

�

Figure 27. Linear feed antennas: (a) Yagi–Uda; (b) logperiodic;
(c) zigzag.

206 ANTENNA FEEDS



the free-space wave be 1801 at the termination of the an-
tenna. Under this condition, the gain is 10 log(10 L/l) dB
and the beamwidth is 55

ffiffiffiffiffiffiffiffi
l=L

p
degrees, where L is the

length.
Other excitation conditions give lower gain and side-

lobe levels that are often more suitable for antenna feeds.

4.1. Dielectric Rod

The dielectric rod antenna is usually excited by an open-
ended waveguide and has the property of a single lobe
along the axis of the antenna. The wave traveling along
the rod consists of hybrid modes whose fields exist inside
and outside the dielectric. The radiation from a wave-
guide-fed dielectric rod has three main contributions: ra-
diation from the waveguide–rod interface, radiation along
the rod, and radiation at the end of the rod. To improve the
match and prevent the occurrence of standing waves, the
rod is often tapered either along its length or near its end.
The choice of rod material is usually a compromise be-
tween size, directivity, and bandwidth. Both circular and
rectangular dielectric-rod antennas are used [66,67]. Rods
can be used in arrays and for ease of integration with
electronics printed launchers have proved effective over a
modest bandwidth (Fig. 28a) [68].

4.2. Traveling-Wave Slot

This type of antenna consists of a tapered slotline cut in a
thin layer of metal, which is usually supported by a thin
dielectric substrate on one side (Fig. 28b) [69,70]. The
slotline is narrowed at one end to efficiently couple to the

feeding network and is tapered outward at the other end to
improve radiation effectiveness. A traveling wave excited by
the feed network propagates in the slot and radiates in an
endfire direction at the tapered end. The energy in the
traveling wave is tightly bound to the slotline when the
separation distance is small compared to the free-space
wavelength. An electric field is created across the slot, which
produces a linearly polarized beam in the plane of the an-
tenna (E plane). As the slotline width increases, radiation
occurs most efficiently when the slotline width is about a
half-wavelength. Tapered slot antennas have been found to
have very wide bandwidths and the ability to generate a
symmetric beam pattern despite their planar geometry.

The Vivaldi antenna (Fig. 28b) is one of a class of slot
traveling-wave antennas and is characterized by an expo-
nential curve for the taper in the slotline [71]. The antenna
belongs to the class of aperiodic continuously scaled anten-
na structures, giving it the property of a theoretically infi-
nite bandwidth. The Vivaldi antenna can produce a
symmetric endfire beam (in both the E and H planes)
with moderately high gain and low sidelobes. Figure 28b
shows the basic geometry of the Vivaldi antenna and how
the exponential taper is defined. Vivaldi antennas lend
themselves well to being integrated with different types of
circuits because of their planar construction. The radiating
portion of the antenna is well separated and isolated from
the nonradiating portion, allowing circuits to be integrated
onto the dielectric at the nontapered end of the slot. It is
common for the tapered slot to continue into a slotline cir-
cuit, which can then be fed by a microstrip/stripline to slot-
line transition or a finline. There are many variations of the
Vivaldi antenna, including antipodal [72] and balanced
configurations [73], which have, respectively, advantages
of better feeding and lower cross-polarization than does the
conventional Vivaldi. Arrays of Vivaldi antennas are used
also as feeds for reflectors and lenses (Fig. 29).

4.3. Line-Source Feeds

Some secondary antennas, unlike the parabolic reflector,
do not have a unique focus. Examples of such antennas are

Duroid substrate 	r =2.33

Dielectric rod

Waveguide

Printed slot

d

L

D

C

B

A

H

truncation 
limits

y=±Aexp(Rx)
A

A

x

y

(b)

(a)

Wt

	r

Figure 28. Traveling-wave feed antennas: (a) dielectric rod
(From Qassim and McEwan [68], courtesy of IEE); (b) Vivaldi
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Figure 29. Dense-packed array of Vivaldi antenna elements for a
focal plane array (courtesy of ASTRON).
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spherical and cylindrical reflectors. In a spherical reflector
(Fig. 2b), only the axial ray has a unique point focus on
the axis and the remainder suffer from spherical aberra-
tion. There are several ways to correct for spherical aber-
ration; one approach is to use a phased linefeed, which
adds the incident radiation in correct phase at a single
point. Rumsey [74] has detailed the condition for exciting
a spherical reflector for maximum gain. This is a conju-
gate field match condition (1) where the feed produces a
tangential electric field at the surface of a mathematical
cylinder that just encloses it, equal to the conjugate of the
field that would be produced by the reflector currents if
the reflector were illuminated by a plane wave.

Linefeeds can be divided into two main types: those that
use waveguides and those that use cables for phasing. A
waveguide can support phase velocities higher than the
velocity of light, and this gives the required aberration
correction. Examples include channel waveguide, dielec-
tric rod antennas, a combination of the previous two an-
tennas as described by Love [75], and a slotted waveguide.
In the latter, varying the slot length while maintaining a
fixed slot width and constant slot spacing throughout con-
trols the rate of radiation. Using the TE10 mode in a wave-
guide of rectangular cross section enables the phase
velocity to be controlled by varying the cutoff wavelength,
which depends on the wide dimension of the waveguide.
The second approach is to use a linear array of radiating
elements such as dipoles, microstrip patches, or Vivaldi el-
ements, and achieve the correct phasing by adjusting the
transmission-line lengths between the elements. The main
limitation is that aberration correction can be maintained
only over a very narrow bandwidth with conventional
transmission lines. When the frequency is varied, phase
errors arise and the gain of the antenna is reduced. This
problem may be overcome by means of a correcting subre-
flector and a point feed in which the spherical aberration is
corrected by introducing a correcting pathlength in air.

An example of a circularly polarized linefeed was a feed
developed for the 300-m-diameter spherical reflector an-
tenna at Arecibo [76,77]. This feed used slotted circular
cylinders (Fig. 30a) with circumferential fins between
each slot that acted as radial waveguides to provide the
correct phasing between the two orthogonal fields within
the fins. The slots and fins provided also a radiation pat-
tern with the correct azimuthal dependence. To improve
the illumination, a few of the upper feed elements of the
azimuthally-directed slot fields were closed off to compen-
sate for the finite length, and the spacing between the up-
per elements was reduced to lower spillover.

Another feed for spherical reflectors is the sectoral hog-
horn shown in Fig. 30b [78]. This consists of a primary
feed and a section of subreflector surface enclosed between
parallel plates spaced ol/2 apart. The aperture of the
hoghorn is placed parallel to the incident rays in the
receiving case. Energy from the spherical reflector is inci-
dent on the aperture of the hoghorn, and an appropriate
pathlength is included in the parallel-plate region to pro-
duce in-phase addition of the incident energy at the pri-
mary feed.

A parabolic cylinder reflector antenna, which is a cy-
lindrical reflector with a parabolic cross section, has a

linefeed along the focal line of the reflector. An example of
a feed for this antenna is a linear array of crossed dipoles.
The dipoles are located parallel and normal to the focal
line, specifically, longitudinal and transverse polariza-
tions. The two polarizations are fed separately through
two completely branched transmission-line systems, ex-
citing each dipole with identical amplitude and phase. The
beam may be steered by adjusting the phasing of the el-
ements. Another suitable feed for a parabolic cylinder is a
pillbox horn [3]. These are usually single-polarization, al-
though two polarizations can be obtained by stacking two
orthogonally-polarized horns.

5. COMPOUND FEED ANTENNAS

Feeds for secondary antennas are sometimes made from a
combination of the other types of feeds, reflectors, or res-
onant structures. The most common types of compound
feeds are the array, beam waveguide, splash-plate (feed),
and dichroic reflector.

5.1. Array Feeds

Single antenna feeds can be combined in arrays to create
properties that are unattainable with more elementary
antennas. Arrays of feeds are used for a variety of appli-
cations, including the creation of shaped beams, multiple
pencil beams, beam scanning over a limited region of
space, or correction of deficiencies in the reflector system
arising from surface errors or misalignments. Single feeds
or clusters are used to excite multiple beams. Overlapping
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clusters can produce beams closer together than can ar-
rays of single feeds. In pencil-beam applications where the
array essentially compensates for the field distortion
through the reflector, a natural design technique is con-
jugate-field matching (1). In this approach, the network
connected to the array input excites the feeds so that the
field in the aperture is the complex conjugate of the fields
in the focal region that would be produced by a beam from
the required direction. If there is more than one beam,
then the array excitation is the conjugate of the superpo-
sition of focal fields of these beams.

The most common elements of feed arrays are waveguide
horns, typically circular or rectangular cross section (see
Figs. 14 and 31). The circular geometry is convenient for
hexagonal array arrangements, while rectangular elements
have advantages for producing shaped beams from satel-
lites. Other types of array elements used for array feeds are
tapered slot, dielectric rod, and microstrip patches.

Array feeds can also be phased to allow beam scanning
over a limited angular range. If the spacing between ele-
ments is s, the maximum angular range the beam can be
scanned before grating lobes appear is given by sinymax¼

l/(2 s). In typical practical arrays, sBl because of the
physical size of the elements, and therefore the scan range
of the feed is less than 301. Grating lobes are not delete-
rious in some feed applications, except for lost power, pro-
vided these lobes do not illuminate the secondary antenna
or a noisy source. The Vivaldi element allows greater close
packing and therefore greater scan capability. Coaxial
waveguides can also be used in arrays to achieve closer
packing than with circular horns in applications requiring
moderate bandwidths (o20%) [79].

Another concern is the design of the individual ele-
ments in the array. For example, Amitay and Gans [80]
showed that blindspots could exist as a result of forced
aperture resonances in arrays of tapered rectangular horn
elements with oversized (overmoded) apertures. The dom-
inant contributor to these blindspots is the resonance of
the equivalent transverse magnetic waveguide mode
(TM12). By appropriate design of the taper, these reso-
nances can be avoided.

Another important effect to include in feed array design
is the mutual coupling between the elements. Mutual

coupling affects both the input match and the radiated
fields, particularly cross-polarization. Mutual coupling in
finite arrays has been studied in detail for many different
horn types, including rectangular [47,81], circular [82],
and coaxial [83] apertures and also tapered-slot arrays
[84]. The effect can be represented by a scattering matrix
that is combined with the scattering matrices of the differ-
ent elements constituting the array. The results obtained
from a multimode analysis of mutual coupling are very ac-
curate, and computer programs based on mode-matching
methods have been widely used in satellite antenna and
radio telescope feed array design [47,79]. In large arrays,
prediction of the element patterns and array performance
can be obtained using the Floquet periodic boundary con-
ditions in combination with finite-element or finite-differ-
ence time-domain numerical methods (see Section 7).

5.2. Beam Waveguide

A beam waveguide feed uses a sequence of focusing ele-
ments to translate a beam pattern from a conventional
feed horn to the secondary antenna. An example is shown
in Fig. 32 for the NASA Deep Space Network [85]. The
focusing elements may be reflectors or lenses, and some-
times polarizing grids are used to combine or separate two
beams with orthogonal polarizations. The design tech-
nique commonly used is based on Gaussian beam propa-
gation [86,87]. In this approach, the field radiated by the
feed horn, usually a transversely corrugated horn, is rep-
resented by a sum of Gaussian beam modes. These modes
have the characteristic that the amplitude has a Gaussian
function variation with distance from the axis of propaga-
tion. The distance from the axis to the point where the
Gaussian beam has decayed to 1/e of its value is called the
beam waist (w), and this is a function of distance (z) along

Figure 31. Array feed and beamforming network for the Galaxy
IV satellite. (Courtesy of Hughes Aircraft Co.).
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the beam. Thus

w¼w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where w0 is the minimum beam waist radius, which
occurs where the radius of curvature of the wavefront is
infinite, corresponding to a plane wave. The path through
the sequence of reflectors, lenses, and grids can be repre-
sented step by step as a series of spreading transverse
Gaussian beams. Each transformation from input to out-
put beam through the focusing element can be represent-
ed by a 2� 2 ABCD matrix, and the complete system can
be found by concatenating these matrices. The ABCD ma-
trices of different focusing elements is described by Kits-
uregawa [86] and also Goldsmith [87], who also give many
more details than there is space to record here. Ultimately,
the method leads to output Gaussian beams that can be
summed to give the field emanating from the beam wave-
guide. Kitsuregawa [86] provides a design procedure from
feed horn to output reflector and design equations. If the
focusing elements are moderate in size (say, 410 wave-
lengths, the minimum size for a beam waveguide element,
but o50 wavelengths), it is prudent to calculate the effect
of diffraction through the system using a more rigorous
analysis method than Gaussian beams before completing
the system design.

5.3. Splash-Plate Feeds

A splash-plate feed is a version of a self-supporting feed
(Fig. 33). An open-ended waveguide irradiates a small
reflector, the ‘‘splash-plate,’’ that is usually located a short
distance s away. The splash plate then illuminates the

secondary antenna, commonly a parabolic reflector. From
image theory, the radiation pattern is approximately equal
to that of the waveguide situated a distance s behind the
plate and directed at the reflector, plus the edge diffraction
field due to the rim of the splash plate [88]. Struts or a
dielectric insert in the waveguide are often used to support
the plate, which is usually about a wavelength in diameter
and fitted with a cone or knob at the center to minimize the
reflections back in the feed. The reflection coefficient in the
waveguide is approximately given by [12]

G � Gwgþ
Gwgl
8ps

R1R2

ðR1þ sÞðR2þ sÞ

	 
1=2

e�jð2ksþ ywgÞ ð36Þ

where Gwg is the reflection coefficient of the waveguide
alone, s is the distance from the waveguide phase center to
the splash plate, R1 and R2 respectively are the principal
radii of curvature at the center of the splash plate, Gwg is
the maximum gain of the waveguide, and ywg is a phase
constant that depends on the reference plane in the wave-
guide; ywg¼ 0 at the waveguide aperture.

The periscope feed in Fig. 33b is used to convert the
beamshape to provide a more appropriate edge illumina-
tion for a secondary antenna. A third type of splash plate,
the Vlasov mode converter shown in Fig. 33c, converts
zero-azimuth index modes from high-power microwave
and millimeter-wave sources into TE11 or HE11 modes for
use in plasma heating and conventional antenna systems.

5.4. Dichroic Reflector

In the usual arrangement, a dichroic reflector (or frequen-
cy-selective surface) consists of an array of resonant slots
or patches on a surface that is illuminated by signals in
two frequency bands (see Fig. 34). The resonant elements
are designed to reflect the fields of one feed in one fre-
quency band and to transmit the fields of the second feed
in the second band. In this way, a dual-band feed can be
designed for a secondary reflector. The resonant patch
approach uses a grid of crossed dipoles, resonant rings,
concentric loops, or dumbbell-shaped patches printed on a
dielectric surface that has the profile of the desired sub-
reflector for the primary reflector [87]. These patches res-
onate at the frequency of the feed at the secondary focus of
the surface, usually the higher of the two bands. The
second feed is placed in the prime focus of the primary

�
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Matching cone
Waveguide

Step-cut launcher

Parabolic cylinder
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Figure 33. Splash-plate feeds: (a) vertex plate with matching
cone; (b) periscope; (c) step-cut Vlasov mode converter.
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Band 2

Dichroic reflector

Secondary
antenna

Figure 34. Dichroic reflector.
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reflector, and at low frequencies the grid of patches and
the dielectric is almost transparent. The complementary
approach to resonant patches is to use a metallic reflector
with resonant slots or perforations. Here the reflector re-
flects the signals at frequencies below the cutoff frequency
of the slots and is transparent above this cutoff frequency.
More frequency bands can be accommodated using more
than one dichroic reflector as shown in Fig. 32.

6. FEED SYSTEMS

Following the feed antenna is usually a circuit consisting
of waveguide, printed circuits, finline, or coaxial cables,
and the design of these is a separate topic in itself. How-
ever, an overview of feed antennas would be incomplete
without some mention of the circuit following the feed,
which is commonly called the feed system. There are sev-
eral major types of feed systems, depending on the appli-
cation. Three types of feed system will be briefly
mentioned, namely, diplexers, beamforming networks,
and comparator networks for monopulse tracking.

6.1. Diplexing

After the feed antenna, the orthomode transducer (OMT)
and (for circular polarization) a polarizer are basic com-
ponents of the feed system. Uher et al. [89] detail design
techniques for waveguide components used in feed sys-
tems. To date, the maximum continuous bandwidth
achieved by both polarizers and OMTs is about 50%, and
this limits the feed system configurations possible when
considering multiband operation over wide frequency
ranges. The means of diplexing several frequency bands
can considerably complicate the feed system design. One
of the ‘‘simpler’’ diplexing techniques is to use a series of
dichroic plates to deflect selectively a given band to an
appropriate feed system (Fig. 32). This type of diplexing
can be designed using Gaussian beam optics analysis [87].

For dual-frequency operation, a number of feed system
configurations are possible. If the individual bandwidths
are small (typically less than 10%) and the overall band-
width ratio to cover the two bands is less than B40%, then
diplexing can take place at the OMT ports before the sig-
nals are combined through the OMT into a common wave-
guide and through the polarizer. In that case we need
consider only a single polarized signal in the diplexer and
associated filters. These are usually built in rectangular
waveguide to maintain polarization purity. A feed system
for reception of dual linear and circularized polarized sig-
nals is shown in Fig. 35.

For larger bandwidth requirements, it has been neces-
sary to develop more sophisticated feed configuration
schemes. An example of a dual-band, dual-polarized feed
system for both circular and linear polarization is shown
in Fig. 36 and has a very wideband dielectric-loaded horn.
The lower-frequency band has a bandwidth of 24%, while
the upper band has a bandwidth of 19%, with an inter-
band separation ratio of B3.7 : 1 [90]. The bands of this
feed system are separated in a coaxial orthomode-junction
diplexer where the center core of the coaxial waveguide is
a loaded circular waveguide, which uses a low-loss dielec-
tric with a permittivity of 2.4. This coaxial junction is
matched to the horn with a dielectric of 1.15 permittivity
by a dielguide section. The horn, dielguide section through
to the coaxial junction, and beyond the highband rejection
filter in the coaxial waveguide were completely analyzed
by mode-matching methods, which was essential to obtain
a workable design.

6.2. Beamforming Networks

A beamforming network (BFN) is required for an array
feed to produce either a fixed illumination, as for the case
of a shaped beam for a satellite, or variable illumination, if
the feed is phased for radar systems. In satellite applica-
tions, the standard approach for producing contoured
beams is with a parabolic reflector and an array feed of
which the amplitude and phase at the input of each feed is
supplied by a BFN, which must be low loss, low volume
and light weight [91]. Typically, for Ku� and Ka� band
these networks are realized in waveguide technology and
for C band and lower frequencies, in TEM line. The BFN
may need to be reconfigured into a number of fixed beams
for different satellite orbital locations. The main compo-
nents are power dividers, often 1-to-2-way, 1-to-4-way, or
1-to-8-way, fixed or variable, lengths of waveguide for
phasing, variable phase shifters, and microwave switch-
es. To achieve the best performance, the power divider
couplers need to be accurately known and made. Accurate
computer-aided design (CAD) software is used for this
purpose and, with software based on methods such as
mode matching, BFNs can be designed and built for flight
without any trimming. An example of a beamforming net-
work for a reflector providing a beam covering continental
United States, Puerto Rico, Alaska, and Hawaii is shown
in Fig. 37 [92]. The array itself is shown in Fig. 31. When
the beam is scanned, rather than fixed, variable phase
shifters are usually required. There are several ways of
doing this, including uniform amplitude illumination over
the array with variable phasing to steer the beam and use
of Butler matrices with intervening phase shifters to

Horn Transition Rotary
joint

90° Polarizer

Square waveguide

Rectangular waveguide

Polarization 2

Polarization 1

OMT

Circular waveguide
Figure 35. Schematic of a feed system for a
dual linear/circular receive-only antenna.
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produce multiple simultaneous beams. More details are
given by Lo and Lee [64] and Mailloux [93].

6.3. Monopulse Feeds

A monopulse feed for a reflector or lens allows searching
and tracking in radar and communications. The aim of
such a feed is to produce sum, azimuth difference, and el-
evation difference signals from which tracking informa-
tion can be obtained [94]. Among the available designs
that use a secondary antenna there are three main types:

1. The first type uses four or five feeds arranged or-
thogonally in the focal plane of the secondary antenna.
One arrangement uses four multimode rectangular feed
horns and a suitable feed network to balance the efficiency
of the sum and difference beams. A practical implementa-
tion of this design is given by Lee and Chu [95] (see
Fig. 38a). These multimode horn designs suffer from
different phase centers and different beamwidths between
the sum and difference beams, which results in poor

efficiency for the sum beam and high spillover for the
difference beam.

2. The second method uses a single circular waveguide
input to a corrugated horn from a beamforming network,
which produces appropriate modes to give the three track-
ing signals. In one implementation of this, due to Watson
et al. [96], the beamforming network produces a combina-
tion of TM01 and TE21 modes.

3. The third method employs a single multimode
horn and four input waveguides that control the modes
excited in the horn by means of a comparator network (see
Figs. 38b and 39). As shown in Fig. 40, a corrugated horn
can be used in this case where the HE11 mode provides the
sum beam while combinations of orthogonal HE21 modes
with H01 and E02 modes of corrugated waveguide provide
azimuth and elevation difference beams [97,98]. The
challenge in this type of monopulse feed design is balanc-
ing the diameter of the horn at the junction, which gives
the correct mode excitation, with the size of the input
waveguides and also phasing the modes at the aperture.

1 2

C1 1 C1 2 C1 3 C1 4 C1 5 C1 6 C1 7 C1 8 C1 9 C1 10

C2 1

d1 d2 d3 d4 d5 d6 d7 d8

C2 2 C2 3 C2 4 C2 5 C2 6 C2 7 C2 8

3 4 5 6 7 8 9

2 − 8 Divider

10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

Figure 37. Beamforming network layout for
the vertical transmit beam, where Cmn is the
coupling value. (From Bird and Sroka [92].)
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Figure 36. Dielectric cone-loaded feed system
for dual-band applications. (From James et al.
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Rectangular waveguide can be used, but square wave-
guide allows better performance. While greater beam ef-
ficiency is obtained for all beams at the center frequency,
the bandwidth for best performance is typically narrow
(B2%) and the match is often poor for the difference beam
(reflection coefficient B� 10 dB).

7. DESIGN METHODS

A feature of modern antenna feed design is the extent to
which accurate computer software is now used. Electro-
magnetic software is used to analyze both the antenna and

the feed system. While many analysis methods are avail-
able, the main software packages are based on five prin-
cipal analysis methods: the finite-difference time-domain
(FDTD), the finite-element method (FEM), mode match-
ing (MM), method of moments (MoM), and the transmis-
sion-line matrix (TLM) method [99]. In the past, the most
widely used were MoM and the MM technique because
radiation is easily and accurately incorporated. However,
with improvements in artificial boundary conditions, the
accuracy of the more general finite methods such as FDTD
and FEM is approaching that of the traditional methods.
Hybrid methods are also used, and these can give addi-
tional flexibility. Methods used to design components
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Figure 38. Monopluse tracking feeds: (a) multifeed array (From
Lee and Chu [95], courtesy of IEEE); (b) multimode monopulse feed.
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relevant to antenna feeds are reviewed in articles by Steer
et al. [100] and Arndt et al. [101].

The most accurate method currently available for ap-
erture-type feeds employs a combination of MM and MoM.
The former is used to analyze the internal structure and
MoM, the outer structure. To analyze a device by the
mode-matching method, the scattering matrix solution of
the transverse modal coefficients is required at each dis-
crete boundary surface that describes the geometry of the
structure. By cascading these matrices, we can completely
characterize the device [10,101]. This technique has been
used with great success in analyzing numerous waveguide
horns, arrays, and components. While a common elemen-
tal or building-block solution required to analyze complex
structures in circular waveguide components is the junc-
tion between two circular waveguides, other scattering
matrix solutions are available for junctions between coax-
ial waveguides, partially filled circular waveguides, rect-
angular waveguides, elliptical waveguides, and ridged
waveguides as well as junctions between rectangular
and circular waveguides. In all cases, however, the basic
procedure remains the same. Radiation from the outer
structure is expressed as a summation of elementary ra-
diating current sources, called a Green function integral
equation. The currents are approximated by many simple
functions, called shape functions, such as triangular func-
tions for line currents [99] and the ‘‘rooftop tiles’’ of Rao et
al. [102] for surface currents. The mode matching and in-
tegral equations are solved together to give the mode am-
plitudes in the aperture and the external currents. Once
these are known, the radiated field is found by summing
the contributions from all modes and sources. It is impor-
tant to include all high-order terms in the radiation cal-
culation, especially when the feed and reflector are within
the Fresnel (near-field) zone, as ignoring these terms can
lead to significant errors in predicting cross-polarization
and phase center. This particular approach can predict the
performance of horn antennas very accurately down to the
� 60 dB level of the radiation pattern.

Proprietary electromagnetics software, such as Ansoft’s
HFSS [103] and CST Microwave Studio [104], is now
achieving impressive results that more specialized soft-
ware achieved in the past. As an example, Fig. 41 shows
the three-dimensional drawing of a quad-band feed sys-
tem that has been analysed with Microwave Studio. The
results for the input reflection coefficient for all bands
show excellent agreement with accurate mode-matching
software and measurement.

Another aspect of design is optimization of performance
and, until only relatively recently, computer speed limited
the degree this was possible. Now, for example, horns are
regularly designed by MM to suit particular performance
criteria by optimizing the profile [33]. Optimizers are also
employed in many electromagnetics software packages to
adjust the geometry to peak the performance [100].

8. FUTURE OUTLOOK

The developments in antenna feeds go in parallel with
new applications and improvements in software, materi-
als, devices, and manufacturing methods. The inexorable

push for higher levels of integration in future systems
should see active devices, both receivers and transmitters,
fully integrated with the feed antenna. At the moment,
lower bandwidth capability and higher initial cost of these
units is limiting wider use of integrated feeds. The ability
to manufacture a feed antenna has, in the past, limited
some of the antennas that are used. With further improve-
ments in software, materials, and computer-aided manu-
facture, some of these limitations should reduce. Of the
feed antennas themselves, we expect to see more multi-
band and wideband feeds, which will allow system design-
ers to provide greater flexibility and functionality. Some
examples of these wideband feeds that will be more widely
used are dielectric-lined horns and arrays of traveling-
wave slots. The means of extracting the different frequen-
cy bands or wideband signals from these antennas re-
mains a challenging problem.

Antenna feeds are by definition used in conjunction
with other antennas forming a system. In the past, these
antennas were designed separately, and the effect of the
interactions between them was ignored as insignificant or
calculated approximately. Effects such as scattering from
reflectors, feeds, struts, or the supporting structure itself
can be important contributors to cross-channel interfer-
ence in communication systems. It is expected that future
computers and software will allow the design and optimi-
zation of complete antenna systems as a matter of course.
Encouraging steps have been made in this direction in re-
cent years. While these developments depend heavily on
improvements in computers, software, and display tech-
nology, the search continues for the most accurate and
fastest electromagnetics methods for analysis and optimi-
zation of antenna feeds.
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1. INTRODUCTION

An antenna is a communication system component that is
designed to radiate or receive electromagnetic waves. In
other words, the antenna is the electromagnetic transduc-
er that is used to convert, in the receiving mode, free-space
waves to guided waves, and in the transmitting mode,
guided waves to free-space waves, as shown in Fig. 1. The
Thevenin equivalent of the antenna in the transmission-
line mode is shown in Fig. 2. In a modern RF–microwave
system, the antenna must also act as a directional device
to optimize or accentuate the transmitted or received en-
ergy in some directions while suppressing it in the others.
The antenna serves to an RF and microwave system the
same purpose that eyes and eyeglasses serve for a human.

The history of antennas dates back to James Clerk
Maxwell, who unified the theories of electricity and mag-
netism, and eloquently represented their relations
through a set of profound equations best known as Max-
well’s equations. His work was first published in 1873. He
also showed that light was electromagnetic, and that both
light and electromagnetic waves travel by wave distur-
bances of the same speed. In 1886, Professor Heinrich
Rudolph Hertz demonstrated the first wireless electro-
magnetic system. In his laboratory, he was able to
produce at a wavelength of 4 m a spark in the gap of a
transmitting l/2 dipole, which was then detected as a
spark in the gap of a nearby loop. It was not until 1901
that Guglielmo Marconi was able to send signals over long
distances. He performed, in 1901, the first transatlantic
transmission from Poldhu in Cornwall, England, to
St. John’s in Newfoundland [1].

From Marconi’s inception through the 1940s, antenna
technology was centered primarily on wire-related radiat-
ing elements and frequencies up to about UHF. It was not
until World War II that modern antenna technology was
launched and new elements (waveguide apertures, horns,
reflectors, etc.) were introduced, especially for RF and
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Figure 1. Antenna as a transitional device.
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Figure 2. Thevenin equivalent in transmission mode.
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microwave frequencies. A contributing factor to this new
era was the invention of microwave sources (such as the
klystron and magnetron) with frequencies of 1 GHz and
above.

While a new era in antennas was launched, during
World War II, the advances made in computer architecture
and wireless communications technology during the
1960s–1990s have had a major impact on the advances of
modern antenna technology, and they are expected to have
an even greater influence on antenna engineering in this
new millennium. Beginning primarily in the early 1960s,
advanced numerical and computational methods were in-
troduced that allowed previously intractable complex an-
tenna system configurations to be analyzed and designed
very accurately. Antenna design plays a critical role in
overall system design since the success of a system relies
strongly on the performance of the antenna. Detailed anal-
ysis, design, and measurements of antennas can be found
in Ref. 2. A tutorial on antennas is described in Ref. 3.

2. ANTENNA ELEMENTS

Prior to World War II most antenna elements were of the
wire type (long wires, dipoles, helices, rhombuses, fans,
etc.), and they were used either as single elements or in
arrays. During and after World War II, many other radi-
ators, some of which may have been known for some time
and others of which were relatively new, were put into
service. This created a need for better understanding and
optimization of their radiation characteristics. Many of
these antennas were of the aperture type (such as open-
ended waveguides, slots, horns, reflectors, lenses), and
they have been used for communication, radar, remote
sensing, and deep-space applications on both airborne and
Earth-based platforms. Many of these operate at RF and
microwave frequencies.

Prior to the 1950s, antennas with broadband pattern
and impedance characteristics had bandwidths not much
greater than about 2 : 1. In the 1950s, a breakthrough in
antenna evolution was created that extended the maxi-
mum bandwidth to as great as 40 : 1 or more. Because the
geometries of these antennas are specified by angles in-
stead of linear dimensions, they have ideally an infinite
bandwidth. Therefore, they are referred to as frequency-
independent [2]. These antennas are used primarily in the
10–10,000 MHz region in many applications, including TV,
point-to-point communications, and feeds for reflectors
and lenses.

It was not until almost 20 years later that a fundamental
new radiating element, which has received a lot of attention
and many applications since its inception, was introduced.
This occurred in the early 1970s when the microstrip or
patch antenna was reported [2]. This element is simple,
lightweight, inexpensive, low-profile, and conformal to the
surface. Microstrip antennas and arrays can be flush-mount-
ed to metallic and other existing surfaces. Operational dis-
advantages of microstrip antennas include low efficiency,
narrow bandwidth, and low power-handling capabilities.
Major advances in millimeter-wave antennas have been
made in recent years, including integrated antennas where

active and passive circuits are combined with radiating
elements in one compact unit (monolithic form).

The unparalleled advances in telecommunications
have brought a dramatically increased interest and activ-
ity in antenna design. This has resulted in many new el-
ements and design concepts [4], including increased
interest in adaptive arrays and ‘‘smart’’ antennas [5–7].
A short description on the analysis and modeling of an-
tennas can also be found in Ref. 8.

3. FUNDAMENTAL PARAMETERS AND FIGURES-OF-MERIT

To describe the performance of an antenna, definitions of
various parameters are necessary. Some of the parameters
are interrelated, and not all of them need to be specified
for complete description of the antenna performance. Pa-
rameter definitions will be given in this article. Many of
the definitions in quotation marks are from the IEEE
Standard Definitions of Terms for Antennas (IEEE Stan-
dard 145-1983) [9]. This is a revision of the IEEE Standard
145-1973. Many of these definitions relating to parame-
ters and figures-of-merit (including directivity, gain, input
impedance, effective area, polarization, etc.) that charac-
terize the performance of the antenna system can also be
found in the literature [2,3,8].

The space surrounding an antenna is usually subdivid-
ed into three regions: the reactive near-field region, the
radiating near-field (Fresnel) region, and the far-field
(Fraunhofer) region, as shown in Fig. 3. These regions
are so designated to identify the field structure in each.
Although no abrupt changes in the field configurations are
noted as the boundaries are crossed, there are distinct
differences among them. The boundaries separating these
regions are not unique, although various criteria have
been established and are commonly used to identify the
regions [2]. The following definitions in quotation marks
are from Ref. 9.

The reactive near-field region is defined as ‘‘that region
of the field immediately surrounding the antenna wherein
the reactive field predominates.’’ For most antennas, the
outer boundary of this region is commonly taken to exist at
a distance Ro0:62

ffiffiffiffiffiffiffiffiffiffiffi
D3=l

p
from the antenna, where l is the

wavelength and D is the largest dimension of the antenna.
The radiating near-field (Fresnel) region is defined as

‘‘that region of the field of an antenna between the reactive
near-field region and the far-field region wherein radia-
tion fields predominate and wherein the angular field dis-
tribution is dependent upon the distance from the
antenna.’’ The radial distance R over which this region
exists is 0:62

ffiffiffiffiffiffiffiffiffiffiffi
D3=l

p
�Ro2D2=l (provided D is large

compared to the wavelength). This criterion is based on
the maximum phase error of p/8 radians (22.51). In this
region the field pattern is, in general, a function of the
radial distance and the radial field component may be
appreciable.

The far-field (Fraunhofer) region is defined as ‘‘that re-
gion of the field of an antenna where the angular field dis-
tribution is essentially independent of the distance from
the antenna.’’ In this region, the real part of the power
density is dominant. The radial distance defining the far-
field region is RZ2D2/l (provided D is large compared to
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the wavelength). The outer boundary is ideally at infinity.
The criterion is also based on the maximum phase error of
p/8 radians (22.51). In this region, the field components are
essentially transverse to the radial direction, and the
angular distribution is independent of the radial distance.

An antenna pattern is defined as a graphical represen-
tation, usually in the far-field region, of one of the anten-
na’s parameters. For a complete description, the
parameters of interest are usually plotted as a function
of the spherical angles y, f. Parameters of interest include
amplitude, phase, polarization, and directivity. An ampli-
tude pattern usually consists of a number of lobes, as
shown in Fig. 4, where the first quadrant has been deleted
to visualize the directional part of the pattern.

A main- (major) lobe is defined as ‘‘the radiation lobe
containing the direction of maximum radiation. In certain
antennas, such as multi-lobed or split-beam antennas,
there may exist more than one major lobe.’’

A sidelobe is defined as ‘‘a radiation lobe in any direc-
tion other than that of the major lobe.’’ The amplitude
level of a sidelobe relative to the mainlobe (usually ex-
pressed in decibels) is referred to as sidelobe level.

The antennas, based on their amplitude radiation
pattern, can be classified into three categories: isotropic,
directional, and omnidirectional. An isotropic antenna/
radiator is defined as ‘‘a hypothetical lossless antenna hav-
ing equal radiation in all directions.’’ Although it is ideal
and not physically realizable, it is often taken as a reference
for expressing the directive properties of actual antennas. A
directional antenna is one ‘‘having the property of radiating
or receiving electromagnetic waves more effectively in some
directions than in others. This term is usually applied to an
antenna whose maximum directivity is significantly great-
er than that of a half-wavelength dipole.’’ A special case of a
directional radiator is the omnidirectional antenna, which
is defined as one ‘‘having an essentially nondirectional pat-
tern in a given plane and a directional pattern in any or-
thogonal plane.’’ An example of an omnidirectional pattern
is shown in Fig. 4 that is the pattern of a symmetric linear
dipole of length l¼ 1.25l. That pattern is nondirectional
in the azimuth plane [ f (f), y¼ 901] and directional in the
elevation plane [ g(y), f¼ constant].

For a linearly polarized antenna, performance is often
described in terms of the principal E-plane and H-plane
amplitude patterns. The E plane is defined as ‘‘the plane
containing the electric-field vector and the direction of
maximum radiation,’’ while the H plane is ‘‘the plane con-
taining the magnetic-field vector and the direction of max-
imum radiation.’’ Although it is very difficult to illustrate

Far-field (Fraunhofer)
region

Radiating near-field (Fresnel) region

Reactive near-field
region

D
R1

R2

R1 = 0.62

R2 = 2D 2/�

D 3 /�√

Figure 3. Field regions surrounding an antenna.

Figure 4. Three-dimensional pattern of l¼1.25l dipole.
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the principal planes without considering a specific exam-
ple, it is the usual practice to orient most antennas so that
at least one of the principal plane patterns coincides with
one of the geometric principal planes. Figure 4 illustrates
the omnidirectional pattern of a linear dipole of length l¼
1.25l. For this example, any elevation plane pattern (f¼
constant, 01ryr1801) represents the principal E plane
while the azimuth x–y plane pattern (y¼ 901, 01rfr3601)
is the principal H plane. The E-plane pattern follows the
vector of the electric field while the H-plane follows the
vector of the magnetic field. For this example, because of
the symmetry of the dipole antenna and its omnidirec-
tional amplitude pattern, we have an infinite number of
principal E-plane patterns and only one principal H plane.
For most other directional antennas, there is usually only
one principal E plane and only one principal H plane.

An antenna is often represented by an equivalent cir-
cuit with antenna impedance ZA, as shown in Fig. 2. The
antenna impedance ZA consists of the radiation resistance
Rr, the loss resistance RL , and an imaginary part XA[ZA¼

RAþ jXA¼ (RrþRL)þ jXA]. The radiation resistance is the
resistance that accounts for antenna radiation or scatter-
ing. The loss resistance is the element that accounts for
the conductive and dielectric losses of the antenna. Ex-
pressions for Rr and RL for dipoles and small circular loops
can be found, respectively, in Chapters 4 and 5 of Ref. 2.

Input impedance is defined as ‘‘the impedance present-
ed by an antenna at its terminals.’’ It is expressed at the
terminals as the ratio of the voltage to current or the ratio
of the appropriate components of the electric to magnetic
fields, and it is usually complex. When the antenna im-
pedance ZA is referred to the input terminals of the an-
tenna, it reduces to the input impedance.

Radiation efficiency is defined as ‘‘the ratio of the total
power radiated by an antenna to the net power accepted
by an antenna from the connected transmitter.’’ Using the
equivalent circuit representation of an antenna of Fig. 2,
the radiation efficiency of the antenna can be expressed as

er¼
Rr

RrþRL
ð1Þ

Power density S is defined as the power density (W/m2)
of the fields radiated by the antenna. In general, the power
density is complex. In the reactive near field, the imagi-
nary component is dominant. In the far field, the real part
is dominant. In equation form, the power density S is ex-
pressed as

S¼
1

2
E�H� ¼Srþ jSi ð2Þ

where E and H are the fields radiated by the antenna (*
indicates complex conjugate). The real part of (2) is usu-
ally referred to as radiation density.

Radiation intensity U is defined as ‘‘the power radiated
from an antenna per unit solid angle (steradian).’’ The ra-
diation intensity is usually defined in the far field and is
related to the real part of the power density by

U¼ r2Sr ð3Þ

where r is the spherical radial distance.

Beamwidth is defined as the angular separation be-
tween two directions in which the radiation intensity is
identical, with no other intermediate points of the same
value. When the intensity is one-half of the maximum, it is
referred to as half-power beamwidth.

An isotropic radiator is defined as ‘‘a hypothetical, loss-
less antenna having equal radiation intensity in all direc-
tions.’’ Although such an antenna is an idealization, it is
often used as a convenient reference to express the direc-
tive properties of actual antennas. The radiation density
Sr0 of an isotropic radiator and corresponding intensity U0

are defined, respectively, as

Sr0¼
Pr

4pr2
ð4aÞ

U0¼
Pr

4p
ð4bÞ

where Pr represents the power radiated by the antenna.
Directivity is one of the most important figures-of-merit

that describes the performance of an antenna. It is defined
as ‘‘the ratio of the radiation intensity in a given direction
from the antenna to the radiation intensity averaged over
all direction.’’ Using Eq. (4b), it can be written as

D¼
Uðy;fÞ

U0
¼

4pUðy;fÞ
Pr

ð5Þ

where U(y, f) is the radiation intensity in the direction y, f
and Pr is the radiated power. For antennas radiating both
electric field components (Ey and Ef), partial directivities
Dy and Df associated, respectively, with Ey and Ef (and
their corresponding radiation intensities Uy and Uf), can
be defined as [2]

Dy¼
4pUy

ðPradÞyþ ðPradÞf
ð6aÞ

Df¼
4pUf

ðPradÞyþ ðPradÞf
ð6bÞ

where the total directivity D is then the sum of the two, or

D¼DyþDf ð6cÞ

If the direction of observation is not specified, directivity
in general implies the direction of maximum radiation in-
tensity (maximum directivity) expressed as

D0¼
Umðy;fÞ

U0
¼

4pUmðy;fÞ
Pr

ð7Þ

The directivity is an indicator of the relative directional
properties of the antenna. As defined by Eqs. (5)–(7), the
directional properties of the antenna in question are com-
pared to those of an isotropic radiator. Figure 5 displays
the three-dimensional directivity pattern of a l/2 dipole
and an isotropic source. In each angular direction, only
the greater directivity between the two radiators is
shown. As can be seen, the directivity of the l/2 dipole is
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greater than that of an isotropic source for angles of
57.441oyo122.561 with a maximum value of 1.67 (or
2.23 dB) at y¼ 901. In the other angular region
(01ryo57.441 and 1801Zy4122.561), the directivity of
the isotropic source (D¼ 1 or 0 dB) is greater than that of
the l/2 dipole. This allows us to relate the directivity of the
element in question to that of an isotropic radiator by
simply adding (if expressed in decibels) the relative di-
rectivities of one element to another. This procedure is
analogous to that used to determine the overall gain of
cascaded amplifiers.

Gain is probably the most important figure-of-merit
of an antenna. It is defined as ‘‘the ratio of the radiation
intensity in a given direction, to the radiation intensity
that would be obtained if the power accepted by the
antenna were radiated isotropically.’’ Antenna gain is
expressed as

G¼
4pUðy;fÞ

Pa
ð8Þ

where Pa is the accepted (input) power of the antenna. If
the direction is not specified, it implies the direction of
maximum radiation (maximum gain). In simplest terms,
the main difference between the definitions of directivity
and gain is that the directivity is based on the radiated
power (assuming that all input power is radiated) while
the gain is based on the accepted (input) power. Since all of
the accepted (input) power is not radiated (because of
losses), the two are related by

Pr¼ ecdPa ð9Þ

where ecd is the radiation efficiency of the antenna as
defined by (1). By using (5), (8) and (9), the gain can be
expressed as

G¼ ecd
4pUðy;fÞ

Pr
¼ ecdD ð10Þ

For a lossless antenna, its gain is equal to its directivity.
As with the directivity, there can be partial gains Gy and

Gf, analogous to (6a)–(6b), related to the electric field
components Ey and Ef (and their corresponding intensi-
ties Uy and Uf).

For each antenna, whether it is a linear or aperture
antenna, there is a parameter referred to it as vector ef-
fective length le (in some places it is referred to as vector
effective height he), which is used to determine the voltage
induced on the open-circuit terminals of the antenna when
a wave impinges on it, as shown in Fig. 6. The vector ef-
fective length le for an antenna is usually a complex vector
quantity represented by

leðy;fÞ¼ âay‘yðy;fÞþ âaf‘fðy;fÞ ð11Þ

The vector effective length is a far-field quantity, and it is
related to the far-field Ea radiated by the antenna, with
equivalent current Iin in its terminals, by [2]

Ea¼ âayEyþ âafEf¼ � jZ
kIin

4pr
lee�jkr ð11aÞ

The effective length represents the antenna in its
transmitting and receiving modes, and it is particularly
useful in relating the open-circuit voltage Voc of receiving
antennas, as shown in Fig. 6. This relation can be
expressed as

Voc¼Ei . le ð12Þ

where Voc is the open-circuit voltage at antenna terminals,
Ei is the incident electric field, and le is vector effective
length.

Polarization of a radiated wave is defined as ‘‘the figure
traced as a function of time by the extremity of the vector
(electric of magnetic field) at a fixed location in space, and
the sense in which it is traced, as observed along the
direction of propagation.’’ Based on the definition of

Figure 5. Three-dimensional directivity pattern of l/2 dipole.
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Figure 6. Geometry for vector effective height.
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the polarization of a radiated wave, we can now state that
the antenna polarization in a given direction is
determined by the polarization of the fields radiated by
the antenna. In general, the polarization of an antenna is
classified as linear, circular, or elliptical. Although linear
and circular polarizations are special cases of elliptical,
in practice they are usually treated separately. Circular
and elliptical polarizations also are classified according to
the rotation of the transmitted field vectors; the rotation
can be either clockwise (right-hand) or counterclockwise
(left-hand) as viewed in the direction of propagation. For
more details about polarization of electromagnetic
fields and that of antennas, the reader is referred to
Refs. 2 and 10.

Polarization efficiency (polarization mismatch or polar-
ization loss factor) is defined as ‘‘the ratio of the power
received by an antenna from a given plane wave of arbi-
trary polarization to the power that would be received by
the same antenna from a plane wave of the same power
flux density and direction of propagation, whose state of
polarization has been adjusted for a maximum received
power’’ and is represented by

pe¼
jle .E

i
j2

jlej
2jEi
j2

ð13aÞ

where le is the vector effective length of Eq. (11). The po-
larization mismatch between the antenna and the inci-
dent wave can also be represented by a polarization loss
factor (PLF) [2], represented here also by pf, which is de-
fined by referring to Fig. 7 as

pf ¼PLF¼ jq̂qw
. q̂qaj

2¼ j cosðcpÞj
2 ð13bÞ

In (13a) q̂qw and q̂qa are unit vectors representing, respec-
tively, the polarizations of the incident wave and of the

antenna [2]. The polarization efficiency of (13a) or the po-
larization loss factor of (13b), which represent the same
polarization mismatch, is an important factor that must
be included in the power budget of communications sys-
tems but is sometimes neglected.

When an incident wave impinges on an antenna, as
shown in Fig. 8, the amount of power received by the an-
tenna and transferred to the load/receiver can be deter-
mined using what is referred to as the effective area, which
is an equivalent area representing the antenna, whether it
is a wire, aperture, reflector, or other components. In a
given direction, the effective area is defined as ‘‘the ratio of
the available power at the terminals of a receiving anten-
na to the power flux density of a plane wave incident on
the antenna from that direction, the wave being polariza-
tion matched to the antenna. If the direction is not spec-
ified, the direction of maximum radiation intensity is
implied.’’ The maximum effective area is related to the
antenna gain by [2]

Aem¼pe;f er
l2

4p
G0 ð14Þ

where pe,f represents either the polarization efficiency pe

of (13) or polarization loss factor pf of (13b), G0 is the max-
imum gain of the antenna, and er is the impedance-match-
ing efficiency between the transmission line and the
antenna defined as

er¼ ð1� jGinj
2Þ ð15Þ

where Gin is the reflection coefficient at the input
terminals of the antenna. When multiplied by the
power density of the incident wave that impinges on the
antenna, the maximum effective area determines the max-
imum power that is delivered to a matched load connected
to the antenna (assuming no other losses, such as trans-
mission-line losses between the antenna and the load/re-
ceiver).

Aperture efficiency, usually expressed in percent, is de-
fined as the ratio of antenna’s maximum effective area to
its physical area, which can also be expressed on the ratio
of the maximum directivity of the aperture to the standard
directivity, or

eap¼
Aem

Ap
¼

D0

Ds
ð16Þ

where Ap is the physical area of the antenna and Ds is
standard directivity of antenna (4pAp/l when Apbl2 and
with radiation confined to a half-space).

For a rectangular aperture mounted on an infinite
ground plane and with a triangular aperture distribution,
its aperture efficiency is 75%. However, for an aperture
with a sinusoidal aperture distribution, its aperture
efficiency is 81% [2]. Again, we see that the aperture dis-
tribution, which satisfies the wave equation and the
boundary conditions of the structure, determines its ap-
erture efficiency. If an aperture could support an ideal
uniform field distribution, which is seldom physically re-
alizable, its aperture efficiency would be 100%.

Every object with a physical temperature above zero (0
K¼ � 2731C) radiates energy. The amount of energy ra-
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Figure 7. Polarization vector for antenna and impinging wave.
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diated is usually represented by an equivalent tempera-
ture TB, better known as brightness temperature, and it is
defined as

TBðy;fÞ¼ eðy;fÞTm¼ ½1� jGðy;fÞj2�Tm ð17Þ

where TB is brightness temperature (K), e is emissivity
(dimensionless), TM is molecular (physical) temperature
(K), and G(y, f) is the reflection coefficient of the surface
for the polarization of the wave.

The brightness temperature emitted by the different
energy sources is intercepted by antennas, as shown in
Fig. 9, and it appears at their terminals as an antenna
temperature TA [2]. The temperature appearing at the
terminals of an antenna is that given by (17), and it is

weighted by the gain pattern G(y) of the antenna. In equa-
tion form, this is expressed as

TA ¼

Z 2p

0

Z p

0
TBðy;fÞGðy;fÞ sin ydydf

Z 2p

0

Z p

0

Gðy;fÞ sin ydydf

ð17aÞ

where TA is antenna temperature [effective noise temper-
ature of antenna radiation resistance (K)] and G(y, f) is
gain (power) pattern of the antenna.

Assuming no losses or other contributions between the
antenna and the receiver, the noise power transferred to
the receiver is given by [2]

Pr¼ kTAD f ð18Þ

where

Pr ¼ antenna noise power (W)
k ¼Boltzmann’s constant (1.38� 10� 23 J/K)
TA ¼ antenna temperature (K)
Df¼ bandwidth (Hz).

To account for other noise contributions to the receiver,
such as those from the transmission line, the reader is
referred to Ref. 2.

Specific amplitude radiation pattern requirements usu-
ally cannot be achieved by a single antenna element, be-
cause single elements usually have relatively wide
radiation patterns and low directivities. To design anten-
nas with very large directivities, it is usually necessary to
increase the electrical size of the antenna. This can be ac-
complished by enlarging the electrical dimensions of the
chosen single element. However, mechanical problems are
usually associated with very large elements.

An alternative way to achieve large directivities and
control the amplitude pattern, without increasing the size
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Figure 8. Geometry for defining effective
area.

Figure 9. Geometry for antenna and brightness temperatures.
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of the individual elements, is to use multiple single ele-
ments to form an array. An array is really a sampled ver-
sion of a very large single element. In an array, the
mechanical problems of large single elements are traded
for the electrical problems associated with the feed net-
works of arrays. However, with today’s solid-state tech-
nology, very efficient and low-cost feed networks can be
designed.

Arrays are the most versatile antenna systems. They
find wide applications not only in many spaceborne sys-
tems but in many Earth-bound missions as well. In most
cases, the elements of an array are identical; this is not
necessary, but it is often more convenient, simpler and
more practical. In general, the radiation characteristics of
an array depend on many factors, including

1. The geometric configuration of the overall array
(linear, circular, rectangular, spherical, etc.)

2. The relative displacement between the elements

3. The excitation amplitude of the individual elements

4. The excitation phase of the individual elements

5. The relative pattern of the individual elements

Therefore the designer has many controls or degrees of
freedom that can exercise in order to make the antenna
very versatile and meet the specifications of the design.

With arrays, it is practical to not only synthesize
almost any desired amplitude radiation pattern, but the
mainlobe can be scanned, resulting in a scanning array, by
controlling the relative phase excitation between the ele-
ments. This is most convenient for applications where the
antenna system is not readily accessible, especially for
spaceborne missions. The beamwidth of the mainlobe
along with the sidelobe level can be controlled by the rel-
ative amplitude excitation (distribution) between the ele-
ments of the array. In fact, there is a tradeoff between the
beamwidth and the sidelobe level based on the amplitude
distribution of the elements [2]. The spacing between the
elements can be used to control many characteristics of an
array, including the pattern, beamwidth, bandwidth, in-
put impedance, and sidelobe level.

There are a plethora of array designs. Two classic array
configurations include the Yagi–Uda and log-periodic ar-
rays [2]. The Yagi–Uda is a popular antenna used by am-
ateur radio enthusiasts and for TV. The log-periodic array,
because of its large and attractive bandwidth, is probably
the most widely used home TV antenna. Arrays of wave-
guides, horns, reflectors and microstrips are also very
popular [11]. Microstrip arrays will play a key role in
the realization of unique designs of adaptive and smart
antennas for wireless communications.

Designs of uniform distribution arrays include the
broadside, endfire, and scanning arrays. Classic non-
uniform distribution arrays include the binomial,
Dolph–Tschebyscheff, Woodward–Lawson, Fourier trans-
form, and Taylor (Tschebyscheff error and line source)
[2]. There are many other array designs, too numerous
to name here. However there are two prominent types
of arrays that are outstanding candidates for wireless
communications: adaptive arrays and smart antennas
[5–7].

In adaptive antenna arrays [12,13], the amplitude and
phase distribution between the elements are adaptively
chosen to improve signal reception or transmission in cer-
tain directions and reduce noise and interference in all
other directions. Adaptive signal processing algorithms
are often used in conjunction with the array architecture
to obtain an optimum set of weights that maximizes sig-
nal-to-noise ratio (SNR) and minimizes mean-square error
(MSE). In this context, such adaptive arrays are common-
ly referred to as ‘‘smart antennas’’ [5–7]. In code-division
multiple-access (CDMA) applications, such as cellular and
mobile communications, smart antennas at the base sta-
tion can form a mainbeam toward the subscriber and low-
level sidelobes or ideally nulls toward interfering signals.
Through adaptive beamforming, smart antennas can
penetrate through buildings and cover areas that are oth-
erwise unattainable by a single-element antenna at the
base station. In addition, smart antennas can more effec-
tively alleviate problems due to multipath, fading, and
time dispersion. This results in an improved system
performance compared to an isotropic antenna. Also, dy-
namic beamforming in smart antennas enhances antenna
gain in the direction of the subscriber, thus extending
signal coverage. Coverage enhancement can reduce
manufacturing cost in cellular and mobile communica-
tions by requiring a smaller number of base stations with-
in a given area.

4. CONCLUSIONS

Antenna engineering has enjoyed a very successful period
since the 1940s. Responsible for its success have been
the introduction and technological advances of some new
elements of radiation, such as aperture antennas,
horns, reflectors, frequency-independent antennas, and
microstrip/patch antennas. Excitement has been created
by the advancement of numerical methods that have
been instrumental in analyzing many previously intrac-
table problems. Another major factor in the success
of antenna technology has been the advances in the com-
puter architecture and wireless communications. Today
antenna engineering is considered a truly fine engineering
science.

Although a certain level of maturity has been attained,
there are many challenging opportunities and problems to
be solved. Unique and innovative adaptive and smart an-
tenna designs for wireless communication are creating
new enthusiasm and interest in the exploding wireless
communication technology. Phased-array architecture in-
tegrating monolithic MIC technology is still a challenging
problem. Integration of new materials into antenna tech-
nology offers many advantages, and numerical methods
will play key roles in their incorporation and system per-
formance. Computational efficiency in numerical methods
will allow modeling, design, and optimization of antennas
on complex platforms without the need of supercomputing
capabilities. Innovating antenna designs to perform com-
plex and demanding system functions always remain a
challenge. New basic elements are always welcomed and
offer refreshing opportunities.
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1. ANTENNAS AND FUNDAMENTAL PARAMETERS

An antenna is used to either transmit or receive electro-
magnetic waves. It serves as a transducer converting guid-
ed waves into free-space waves in the transmitting mode
or vice versa in the receiving mode. Antennas or aerials
can take many forms according to the radiation mecha-
nism involved and can be divided in different categories.
Some common types are wire antennas, aperture anten-
nas, reflector antennas, lens antennas, traveling-wave an-
tennas, frequency-independent antennas, horn antennas,

and printed and conformal antennas, [1, pp. 563–572].
When applications require radiation characteristics that
cannot be met by a single radiating element, multiple el-
ements are employed. Various configurations are utilized
by suitably spacing the elements in one or two dimensions.
These configurations, known as array antennas, can pro-
duce the desired radiation characteristics by appropriately
feeding each individual element with different amplitudes
and phases that allows a mechanism for increasing the
electric size of the antenna. Furthermore, antenna arrays
combined with signal processing lead to smart antennas
(switched-beam or adaptive antennas) that offer more
degrees of freedom in the wireless system design [2].
Moreover, active antenna elements or arrays incorporate
solid-state components producing effective integrated
antenna transmitters or receivers with many applications
[1, pp. 190–209; 2].

Regardless of the antenna considered, certain funda-
mental figures of merit describe the performance of an
antenna. The response of an antenna as a function of di-
rection is given by the antenna pattern. This pattern com-
monly consists of a number of lobes, where the largest one
is called the mainlobe and the others are referred to as
sidelobes, minorlobes, or backlobes. If the pattern is mea-
sured sufficiently far from the antenna so there is no
change in the pattern with distance, the pattern is the
so called ‘far-field pattern’. Measurements at shorter dis-
tances yield ‘near-field patterns’, which are a function of
both angle and distance. The pattern may be expressed in
terms of the field intensity, called field pattern, or in terms
of the Poynting vector or radiation intensity, which are
known as power patterns. If the pattern is symmetric,
a simple pattern is sufficient to completely specify the
variation of the radiation with the angle. Otherwise, a
three-dimensional diagram or a contour map is required to
show the pattern in its entirety. However, in practice, two
patterns perpendicular to each other and perpendicular to
the mainlobe axis may suffice. These are called the ‘prin-
cipal-plane’ patterns, the E plane and the H plane, con-
taining the E and H field vectors, respectively. Having
established the radiation patterns of an antenna, some
important parameters can now be considered such as ra-
diated power, radiation efficiency, directivity, gain, and
antenna polarization. All of them are considered in detail
in this article.

Here, scalar quantities are presented in italics, while
vector quantities are in boldface, for example, electric field
E (vector) of E(¼|E|) (scalar). Unit vectors are boldface
with a circumflex over the letter; x̂x, ŷy, ẑz, and r̂r are the unit
vectors in x, y, z, and r directions, respectively. A dot over
the symbol means that the quantity is harmonically time-
varying or a phasor. For example, taking the electric field,.
E represents a space vector and time phasor, but

.
Ex is a

scalar phasor. The relations between them are
.
E¼ x̂x

.
Ex

where
.

Ex¼E1ejot.
The first section of this article introduces several

antenna patterns, giving the necessary definitions and
presenting the common types. The field regions of an
antenna are also pointed out. The most common reference
antennas are the ideal isotropic radiator and the very
short dipole. Their fields are used to show the calculation
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1. ANTENNAS AND FUNDAMENTAL PARAMETERS

An antenna is used to either transmit or receive electro-
magnetic waves. It serves as a transducer converting guid-
ed waves into free-space waves in the transmitting mode
or vice versa in the receiving mode. Antennas or aerials
can take many forms according to the radiation mecha-
nism involved and can be divided in different categories.
Some common types are wire antennas, aperture anten-
nas, reflector antennas, lens antennas, traveling-wave an-
tennas, frequency-independent antennas, horn antennas,

and printed and conformal antennas, [1, pp. 563–572].
When applications require radiation characteristics that
cannot be met by a single radiating element, multiple el-
ements are employed. Various configurations are utilized
by suitably spacing the elements in one or two dimensions.
These configurations, known as array antennas, can pro-
duce the desired radiation characteristics by appropriately
feeding each individual element with different amplitudes
and phases that allows a mechanism for increasing the
electric size of the antenna. Furthermore, antenna arrays
combined with signal processing lead to smart antennas
(switched-beam or adaptive antennas) that offer more
degrees of freedom in the wireless system design [2].
Moreover, active antenna elements or arrays incorporate
solid-state components producing effective integrated
antenna transmitters or receivers with many applications
[1, pp. 190–209; 2].

Regardless of the antenna considered, certain funda-
mental figures of merit describe the performance of an
antenna. The response of an antenna as a function of di-
rection is given by the antenna pattern. This pattern com-
monly consists of a number of lobes, where the largest one
is called the mainlobe and the others are referred to as
sidelobes, minorlobes, or backlobes. If the pattern is mea-
sured sufficiently far from the antenna so there is no
change in the pattern with distance, the pattern is the
so called ‘far-field pattern’. Measurements at shorter dis-
tances yield ‘near-field patterns’, which are a function of
both angle and distance. The pattern may be expressed in
terms of the field intensity, called field pattern, or in terms
of the Poynting vector or radiation intensity, which are
known as power patterns. If the pattern is symmetric,
a simple pattern is sufficient to completely specify the
variation of the radiation with the angle. Otherwise, a
three-dimensional diagram or a contour map is required to
show the pattern in its entirety. However, in practice, two
patterns perpendicular to each other and perpendicular to
the mainlobe axis may suffice. These are called the ‘prin-
cipal-plane’ patterns, the E plane and the H plane, con-
taining the E and H field vectors, respectively. Having
established the radiation patterns of an antenna, some
important parameters can now be considered such as ra-
diated power, radiation efficiency, directivity, gain, and
antenna polarization. All of them are considered in detail
in this article.

Here, scalar quantities are presented in italics, while
vector quantities are in boldface, for example, electric field
E (vector) of E(¼|E|) (scalar). Unit vectors are boldface
with a circumflex over the letter; x̂x, ŷy, ẑz, and r̂r are the unit
vectors in x, y, z, and r directions, respectively. A dot over
the symbol means that the quantity is harmonically time-
varying or a phasor. For example, taking the electric field,.
E represents a space vector and time phasor, but

.
Ex is a

scalar phasor. The relations between them are
.
E¼ x̂x

.
Ex

where
.

Ex¼E1ejot.
The first section of this article introduces several

antenna patterns, giving the necessary definitions and
presenting the common types. The field regions of an
antenna are also pointed out. The most common reference
antennas are the ideal isotropic radiator and the very
short dipole. Their fields are used to show the calculation
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and meaning of the different parameters of antennas cov-
ered in this article. The second section begins with a treat-
ment of the Poynting vector and radiation power density,
starting from the general case of an electromagnetic wave
and extending the definitions to a radiating antenna. After
this, radiation performance measures such that the beam
solid angle, directivity, and gain of an antenna are defined.
In the third section the concepts of wave and antenna po-
larization are discussed. Finally, in the fourth section, a
general case of antenna pattern calculation is considered,
and numerical solutions are suggested for radiation
patterns that are not available in simple closed-form
expressions.

2. RADIATION FROM ANTENNAS

2.1. Radiation Patterns

The radiation pattern of an antenna is, generally, its most
basic requirement since it determines the spatial distri-
bution of the radiated energy. This is usually the first
property of an antenna that is specified, once the operat-
ing frequency has been stated. An antenna radiation pat-
tern or antenna pattern is defined as a graphical
representation of the radiation properties of the antenna
as a function of space coordinates. Since antennas are
commonly used as parts of wireless telecommunication
systems, the radiation pattern is determined in the far-
field region where no change in pattern with distance oc-
curs. Using a spherical coordinate system, shown in Fig. 1,
where the antenna is at the origin, the radiation proper-
ties of the antenna depend only on the angles f and y
along a path or surface of constant radius. A trace of the
radiated or received power at a constant radius is called a
power pattern, while the spatial variation of the electric or
magnetic field along a constant radius is called an ampli-
tude field pattern. In practice, the necessary information
from the complete three-dimensional pattern of an anten-
na can be received by taking a few two-dimensional
patterns, according to the complexity of radiation pattern
of the specific antenna. Usually, for most applications, a
number of plots of the pattern as a function of y for some
particular values off, plus a few plots as a function off for
some particular values of y, give the needed information.

Antennas usually behave as reciprocal devices. This is
very important since it permits the characterization of the
antenna as either a transmitting or receiving antenna. For
example, radiation patterns are often measured with the
test antenna operating in the receive mode. If the antenna
is reciprocal, the measured pattern is identical when the
antenna is in either a transmit or a receive mode. If non-
reciprocal materials, such as ferrites and active devices,
are not present in an antenna, its transmitting and re-
ceiving properties are identical.

The radiation fields from a transmitting antenna vary
inversely with distance, while the variation with observa-
tion angles (f, y) depends on the antenna type. A very sim-
ple but basic configuration antenna is the ideal or very short
dipole antenna. Since any linear or curved wire antenna
may be regarded, as being composed of a number of short
dipoles connected in series, the knowledge of this antenna is

useful. So, we will use the fields radiated from an ideal an-
tenna to define and understand the radiation pattern prop-
erties. An ideal dipole positioned symmetrically, at the
origin of the coordinate system and oriented along the z
axis, is shown in Fig. 1. The pattern of electromagnetic
fields, with wavelength l, around a very short wire antenna
of length L5l, carrying a uniform current I0e

jot, is de-
scribed by functions of distance, frequency, and angle. Table
1 summarizes the expressions for the fields from a very
short dipole antenna as [3,4] Ej¼Hr¼Hy¼ 0 for rbl and
L5l. The variables shown in these relations are as follows:
I0¼ amplitude (peak value in time) of current (A), assumed
to be constant along the dipole; L¼ length of dipole (m); o¼
2pf¼ radian frequency, where f is the frequency in Hz; t¼
time (s); b¼ 2p/l¼phase constant (rad/m); y¼ azimuthal
angle (dimensionless); c¼ velocity of light E3� 108 m/s; l¼
wavelength (m); j¼ complex operator¼

ffiffiffiffiffiffiffi
�1
p

; r¼distance
from center of dipole to observation point (m); and e0¼per-
mittivity of free space¼ 8.85 pF/m.

It is to be noted that Ey and Hf are in time phase in the
far field. Thus, electric and magnetic fields in the far field
of the spherical wave from the dipole are related in the
same manner as in a plane traveling wave. Both are also
proportional to sin y; that is, both are maximum when y¼
901 and minimum when y¼ 01 (in the direction of the di-
pole axis). This variation of Ey or Hf with angle can be
presented by a field pattern (shown in Fig. 2), where the
length r of the radius vector is proportional to the value of
the far field (Ey or Hf) in that direction from the dipole.
The pattern in Fig. 2a is the three-dimensional far-field
pattern for the ideal dipole, while the patterns in Figs. 2b
and 2c are two-dimensional and represent cross sections of
the three-dimensional pattern, showing the dependence of
the fields with respect to angles y and f.

All far-field components of a very short dipole are func-
tions of I0, the dipole current; L/l, the dipole length in
terms of wavelengths; 1/r, the distance factor; jej(ot–br), the
phase factor; and sin y, the pattern factor that gives the
variation of the field with angle. In general, the expression
for the field of any antenna will involve these factors.
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Figure 1. Spherical coordinate system for antenna analysis pur-
poses. A very short dipole is shown with its no-zero field compo-
nent directions.
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For longer antennas with complicated current distri-
bution, the field components generally are functions of the
terms defined above, which are grouped and designated as
the element factor and the space factor. The element factor
includes everything except the current distribution along
the source, which is the space factor of the antenna. If, for
example, we consider the case of a finite dipole antenna,
we can produce the field expressions by dividing the an-
tenna into a number of very short dipoles and summing all
the contributions. The element factor is equal to the field
of the very short dipole located at a reference point, while
the space factor is a function of the current distribution
along the source, the latter usually described by an inte-
gral. The total field of the antenna is taken by the product
of the element and space factors. This procedure is known
as pattern multiplication.

A similar procedure is used in array antennas, which
are used when it is necessary to design antennas with di-
rective characteristics. The increased electrical size of an
array antenna due to the use of more than one radiating

elements gives better directivity and special radiation pat-
terns. The total field of an array is determined by the
product of the field of a single element and the array factor
of the array antenna. If we use isotropic radiating ele-
ments, the pattern of the array is simply the pattern of the
array factor. The array factor is a function of the geometry
of the array and the excitation phase. Thus, changing the
number of elements, their geometric arrangement, their
relative magnitudes, their relative phases, and their spac-
ing, we take different patterns. Figure 3 shows some cases
of characteristic patterns of an array antenna with two
isotropic point sources as radiating elements, by using
different values of the above mentioned quantities, which
produce different array factors.

2.2. Common Types of Radiation Patterns

An isotropic source or radiator is an ideal antenna that
radiates uniformly in all directions in space. Although no
practical source has this property, the concept of the iso-

Table 1. Fields of an Ideal or Very Short Dipole

Component General Expression for All regions Far Field Only

Er
I0 Le jðot�brÞ cos y

joe04pr
2jb
r
þ

2

r2

� �
0

Ey �
I0 Le jðot�brÞ sin y

joe04pr
b2
�

jb
r
�

1

r2

� �
jðL=lÞI0e jðot�brÞ sin y

2e0cr

Hf
I0 Le jðot�brÞ sin y

4pr
jbþ

1

r
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jðL=lÞI0e jðot�brÞ sin y
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HPBW= 90°

sin �

x

z

y

(b) (c)

(a)

Figure 2. Radiation field pattern of far field from an
ideal or very short dipole: (a) three-dimensional pat-
tern plot; (b) E-plane radiation pattern polar plot;
(c) H-plane radiation pattern polar plot.
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tropic radiator is very useful and is often used as a refer-
ence for expressing the directive properties of actual an-
tennas. It is worth recalling that the power flux density S
at a distance r from an isotropic radiator is Pt/4pr2, where
Pt is the transmitted power, since all the transmitted pow-
er is evenly distributed on the surface of a spherical wave-
front with radius r. The electric field intensity is
calculated as

ffiffiffiffiffiffiffiffiffiffi
30Pt

p
=r (using the relation from electric

circuits, power¼E2/Z, where Z¼ the characteristic imped-
ance of free space¼ 377O).

On the contrary, a directional antenna is one that ra-
diates or receives electromagnetic waves more effectively
in some directions than in others. An example of an an-
tenna with a directional radiation pattern is that of an
ideal or very short dipole, shown in Fig. 2. It is seen that
this pattern, which resembles a doughnut with no hole, is
nondirectional in the azimuth plane, which is the xy plane
characterized by the set of relations [ f (f), y¼ p/2], and
directional in the elevation plane, which is any orthogonal
plane containing the z axis characterized by [ g(y), f¼
constant]. This type of directional pattern is designated as
an omnidirectional pattern and is defined as one having
an essentially nondirectional pattern in a given plane,
which for this case is the azimuth plane and a directional

pattern in any orthogonal plane, in this case the elevation
plane. The omnidirectional pattern—also known as broad-
cast-type—is used for many broadcast or communications
services where all directions are to be covered equally
well. The horizontal-plane pattern is generally circular,
while the vertical-plane pattern may have some directiv-
ity in order to increase the gain.

Other forms of directional patterns are pencil-beam,
fan-beam, and shaped-beam patterns. The pencil-beam
pattern is a highly directional pattern that is used to ob-
tain maximum gain and when the radiation pattern is to
be concentrated in as narrow an angular sector as possi-
ble. The beamwidths in the two principal planes are es-
sentially equal. The fan-beam pattern is similar to the
pencil-beam pattern except that the beam cross section is
elliptical in shape rather than circular. The beamwidth in
one plane may be considerably broader than the beam-
width in the other plane. As with the pencil-beam pattern,
the fan-beam pattern generally implies a rather substan-
tial amount of gain. The shaped-beam pattern is used
when the pattern in one of the principal planes must pref-
erably have a specified type of coverage. A typical example
is the cosecant type of pattern, which is used to provide a
constant radar return over a range of angles in the

Distance = 0.5� 
Phase = 180°

Distance = 0.5� 
Phase = 90°

Distance = 0.25�
Phase = 180°

Distance = 1.5� 
Phase = 180°

(c)

(d)

(a)

(b)

Figure 3. Three-dimensional graphs of power radiation patterns for an array of two isotropic
elements of the same amplitude and (a) opposite phase, spaced 0.5l apart; (b) phase quadrature,
spaced 0.5l apart; (c) opposite phase, spaced 0.25l apart; and (d) opposite phase, spaced 1.5l, apart.
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vertical plane. The pattern in the other principal plane is
usually a pencil-beam pattern but may sometimes
be a circular pattern as in certain types of beacon anten-
nas. In addition to these pattern types, there are a number
of pattern shapes used for direction finding and other
purposes that do not fall under the categories already
mentioned. These patterns include the well-known
figure-of-eight pattern, the cardioid pattern, split-beam
patterns, and multilobed patterns whose lobes are of
substantially equal amplitude. For those patterns, which
have particularly unusual characteristics, it is generally
necessary to specify the pattern by an actual plot of its
shape or by the mathematical relationship that describes
its shape.

Antennas are often referred to by the type of pattern
they produce. Two terms that usually characterize array
antennas, are broadside and endfire. A broadside antenna
is one for which the mainbeam maximum is in a direction
normal to the plane containing the antenna. An endfire
antenna is one for which the mainbeam is in the plane
containing the antenna. For example, the short dipole an-
tenna is a broadside antenna. Figure 4 shows the two
cases of broadside and endfire radiation patterns, which
are produced from a linear uniform array of isotropic
sources of 0.5 wavelength spacing, between adjacent ele-
ments. The type of radiation pattern is controlled by the
choice of phase shift angle between the elements. Zero
phase shift produces a broadside pattern and 1801 phase
shift leads to an endfire pattern, while intermediate
values produce radiation patterns with the mainlobes
between these two cases.

2.3. Characteristics of Simple Patterns

For a linearly polarized antenna, as a very short dipole
antenna, performance is often described in terms of two
patterns (Figs. 2b and 2c). Any plane containing the z-axis
has the same radiation pattern since there is no variation
in the fields with angle f (Fig. 2b). A pattern taken in one
of these planes is called an E-plane pattern because it is
parallel to the electric field vector E and passes through
the antenna in the direction of the beam maximum. A

pattern taken in a plane orthogonal to an E plane and
cutting through the short dipole antenna, the xy plane in
this case, is called an H-plane pattern because it contains
the magnetic field H and also passes through the antenna
in the direction of the beam maximum (Fig. 2c). The
E- and H-plane patterns, in general, are referred to as
the principal-plane patterns. The pattern plots in Figs. 2b
and 2c are called polar patterns or polar diagrams. For
most types of antennas it is a usual practice to orient them
so that at least one of the principal-plane patterns coin-
cides with one of the geometric principal planes. This is
illustrated in Fig. 5, where the principal planes of a mi-
crostrip antenna are plotted. The xy plane (azimuthal
plane, y¼ p/2) is the principal E plane, and the xz plane
(elevation plane, f¼0) is the principal H plane.

A typical antenna power pattern is shown in Fig. 6. In
Fig. 6a depicts a polar plot in linear scale; Fig. 6b shows
the same pattern in rectangular coordinates in decibels.
As can be seen, the radiation pattern of the antenna con-
sists of various parts, which are known as lobes. The
mainlobe (or mainbeam or major lobe) is defined as the
lobe containing the direction of maximum radiation. In
Fig. 6a the mainlobe is pointing in the y¼0 direction. In
some antennas there may exist more than one major lobe.
A minor lobe is any lobe except the mainlobe. Minor lobes
are composed of sidelobes and backlobes. The term side-
lobe is sometimes reserved for those minor lobes near the
mainlobe but is most often taken to be synonymous with
minor lobe. A backlobe is a radiation lobe in, approximate-
ly, the opposite direction to the mainlobe. Minor lobes
usually represent radiation in undesired directions, and
they should be minimized. Sidelobes are normally the
largest of the minor lobes. The level of side or minor lobes
is usually expressed as a ratio of the power density in the
lobe in question to that of the mainlobe. This ratio is often
termed the sidelobe ratio or sidelobe level, and desired
values depend on the antenna application.

For antennas with simple shape patterns, the half-
power beamwidth and sidelobe level in the two principal
planes specify the important characteristics of the

(a) (b)

Figure 4. Polar plots of a linear uniform amplitude array of five
isotropic sources with 0.5l spacing between the sources: (a) broad-
side radiation pattern (01 phase shift between successive ele-
ments); (b) endfire radiation pattern (1801 phase shift).

E − plane

H − plane

x z

y

Figure 5. The principal plane patterns of a microstrip antenna:
(a) the xy plane or E-plane (azimuth plane, y¼p/2) and (b) the xz

plane or H plane (elevation plane, f¼0).
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patterns. The half-power beamwidth (HPBW) is defined in
a plane containing the major maximum beam, as the
angular width within which the radiation intensity is
one-half the maximum value of the beam. The beamwidth
between first nulls (BWFN) or beamwidths 10 or 20 dB
below the pattern maximum are also sometimes used.
Both of them are shown in Fig. 6. However, the term
beamwidth by itself is usually reserved to describe the
3-dB beamwidth. The beamwidth of the antenna is a very
important figure of merit in the overall design of an
antenna application. As the beamwidth of the radiation
pattern increases, the sidelobe level decreases, and vice
versa. So there is a tradeoff between sidelobe ratio and
beamwidth of a pattern.

The beamwidth of the antenna is also used to describe
the resolution capabilities of the antenna to distinguish
between two adjacent radiating sources or radar targets.
The most common resolution criterion states that the res-
olution capability of an antenna to distinguish between
two sources is equal to half the first null beamwidth,
which is generally used to approximate the half-power
beamwidth. This means that two sources separated by
angular distances equal to or greater than the HPBW of
an antenna, with a uniform distribution, can be resolved.
If the separation is smaller, then the antenna will tend to
smooth the angular separation distance.

2.4. Field Regions of an Antenna

For convenience, the space surrounding a transmitting
antenna is divided into several regions, although, obvi-
ously, the boundaries of the regions cannot be sharply de-
fined. The names given to the various regions denote some
pertinent prominent property of each region.

In free space there are mainly two regions surrounding
a transmitting antenna: the near-field region and the far-
field region. The near-field region can be subdivided into
two regions, the reactive near field and the radiating near
field.

The first and innermost region, which is immediately
adjacent to the antenna, is called the reactive or induction
near-field region. Of all the regions, it is the smallest in
coverage and derives its name from the reactive field,
which lies close to every current-carrying conductor. In
this region the reactive field, which decreases with either
the square or the cube of the distance, dominates over all
radiated fields, the components of which decrease with the
first power of distance. For most antennas, the outer
boundary of this region is taken to extend to a distance
ro0:62

ffiffiffiffiffiffiffiffiffiffiffi
D3=l

p
from the antenna as long as Dbl, where D

is the largest dimension of the antenna and l is the wave-
length [3]. For the case of an ideal or very short dipole, for
which D¼Dz5l, this distance is approximately one-sixth
of a wavelength (l/2p). At this distance from the very short
dipole the reactive and radiation field components are in-
dividually equal in magnitude.

Between the reactive near-field and far-field regions
lies the radiating near-field region, where the radiation
fields dominate but the angular field distribution still
depends on the distance from the antenna. For an anten-
na focused at infinity, which means that the rays at a
long distance from the transmitting antenna are parallel,
the radiating near-field region is sometimes referred to
as the Fresnel region, a term taken from the fields of op-
tics. The boundaries of this region are taken to be between
the end of the reactive near-field region, 0:62

ffiffiffiffiffiffiffiffiffiffiffi
D3=l

p
,

and the starting distance of the far-field region, ro2D2/l
[3].

The outer boundary of the near-field region lies where
the reactive field intensity becomes negligible with respect
to the radiation field intensity. This occurs at distances of
either a few wavelengths or a few times the major dimen-
sion of the antenna, whichever is larger. The far-field or
radiation region begins at the outer boundary of the near-
field region and extends outward indefinitely into free

Minor or side  
lobes

0 dB

−3 dB

−10  dB

Main lobe

(a)

(b)

Figure 6. Antenna power patterns: (a) a typical polar plot in
linear scale; (b) a plot in rectangular coordinates in decibel (log-
arithmic) scale. The associated lobes and beamwidths are also
shown.
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space. In this region the angular field distribution of the
field of the antenna is essentially independent of the
distance from the antenna. For example, for the case
of a very short dipole, the sin y pattern dependence is
valid anywhere in this region. The far-field region is
commonly taken to exist at distances r42D2/l from the
antenna, and for an antenna focused at infinity it is
sometimes referred to as the Fraunhofer region. All three
regions surrounding an antenna and their boundaries are
illustrated in Fig. 7.

3. ANTENNA PERFORMANCE MEASURES

3.1. Poynting Vector and Radiation Power Density

In an electromagnetic wave, electric and magnetic ener-
gies are stored in equal amounts in the electric and
magnetic fields, which together constitute the wave. The
power flow is found by making use of the Poynting vector
S, defined as

S¼E�H ð1Þ

where E(V/m) and H(A/m) are the field vectors. Since
the Poynting vector represents a surface power density
(W/m2), the integral of its normal component over a
closed surface always gives the total power through the
surface

IZ

A

S .dA¼P ð2Þ

where P is the total power (W) flowing out of closed surface
A and dA¼ n̂ndA, where n̂n is the unit vector normal to the
surface. The Poynting vector S and the power P in the
relations above are instantaneous values.

Normally, it is the time-averaged Poynting vector Sav,
which represents the average power density, that is of

practical interest, and is given by

Sav¼
1

2
Reð

.
E�

.
H
�
Þ ðW=m2Þ ð3Þ

where the term Re stands for the real part of the complex
number and the asterisk � denotes the complex conjugate.
Note that

.
E and

.
H in Eq. (3) are respectively the expres-

sions for the electric and magnetic fields written as com-
plex numbers to include the change with time. Thus, for a
plane wave traveling in the positive z direction with elec-
tric and magnetic field components in x and y directions,
respectively, the electric field is E¼ x̂xEx0ejot, while in
Eq. (1) it is E¼ x̂xEx0. The 1

2 factor appears because the
fields represent peak values and should be omitted for
RMS (root-mean-square) values.

The average power Pav flowing outward through a
closed surface can now be obtained by integrating
Eq. (3):

Pav¼

IZ

A

Re
.
S .dA¼

1

2

IZ

A

Reð
.
E�

.
H
�
Þ .dA¼Prad ðWÞ ð4Þ

Consider the case where the electromagnetic wave is ra-
diated by an antenna. If the closed surface is taken around
the antenna within the far-field region, then this integra-
tion results in the average power radiated by the antenna.
This is called radiation power Prad, while Eq. (3) repre-
sents the radiation power density Sav of the antenna.
The imaginary part of Eq. (3) represents the reactive
power density stored in the near field of an antenna. Since
the electromagnetic fields of an antenna in its far-field re-
gion are predominately real, Eq. (3) suffices for our
purposes.

The average power density radiated by the antenna as
a function of direction, taken on a large sphere of constant
radius in the far-field region, results in the power pattern

2D2/�

Radiating  
region

Near field region Far field region

Reactive 
region

0.62

D

D 3/�

Figure 7. Field regions of an antenna and some
commonly used boundaries.

ANTENNA RADIATION PATTERNS 231



of the antenna. As an example, for an isotropic radiator,
the total radiation power is given by

Prad¼

ZZ

A

Si .dA¼

Z 2p

0

Z p

0
½r̂rSiðrÞ� . ½r̂rr2 sin y dydf�

¼ 4pr2Si

ð5Þ

where, because of symmetry, the Poynting vector
Si¼ r̂rSiðrÞ is taken independent of the spherical coordi-
nate angles y and f, having only a radial component.

From Eq. (5) the power density can be found:

Si¼ r̂rSi¼ r̂r
Prad

4pr2

� �
ðW=m2Þ ð6Þ

This result can also be reached if we assume that the ra-
diated power expands radially in all directions with the
same velocity and is evenly distributed on the surface of a
spherical wavefront of radius r.

As we will see later, an electromagnetic wave may have
an electric field consisting of two orthogonal linear com-
ponents of different amplitudes, Ex0 and Ey0, respectively,
and a phase angle between of them d. Thus, the total elec-
tric field vector, called an elliptically polarized vector,
becomes

.
E¼ x̂x

.
Exþ ŷy

.
Ey¼ x̂xEx0e jðot�bzÞ þ ŷyEy0eð jðot�bzþ dÞ ð7Þ

which at z¼0 becomes
.
E¼ x̂x

.
Exþ ŷy

.
Ey¼ x̂xEx0e jotþ ŷyEy0e jðotþ dÞ ð8Þ

So
.
E is a complex vector (phasor vector) that is resolvable

into two components x̂x
.

Ex and ŷy
.

Ey. The total
.

H field vector
associated with

.
E at z¼ 0 is then

.
H¼ ŷy

.
Hy � x̂x

.
Hx¼ ŷyHy0e jðot�zÞ � x̂xHx0e jðotþ d�zÞ ð9Þ

where z is the phase lag of
.

Hy with respect to
.

Ex. From Eq.
(9) the complex conjugate magnetic field can be found
changing only the sign of exponents.

Now the average Poynting vector can be calculated us-
ing the fields defined above:

Sav¼
1

2
Re½ðx̂x� ŷyÞ

.
Ex

.
H
�

y � ðŷy� x̂xÞ
.

Ey

.
H
�

x�

¼
1

2
ẑzReð

.
Ex

.
H
�

y þ
.

Ey

.
H
�

xÞ

¼
1

2
ẑzReðEx0Hx0þEy0Hy0Þ cos z

ð10Þ

It should be noted that Sav is independent of d, the phase
angle between the electric field components.

In a lossless medium, z¼ 0, because electric and mag-
netic fields are in time phase and Ex0/Hx0¼Ey0/Hy0¼ Z,
where Z, is the intrinsic impedance of the medium that is

real. If E¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2

x0þE2
y0

q
and H¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2

x0þH2
y0

q
are the am-

plitudes of the total E and H fields, respectively, then

Sav¼
1

2
ẑz

E2
x0þE2

y0

Z
¼

1

2
ẑz

E2

Z

¼
1

2
ẑzðH2

x0þH2
y0ÞZ¼

1

2
ẑzH2Z

ð11Þ

These expressions are the most general form of radiation
power density of an elliptically polarized wave or of an el-
liptically polarized antenna, respectively, and hold for all
cases, including the linear and circular polarization cases,
which will introduce later on.

3.2. Radiation Intensity

Radiation intensity is a far-field parameter, in terms
of which any antenna radiation power pattern can be de-
termined. Thus, the antenna power pattern, as a function
of angle, can be expressed in terms of its radiation
intensity as [3]:

Uðy;fÞ¼Savr2

¼
r2

2Z
jEðr; y;fÞj2

¼
r2

2Z
jEyðr; y;fÞj2þ jEfðr; y;fÞj2
� �

�
1

2Z
jEyðy;fÞj2þ jEfðy;fÞj2
� �

ð12Þ

where

U(y, f)¼ radiation intensity (W/unit solid angle)
Sav ¼ radiation density or radial component of Poyn-

ting vector (W/m2)
E(r, y, f) ¼ total transverse electric field (V/m)
H(r, y, f)¼ total transverse magnetic field (A/m)

r¼distance from antenna to point of measure-
ment (m)

Z ¼ intrinsic impedance of medium (O per square)

In Eq. (12) the electric and magnetic field are expressed in
terms of spherical coordinates.

What makes radiation intensity important is that it is
independent of distance. This is because in the far field the
Poynting vector is entirely radial, which means that the
fields are entirely transverse and E and H vary as 1/r.

Since the radiation intensity is a function of angle, it
can also be defined as the power radiated from an antenna
per unit solid angle. The measure of a solid angle is the
steradian. One steradian is described as the solid angle
with its vertex at the center of a sphere that has radius r,
which is subtended by a spherical surface area equivalent
to that of a square of size r2. But the area of a sphere of
radius r is given by A¼ 4pr2, so in a closed sphere there
are 4pr2/r2

¼ 4p sr. For a sphere of radius r, an infinites-
imal area dA on its surface can be written as

dA¼ r2 sin ydydf ðm2Þ ð13Þ

and therefore the element of solid angle dO of a sphere is
given by

dO¼
dA

r2
¼ sin ydydf ðsrÞ ð14Þ

Thus, the total power can be obtained by integrating the
radiation intensity, as given by Eq. (12), over the entire
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solid angle of 4p, as

Prad¼

IZ

O
Uðy;fÞdO¼

Z 2p

0

Z p

0
Uðy;fÞ sin ydydf ð15Þ

As an example, for the isotropic radiator ideal antenna,
the radiation intensity U(y,f) will be independent of the
angles y and f and the total radiated power will be

Prad¼

IZ

O
UidO¼Ui

Z 2p

0

Z p

0

sin ydydf

¼Ui

IZ

O
dO¼ 4pUi

ð16Þ

or Ui¼Prad/4p, which is the power density of Eq. (6) mul-
tiplied by r2.

Dividing U(y,f) by its maximum value Umax(y,f), we
obtain the normalized antenna power pattern:

Unðy;fÞ¼
Uðy;fÞ

Umaxðy;fÞ
ðdimensionlessÞ ð17Þ

A term associated with the normalized power pattern is
the beam solid angle. The beam solid angle OA is defined
as the angle through which all the power from a radiating
antenna would flow if the power per unit solid angle were
constant over this angle and equal to its maximum value
(Fig. 8). This means that, for typical patterns, the solid
beam angle is approximately equal to the half-power beam
width (HPBW):

OA¼

Z 2p

0

Z p

0

Unðy;fÞ sin ydydf¼
IZ

4p
Unðy;fÞdO ðsrÞ

ð18Þ

If the integration is done over the mainlobe, the mainlobe
solid angle, OM, is defined, and the difference of OA�OM

gives the minor-lobe solid angle. These definitions hold for
patterns with clearly defined lobes. The beam efficiency
(BE) of an antenna is defined as the ratio of OM/OA and is a
measure of the amount of power in the major lobe com-
pared to the total power. A high beam efficiency means
that most of the power is concentrated in the major lobe
and that minor lobes are minimized.

3.3. Directivity and Gain

A very important antenna parameter that indicates how
well an antenna concentrates power into a limited solid
angle is its directivity D. The directivity of an antenna is
defined as the ratio of the maximum radiation intensity to
the radiation intensity averaged over all directions. The
average radiation intensity is calculated by dividing the
total power radiated by 4p sr. Hence

D¼
Umaxðy;fÞ

Uav
¼

Umaxðy;fÞ
Ui

¼
Umaxðy;fÞ
Prad=4p

¼
4pUmaxðy;fÞ

Prad
ðdimensionlessÞ

ð19Þ

since from Eq. (16), Prad/4p¼Ui. So, alternatively, the di-
rectivity of an antenna can be defined as the ratio of its
radiation intensity in a given direction, which usually is
taken to be the direction of maximum radiation intensity,
divided by the radiation intensity of an isotropic source
with the same total radiation intensity. Equation (19) can
also be written

D¼
Umaxðy;fÞ
Prad=4p

¼
4pUmaxðy;fÞIZ

4p
Uðy;fÞdO

¼
4pIZ

4p
Uðy;fÞ=Umaxðy;fÞdO

¼
4pIZ

4p
Unðy;fÞdO

¼
4p
OA

ð20Þ

Thus, the directivity of an antenna is equal to the solid
angle of a sphere, which is 4p sr, divided by the antenna
beam solid angle OA. We can say that by this relation the
value of directivity is derived from the antenna pattern. It
is obvious from this relation that the smaller the beam
solid angle, the larger the directivity, or stated in a differ-
ent way, an antenna that concentrates its power in a nar-
row mainlobe has a great value of directivity.

Obviously, the directivity of an isotropic antenna is
unity. By definition, an isotropic source radiates equally
in all directions. If we use Eq. (20), then OA¼ 4p since
Un(y, f)¼ 1. This is the smallest directivity value that one
can attain. However, if we consider the directivity in a
specified direction, for example, D(y,f) its value can be
smaller than unity. As an example, let us calculate the

Half-power 
Beamwidth

(HPBW)

Figure 8. Power pattern and beam solid angle of an antenna.
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directivity of the very short dipole antenna. We can
calculate its normalized radiated power using the electric
or the magnetic field components, given in Table 1. Using
the electric field Ey for far-field region, from Eq. (12), we
have

Unðy;fÞ¼
Uðy;fÞ

Umaxðy;fÞ
¼

E2
yðy;fÞ

½E2
yðy;fÞ�max

¼ sin2 y ð21Þ

and

D¼
4pIZ

4p
Unðy;fÞdO

¼
4p

Z 2p

0

Z p

0
sin3 ydydf

¼
3

2
¼ 1:5

ð22Þ

Alternatively, we can work using power densities instead
of power intensities. The power flowing in a particular
direction can be calculated using Eq. (3) and using the
electric and magnetic far-field components given in
Table 1:

Sav¼
Z
2

I0Lb
4pr

� �2

sin2 y ðW=m2Þ ð23Þ

By integrating over all angles the total power flowing out-
ward is given by

PT ¼
Z

12p
ðI0LbÞ2 ðWÞ ð24Þ

The directivity of a very short dipole antenna can be found
from the ratio of the maximum power density to the av-
erage power density. For the very short dipole antenna,
the maximum power density is in the y¼901 direction
(Fig. 2) and the average power density is found by aver-
aging the total power PT from Eq. (24) over a sphere of
surface area 4pr2:

D¼
Sav

PT=4pr2
¼
ðZ=2ÞðI0Lb=4prÞ2

ðZ=12pÞðI0LbÞ2=4pr2
¼

3

2
ð25Þ

Thus, the directivity of a very short dipole is 1.5, which
means that the maximum radiation intensity is 1.5 times
the power of the isotropic radiator. This is often expressed
in decibels, such that

D¼ 10 log10ðdÞ dB¼ 10 log10ð1:5Þ¼ 1:76 dB ð26Þ

Here, we use small (lowercase) letters to indicate absolute
value and capital (uppercase) letters for the logarithmic
value of the directivity, which is a common symbolism in
the field of antennas and propagation.

In some cases it is convenient to use simpler expres-
sions for directivity estimation instead of the exact ones.
For antennas characterized by a radiation pattern con-
sisting of one narrow mainlobe and negligible minor
lobes, the beam solid angle can be approximated by the
product of the half-power beamwidths in two perpendi-
cular planes, and the directivity can be given by the
expression

D¼
4p
OA
�

4p
Y1rY2r

¼
41;253

Y1dY2d
ð27Þ

where Y1r, Y2r and Y1d, Y2d are the half-power beam-
widths in two perpendicular planes in radians and de-
grees, respectively.

The gain of an antenna is another basic property in the
total characterization of an antenna. Gain is closely asso-
ciated with directivity, which is dependent on the radia-
tion patterns of an antenna. The gain is commonly defined
as the ratio of the maximum radiation intensity in a given
direction to the maximum radiation intensity produced in
the same direction from a reference antenna with the same
power input. Any convenient type of antenna may be tak-
en as a reference antenna. Often the type of the reference
antenna is dictated by the application area, but the most
commonly used one is the isotropic radiator, the hypothet-
ical lossless antenna with uniform radiation intensity in
all directions. So

G¼
Umaxðy;fÞ

Ui
¼

Umaxðy;fÞ
Pin=4p

ðdimensionlessÞ ð28Þ

where the radiation intensity of the reference antenna of
isotropic radiator is equal to the power in the input Pin of
the antenna divided by 4p.

Real antennas are not lossless, which means that if
they accept an input power Pin, the radiated power Prad

generally will less be than Pin. The antenna efficiency k is
defined as the ratio of these two powers

k¼
Prad

Pin
¼

Rr

RrþRloss
ðdimesionlessÞ ð29Þ

where Rr is the radiation resistance of the antenna. Rr is
defined as an equivalent resistance in which the same
current flowing at the antenna terminals will produce
power equal to that produced by the antenna. Rloss is
the loss resistance that comes from any heat loss due to the
finite conductivity of the materials used to construct the
antenna or due to losses associated by the dielectric struc-
ture of the antenna. So, for a real antenna with losses, its
radiation intensity at a given direction U(y,f) will be

Uðy;fÞ¼ kU0ðy;fÞ ð30Þ

where U0(y, f) is the radiation intensity of the same an-
tenna with no losses.

Substituting Eq. (30) into (28) yields the definition of
gain in terms of the antenna directivity:

G¼
Umaxðy;fÞ

Ui
¼

kUmaxðy;fÞ
Ui

¼ kD ð31Þ

Thus, the gain of an antenna over a lossless isotropic
radiator equals its directivity if the antenna efficiency is
k¼ 1 and is less than the directivity if ko1.

The values of gain may lie between zero and infinity,
while for directivity the values range between unity and
infinity. However, while directivity can be computed from
either theoretical considerations or from measured radia-
tion patterns, the gain of an antenna is almost always
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determined by a direct comparison of measurement
against a reference, usually the standard gain antenna.

Gain is also expressed in decibels

G¼ 10 log10ðgÞ dB ð32Þ

where, as in Eq. (26), small and capital letters denote ab-
solute and logarithmic values, respectively. The reference
antenna used is sometimes declared as subscript; for ex-
ample, dBi means decibels over isotropic.

4. POLARIZATION

4.1. Wave and Antenna Polarization

Polarization refers to the physical orientation of the radi-
ated waves in space. It is known that the direction of os-
cillation of an electric field is always perpendicular to the
direction of propagation. An electromagnetic wave whose
electric field oscillation occurs only within a plane con-
taining the direction of propagation is called linearly po-
larized or plane-polarized. This is because the locus of
oscillation of the electric field vector within a plane per-
pendicular to the direction of propagation forms a straight
line. On the other hand, when the locus of the tip of an
electric field vector forms an ellipse or a circle, the elec-
tromagnetic wave is called an elliptically polarized or cir-
cularly polarized wave.

The decision to label polarization orientation according
to the electric intensity is not as arbitrary as it seems; as a
result, the direction of polarization is the same as the di-
rection of the antenna. Thus, vertical antennas radiate
vertically polarized waves and, similarly, horizontal an-
tennas radiate waves whose polarization is horizontal. For
some time there has been a tendency to transfer the label
to the antenna itself. Thus people often refer to antennas
as ‘‘vertically’’ or ‘‘horizontally polarized’’, whereas it is
actually only their radiations that are so polarized.

It is a characteristic of antennas that the radiation they
emit is polarized. These polarized waves are deterministic,
which means that the field quantities are definite func-
tions of time and position. On the other hand, other forms
of radiation, for example, light emitted by incoherent
sources such as the sun or light globes, have a random
arrangement of field vectors and is said to be randomly
polarized or unpolarized. In this case the field quantities
are completely random and the components of the electric
field are uncorrelated. In many situations the waves
may be partially polarized. In fact, this case can be seen
as the most general situation of wave polarization; a wave
is partially polarized when it may be considered to consist
of two parts, one completely polarized and the other com-
pletely unpolarized. Since we are interested mainly in
waves radiated from antennas, we consider only polarized
waves.

4.2. Linear, Circular, and Elliptical Polarization

Consider a plane wave traveling in the positive z direction,
with the electric field at all times in the x direction as
shown in Fig. 9a. This wave is said to be linearly polarized
(in the x direction) and its electric field as a function of

time and position can be described by

Ex¼Ex0 sinðot� bzÞ ð33Þ

In general, the electric field of a wave traveling in the z
direction may have both an x and a y component, as shown
in Figs. 9b and 9c. If the two components Ex and Ey are of
equal amplitude, the total electric field at a fixed value of z
rotates as a function of time with the tip of the vector
forming a circular trace and the wave is said to be circular
polarized (Fig. 9b).

Generally, the wave consists of two electric field compo-
nents, Ex and Ey, of different amplitude ratios and relative
phases. Obviously, there are magnetic fields (not shown in
the Fig. 9, to avoid confusion) with amplitudes proportion-
al to and in phase with Ex and Ey, but orthogonal to the
corresponding electric field vectors. In this general situa-
tion, at a fixed value of z the resultant electric vector ro-
tates as a function of time, where the tip of the vector
describes an ellipse, called the polarization ellipse, and the
wave is said to be elliptically polarized (Fig. 9c). The po-
larization ellipse may have any orientation that is deter-
mined by its tilt angle, as suggested in Fig. 10, and the
ratio of the major to minor axes of the polarization ellipse
is called the axial ratio (AR). Since the two cases of linear
and circular polarization can be seen as two particular
cases of elliptical polarization, we will analyze the latter
one. Thus, for a wave traveling in the positive z direction,
the electric field components in the x and y directions are

Ex¼Ex0 sinðot� bzÞ ð34Þ

Ey¼Ey0 sinðot� bzþ dÞ ð35Þ

where Ex0 and Ey0 are the amplitudes in x and y directions,
respectively, and d is the time–phase angle between them.
The total instantaneous vector field E is

E¼ x̂xEx0 sinðot� bzÞþ ŷyEy0 sinðot� bzþ dÞ ð36Þ

At z¼ 0, Ex¼Ex0 sinot and Ey¼Ey0 sin(otþ d). The ex-
pansion of Ey gives

Ey¼E2ðsin ot cos dþ cos ot sin dÞ ð37Þ

x

z

Ex

Ey

y

x

y z

Ex

x

z

Ex

y

Ey

(a) (b) (c)

Figure 9. Polarization of a wave: (a) linear; (b) circular; (c) el-
liptical.
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Using the relation for Ex, we take sinot¼Ex/E1 and

cos ot¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðEx=E1Þ

2
q

, while the introduction of these terms

in Eq. (37) eliminates ot, giving the following relation, af-
ter rearranging:

E2
x

E2
1

�
2ExEy cos d

E1E2
þ

E2
y

E2
2

¼ sin2 d ð38Þ

If we represent this with

a¼
1

E2
1 sin2 d

b¼
2 cos d

E1E2 sin2 d
c¼

1

E2
2 sin2 d

Eq. (38) takes the form

aE2
x � bExEyþ cE2

y ¼ 1 ð39Þ

which is the equation of an ellipse, the polarization ellipse,
shown in Fig. 10. The line segment OA is the semi–major
axis, and the line segment OB is the semi–minor axis. The
tilt angle of the ellipse is t. The axial ratio is

AR¼
OA

OB
ð1 � AR � 1Þ ð40Þ

From this general case, the cases of linear and circular
polarization can be found. Thus, if there is only Ex(Ey0¼

0), the wave is linearly polarized in the x direction and if
there is only Ey(Ex0¼ 0), the wave is linearly polarized in
the y direction. When both Ex and Ey exist, for linear po-
larization they must be in phase or inverse to each other.
In general, the necessary condition for linear polarization
is that the time–phase difference between the two compo-
nents must be a multiple of p. If d¼ 0, p, 2p; . . . and Ex0¼

Ey0, the wave is linearly polarized but in a plane at an
angle of 7p/4 with respect to the x axis (t¼7p/4). If the
relation of amplitudes of Ex0 and Ey0 is different, then the
tilt angle will be related to Ey0 /Ex0 ratio value.

If Ex0¼Ey0 and d¼7p/2, the wave is circularly polar-
ized. Generally, circular polarization can be achieved only

when the magnitudes of the two components are the same
and the time–phase angle between them is an odd multi-
ple of p/2.

Consider the case that d¼ p/2. Taking z¼ 0, from Eqs.
(34)–(36) at t¼ 0, it is E¼ ŷyEy0, while one-quarter cycle
later, at ot¼p/2, it becomes E¼ x̂xEx0. Thus, at a fixed
position (z¼ 0) the electric field vector rotates as a func-
tion of time tracing a circle. The sense of rotation, also
referred to as the sense of polarization, can be defined by
the sense of rotation of the wave as it is observed toward or
along the direction of propagation. Thus the above men-
tioned wave rotates clockwise if it is observed toward the
direction of travel (viewing the wave approaching) or
counterclockwise observing the wave from the direction
of its source (viewing the wave moving away). Thus,
unless the wave direction is specified, there is a possibil-
ity of ambiguity. The most generally accepted notation is
that of the IEEE, by which the sense of rotation is always
determined observing the field rotation as the wave is
viewed as it travels away from the observer. If the rotation
is clockwise, the wave is right-handed or clockwise circu-
larly polarized (RH or CW). If the rotation is counterclock-
wise, the wave is left-handed or counterclockwise
circularly polarized (LH or CCW). Yet, an alternate way
to define the polarization is with the aid of helical-beam
antennas. A right-handed helical-beam antenna radiates
(or receives) right-handed regardless of the position from
which it is viewed while a left-handed one at the opposite
direction.

Although linear and circular polarizations can be
seen as special cases of elliptical, usually, in practice,
elliptical polarization refers to other than linear or circu-
lar. A wave is characterized as elliptically polarized if
the tip of its electric vector forms an ellipse. For a wave to
be elliptically polarized, its electric field must have
two orthogonal linearly polarized components, Ex0 and
Ey0, but different magnitudes. If the two components
are not of the same magnitude, the time–phase angle be-
tween them must not be 0 or multiples of p, while in the
case of equal magnitude, the angle must not be an odd
multiple of p/2. Thus, a wave that is not linearly or
circular polarized is elliptically polarized. The sense of
its rotation is determined according to the same rule as for
the circular polarization. So, a wave is right-handed or
clockwise elliptically polarized (RH or CW) if the rotation
of its electric field is clockwise and it is left-handed or
counterclockwise elliptically polarized (LH or CCW) if
the electric field vector rotates counterclockwise. In addi-
tion to the sense of rotation, elliptically polarized waves
are characterized by their axial ratio AR and their tilt
angle t. The tilt angle is used to identify the spatial
orientation of the ellipse and can be measured counter-
clockwise or clockwise from the reference direction
(Fig. 10). If the electric field of an elliptically polarized
wave has two components of different magnitude with a
time–phase angle between them that is an odd multiple of
p/2, the polarization ellipse will not be tilted. Its position
will be aligned with the principal axes of the field compo-
nents, so that the major axis of the ellipse will be aligned
with the axis of the larger field component and the minor
axis, with the smaller one.

y

z

OA
OB

Minor axis

Major axis

Ex0          x

Ey0

�

Figure 10. Polarization ellipse at z¼0 of an elliptically polarized
electromagnetic wave.
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4.3. The Poincaré Sphere and Antenna Polarization
Characteristics

The polarization of a wave can be represented and visu-
alized with the aid of a Poincaré sphere. The polarization
state is described by a point on this sphere where the
longitude and latitude of the point are related to param-
eters of the polarization ellipse. Each point represents a
unique polarization state. On the Poincaré sphere the
north pole represents left circular polarization while the
south pole, right circular polarization, and the points
along the equator linear polarization of different tilt an-
gles. All other points on the sphere represent elliptical
polarization states. One octant of the Poincaré sphere with
polarization states is shown in Fig. 11a, while the full
range of polarization states is shown in Fig. 11b, which
presents a rectangular projection of the Poincaré sphere.

The polarization state described by a point on the Poin-
caré sphere can be expressed in terms of

1. The longitude and latitude of the point, which are
related to the parameters of the polarization ellipse

by the relations

LðlongitudeÞ¼ 2t and lðlatitudeÞ¼ 2e

where t¼ tilt angle with values between 0rtrp and
e¼ cot�1 (8 AR) with values between � p/4rerþ
p/4. The axial ratio (AR) is negative and positive for
right- and left-handed forms of polarization, respec-
tively.

2. The angle subtended by the great circle drawn from
a reference point on the equator and the angle be-
tween the great circle and the equator:

Great-circle angle¼2g and equator
� great-circle angle¼ d

with g¼ tan� 1(Ey0/Ex0) with 0rgrp/2 and d¼ time–
phase difference between the components of electric
field (� prdrþ p).

All these quantities, t, e, g and d, are interrelated by trig-
onometric formulas [5], and the knowing of (t,e) can deter-
mine the (g,d) and vice versa. As a result, the polarization
state can be described by either of the two these sets of
angles. The geometric relation between these angles is
shown in Fig. 12.

The polarization state of an antenna is defined as the
polarization state of the wave radiated by the antenna
when it is transmitting. It is characterized by the axial
ratio AR, the sense of rotation and the tilt angle, which
identifies the spatial orientation of the ellipse. However,
care is needed in the characterization of the polarization of
a receiving antenna. If the receiving antenna has a polar-
ization that is different from that of the incident wave, a
polarization mismatch occurs. In this case the amount of
power extracted by the receiving antenna from the inci-
dent wave will be lower than the expected value because of
the polarization loss. A figure of merit that can be used as
a measure of polarization mismatch is the polarization
loss factor (PLF), defined as the cosine raised by a power of
2 relative to the angle between the polarization states of
the antenna in its transmitting mode and the incoming
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Figure 11. Polarization states of an electromagnetic wave with
the aid of Poincaré sphere: (a) one octant of Poincaré sphere with
polarization states; (b) the full range of polarization states in
rectangular projection.
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Figure 12. One octant of Poincaré sphere showing the relations
of angles t, e, g, and d that the can be used to describe a polariza-
tion state.
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wave. Alternatively, another quantity that can be used to
describe the relation between the polarization character-
istics of an antenna and an incoming wave is the polar-
ization efficiency, also known as loss factor or polarization
mismatch. It is defined as the ratio of the power received
by an antenna from a given plane wave of arbitrary po-
larization to the power that would be received by the same
antenna from a plane wave of the same power flux density
and direction of propagation, whose state of polarization
has been adjusted for a maximum received power.

In general, an antenna is designed for a specific polar-
ization. This is the desired polarization and is called copo-
larization or normal polarization, while the undesired
polarization, usually taken in the direction orthogonal to
the desired one, is known as cross-polarization or opposite
polarization. The latter can be due to a change of polariza-
tion characteristics, known as polarization rotation, during
the propagation of waves. In general, an actual antenna
does not completely discriminate against a cross-polarized
wave because of engineering and structural restrictions.
The directivity pattern obtained over the entire direction
on a representative plane for cross-polarization with re-
spect to the maximum directivity for the normal polariza-
tion, called antenna cross-polarization discrimination, is an
important factor in determining the antenna performance.

The polarization pattern gives the polarization charac-
teristics of an antenna and is the spatial distribution of
the polarization of its electric field vector radiated by the
antenna taken over its radiation sphere. The description
of the polarizations is done by specifying reference lines,
which are used to measure the tilt angles of polarization
ellipses or the directions of polarization for the case of lin-
ear polarizations.

5. EVALUATION OF ANTENNA PATTERN AND
DIRECTIVITY (GENERAL CASE)

5.1. Derivation of Electromagnetic Fields

As already pointed out, the radiation pattern of an anten-
na is generally its most basic property and it is usually the
first requirement to be specified. Of course, the patterns of
an antenna can be measured in the transmitting or re-
ceiving mode, selecting in most cases the receiving mode if
the antenna is reciprocal. But to find the radiation pat-
terns analytically, we have to evaluate the fields radiated
from the antenna. In radiation problems, the case where
the sources are known and the fields radiated from these
sources are required is characterized as an analysis prob-
lem. It is a very common practice during the analysis pro-
cess to introduce auxiliary functions that will aid in the
solution of the problem. These functions are known as
vector potentials, and for radiation problems the most
widely used ones are the magnetic vector potential A and
the electric vector potential F. Although it is possible to
calculate the electromagnetic fields E and H directly from
the source current densities, it is simpler to first calculate
the electric current J and magnetic current M and then
evaluate the electromagnetic fields. The vector potential A
is used for the evaluation of the electromagnetic field gen-
erated by a known harmonic electric current density J.

The vector potential F can give the fields generated by a
harmonic magnetic current that, although physically un-
realizable, has specific applications in some cases as in
volume or surface equivalence theorems. Here, we restrict
ourselves to the use of the magnetic vector potential A,
which is the potential that gives the fields for the most
common wire antennas.

Using the appropriate equations from electromagnetic
theory, the vector potential A can be found as [3]

A¼
m0

4p

ZZZ
J

e�jbr

r
dv ð41Þ

where k2
¼o2m0e0, m0 and e0 are the magnetic permeability

and electric permittivity of the air, respectively; o is the
radian frequency; and r is the distance from any point in
the source to the observation point. The fields can then be
given by

E¼ � rV � joA ð42aÞ

and

H¼
1

m0

r�A ð42bÞ

In Eq. (42a) the scalar function V represents an arbitrary
electric scalar potential that is a function of position. The
fields radiated by antennas with finite dimensions are
spherical waves and in the far-field region, the electric and
magnetic field components are orthogonal to each other
and form a TEM (transverse electric mode) wave. Thus in
the far-field region, Eqs. (42) simplify to

E � �joA )

Er � 0

Ey � �joAy

Ef � �joAf

8
>><

>>:
ð43aÞ

and

H �
1

Z
r̂r�E )

Hr � 0

Hy � �
Ef

Z

Hf � þ
Ey

Z

8
>>>>><

>>>>>:

ð43bÞ

So, the problem becomes that of evaluating the function A
from the specified electric current density on the antenna,
first, and then, using Eqs. (43), the E and H fields are
evaluated and the radiation pattern is extracted. For ex-
ample, for the case of a very short dipole, the magnetic
vector potential A is given by

A¼ ẑz
m0I0

4pr
e�jkr

Z L=2

�L=2
dz¼ ẑz

m0I0L

4pr
e�jkr ð44Þ

Using Eq. (44), the fields shown in Table 1 can be evaluated.

5.2. Numerical Calculation of Directivity

Usually, the directivity of a practical antenna is easier to
evaluate from its radiation pattern using numerical meth-
ods. This is especially true when radiation patterns are so
complex that closed-form mathematical expressions are
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not available. Even if these expressions exist, because of
their complex form, the integration necessary to find
the radiated power is very difficult to perform. A numer-
ical method of integration, like the Simpson or trapezoid
rule can greatly simplify the evaluation of radiated
power and give the directivity, helping in this way to pro-
vide a method of general application that necessitates only
the function or a matrix with the values of the radiated
field. However, in many cases the evaluation of the inte-
gral that gives the radiated power, using a series approx-
imation, proves to be enough to give the correct value of
directivity.

Consider the case where the radiation intensity of a
given antenna can be written as

Uðy;fÞ¼Af ðyÞgðfÞ ð45Þ

which means that it is separable into two functions, where
each is a function of one variable only and A is a constant.
Then Prad from Eq. (15) will be

Prad¼A

Z 2p

0

Z p

0
f ðyÞgðfÞ sin ydy

� �
df ð46Þ

If we take N uniform divisions over the p interval of vari-
able y and M uniform divisions over the 2p interval of
variable f, we can calculate the two integrals by a series
approximation, respectively, as

Z p

0
f ðyÞ sin ydy¼

XN

i¼ 1

½f ðyiÞ sin yi�Dyi ð47aÞ

and

Z 2p

0
gðfÞdf¼

XM

j¼ 1

gðfiÞDfi ð47bÞ

Introducing Eq. (47) in Eq. (46), we obtain

Prad¼A
p
N

� � 2p
M

� �XM

j¼ 1

gðfjÞ
XN

i¼ 1

f ðyiÞ sin yi

" #( )
ð48Þ

A computer program can easily evaluate this equation.
The directivity is then given by Eq. (19), which is repeated
here:

D¼
4pUmaxðy;fÞ

Prad

In the case where y and f variations are not separable,
Prad can also be calculated by a computer program by a
slightly different expression

Prad¼B
p
N

� � 2p
M

� �XM

j¼ 1

XN

i¼ 1

Fðyi;fjÞ sin yi

( )
ð49Þ

where we consider that in this case U(y,f)¼BF(y,f).
For more information on radiation patterns, in general,

and radiation patterns of specific antennas the reader is
encouraged to check Refs. 2–13.
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1. INTRODUCTION

During the last few years there has been increasingly
widespread study of the electromagnetic interference of
equipment to either one of its component sections or to
another apparatus operating in the close vicinity. This has
been caused by the continuous development of electronic
and electric systems that use the electromagnetic
spectrum for information transfer purposes [1]. For this
reason, there is a growing interest among scientific com-
munities globally in the development of methods and
structures that can determine and identify the electro-
magnetic interference phenomena. The scientific field that
covers the principles of electromagnetic interference and
deals with the harmonic coexistence of complex electric
and electronic systems is electromagnetic compatibility
(EMC). According to Williams [1], EMC is defined as the
ability of a device, system, or equipment component to
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satisfactorily operate in its electromagnetic environ-
ment without introducing unwanted electromagnetic
disturbances in any apparatus that functions in that
environment.

In order to ensure that the fundamental principles of
EMC are followed, several tests have to be carried out. A
piece of equipment, according to its classification, has to
undergo tests related to conducted emission and conduct-
ed immunity, as well as radiated emission and radiated
immunity. For every equipment unit, the corresponding
EMC standards present the appropriate tests together
with the proposed methods and structures. A very crucial
parameter for determination of conformity of the equip-
ment examined, within the limits and restrictions out-
lined in the appropriate EMC standard, is the test site
that will host the measurements performed according to
the standard.

The test sites that are often used and proposed by the
majority of the standards are the open-area test site
(OATS), the anechoic chamber, the screened room, and
more recently the reverberation chamber. An OATS con-
sists of a perfectly conducting ground plane placed on an
ellipsoidal area that is free of reflecting obstacles and elec-
tromagnetic noise from the surrounding environment. It is
used mostly for radiated emissions tests. The anechoic
chamber is a closed structure with walls coated with a
radiosorbent material in order to absorb the unwanted
reflections of the propagating waves. Moreover, it provides
a high-quality shielding of the test structure, ensuring
that environmental electromagnetic noise is absent or un-
der a very low level. The screened room is a test site often
used for immunity tests, due to the low cost and easy con-
structed structure.

A form of screened room used for emission and immu-
nity tests is the reverberation chamber [2], which consists
of a highly conductive enclosure that provides high shield-
ing for the electrical and electronic equipment being test-
ed therein. The main feature that distinguishes it from the
other closed cavities is the presence of one or more stir-
rers, which modify the internal distribution of the electro-
magnetic field, providing the desired electromagnetic
environment for the EMC tests being carried out. It is
also referred to as a mode-stirred chamber.

Reverberation chambers were first introduced for mea-
suring the shielding effectiveness of cables, connectors,
and enclosures according to specified military standards.
The International Electrotechnical Commission (IEC) has
established a standard (IEC 61000-4-21 [2]) that regards
the test methods and procedures for using reverberation
chambers for radiated immunity, radiated emissions, and
shielding effectiveness measurements. It also describes
the methods that have to be adopted for the proper cali-
bration of a reverberation chamber.

The reverberation chamber (see structure shown in
Fig. 1) consists of a highly conductive electrically large
cavity whose smallest dimension is very large compared to
the wavelength at the lowest usable frequency (LUF). The
LUF [2,3] is a crucial parameter for determining the prop-
er operation of a reverberation chamber and will be ana-
lytically discussed later in this article. As mentioned
previously, the main feature of a mode-stirred chamber

is the presence of a stirrer, which forms the appropriate
field conditions, which will be described later. It usually
appears in the shape of a paddle wheel, although several
alternative methods of stirring have been proposed in the
more recent literature and discussed later in this article.
The choice of the kind of the stirrer as well as the position
inside the chamber where it is fixed to operate are basic
parameters for determining the stirrer effectiveness, as
will be shown later.

The main function of a stirrer (or tuner, as it is also
referred to) is to significantly vary the field boundary con-
ditions in the chamber through its movement or rotation.
When the stirrer has moved to a sufficient number of po-
sitions, the number of modes propagating in the closed
cavity has been significantly increased (usually over 60
modes) and the field variations that are caused by its
movement provide a set of fields that cover all the direc-
tions and polarizations. The cavity is then multimoded,
and this is interpreted by the relative stability of the field
magnitude and direction between all the chamber points
within uncertainty limits. The electromagnetic environ-
ment that derives from this situation is statistically uni-
form and statistically isotropic when it is considered as the
average value for a sufficient number of stirrer positions.
However, in some cases (usually in immunity tests) the
maximum value is computed for the corresponding num-
ber of stirrer positions. Thus, as will be discussed later, the
choice of the number of stirrer positions during the EMC
test or the calibration of the chamber forms a very critical
parameter for the evaluation of the results and the proper
operation of the chamber itself.

There are two basic procedures for stirrer rotation: (1)
mode stirring and (2) mode tuning [4,5]. In procedure 1,
the stirrer moves continuously during the test and the
average field is computed or measured; in procedure 2, the
stirrer (or tuner) moves at distinct positions with a pre-
defined angle of separation to allow the field to become
stable and a maximum measurement or computation is
performed.

The reverberation chamber study requires the use of
statistical theory to predict the field conditions inside the
chamber, as the field is stochastic in nature in contrast to
the anechoic chamber, where the field is deterministic.
This property of the mode-stirred chamber enhances the
ability of performing repeatable EMC tests, due to the
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Figure 1. Structure of reverberation chamber.
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uniformity and the isotropic conditions over the working
volume where the equipment under test (EUT) is posi-
tioned. This feature allows tests to be performed with a
high degree of reliability without requiring the rotation of
the EUT or the interchange of the antennas’ polarization
between horizontal and vertical as demanded when an
anechoic chamber is used. Consequently, tests are per-
formed in a quick and easy manner and are repeatable,
which is usually problematic because of the long duration
of the tests and the accuracy and credibility requirements
of the results.

Construction of a reverberation chamber is a low-cost
and easily performed procedure because of the simple and
low-demand structure, as is readily seen in Fig. 1. This
advantage allows for mobility in manufacture of the cham-
ber, which can be moved and set up wherever the EUT is
intended to operate (in situ measurement); thus the EUT
does not have to be transferred to the laboratory for
testing, which is usually inconvenient for large objects.
Furthermore, the multipath propagation environment
that is accomplished in a mode-stirred chamber repre-
sents the actual conditions under which the EUT is de-
signed to routinely operate. This is a very important
property, as according to EMC principles, the EUT should
be tested as close as possible to its real-life operating
environment [6].

The ability of a reverberating enclosure to store a high
amount of energy is another significant feature. The field
strengths that are generated are usually very high, cor-
responding to a large value for the chamber’s quality fac-
tor (Q) compared to proposed EMC test sites. The Q [2] of
an enclosure is another critical parameter for determining
the acceptable performance of a mode-stirred chamber,
and the methods of calculation and measurement of which
are described analytically later in this article.

However, the use of the reverberation chamber is not a
panacea for EMC tests. The statistical nature of the elec-
tromagnetic environment inside the chamber proper may
have some drawbacks as it may be difficult to predict the
field at a certain point. Moreover, the LUF proposes some
restrictions with regard to the use of the chamber at rel-
atively low frequencies. It then relies on the cavity dimen-
sions, the stirrer effectiveness, and the quality factor to
determine whether the chamber can be used at the desired
low level of the frequency range. Additionally, when the
EUT fails the test, no information is provided regarding
the direction and polarization of the field due to the iso-
tropic and randomly polarized electromagnetic environ-
ment [7].

The performance of a reverberation chamber has
been tested both theoretically and experimentally as
reported in the more recent literature. The theoretical
approach [8–13] is based almost entirely on the use of an
appropriate numerical electromagnetic method, which can
compute the fields within the enclosure with high reliabil-
ity and derive results for the statistics or the main rever-
beration chamber characteristics. The strong benefit of
this chamber’s realization is the ability to easily evaluate
different conditions related to alternating the chamber’s
dimensions or shape, the stirrer shape or size, wall mate-
rials, and other parameters. Thus, an optimization of the

chamber’s operation can be carried out by performing dif-
ferent tests with relatively tolerable time limits. The ex-
perimental procedure is based on the assessment of
measurement results acquired from a manufactured
mode-stirred chamber or from a screened room properly
transformed to serve as a reverberating enclosure.

The use of reverberation chambers for testing various
types of antennas and especially electrically small anten-
nas used in terminal mobile or generally wireless devices
is a reliable alternative compared to the widespread an-
echoic chamber structure. The usual small size of these
antennas, combined with the relatively high-frequency
spectrum in which they are designed to operate, enhanc-
es the adoption of a mode-stirred chamber for measuring
the characteristics of such antennas as few restrictions
based on dimensions or LUF are imposed. Moreover, the
multipath environment in which these types of antennas
are designed to operate is best described with the use of a
reverberation chamber [14].

Many studies presented in the more recent literature
suggest ways for measuring the radiation efficiency of an-
tennas in a mode-stirred chamber [15–18]. By locating a
transmitting antenna and an antenna to be tested in this
kind of chamber for different chamber configurations (due
to the alternating environment that the stirrers produce),
the received power of the tested antenna is a stochastic
variable. The radiation efficiency of the tested antenna can
be assessed by computing the average value of the re-
ceived power over all the different stirrer positions and
comparing it with the average received power of a refer-
ence antenna with a predetermined radiation efficiency.
However, the results seem to be strongly dependent on the
orientation and polarization of the antenna tested, and an
uncertainty of 2–3 dB is produced. This can be reduced by
replacing the transmission antenna with either a helical
circularly polarized antenna or three orthogonally polar-
ized fixed antennas. In addition to the radiation efficiency,
the input impedance of antennas operating near lossy ma-
terials that simulate the human tissue properties can be
determined with the use of reverberation chambers [19].
These conditions are assumed to be very close to the free-
space environment.

After approximately 20 years since reverberation
chambers were first introduced, only now is their use in
EMC tests, according to the present standards, becoming
appreciable. This acceptance is predicted to become more
intense in the near future as emission standards will de-
mand that tests be carried out at frequencies greater than
1 GHz and as the tests at high frequencies of EUTs with
electrically large dimensions turn out to be complicated.
Reverberation chambers have also proved to be very
reliable for bioelectromagnetic testing, due to their ad-
vantage of providing a uniform environment conducive
to a parallel implementation in which multiple tests
can be performed, resulting in an increased number of
statistical samples and therefore in a more precise set of
results [20].

In the following sections, we outline the basic charac-
teristics of a mode-stirred chamber. The field uniformity,
the statistical properties, the LUF, the quality factor, the
alternative ways of chamber’s stirring, and the numerical
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methods used to simulate the reverberation performance
will be presented on the basis of information acquired
from the available literature.

2. FIELD UNIFORMITY

As also mentioned before, field uniformity is a basic fea-
ture of a reverberation chamber. It can be interpreted as
the ability of the electromagnetic field inside the chamber
to be statistically isotropic, statistically homogeneous, and
randomly polarized. The term isotropic represents the
equal statistics of the electromagnetic environment in
any given direction. The homogeneous property implies
that all spatial locations at a sufficient distance from any
metal surfaces inside the chamber are statistically equiv-
alent. The random phase between all waves reflects the
random polarization.

After a reverberation chamber is constructed or is
modified to a high degree, a calibration procedure has to
be carried out to ensure that the chamber meets the re-
quirements of adequate chamber performance. Therefore,
the fields should be tested to verify that the same magni-
tude for all polarizations throughout the chamber is
achieved, within certain limits of uncertainty. This proce-
dure is also used to determine the LUF of the chamber,
which will delineate the frequency operating range of the
enclosure.

The setup for the calibration procedure is depicted in
Fig. 1. The calibration is performed over a volume, includ-
ing the testbench and the EUT inside the chamber, which
is called the ‘‘test’’ or ‘‘working’’ volume [2]. The working
volume is thought to be placed at a distance of l/4 m at the
lowest frequency of operation from any antenna, tuner, or
other reflecting object. For example, for a chamber having
a LUF of 100 MHz, this distance is calculated to be 0.75 m.
Measurement of the field uniformity should be done in the
absence of the EUT or any other support equipment and it
is carried out at the eight corner points of the working
volume and for the three individual axes (x, y, z) at each
location. Thus, the use of isotropic probes is suggested to
allow access to each axis and collecting the maximum data
of the electric field at each location that will be worked out
for the field uniformity assessment. The fields inside the
chamber are excited with the use of an antenna that
points to one of the chamber’s corners to avoid direct illu-
mination of the working volume, which can result in de-
gradation of the proper operation of the reverberation
chamber. For that reason, a logperiodic antenna is used
because of its high directivity patterns. However, as was
reported in the more recent literature [21,22], the direct
path between the generating antenna and the EUT, apart
from not disturbing the desired electromagnetic environ-
ment inside the chamber, effectively describes the real
conditions of EUT operation. A reference antenna is also
employed for recording electric field measurements, which
are used for the determination of certain factors of the
chamber’s behavior (i.e., chamber calibration factor and
chamber loading factor [2]).

The data recording is repeated while the stirrer is ro-
tating either continuously (mode stirring) or at distinct

positions (mode tuning). For the mode-stirring technique,
the use of as many samples as possible, provided these
samples are independent [2], contributes to enhanced
chamber operation. Moreover, the considerably shorter
test time achieved compared to the mode-tuning
technique is another significant advantage. However, the
response of the field sensors and the EUT to the rapidly
changing field is usually problematic and should be sig-
nificantly considered each time this stirring method is
enforced. The procedure for chamber calibration is similar
to that adopted for the mode-tuning technique.

For the case of mode tuning, the number of tuner
positions (i.e., number of samples) is a critical parameter
for field uniformity assessment. The number of tuner
steps capable of providing the required field uniformity
is shown to be dependent on the frequency of operation
according to the IEC specification. This approval is de-
rived from the fact that for every chamber there is a fre-
quency at which the overmoded condition no longer exists
and the reverberation characteristics vanish. Compensa-
tion can be obtained by increasing the number of tuner
steps in order to restore the optimum chamber perfor-
mance. Table 1 depicts the recommended [2] number of
samples (or tuner steps) required for the chamber calibra-
tion at each frequency examined and at each point of the
working volume. The choice of more or fewer tuner posi-
tions (but not less than 12) will probably improve the field
uniformity.

After obtaining the required data for the electric
field using the procedure mentioned earlier, the field
uniformity should be determined by enforcing an appro-
priate method. In one method presented in the literature,
the acquired data are reduced by discarding 25% of
the values that have the maximum variation among
the eight points (i.e., i¼ 1,y,8) and then requiring the
variation of the remaining data to be usually within
6 dB. However, the excluded data are eliminated without
regard to any ‘‘weight,’’ thus resulting in unknown uncer-
tainties. For this reason the method proposed by the
IEC standard [2] is widely accepted and employed in the
literature.

The IEC specification utilizes the standard deviation
method, which computes the standard deviation of the
data among the eight points for the three polarizations
and that, according to the frequency tested, should be be-
yond a proposed upper limit. The limits for each frequency
range are depicted in Table 2 [2].

To calculate the standard deviation, the maximum val-
ue of the magnitude of the electric field over the number of
the discrete tuner steps, determined according to Table 1,
at each of the eight points and for each polarization is
recorded and then normalized to the square root of the
average input power over one tuner rotation:

Ei
x;y;z¼

Ei
max;x;y;zffiffiffiffiffiffiffi

Pin

p ð1Þ

where Ei
x;y;z is the normalized value of the magnitude of

the electric field for each of the three polarizations x, y, z
and at each of the eight points (i¼ 1,y,8), Ei

max; x; y; z rep-
resents the maximum, over the number of tuner steps,
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recorded value at each point (i¼ 1,y,8) and for each
polarization, and Pin is the input power over one tuner
rotation.

The average value of the normalized maximum of the
electric field for each polarization obtained by Eq. (1) over
the eight locations of the working volume is computed in
the next step. For the x axis this is symbolized by Exh i8 and
calculated by the following equation:

Exh i8¼

P8

i¼ 1

Ei
x

8
ð2Þ

where Ex
i is the normalized maximum magnitude of the x

component of the electric field, derived by Eq. (1), at each
of the eight points of the working volume.

For the y and z polarizations the equations are derived
in a straightforward manner. Moreover, the average Eh i24

of the normalized maximum values over all of the eight
locations and the three polarizations is regarded as well:

Eh i24¼

P
Ei

x; y; z

24
ð3Þ

which is interpreted as the sum of the 24 rectangular
electric field maximum values divided by the number of
the computed or measured values at all points and for all
polarizations. The IEC specification allows the total num-
ber of values (i.e., 24) to be replaced by nine measure-
ments or computed results if the frequency of examination
is above 10fl, where, according to Table 1, fl is the lower
frequency of the range in which the chamber is tested for
its operation.

The standard deviation s for each field component and
for the total dataset, which will finally determine the field
uniformity conditions in the reverberation chamber, is
computed from the following equation:

s¼a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

Ei
x; y; z � Ex; y; z

 �� �2

N � 1

vuut
ð4Þ

where N is the number of values in the sample examined
(i.e., 8 or 24 or 9), Ex; y; z

 �
represents the average value

over the eight points of the normalized maximum magni-
tude Ei

x;y;z of the x, y, z component or over the total set of 24
or 9 measurements, respectively, and a is a constant equal
to 1.06 for N � 20 or equal to 1 for N420. To express the
standard deviation in decibels, the following equation is
utilized:

sðdBÞ¼ 20� log
sþhEx; y; zi

hEx; y; zi

� �
ð5Þ

The field uniformity criterion is thought to be satisfied if
the standard deviations for each of the three polarizations
and for the total dataset is under the limits specified in
Table 2.

If the chamber meets the field uniformity criterion, it is
regarded as calibrated in the frequency range tested, and
the lowest frequency of this range is generally assumed to
be its LUF. Then, the number of tuner steps required to
obtain the uniformity may be reduced in order to gain
valuable test time when an EUT will be introduced for
testing.

The problems arise when the field uniformity criterion
is not satisfied and therefore the chamber is not calibrat-
ed. The literature, as well as in the IEC specification [2],
describes methods for improving the achieved field uni-
formity or obtaining the uniformity conditions when a
chamber fails the calibration test. As mentioned in the
IEC standard, increasing the number of tuner steps (or
samples) by 10% or 50% could result in field uniformity.

A reduction of the size of the working volume (which
should not be smaller than the size of the EUT that is in-
tended to be tested) is another method proposed to achieve
the required uniformity but only if the fail margin is rel-
atively small. Additionally, by increasing the number of
tuners or altering the size of tuners or their positions
inside the chamber (e.g., by placing them on the ceiling
instead of one wall [10]), the field uniformity may improve
or be achieved if the criterion described above is not sat-
isfied. As also stated in the recent literature [9], the uni-
formity when two stirrers in the form of the paddle wheel
rotate at different speeds is improved, compared to the
case in which one stirrer or two stirrers with equal speeds
are utilized. This is interpreted by the observation that
the alteration of boundary conditions increases with time
and the modes inside the chamber are multiplied and con-
sequently an overmoded condition is obtained. The use of
a sufficient paddle ratio [10] (i.e., ratio of paddle sizes)
seems to provide an increase in the effectiveness of the
tuner, which subsequently improves the field conditions.
Also, as illustrated by Harima [9], with a stirrer having a
width greater than 3 l and positioned at a distance of over
1 l from the wall surface, the field uniformity is improved
and the uncertainty of the prediction in measurements is
minimized.

The properties of the chamber tested influence to a high
degree the uniformity obtained. For the case of a large
chamber, the field is found to be uniform at relatively low
frequencies because of the overmoded condition that is
observed in a chamber with large dimensions compared to
the excitation wavelength. A proposed dimension of a

Table 1. Number of Samples Required for Chamber
Calibration

Frequencya Number of samples

fl–3fl 50
3fl–6fl 18
6f1–10fl 12
410fl 12

a(fl: lowest examined frequency)

Table 2. Standard Deviation Limits for Field Uniformity
Determination

Frequency Standard Deviation Limit (dB)

80–100 MHz 4
100–400 MHz 4 dB at 100 MHz with linear decrease

to 3 dB at 400 MHz
4400 MHz 3
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reverberation chamber found in the literature [8] is great-
er than 10 l, where l is the excitation wavelength. The
walls of a mode-stirred chamber are theoretically assumed
to be perfect electric conductors, but in practical cases, the
value of the reflection coefficient is less than unity. As also
shown by Harima [9], as the reflection coefficient on the
chamber’s walls approaches unity with the appropriate
choice of the constructed material, the uniformity im-
proves. Some studies [e.g., 5] propose the use of absorb-
ing materials (e.g., ferrite tiles) inside the chamber for
improving the field uniformity, especially at low frequen-
cies. The aim for this modification of the reverberating
enclosure has been the reduction of the Q of the enclosure,
which contributes in a broader resonance bandwidth that
increases the field uniformity. This situation, however, re-
sults in the reduction of the available energy inside the
chamber, requiring higher input power in order to com-
pensate for the power loss. On the contrary, the use of
acoustic diffusors [13] leads to better field homogeneity,
due to the shifting of modes that is observed in frequency
ranges where no or only a few modes are present. These
structures are alternatively placed vertically or horizon-
tally to eliminate the influence of the incident field.

An important issue that should be addressed each time
a calibration of a reverberation chamber is performed is
the loading effect [2,23]. After calibration is completed, the
EUT should be placed inside the chamber so that the EMC
test can be conducted. The introduction of the EUT in the
enclosure will inevitably ‘‘load’’ the chamber, that is, ab-
sorb a significant amount of the energy available, which
will no longer be used for generating the desired field con-
ditions in the cavity. As a result, the input power should be
increased, as mentioned previously.

No test should be carried out in a calibrated mode-
stirred chamber without encountering the loading effects.
For this reason, the average power received by a reference
antenna injected in the chamber with the EUT in place
should be recorded for a number of tuner steps equal to
those used during the calibration. The eight measure-
ments obtained from the calibration are compared to the
data from this single measurement, and the chamber is not
considered as loaded if the average value of the power re-
ceived by the reference antenna, when the EUT is present,
does not exceed the uniformity of the average field magni-
tude recorded during the calibration procedure. In a dif-
ferent case, a factor defined as the chamber loading factor
(CLF) is introduced to compute the appropriate level of the
input power capable of providing the desired amount of
stored energy. The CLF is derived by calculating the ratio
between (1) the measurement acquired when the EUT is
placed in the chamber and (2) the mean value obtained
during calibration. The chamber loading limit should also
be determined by testing the field uniformity at conditions
where tough loading is present.

3. STATISTICAL CHARACTERIZATION OF THE FIELD

A basic feature of a reverberating enclosure is the nature
of the generated electromagnetic environment, which is
purely stochastic in contrast to the alternate EMC sites

where the field is found to be deterministic. Therefore, re-
search on the statistical properties of the field conditions
inside a mode-stirred chamber turns out to be a very chal-
lenging task. In the more recent literature, the statistical
behavior of a reverberation chamber has gained signifi-
cant attention and an adequate number of mathematical
models have been derived for the characterization of
such a behavior. The received power of the antenna
placed inside the chamber, which is directly related to
the electric field squared, is statistically characterized
with the use of theoretical prediction models. Other mag-
nitudes that are statistically described in the literature
are the maximum received power (i.e., maximum electric
field squared), the rectangular component of the electric
field, and the maximum value(s) of the rectangular com-
ponent of the electric field. Because of the statistical
nature of the electromagnetic environment in a reverber-
ation chamber, the test conditions at the EUT can be
established or monitored.

When the reverberation properties are assumed to be
perfect (i.e., in an ideal mode-stirred chamber), then the
spatial mean value of the field for a fixed boundary con-
dition and the corresponding average of the field at a fixed
location for variable boundary conditions (called the ‘‘en-
semble average’’) are equivalent. The variable boundary
conditions are accomplished by either rotating the stirrer
or alterating the configuration of the objects required for
performing the EMC test in the chamber. Figure 2 dem-
onstrates the probability density function (pdf) of the field
at a location in a reverberation chamber with perfect con-
ditions normalized by the ensemble average or the spatial
mean value. It can be readily seen that as the number of
the samples (i.e., different boundary conditions) is in-
creased, the average magnitude of the field in the cham-
ber at any location (or the ‘‘expected’’ value) converges to
the spatial mean value. The uncertainty of this mean val-
ue is expressed by the width of the curve shown in Fig. 2,
and as it can be easily derived, it shows a remarkable im-
provement as the number of samples grows [2].

Apart from the average value of the chamber field, the
maximum magnitude, which is widely used for radiated
immunity testing, also seems to be influenced by the num-
ber of the alternate boundary conditions. In Fig. 3, the pdf
of the normalized by the mean value maximum magnitude
of the electric field at a given location in the chamber is
demonstrated. It can be noted that with the increase of the
number of tuner steps (or boundary conditions), the dis-
tribution converges to a single value and the uncertainty
improves as a result of the narrower width of the curve.
This property, combined with the isotropic and homoge-
neous nature of the field in the chamber, and with the fact
that the electromagnetic environment is characterized by
its mean value, is used for the determination of the max-
imum value of all components at all locations in the work-
ing volume of the chamber by measuring or computing the
mean of a specific component at a specific location. This
assumption is, of course, used within some uncertainty
but it is a very vigorous prediction.

When a large number of modes are present in a rever-
beration chamber (i.e., when the chamber is overmoded),
the energy in a given mode is thought to be a random
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variable depending on the position of the tuner [24]. The
field at a given point is the sum of the contributions of the
propagating modes in the chamber and is characterized by
six parameters (in-phase and quadrature component in
each direction). According to the central-limit theorem,
each component should be normally distributed, as it is
thought to be the sum of a large number of modes’ ampli-
tudes that are random variables. Also, all six components
are independent and identically distributed when the dis-
tance of the point of examination and a reflecting object is
large enough and, likewise, have zero means if the anten-
na in the chamber does not directly illuminate the location
examined. That’s the reason why the antenna in Fig. 1
points to the wall or to a corner opposite the EUT. Accord-
ing to these features, the magnitude of the total field at a
location inside the mode-stirred chamber, follows the X
distribution with 6 degrees of freedom, and has the fol-
lowing pdf [24,25]

f ðjEtjÞ ¼
jEtj

5

8s6
t

exp �
jEtj

2

2s2
t

� �
ð6Þ

where Etj j is the magnitude of the total field and st
2 is the

variance. The magnitude of any of the three electric field
components (e.g., the Ex component) is again X-distributed
but with only 2 degrees of freedom or in other words fol-
lows the Rayleigh distribution [24,25]

f ðjExjÞ ¼
jExj

s2
x

exp �
jExj

2

2s2
x

� �
ð7Þ

where Exj j is the magnitude of the Ex component and sx
2 is

the variance. The received power Pr of the antenna is pro-
portional to the electric field squared and as a result is
exponentially distributed [24,25]

f ðPrÞ¼
1

2s2
r

exp �
Pr

2s2
r

� �
ð8Þ

where sr
2 is the variance.

The abovementioned statistical distributions apply
for the case where the antenna, used to inject the appro-
priate amount of power in the chamber, does not directly

illuminate the EUT. But according to EMC requirements,
the test should be done under conditions as close as pos-
sible to those under which the EUT is intended to operate.
Most EUTs are designed to function in urban environ-
ments, where a direct path between the electromagnetic
wave source and the EUT exists. Therefore, a model for
predicting the electric field strength involving both deter-
ministic and stochastic components has to be adopted. Ac-
cording to mobile communication environments, when a
direct path is present, the multipath propagation phenom-
ena are best described by the Rice distribution
[21,22,26,27]

prðrÞ¼
r

s2
Rice

exp �
r2þ r2

s

2s2
Rice

" #
I0

rrs

s2
Rice

 !
ð9Þ

where r is a random variable, rs a dominant component,
sRice

2 denotes the variance, and I0( ) represents the Bessel
function of the first kind and zero order. The Rician
distribution is often described in terms of a parameter
K defined as

K ¼ 10 log
r2

s

2s2
Rice

dB ð10Þ

which can be interpreted as the ratio of the dominant
wave power over the power of the multipath components.

As shown in other studies [21,22], the fundamental
properties of the reverberation chamber are satisfied to a
high degree despite of the presence of the direct compo-
nent, which is usually referred to as the ‘‘unstirred’’ com-
ponent, due to its uninfluenced nature with regard to
alteration in the chamber boundary conditions. The pro-
posed Rice distribution [22] for the case of an unstirred
component is well satisfied with the factor K lying be-
tween 1.2 and 1.5 for the majority of the frequencies ex-
amined. The uniformity tests for all the frequency ranges
revealed a generated electromagnetic environment com-
pliant with the requirements of the IEC standard [2], cited
in the previous section.

The previously mentioned distributions apply to the
field amplitude. The phase of the electric field component
is another significant parameter to study. When the
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Figure 2. Probability density function of
the normalized value of the electric field at
a fixed location with different number (N) of
tuner steps.
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antenna in the chamber does not directly illuminate
the EUT, the magnitude of a rectangular component is
Rayleigh distributed and the phase j is uniformly distrib-
uted [28]. Therefore, it can be predicted by the following
pdf:

f ðjÞ¼
1

2p
; �poj � p ð11Þ

The case of the presence of the unstirred component,
where the electromagnetic field is partially stirred, is con-
sidered by assuming two real independent Gaussian
fields, that have nonzero mean values but the same vari-
ance sg

2. Consequently, the resulting field is the complex
superposition of real and imaginary Gaussian fields with
different means, leading to the Rice distribution for the
field magnitude [Eq. (9)] and the phase distributed ac-
cording to the following pdf [28]

f jð Þ¼
1

2p
exp �

jEuj
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ffiffiffi
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ð1þ erf ðbÞÞ� ð12Þ

where b¼ ð1=sg

ffiffiffi
2
p
ÞðEr cosjþEi sinjÞ, Er,Ei are the

means of the real and imaginary Gaussian fields, respec-
tively, and Eu stands for the unstirred component.

There are many ways to test the behavior of a rever-
beration chamber and verify that it is calibrated and ready
to be employed for performing EMC tests. An apparent
procedure for determining the quality of the generated
electromagnetic field conditions inside the chamber is to
calculate the field uniformity or the statistical distribution
of the field and require satisfaction of the proposed limits
or distributions, respectively. Some additional ways which
more or less give an indication of the proper chamber op-
eration have been suggested in the literature.

The most widely known and commonly utilized test,
apart from the field uniformity and statistical verification,
is the stirring ratio test (or range test). This test deter-
mines the ability of the paddle to significantly vary the
chamber boundary conditions and, consequently, the field
strength at a given point. Ladbury and Goldsmith [29]
defined a stirring ratio as the ratio of the maximum value

of the field divided by the minimum value at a fixed point.
A value of 20 dB or greater proved adequate to generate
the desired electromagnetic environment and revealed a
significant improvement with an increase in the number
of samples or tuner steps.

Similar to the stirring ratio test, the maximum : aver-
age ratio of the field strength or the received power is an-
other indicative magnitude for determining the chamber’s
operation. Typical measurements [29] have shown a range
of 6–8 dB to be adequate, and this improved again with the
increase in the number of samples. This range is predicted
by the nature of the chi-square (w2) distribution and ap-
pears to be important for immunity tests where the max-
imum values are most commonly used.

4. LOWEST USABLE FREQUENCY

The frequency above which the chamber operates according
to the fundamental properties described in Sections 2
and 3 is assumed to be the lowest usable frequency. The
LUF is generally determined by the effectiveness of the
stirrer and the quality factor of the chamber. Its scope is
about 3–5 times the first chamber resonance. In the IEC
61000-4-21 standard [2], it is assumed to be the lowest fre-
quency above which the field uniformity requirements are
achieved.

With another approach [3], the LUF is considered to be
the frequency at which the chamber, due to the variable
environment that is created by the movement of the tun-
ers, hosts an electromagnetic environment with 60 modes.
For a rectangular enclosure the LUF can be determined by
the following equation [2]

N¼
8p
3

abd
f 3

c3
� ðaþbþdÞ

f

c
þ

1

2
ð13Þ

where N is number of modes, f is the frequency of prop-
agation, c is the wave speed of propagation, and a,b,d are
the dimensions of the rectangular enclosure. Equation
(13), however, is a theoretical approach for determination
of LUF, and an experimental verification should be per-
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formed each time a chamber calibration is done. As de-
rived by Eq. (13), the LUF depends primarily on the cham-
ber’s dimensions as they define the modal structure as a
function of frequency. A commonly accepted guideline sets
the LUF border at the frequency where the minimum
tuner dimension is l/2. However, the use of larger tuners,
apart from improving the field uniformity, may result in
lower LUF.

The dependence of the LUF on the chamber’s
dimensions, quality factor, and stirrer effectiveness can
be conversely used, as for a given value of the LUF
the minimum chamber requirements with regard to the
later characteristics, can be specified. Arnaut [30] gives a
theoretical expression for determination of LUF, depend-
ing on the chamber mode density and the number of avail-
able cavity modes. The use of wave diffractors shows that
an increase or a decrease on the average mode density
depends on their shape or position in the chamber.
Additionally, as depicted by Petirsch and Schwab [13],
the use of diffusors seems to increase the density of res-
onances at lower frequencies, which results in reduction of
the minimum operating frequency of the reverberation
chamber.

5. QUALITY FACTOR

An important parameter for determination of satisfactory
reverberation chamber performance is the quality factor
(often referred to as Q). As mentioned previously, the abil-
ity of a mode-stirred chamber to store high-intensity fields
is a very important feature that distinguishes this kind of
chamber from the other types of screened rooms. This
ability is expressed through the quality factor, which is
defined as the ratio of the energy stored in the chamber to
the losses that occur in the enclosure and is depicted in the
following equation [31]

Q¼
oU

WL
ð14Þ

where o¼ 2pf is the angular frequency of operation, U is
the energy stored in the chamber, and WL stands for the
losses.

One dominant factor of losses in a reverberation
chamber is related to losses in the walls. These losses
depend on the material that is used for the construction
of the chamber and apparently are on low level when a
highly conductive material is employed, such as copper
and aluminum sheets or galvanized steel. On the contrary,
copper and aluminum screen and flame spray give a low
value for the quality factor of the chamber [2]. Apart from
the walls’ losses, some other types of losses that result in
decrease in the Q value are the number of absorbing
objects in the chamber, which ‘‘load’’ the chamber as shown
before for the case of the EUT, the leakage through aper-
tures and losses due to the dissipated power in the loads
of receiving antennas. However, when a comparison is
needed between different chambers with regard to the
quality factor obtained, only wall losses are taken into
account [31].

An expression for the determination of the chamber Q
is given in the IEC 61000-4-21 standard [2]

Q¼
16p2V

nTxnRxl
3

Pav rec

Pinput

� �
ð15Þ

where V is the chamber volume (m3), l is the wavelength
(m), /Pav rec/PinputS stands for the ratio of the average re-
ceived power to the input power for one complete tuner
rotation, and nTx, nRx are the efficiency factors of the
transmit and receive antennas, respectively. These latter
factors are set to 0.75 in the case of logperiodic antennas
or 0.9 for horn antennas, if manufacturer’s data are not
available.

In the literature, a theoretical expression for the qual-
ity factor of a rectangular reverberation chamber has been
derived [32]. For a chamber with dimensions a, b, c, this
expression is

Q¼
3

2

V

Sdw

1

1þ
3p
8k

1

a
þ

1

b
þ

1

c

� � ð16Þ

where V is the volume of the chamber, S is the sum of the
areas of the chamber’s walls, k stands for the wavenumber
in free space, and dw is the wall skin depth, which is ex-
pressed by [33]

dw¼
1ffiffiffiffiffiffiffiffiffiffiffi
pfms

p ð17Þ

where f is the frequency of propagation and m,s are the
wall’s permeability and conductivity, respectively.

In order to produce Eq. (16), the field inside the chamber
was expressed through a series of cavity modes and then
the average was taken over the ensemble of all these
modes. It was additionally assumed that an equal amount
of energy was in each mode, which is typical for random
fields. Dunn [32] adopted a method, based on local plane
waves, for the derivation of the Q of the chamber, which
had the advantage of being applicable to nonseparable
geometries (e.g., to a chamber with curved walls). The
assumptions made were the random nature of the field
well away from the walls and the large dimension of
the chamber compared to the wavelength. The final ex-
pression that was derived identically agrees with (16) ex-
cept for its adaptability to other than rectangular chamber
geometries.

As can be observed in Eq. (16), minimization of the sum
of the areas of the chamber’s walls can result in an increase
of the quality factor. Consequently, a spherical chamber
stores larger amounts of energy compared to a rectangular,
circular, or cubical chamber but will result in poorer spatial
field uniformity due to the focus of the field at the cham-
ber’s center. Therefore, the arbitrary shape of the rever-
beration chamber is a very challenging topic to deal
with, and similar to Dunn [32], Hill [34] has investigated
this topic by introducing a reflection coefficient method for
the determination of the quality factor. The expression de-
rived is applicable to general wall materials and is trans-
formed to the approach presented in Ref. 32, with
utilization of highly conducting walls with small skin
depth. In the following section, an expression for the qual-
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ity factor of a mode-stirred chamber with vibrating walls is
presented, based on an analysis performed using cavity
theory.

6. ALTERNATIVE MEANS OF MODE STIRRING

Up to this point, the traditional reverberation chamber
(i.e., rectangular chamber with rotating metallic paddle
wheels) was assumed, and its features and properties
have been presented. However, during the last few years
the EMC community has also studied alternative ways of
stirring the propagating modes inside a mode-stirred
chamber, instead of using the traditional method. One
motive for this study has been the complex structure of a
chamber operating with paddle wheels, thus limiting its
flexibility and mobility for in situ measurements. Addi-
tionally, the attempt to improve the performance of a
mode-stirred chamber, especially at low frequencies, has
also motivated this particular issue.

Since the objective for the constitution of an overmoded
electromagnetic environment is the alteration of the
chamber boundary conditions, this can be achieved by
performing an alternative modification in some of the
chamber characteristics. One apparent means of varying
the chamber boundary conditions is to modify the cham-
ber dimensions. This can be achieved by either moving one
or more walls of the chamber, resulting in a moving-wall
mode-stirred chamber [22], or by providing a chamber
with flexible conductive walls that vibrate during the
EMC test, thus introducing the vibrating reverberation
chamber [26,35,36]. In the study presented in Ref. 22, the
moving-wall mode-stirred chamber depicted in Fig. 4 was
examined.

Assuming that the EUT is directly illuminated by a
source antenna, the fields inside the chamber were ana-
lyzed with the use of a ray-tracing method [37], which was
extended to best describe the direct-path status. The field
was found to be homogeneous over a range of frequencies
higher than 450 MHz and also Rice distributed at a spec-
ified point (due to the presence of the direct-path signal).
Consequently, a LUF of B450 MHz was predicted for that
specific chamber. The length of the chamber was varied in
a random manner, while extended simulation results
showed that field homogeneity did not depend significantly
on the range of variation.

Another type of chamber with variable dimensions is
the vibrating reverberation chamber shown in Fig. 5. The
vibrating reverberation chamber consists of flexible walls
made of highly conductive material to isolate the external
electromagnetic environment. By vibrating the walls of
the chamber, the number of the propagating modes is in-
creased, resulting in a uniform environment. Because of
the greater resonance frequency shift [36], the operating
frequency range is increased and includes the lower fre-
quencies. Another advantage of this chamber is its flexible
structure, which enables it to be used for in situ measure-
ments and does not occupy much laboratory space (or oc-
cupies no space if it is small enough to be folded).

A theoretical examination of the field conditions inside
a vibrating reverberation chamber is presented in Refs. 26
and 35, where the finite-difference time-domain (FDTD)
method [38] is applied. This numerical method is com-
monly used for the computation of the electromagnetic
fields in a specified space in the time domain and provides
the value of the electric or magnetic field at any given
point inside the examination volume. Thus, it is a very
good selection criterion for derivation of the magnitude of
the electric field in a mode-stirred chamber, as is shown in
the literature [26,35].

With the use of a continuous-wave [35] or pulsed [26]
excitation in a vibrating reverberation chamber with a di-
pole antenna, the field uniformity was examined accord-
ing to the rules defined in the IEC 61000-4-21 standard
[2]. The vibrating surfaces were modeled according to the
procedure described in Ref. 39, and the walls were as-
sumed to be highly conductive. When a continuous wave
excitation was employed, the field values were recorded
after the field has reached the steady state situation. On
the other hand, when a pulsed excitation was applied to
the dipole antenna, the field values were computed by ap-
plying a discrete Fourier transform to derive the desired
values over a wide frequency range.

The results from these two studies [26,35] reveal that
the required field uniformity is obtained for all the fre-
quencies within the frequency ranges examined
(300 MHz–1 GHz for a chamber of dimensions 1�1�1 m
and 100 MHz–1.9 GHz for a larger chamber with dimen-
sions 2� 2� 2 m). In the same bands, the field was found
to satisfy the Rice distribution, which was introduced by
the direct-path signal. Additionally, the number of sam-Figure 4. The moving-wall mode-stirred chamber.

Figure 5. The vibrating reverberation chamber.
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ples required for the field uniformity to be below the spec-
ified level [2] seems to be less than that proposed by the
IEC specification, while the uniformity is improved as the
frequency increases. From these observations it is con-
cluded that the vibrating reverberation chamber provides
a lowest LUF and requires fewer samples for obtaining the
acceptable uniformity level compared to the traditional
rectangular mode-stirred chamber.

Another theoretical study [31] on vibrating reverbera-
tion chambers demonstrates the ability of this chamber to
store higher amounts of energy, resulting in a higher qual-
ity factor compared to the traditional mode-stirred cham-
ber. The quality factor was computed through the
relationship depicted in Eq. (14) for a chamber with highly
conducting vibrating walls of the structure shown in
Fig. 5. The FDTD method adopted for the theoretical sim-
ulation and a dipole antenna was again used for the field
excitation. The stored energy was computed through the
triple integral of the square of the electric field magnitude
over the entire chamber volume. The chamber losses were
focused only on the walls (as mentioned before when com-
paring different reverberating chambers, only walls losses
are regarded) and were calculated by applying a double
integral at the square magnitude of the magnetic field at
each surface, which represents the foregoing currents.
The quality factor for the rectangular reverberation cham-
ber was computed by applying Eqs. (16) and (17) for the
case of aluminum walls. The result derived proved the
ability of the vibrating reverberation chamber to provide a
higher quality factor compared to the traditional rever-
beration chamber, especially at high frequencies, with
values ranging from 47 to 65 dB, whereas the rectangular
chamber yielded a quality factor range of 45–50 dB for the
same frequency band (300 MHz–2 GHz).

Apart from the theoretical approaches with regard to
the usefulness of the vibrating reverberation chamber,
some interesting experimental studies have appeared in
the more recent literature. In Ref. 40, a screened room
with walls made of conductive cloth was transformed in a
vibrating mode-stirred chamber with the use of a fan
placed outside the enclosure but close to the walls. The
electromagnetic environment inside the chamber was
found uniform for frequencies higher than B450 MHz,
and the field was found to be Rice distributed as a mono-
pole antenna directly illuminated the examined area of
the chamber. Leferink et al. [36] investigated a vibrating
reverberation chamber with walls made of flexible
conducting material and hanging in strings for several
parameters: resonance frequency variation, voltage stand-
ing-wave ratio, stirring ratio, probability density function,
and cumulative density function. The results derived
showed adequate operation performance of the chamber,
especially at low frequencies, where a high stirring ratio
was observed.

Apart from the two alternative ways for mode stirring
described earlier in this article, some others have been
suggested in the literature. More specifically, frequency
stirring [41], shows that field uniformity can be obtained
by altering the bandwidth of the frequency modulation of
the source, where a smaller bandwidth is required at high
frequencies and vice versa, leading to a reduced effective-

ness of this technique at this late range. The intrinsic re-
verberation chamber [42], which uses nonparallel walls,
where the ceiling is not parallel to the floor and at most
two walls are placed perpendicular and fixed field diffus-
ers, is another more recently proposed alternate structure
of reverberation chamber. The use of a set of wires [43] or
corrugated walls [44] inside the reverberating enclosure
reveals that the field uniformity and the general opera-
tional conditions of a mode-stirred chamber are improved
to a significant degree. One study [16] proved that for the
case of radiation efficiency measurement of terminal an-
tennas, the rotation of the EUT (i.e., the antenna) results
in an improved accuracy for this measurement; and this
stirring method is referred to as ‘‘platform stirring.’’

7. CONCLUSION

An EMC test site, the reverberation chamber, was studied
in this article. By describing its main features, the advan-
tages that arise with the use of such a structure were out-
lined. Although not widespread, the reverberation
chamber has been adopted at a standard level for EMC
tests and is commonly used for antenna measurements,
due to its compact size and uniform electromagnetic
environment. In conjunction with the different ways of
altering the mode distribution, measurements are per-
formed with reliable accuracy and repeatability. Thus,
when used for measurements not requiring a large test
site or a very low operating frequency range (e.g., for mo-
bile or wireless antenna measurements), the mode-stirred
chamber is the best solution for performing the appropri-
ate tests for each case. Research on reverberation cham-
bers is being conducted continuously, with intense interest
throughout the scientific community, because of the dif-
ferent operating conditions and structures that it pro-
vides. As expected, its characteristics will continue to be
investigated and optimized in the near future, by fully
utilizing the accoutrements provided by the current
technology.
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1. INTRODUCTION

There is a growing need for electronically scanned anten-
na arrays for both commercial and military applications.
In the past the technology was driven by the need for mil-
itary radars to find and track a multitude of fast-moving
targets, and that led to the technology of large ground-
based scanning arrays with narrow beamwidths, high
gain, and thousands of control elements. More recent mil-
itary trends have included the development of lightweight
airborne arrays that now include solid-state transmit/re-
ceive (TR) modules at every element. The signal process-
ing aspect of array systems has been exploited for the
purpose of suppressing external noise in both commercial
and military systems, and for providing simultaneous
multiple functions or communication links. Research
studies for wireless base station technology now include
angle diversity, polarization diversity, and adaptive opti-
mization algorithms in addition to the traditional space
diversity. There is no limit to the demand for additional
functions that would be useful if array technology could
eventually lead to the idealized but cost-effective blackbox
with huge bandwidth or multiple frequency bands and
multiple beams. Unfortunately there is a limit to the rate
of advances in the technology, but it is clear that these new
applications will drive scanning array development for
many years. This article describes some of the traditional
and new features that can be incorporated into scanning
arrays to meet these challenging new requirements.

The most fundamental requirement of a scanning array
is to provide more gain and a narrower beamwidth than
possible with a single-antenna element, and to move that
beam to various observation angles. Array gain and beam-
width for broadside radiation are basically the same as for
any equal-size aperture antenna, except for dissipative
losses. The gain, as defined below, includes dissipative
losses, but not mismatch losses, which are accounted sep-
arately. The maximum array gain when the array is
scanned to some angle y, is given as

G¼
4pA

l2
eaet cos y ð1Þ

where A is the antenna area, l is the wavelength, ea is the
aperture efficiency that normalizes the directivity to that
of a uniformly illuminated aperture (ea¼ 1 for uniform), et

accounts for loss in the feed network and antenna, and
cos y is the array projector factor.

For a linear array of length L, the 3dB beamwidth (in
radius) is given as

y3¼
Bð0:886Þ cos y
ðL=lÞ

ð2Þ

where B is the beam broadening factor. It is unity for
uniform illumination across the array and larger for
array illuminations that produce lower sidelobes. For a
rectangular arm, with sides L1 and L2, the beamwidths y3

and y3 are written as above with L1 and L2 substituted for
L and using the appropriate broadening factors in each
plane.

Figure 1a illustrates how scanning is implemented
in an array that scans in one dimension. Each antenna
element is fed by an RF signal that is time-delayed by the
sequence D, 2D, and so on across the array, where D¼
dx sin y0 /c, and c is the velocity of light. This sequence of
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Figure 1. (a) Radiation from a linear antenna array; (b) two-di-
mensional scanning array.
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time delays causes the radiation from the various antenna
elements to add and form a coherent phase front (shown
dashed) at some chosen angle y0. The array beamwidth
and gain are dependent on array size in ways that are
described in the following section.

2. ARRAY SCANNING AND ITS CONSTRAINTS

Figures 1a and 1b show the array element grid locations
and spatial angles. In the plane f¼ 0, the far-field pattern
of a linear array of N elements located in a plane at
xn¼ndx is written

Eðy;fÞ ¼
XN

n¼ 1

anfn y;fð Þe jkn dxu ð3Þ

where u¼ sin y and k¼ 2p=l and fn(y, f) is the far-field
element pattern of the nth element in the array environ-
ment. In general, the element patterns fn(y, f) are differ-
ent for each array element even though all the elements
are the same. These differences occur because each ele-
ment pattern includes the scattered radiation from all
other elements, from the array edges, and any scattering
from the mounting structure. For most simple elements,
like dipoles and slots, the currents or fields on the anten-
nas differ by only a constant, and one can adjust the feed
weights to compensate for these interaction effects.

For the purpose of illustration, we assume that all the
element patterns fn(y, f) are the same [and given by f (y,
f)]. The expression (3) becomes

Eðy;fÞ¼ f ðy;fÞ
XN

n¼ 1

anejkn dxu ð4Þ

When this separation can be made, the pattern is ex-
pressed as the product of an element pattern f (y, f) and an
array factor (the indicated summation).

The coefficients an are chosen to move the array’s peak
radiation to some desired angle y0 and to produce a spec-
ified sidelobe level. In principle, one would choose to steer
the beam using time-delay devices, using the coefficients
defined as

an¼ anj je
�jkn dxu0 ð5Þ

for k¼ 2p/l and u0¼ sin y0. In this expression the wave-
number k is the same as that used in Eq. (3), and it varies
linearly with frequency. The expression (3) thus has
the frequency-dependent form of a signal that has passed
through a length n dxu0 of coaxial line, and so is time-
delayed by nD¼n dxu0/c. With this excitation the far-field
radiation will always peak at u0 for all frequencies, and
the array bandwidth is limited only by device operation.
This is immediately evident since inserting (5) into (4)
leads to an expression with the exponent equal to zero at u
¼u0. This state is highly desirable, but time-delay devices
are costly and lossy and can constitute a major architec-
tural issue in the design of array systems. This is one of
the constraints that will be discussed later.

2.1. Array ‘‘Squint’’

In lieu of using time delays at every element, it is more
common to use phase shifters to control arrays. In this
case, to move a principal maximum to some y0 at a single
frequency (l¼ l0, k¼ k0), the required phased element ex-
citations are given by

an¼ janje
�jk0n dxu0 ð6Þ

Substituting Eq. (6) into Eq. (4) results in

Eðy;fÞ¼ f y;fð Þ
XN

n¼ 1

ane j2p½ðu=lÞ�ðu0=l0Þ�ndx ð7Þ

The pattern has a maximum value at u¼u0(y0, f0) when
l¼ l0. However, for a signal at some other frequency, since
phase shifters produce a phase change that is nearly in-
dependent of frequency, Eq. (7) shows a peak at the angle y
whose sine is

sin y¼
l
l0

� �
sin y0 ð8Þ

This beam angle moves, or squints, as a function of fre-
quency as indicated in Fig. 2, with the beam peak farthest
from broadside at the lowest frequency and nearest to
broadside for the highest frequency. This is called array
squint.

This squint angle change can be interpreted in terms of
a fractional bandwidth by assuming an array beamwidth
of Du and assuming that the beam is placed exactly at the
angle y0 at center frequency f0. Then defining the upper
and lower usable frequencies to be those at which the gain
is reduced to half of the angle y0 results in the fractional
bandwidth

Df

f0
¼

Du

sin y0
	

1

ðL=lÞ sin y0
ð9Þ

where L is the array length. Arrays with narrow
beamwidths Du thus have less bandwidth and inverse
proportionally less bandwidth as the scan angle is in-
creased. Since the beamwidth is inversely proportional to
array length, larger arrays suffer more severe squint loss
than do smaller arrays for a given instantaneous band-
width.
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Figure 2. Frequency-sensitive beam ‘‘squint’’ for phase steered
array.

252 ANTENNA SCANNING ARRAYS



Bandwidth requirements that result in the need to in-
troduce time delays at every element become a major con-
straint in array design.

2.2. Grating Lobes

A second constraint restricts array element spacing and is
a result of the array periodicity. The periodicity imposes
constraints on element spacing in order to avoid the for-
mation of unwanted radiation peaks, called grating lobes.

The grating lobe phenomenon is apparent from an in-
spection of Eq. (10). Consider the one-dimensional array
with elements at the locations ndx and operating at the
frequency l scanned by phase shifters. The pattern given
by Eq. (7) becomes

Eðy;fÞ¼ f ðy;fÞ
XN

n¼ 1

janje
jkndxðsin y�sin y0Þ ð10Þ

The summation has its maximum when the exponent is
zero for all n. This occurs at the peak of the mainbeam of
the array, but the summation is also maximum when the
exponent is set equal to any multiple p times j2pn. At
these peaks, or grating lobes, the array factor is as large as
it is at the mainbeam location y¼ y0. These grating lobe
angles are given by the angles yp for which

sin yp¼ sin y0þ
pl
dx

p¼ 
 1;
2; . . . ð11Þ

for

sin jypj � 1

Grating lobes can be avoided by restricting the element
normalized spacing dx/l and the scan angle y0. Using Eq.
(11) and imposing the criteria that sin|yp|r1 gives the
spacing that excludes all grating lobes

dx

l0
o

1

1þ sin y0
ð12Þ

This condition means that the spacing must be less than l/
2 for scanning to endfire (y0¼ 901) and accordingly some-
what greater for lesser scan angles. Spacings greater than
one wavelength always produce grating lobes.

The two-dimensional rectangular lattice array of Fig. 1
also has sets of grating lobes. These arise from the evident
periodicities in the array factor. The pattern of this array
is (at frequency f0)

Eðy;fÞ¼ f y;fð Þ
XN

n¼1

XM

m¼ 1

anmj je jk½ðu�u0Þndx þ ðv�v0Þmdy� ð13Þ

where u¼ sin y cosf and v¼ sin y sinf. This pattern has
grating lobes at

up¼u0þ
pl
dx

ð14Þ

vq¼ v0þ
ql
dy

subject to the condition that these lobes fall within the
unit circle

u2
pþ v2

qo1 ð15Þ

A sketch of the location of these lobes is given in Fig. 3,
which indicates the primary beam at (u0,v0) and others at
various (up,vq) locations. The spacing dx is chosen to illus-
trate a case such that for u0¼ 0 there are no other up lobes
(upa0) within the allowed circle, but with the scan angle
(and direction cosine) u0 were increased, as shown, the
lobe at the left with u�1,v0 enters the circle and therefore
radiates. In the other plane the spacing dy/l0 is chosen
larger and even with v0¼ 0 there already is a lobe (u0,v� 1)
that radiates. The specific criterion for excluding these
lobes is given by Eq. (15), but for wide scan angles in both
planes, this amounts to keeping the spacings very close to
one-half wavelength.

2.3. Array Elements and Mutual Coupling

Scanned arrays can use a wide variety of basic elements,
provided that they can fit within the allowed interelement
spacing of Eq. (12). This poses no problem at the lower
frequencies, but above 3 GHz or so it becomes a major
constraint, since elements, phase control, and often TR
modules may need to fit in a spacing on the order of a half-
wavelength on a side. Figure 4 shows several of the basic
elements used for array antennas. These are ordered rel-
ative to bandwidth, even though bandwidth is only one
among many criteria for selection. The microstrip patch
antenna of Fig. 4a as described by Herd [1] is one variation
of this printed circuit antenna that is inexpensive to fab-
ricate with computer controlled fabrication processes. The
traditional microstrip patch (not shown) is driven by an
inline microstrip transmission line on the dielectric sub-
strate over ground. That technology is very narrowband,
but the proximity-coupled patch in this figure uses a
smaller patch or open-ended line on a substrate beneath
the surface patch. The resulting double-tuning broadens
the operating bandwidth to 10–15%. The dielectric loaded
waveguide element of Fig. 4b is more expensive to
fabricate and feed, although large two-dimensional grids
of waveguides are efficiently fabricated and used for
high-power radar arrays. Typically the bandwidth of
waveguides in arrays is less than 40%. Figure 4c shows

u

v

(u0,v0)

(u0,v-1)

(u0,v1)

(u0,v-2)

(u-1,v0)

(u-1,v-1)

λ/dy λ/dx

Figure 3. Grating lobe locations for two-dimensional rectangular
grid array.
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one version of a horizontal dipole element fed by a balun.
This particular feed combination [2] operates over about
40% bandwidth, but some dipole arrays operate over
bandwidths in excess of 2 : 1. The flared-notch element of
Fig. 4d is the widest-band element used to date in arrays
[3]. The element can be designed and balun fed to achieve
up to 10 : 1 bandwidth in a scanning environment when
spaced approximately a half-wavelength apart at the
highest frequency.

Restricting element spacings to about a half-wave-
length improves the scanning characteristics of the array
in addition to eliminating grating lobes. Scan behavior is
dictated by electromagnetic coupling between the various
array elements, and this coupling, called mutual coupling
or mutual impedance, must be accounted for in the array
design. This subject is treated in many journal publica-
tions, for example the paper by Wu [4] and texts by
Balanis [5] and others, and won’t be described further
here except to note that it causes the element impedance
to vary with each scan and so makes array matching
difficult. In addition, it can cause a phenomenon called
array blindness as described by Farrell and Kuhn [6] that
can reduce the array radiation to zero within the normal
scan range. This disastrous result appears as an effective
open or short circuit at the array input ports, with all sig-
nal reflected back from the elements. To avoid building an
array that is ‘‘blind’’ at some angles, designers now typi-
cally perform the full electromagnetic analysis of the
array (or an infinite array with the same elements
and spacings) before construction, or they perform mea-
surements in an electromagnetic simulator or a small test
array.

Whatever the element and array grid, the occurrence of
blindness is usually reduced by decreasing the spacing
beyond that given in Eqs. (12) and (15). For normally well-
behaved elements that do not have a dielectric substrate
at the array face (like waveguides or dipoles), Knittel et al.
[7] have shown that making the dimensions smaller than
required by 10% or so will avoid blindness. Arrays with

dielectric covers or with antennas printed on dielectric
substrates may have additional blindness due to surface
waves that propagate along the dielectric.

2.4. Array Pattern Synthesis

A number of very useful pattern synthesis procedures
have been developed over the years. These fall roughly
into two categories: methods for synthesizing ‘‘shaped’’
patterns that follow some prescribed shape like a conical
sector to fill a given area or a cosecant-squared pattern for
ground radar, and methods for providing a very narrow
beam in one or two orthogonal planes. These latter are
often called ‘‘pencil beam’’ synthesis procedures. It is not
generally necessary to solve the full electromagnetic cou-
pling problem when performing the synthesis studies, for
one can synthesize on the basis of antenna currents or slot
aperture fields, and then later use the computed mutual
impedances to obtain the array excitation parameters. In
addition, it is seldom necessary to synthesize scanned
patterns since, for a periodic array, scanning just trans-
lates the pattern in u–v coordinates.

The basis for most aperture syntheses is the Fourier
transform relationship between aperture field and far
field for a continuous aperture. Arrays periodic in one or
two dimensions have far-field patterns describable by dis-
crete Fourier transform pairs. In one dimension the array
factor at wavelength l is written

FðuÞ¼
XðN�1Þ=2

n¼�½ðN�1Þ=2�

anejkn dxu ð16Þ

where the sum is taken symmetrically about the array
center. The coefficients an are the array element excitation
and are given from orthogonality as

an¼
dx

l

Z þ l=2dx

�l=2dx

FðuÞe�jkun dx du ð17Þ
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Figure 4. Elements for scanning arrays: (a) proximity-
coupled microstrip patch (ground screen beneath lower
substrate); (b) dielectric-loaded waveguide; (c) dipole/
balun radiating element; (d) stripline-fed flared-notch
element.
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In this expression the integral is taken over the periodic
distance in u space, namely, halfway to the two nearest
grating lobes for a broadside beam. Used in this way, the
technique gives the best mean-square approximation to
the desired pattern. This feature is lost if spacings are less
than a half-wavelength, although the technique is still
useful. This Fourier transform synthesis is especially use-
ful for shaped beam patterns, but it also serves as basis for
many pencil-beam procedures as well.

A second technique that has found extensive applica-
tion to shaped beam pattern synthesis is the Woodward
synthesis method [8]. This approach uses an orthogonal
set of pencil beams to synthesize the desired pattern. The
technique has important practical utility because the
constituent orthogonal beams are naturally formed by a
Butler [9] matrix or other multiple-beam system.

Other techniques for periodic array synthesis are based
on the polynomial structure of the far-field patterns.
These include the method of Schelkunov [10] and the Do-
lph–Chebyshev method [11]. Among the most successful
and used methods are the pencil-beam synthesis tech-
nique of Taylor [12] and the associated monopulse synthe-
ses technique of Bayliss [13] (see Fig. 5). These techniques
are derived as improvements to the equal-ripple method of
Dolph–Chebyshev, and result in more realizable aperture
distributions, improved gain, and other advantages. Fig-
ures 5a–b show the array factors for 50-element arrays
with � 40 dB Taylor and Bayliss distribution with �nn¼ 8.
Note that the first sidelobe in both cases is very close to
� 40 dB with respect to the pattern maximum. In general,
the discretizing of continuous distributions introduces er-
rors in the synthesized pattern, and these are more sig-
nificant for small arrays or for arrays that are forced to
have very low sidelobes. Usually discretizing the continu-
ous distribution is not a problem, but when it is, a number
of iterative techniques are used to converge to the original
desired pattern. Space here precludes giving a detailed
description of these procedures, but they are described in
detail in a number of references. Notable among these is
the work of Elliott [14].

Finally, in addition to these classic synthesis proce-
dures, there have been many iterative numerical solutions
to the synthesis problem. These have, in general, been
shown to be efficient and useful. One such procedure has
utility for both shaped and pencil beams. This procedure,
described by Bucci et al. [15], is called the ‘‘method of al-
ternating projection’’ or the ‘‘intersection’’ method, and
produces a synthesis that is a best fit, or projection subject
to some specified norm, to a desired pattern function, usu-
ally the region between an upper and lower ‘‘mask.’’ Space
precludes including the details of this procedure, but
Fig. 6 shows the upper (dashed) and lower (dotted) masks
and the synthesized pattern. The mechanics of the process
is to choose an initial guess at the currents (or the far-field
pattern itself), compute the radiated power pattern using
Eq. (16), ‘‘project’’ this to the nearest point on or between
the upper or lower masks, and then use Eq. (17) to com-
pute the exciting currents an, truncating the series at
n¼N. This new set of currents is subjected to the same
procedure, and the process is repeated until the pattern is
converged. The procedure is dependent on making a real-

istic initial guess, and on choosing a mask set that bounds
a realizable solution, but has been found very convenient
for many situations.

2.5. Array Error Effects

The ability to actually produce the synthesized patterns
with a real array depends on the errors in the amplitude
and phase of the currents or fields at the array aperture.
Fundamental limits on phase shifter or amplitude control
tolerance, the discretization of the desired phase, and am-
plitude in the aperture can lead either to random or cor-
related errors across the array. The average array sidelobe
level (SL), far from the beam peak, and due to random
error in amplitude and phase errors is given below in a
form normalized to the beam peak

SLd10¼ 10 log10 s2 ð18Þ

sin(theta)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

sin(theta)
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

A
M

P
LI

T
U

D
E

(d
B

)

-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

A
M

P
LI

T
U

D
E

(d
B

)

N = 50

N = 50 

SLL = 40
n = 8

n = 8

(a)

(b)

Figure 5. Pattern synthesis by discretized continuous distribu-
tions (50-element array examples): (a) Taylor pattern for –40-dB
sidelobes using �nn¼8; (b) Bayliss difference pattern for –40-dB
sidelobes using �nn¼8.
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where the variance s2¼ ð �FF2þ �dd2
Þ=Nea and �FF2 and �dd2

are the amplitude ratio variance and phase variance,
N is the number of array elements, and ea is aperture
efficiency.

2.6. Adaptive Arrays for Radar and Communication

Military systems have used adaptive antenna principles
for jammer and other interference suppression for
many years. In most early military systems these took
the form of sidelobe cancelers, with one or several low-gain
auxiliary antennas used to form nulls in the sidelobe re-
gions of the composite pattern formed by the primary an-
tenna and the cancelers. Fully adaptive arrays, wherein
all elements of the array are controlled according to the
adaptive algorithms, provide far more control than do
sidelobe cancelers, but are far more costly and complex.
One method, used when the direction of arrival of
some desired signal is known, is due to Howells and Ap-
plebaum [16]. In terms of the total signal received by all
ports of the array and weighted by the feed network, the
array output is

E¼
X

wnen ð19Þ

or in vector form

E¼WTe; ð20Þ

where the signals and weights are shown as column vec-
tors. The signal to noise ratio is given as

S=N¼
WyMsW

WyMW
ð21Þ

where w denotes the conjugate transpose (Hermetian
transpose).

The matrices Ms and M are the covariance matrices
of the signal and noise. The noise covariance matrix is

written as the outer product

M¼ e�eT ¼

e�1e1 � � e�1eN

� � � �

� � � �

e�Ne1 � � e�NeN

2
666664

3
777775

ð22Þ

where the included terms are only the noise sources, with
no desired signal present. The Ms has the same form, but
includes only the desired signal. Subject to these condi-
tions, the optimum weight vector W is given as

W¼M�1W0 ð23Þ

where W0 is the quiescent steering vector, which is usually
known for most radar applications. Communication net-
works can use this algorithm using known or measured
direction of arrival data.

Figure 7 shows the pattern of an array with the same –
40 dB steering vector as Fig. 5a, but subject to strong in-
terfering sources at sin y¼ 0.5, 0.52, 054, 0.56. The result-
ing pattern isn’t significantly distorted from that of
Fig. 5a, but it does have nulls moved to the required an-
gles. More serious pattern distortion would occur if the
elimination of many more interfering signals were needed
or if the interfering signals occupied a part of the main-
beam.

3. ARRAY APPLICATIONS, CONTROL, AND
ARCHITECTURE

3.1. Applications

The preceding sections of this article have outlined a num-
ber of the constituents that make up phased-array tech-
nology, as well as a number of constraints that dictate
element spacing, bandwidth, achievable sidelobe levels,
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Figure 6. Antenna pattern synthesis using the method of alter-
nating projections (32-element array).
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and other properties. Present and future applications
place new demands on this ubiquitous technology, but ac-
tually place separate groups of demands that result in
quite different array architectures, and using very differ-
ent modes of control.

Wireless mobile communication alone includes a
huge number of varied requirements, from various
satellite links to aircraft and ground-based users to base
station needs and even to new projections for array
needs in individual handheld cellphones. Many of these
requirements are detailed in the review papers by Godora
[17] and Dietrich et al. [18] and the book edited by
Tsoulos [19].

Arrays will reduce the problem of limited channel
bandwidth, multipath fading, and insufficient range by
providing higher directivity with tailored beamshapes and
the suppression of cochannel interference. The various
wireless requirements span frequency ranges from UHF
(Ultrahigh Frequency) to EHF (Extrahigh Frequency) and
define array sizes from a few to many hundreds of ele-
ments. Of these requirements, the satellite systems
often require large antenna systems at both ends of the
communication link, with highly complex scanning or
multibeam systems on the satellites and usually single-
beam arrays with tens to hundreds of elements at airborne
or Earth stations. Bands of frequencies up to approximate-
ly 44 GHz are used by civilian and military systems. Mil-
itary airborne satellite terminals might have arrays with
hundreds of elements.

Most existing wireless base station systems use fixed-
beam arrays with a single element in azimuth, but enough
elements in the vertical plane to provide narrow elevation
beamwidths (o101). The typical three-sided cluster ar-
rangement of Fig. 8 has three groups of three arrays each
to cover three contiguous 1201 sectors. Of the three-col-
umn arrays that face any particular sector, one transmits
while the other two receive independent channels and
provide time diversity to eliminate multipath fading.
Some systems offer orthogonal polarizations to provide
polarization diversity. Systems with small arrays are also
being developed to provide angle diversity with scanning
or fixed multiple beams. Either function can result in in-
creased range and elimination of interference from com-
peting signals [17].

More recent experiments conducted with handheld and
vehicle mounted arrays have shown significantly reduced
fading and multipath interference rejection, so it seems
that soon even handheld cellphones may have small ar-
rays of a few elements.

Applications to military and civilian radar occupy the
high-end array technology needs, with airborne multi-
function arrays requiring hundreds to a few thousands
of elements, while ground- and space-based arrays with
tens to hundreds of thousands of elements have been
investigated.

3.2. Array Control Modalities

Analog, optical, and digital technologies have been applied
to the control of array antennas. The application of one or
another of these technologies depends on system require-
ments and the constraints described earlier. This choice is
also a function of time, since microwave analog technology
is well established and still advancing rapidly through
the use of circuit and solid-state device integration, while
optical and digital technologies are far less mature but
offer significant advantageous features for certain appli-
cations.

The most basic control circuits for each of these modal-
ities are shown in Fig. 9. Analog control, shown in its sim-
plest form in Fig. 9a, might consist of a circulator or TR
switch to separate transmit and receive channels at the
array level, followed by a corporate power divider network
that weights the element level signals to provide for low
sidelobe array illumination. This network could include
simultaneous or switched sum-and-difference beam for-
mation. Phase shifters or time-delay devices scan the
beam in one or two dimensions. This basic network suf-
fers from losses in the circulator, the power divider, and
the phase or time control devices, and at microwave fre-
quencies these could add to half the power. For this reason
it is becoming more common to use solid-state TR modules
at some subarray level or at each element as shown in
Fig. 9b. Here separate feeds are used for transmit and
receive that often have very different sidelobe require-
ments, and each port is routed to a TR module where
it passes through a power amplifier on transmit or a low-
noise amplifier on receive. The solid-state module usually
includes a circulator for separating the two channels. Two
fundamental constraints come into play: (1) time-delay
devices are required if the instantaneous system
bandwidth exceeds that of Eq. (9), and (2) spacing must
be on the order of a half-wavelength at the highest
frequency. However, these analog devices are basically
switched lines, and must be on the order of the array
aperture length, so at the higher frequencies it is difficult
to fit the lines and control switches in the interelement
area. These two constraints lead to the use of a subarray
architecture for wideband arrays, discussed in a later
section.

Figure 9c shows a basic optical network for array con-
trol. In this simplified circuit an optical signal is ampli-
tude-modulated by an RF signal, the optical power divided
into a channel for each antenna element, and then time-
delayed by a switched-fiber time-delay unit. After detec-

Column Array
for Narrowed
Elevation Beamwidth

(<10°)

Figure 8. Typical wireless cellular telephone base station arrays
using four-column arrays for each 1201 sector.
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tion the RF signal is amplified and radiated. The received
signal is handled in a similar manner. This RF/optical
path is very inefficient and may require amplification else-
where in the network. The technology can provide accu-
rate time delay with little dispersion, as required for large
arrays with wide bandwidth.

Actual networks that are configured for photonic array
control are often far more complex than the simple one
shown in the figure, and may use independent optical

sources for each control port, as done by Lee et al. [20].
Still further in the future, photonic systems may use mul-
tiple interconnect networks for forming independent mul-
tiple beams with MEMS (micro-electromechanical system)
mirror switches as described by Morris [21].

The primary obstacles to widespread use of photonic
array control are network losses and device size con-
straints. Without amplification in the transmit and re-
ceive channels, modulation, detection, and power divider
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Figure 9. Array control modalities:
(a) analog control using passive compo-
nents; (b) analog control using active
components; (c) optical control; (d) digital
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losses can exceed 10 dB, and this, coupled with the
size constraints, may mean that for many years photonic
time-delay control will be useful primarily at the subarray
level.

Figure 9d shows a rudimentary digital beamforming
network. This technology will eventually provide the ulti-
mate degree of antenna control, and will present the sig-
nal processing computer with digital signals that are
preprocessed to give optimal antenna performance. The
digital beamforming network will obtain sidelobes as low
as achievable from a given calibration network, provide
multiple simultaneous beams or receive with arbitrary
weightings on each beam, provide time-delay and wide-
band operation using subbanding techniques, provide for
array failure detection and correction, and ‘‘idealize’’ the
antenna system itself by providing entirely separate con-
trol for each channel path through the array or subarray.
Finally, it will allow fully adaptive control using virtually
any algorithm without network changes.

This digital control is well within the state of the-art
now, but currently not practical for large arrays. Limiting
factors are A/D and D/A (or synthesizer) bandwidth, com-
puter speed and storage requirements, power require-
ments, and size. The loss in the digitizing process also
mandates use of solid-state modules at the array elements
and the A/D sampling is usually done after downconver-
sion to a suitable intermediate frequency. Considering all
these factors leads to some very real and practical appli-
cations for relatively small arrays (or for some large but
narrowband military arrays), and for many more applica-
tions for digital beamforming at the subarray level.

3.3. Control Architectures

3.3.1. Space-Fed Lens and Reflector Antennas. Figure
10a shows a space-fed lens array, which, in its simplest
form, is just an alternate to the constrained ‘‘corporate
feed’’ implied in Figs. 1a and 1b. This configuration shows
an array face, fed by a single antenna that illuminates the
back face of the aperture. The lens is active in that there is
phase control at every element in the lens. The main ad-
vantage of this configuration is that it reduces the cost and
weight of the system by eliminating the corporate feed. It
is therefore applicable to lower-cost ground-based arrays
as well as to very large space-based radar systems. Not
shown are active reflect arrays that are configured like the
lens geometry, but with shorted (short-circuited) lines that
use phase shifters to vary the effective line lengths. This is
a wide-angle scanning technology similar to that in the
space-fed lens. In addition there is a class of space-
fed structures including passive reflectors that can be
scanned over limited angular regions. All of these space-
fed scanning systems have instantaneous bandwidths lim-
ited by the use of phase control (or passive reflector) at the
objective aperture.

3.3.2. Multiple-Beam Arrays. One last category of scan-
ner is the multiple-beam array shown schematically in
Fig. 10b, where each input port excites and independent
beam in space. These can be produced with a digital beam-
former, but in addition there are a variety of antenna

hardware concepts that produce multiple beams, includ-
ing Butler matrices [9,22] (Fig. 11), which involve a circuit
implementation of the fast Fourier transform (FFT) and
radiate orthogonal sets of beams with uniform aperture
illumination. Lens and reflector systems have the advan-
tage of being wideband scanners, since their beam loca-
tions do not vary with frequency. A particularly
convenient implementation is the Rotman lens [23] of
Fig. 12, a variant of the earlier Gent bootlace lens [24]
that has the special feature of forming three points of per-
fect focus for one plane of scan. The Rotman lens can pro-
vide good wide-angle scanning out to angles exceeding 451.
Multiple-beam lenses and reflectors have been chosen for
satellite communication systems, and in that application
serve to either produce switched individual beams or use
clusters of beams to cover particular areas on Earth. Fig-
ure 12 shows a sketch of a Rotman lens, illustrating the

(a) (b)

Figure 10. Phase shift and passive lens arrays: (a) space-fed ar-
ray; (b) multiple-beam array.
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several ray paths through the lens, and the associated
radiating wavefront.

3.3.3. Control for Wideband and Fractional Bandwidth
‘‘Wideband’’ Arrays. The phenomenon called ‘‘squint’’ [see
Fig. 2 and Eqs. (8), (9)] dictates the need for including
time-delay steering for very wideband arrays and for very
large arrays with even modest ‘‘fractional’’ bandwidth.
These two categories of wideband arrays are distinctly
different, and require completely different architectures.
Figures 13 and 14 outline several approaches to providing
time delay for the various relevant conditions. Figure 13
shows two possible architectures for very wideband
(octave or multioctave) or multiple-band control. The
sketch at left (Fig. 13a) shows one TR module and one
time delay unit per element, and provides exact time delay
and the ultimate bandwidth subject to antenna element

design (which can now be up to 10 : 1 in some cases). The
TR amplification at the elements is necessary because
time-delay units are lossy (depending on their length and
technology). Recalling that an array 100 wavelengths long
needs nearly 100 wavelengths of excess line switched in
series with the outermost elements for scan to 601, it be-
comes clear that significant loss can be expected. In addi-
tion to loss, there is little room behind each element to
include the time-delay units and amplification, so this
most basic of architectures is impractical for most appli-
cations except for relatively small, very wideband arrays.

Figure 13b shows a more practical configuration for
providing element-level time-delay, and, like the sketch in
Fig. 13a, provides the exact time delay at every element.
This configuration provides small increments of time
delay at each element, perhaps up to two or three wave-
lengths, then after grouping these elements into subar-
rays and amplifying, provides longer delays at successive
levels of subarraying. Very long delays can then be pro-
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Figure 12. Rotman lens showing ray tracings and radiated
wavefront.
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vided by a beamformer using optical, analog, or digital
time delay. In this case the optical and analog time delay is
provided by a switched line configuration, and so retains
the wideband features of the basic apertures. Digital
beamformers don’t presently support octave or multioc-
tave bandwidth at microwave frequencies, but can provide
accurate time delay over narrower bandwidths at a mul-
titude of frequencies through subbanding and filtering. In
these cases, the digital beamformer can provide multiband
beams that point in the same direction using the network
of cascaded time-delay units.

Figure 13a addressed truly wideband signal control,
but very large arrays require time delay when the instan-
taneous bandwidth may be only a few percent, but still
exceeding that of Eq. (9). Certainly the configuration of
Fig. 13b will readily satisfy this condition, too, but several
other options are available when the bandwidth is modest.
Architectural solutions for such fractional bandwidth, but
‘‘wideband’’ arrays are shown in Fig. 14. The obvious so-
lution, shown in Fig. 14a, consists of using phase shifters
at the element level, and after amplification, inserting
time delays at the subarray level. This solution is simple,
is easy to build, and provides room for including analog,
optical, or digital time delay at the subarray level, but can
produce significant quantization lobes as shown in the in-
sert. The configuration in Fig. 14b is highly schematic, but
intended to indicate that by producing special, shaped
subarray patterns, one can use the subarray patterns as
an angular filter to remove the quantization lobes. These
special networks, called overlapped subarray or transform
feeds, have been developed as space-fed or constrained
microwave networks, and, as detailed by Mailloux [25], do
provide good pattern control at the expense of increased
complexity. Digital control seems particularly appropriate
for these overlapped feed networks because of the added
degree of flexibility it provides.

4. CONCLUSION

This article has briefly described a variety of technologies
and concepts that are fundamental to antenna scanning
arrays. This technology has grown out of the military in-
vestments for radar, but now has an increasing role in
commercial as well as military systems. One goal of the
article has been to explain how the physical constraints of
the interelement spacing and array squint necessary lead
to different system architectures depending on the desired
application. A second goal has been to briefly address
present and new applications in light of the changing
availability of analog, optical, and digital control technol-
ogy. It seems reasonable to expect that this growing list of
new array applications will continue to require an ex-
panding collection of control modalities, components, and
architectures for the foreseeable future.
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ANTENNA TESTING AND MEASUREMENTS

W. NEILL KEFAUVER

LOCKHEED MARTIN

Denver, Colorado

Antenna testing uses many creative technological solu-
tions to get what is an easily stated and critical function of
a wireless communication, radar, or remote sensing sys-
tem. The criterion is simply what level of power will my
antenna deliver to or receive from a remote location
defined by the antenna’s usage. This remote location is
almost always in the ‘‘far field’’ of the antenna, the far field
of an antenna is the distance beyond which the pattern of
antenna can be accurately approximated as F(y,f) e� jkr/r.
The engineering criterion for this distance is 2D2/l, where
l is the wavelength of the signal and D is the antenna
aperture’s largest dimension in the same units as the
wavelength; this relationship corresponds to a phase error
of 22.51 across the antenna aperture relative to ideal. This
article discusses the techniques used to evaluate antennas
and the decades of effort to get the answer without having
to put up with all the risks and delays of trying to obtain
the information after the system is in the field.

1. HISTORY

In the early days of antenna measurements the technol-
ogy was based on simple approximation of the operational
environment, where measurements were performed out-
doors at a sufficient distance to assume that the pattern
was not changing with distance. One would build a tower
outside to minimize antenna interactions with the ground,
mount the antenna, and point it toward a transmitter a
great distance away on the basis of the 2D2/l criterion.
Using conventional motor control mechanisms already
developed for telescopes and artillery among other appli-
cations, the user could obtain a reasonable response with
the microwave detector—sometimes a crystal detector for
just power, but over time the mixer became the sensor of
choice as it has better dynamic range, can give phase in-
formation, and allows one to further filter the signal after
converting the transmit signal to an intermediate-
frequency signal. The data were recorded by synchroniz-
ing the motors of the range controller to a turntable and
plotting using a pen and translation motor keyed to the
amplitude of the received signal.

With the advent of widespread computing in the 1970s,
the ranges began to automate, alleviating the menial task
of manually reading data off charts and inputting them
into the analysis computer. One of the first algorithms

implemented in the computer was calculation of circularly
polarized data from linear measurements, eliminating the
need for the rotating linear measurement to determine
axial ratio of the antenna where the source antenna was
spun continuously while scanning the remaining axes.
The calculation of polarization using this method led to
investigation of other information that could be derived
from having digital data of the complex fields. Test articles
no longer needed to be precisely aligned in the range; only
knowledge of the location was necessary. Data processing
could be used to correct misalignment, calibrate against
gain standards, compensate for range polarization impu-
rity, and software time-gate the data to reduce multipath.
With all this improved capability to measure data, the
increase in the technical knowledge, particularly mathe-
matical, was dramatic. The arrival of compact range and
near-field testing in the same decade represented an
outgrowth of the metrology breakthroughs in automated
testing spearheaded by several universities (particularly
Ohio State) and the National Institute of Standards
and Technologies (NIST). Since then the equipment
has increased in complexity and capability to support
the increasingly stringent antenna operational require-
ments.

2. APPLICATIONS

The vast majority of antennas are used in communica-
tions; however, there are more specialized antennas used
for remote sensing and power transfer.

2.1. Communications

Beginning with Marconi, we have been using antennas to
communicate at a distance, and the applications of these
antennas have become more sophisticated over the
decades. Today the most complex antennas are built for
spacecraft to exacting requirements to optimize the dis-
tribution of power and reception of signals from geosyn-
chronous orbit. These antennas will often have hundreds
of beams working simultaneously to transfer received
signals to transmit back to the final destination through
a sophisticated communication subsystem. These anten-
nas will often transmit two different signals simultaneous-
ly on the same frequency using polarization orthogonality
to optimize the bandwidth utilization. In addition, the
beams will be shaped to match specified coverage areas on
Earth so that power is not wasted outside the coverage
area. At the other end of the scale of complexity is
the venerable monopole found on your radio, pager, or
cellular phone and most portable communication devices;
the only requirement expected of the monopole is to trans-
fer some small percentage of the power to and from
space into the communication device. In between these
two antennas there are a host of applications requiring
varying complexity, base-station antennas with single or
multiple beams for cellular phones, television and radio
transmit antennas for more efficient horizon coverage, re-
flectors for deep-space probes, whip antennas for cars,
blade antennas for planes, and GPS patches for location
finding.
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2.2. Remote Sensing

An antenna used for remote sensing is either trying to
measure a physical phenomenon, such as temperature or
a radiated signal. Radar and astronomy antennas are spe-
cific examples of this application, where the information is
not embedded in the signal but arises from the properties
of the detected signal. Antennas used in radiometer work
(a type of astronomy) need to have high-beam efficiency
because the signal is very similar to the entire surround-
ing environment. Antennas used for signal detection need
to have sensitivity over the desired coverage area and fre-
quency, but are typically of a much broader band than are
communication antennas because the signal source may
change over time intentionally.

2.3. Radar

Radar is the one application where a device learns useful
information while trying to talk to itself; the antennas
employed for radar applications are typically highly
directional in order to maximize power in a desired loca-
tion. In specialized applications the pointing can be done
using sophisticated microwave electronics almost instan-
taneously such as the AEGIS or AWACS system. More
generally the radar is either pointed or swept through an
area using rotation mechanisms, or for the radar gun, the
antenna is manually pointed by the operator.

2.4. Astronomy

Most ground-based antennas used in astronomy have to be
measured after installation because the individual anten-
na is too large to fit into a conventional measurement fa-
cility; range testing of these antennas is normally limited
to the feed assembly and final performance is predicted
using detailed modeling. Space-based astronomy usually
has antennas that are thoroughly tested on the ground but
require additional calibration as they settle into orbital
operation. Antennas used in astronomy are some of the
most efficient power conversion systems built because they
have to resolve a signal of millikelvins from the back-
ground radiation of the universe. Also, because of the high
sensitivity with which they are designed, the final assem-
bly will need calibration to achieve optimal performance.

3. ANTENNA PATTERN MEASUREMENT REQUIREMENTS

Requirements for radiation performance of antennas can
easily be divided into three areas by physical properties—
frequency, solid angle, and polarization. Within each of
these properties, depending on the application, there will
be a large list of more specific requirements. Section 4
details many of these terms; the important item to
remember is that all radiation behavior of the antenna is
based on these three fundamental properties.

4. TERMINOLOGY

Antenna technology, like all technical specialties, has its
own language, and I will now review some of the common

parameters when specifying an antenna’s performance
against system requirements using nonrigorous terminol-
ogy. All of these terms have a pure mathematical relation-
ship that can be developed rigorously and that can be
found in any of the reference materials [1–6]. Antenna
measurements require development of the method to con-
vert raw response to an accurate, widely accepted version
of these parameters. One reliable source of standard def-
initions for antennas is the IEEE [7]. These parameters
are as follows:

Isotropic—a theoretical antenna that radiates a pure
polarization uniformly in all directions1

Gain—the improvement in the signal strength over an
isotropic radiator

Directivity—the ratio of the signal received in the
direction of interest relative to a standard radiating
source, usually isotropic, less frequently a dipole

Beam width—usually half-power, the angular width in
a plane containing the beam peak between the cross-
over points on either side of the peak

Cross-polarization—amount of power in the field
polarization that is orthogonal to the one you are
using

Polarization—relationship between the two orthogonal
components of a traveling wave normal to the direc-
tion of propagation

Mainbeam—solid angle between the beam peak and
the sign reversal of the detected signal (the signal
usually goes through zero)

Sidelobes—pattern structure outside the main beam,
usually desired to be minimal

Efficiency—amount of power delivered to the antenna
that is radiated

Beam efficiency—amount of power radiated that is in
the mainbeam

Axial ratio—ratio of the minimum to maximum linear
response of measured signal at a specific angle

VSWR/return loss—amount of power reflected by an-
tenna into the desired impedance

Mechanical boresight—orientation of the test article
relative to coordinate system, usually defined as the
z axis

Electrical boresight—location of the pattern peak rela-
tive to the mechanical boresight specified through
test article physical geometry

Link margin—amount of power available relative to
the required power to close the communication link
between two antennas

Geometry—typically either y/f or azimuth/elevation co-
ordinate system

G/T—gain of the antenna above the system noise
temperature; defines sensitivity to received
signals

1Such a device is not even remotely achievable physically but is
the most commonly used reference for all performance parame-
ters.
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EIRP—effective isotropic radiated power or power den-
sity at a defined distance, measured complete effi-
ciency of the transmitter

Bandwidth—frequency range over which the antenna
meets design requirements

Because of the brevity of this section, I will only try to
introduce the function of each of these particular param-
eters for evaluating an antenna. The physical entity most
easily understood is also one of the hardest to measure to
the desired accuracy is gain. Gain is so significant because
all other system performance parameters are limited by
this entity. It is difficult to measure with high accuracy
because there are so many possible ways to get significant
error. For instance, the antenna must be aligned with a
known gain standard to high accuracy (less than 0.51), and
it must not be significantly affected by the test environ-
ment. If the antenna picks up a stray emission 30 dB be-
low the test signal, the error will be 0.27 dB or 76%.
Because of the strong interaction of the antenna with its
environment, it is very difficult to go below this level.
Measurements at frequencies below 1 GHz are typically
not directive and sensitive to multipath, and measure-
ments above 1 GHz have stability problems due to the
thermal drift moving the response significantly from the
time when a standard was measured to when the antenna
data were completed.

5. METHODS

The methods of evaluating antenna performance have di-
versified as the computational capabilities have increased.
An antenna generates a three-dimensional radiation field,
which for the purposes of most antenna applications can
be described using an angular coordinate system; the de-
pendence on distance is inversely proportional to distance,
with no higher-order terms in the far field of the antenna.
Unfortunately, reducing the field description problem to
two spatial dimensions still leaves a great deal of com-
plexity, especially if frequency is still a variable as well.
Conventionally, a range has to be designed to rotate an
antenna on two orthogonal axes to create a surface about
the antenna (a sphere). Usually the antenna is rotated
because it is easier than building an arch to allow the an-
tenna to remain stationary. If this method is used, then a
complete set of radiation data can be collected utilizing
either three rotational axes or two axes and a dual-polar-
ized source antenna with a switch.

5.1. Far-Field Range

Far-field ranges are either indoor or outdoor—in-
door ranges became common after the development of
commercially inexpensive anechoic materials to reduce
multipath of the signal inside the room in the 1950s. Out-
door ranges were the first method developed as the need to
characterize antennas became prevalent during World
War II and are still used to this day for specific applica-
tions at low frequencies and involving extremely large test
articles. Multipath problems in outdoor ranges usually

arise from one source—the reflection from the ground ap-
proximately halfway between the source antenna and the
test article. The ground reflection is typically controlled
through geometry by using ground bounce coherently at
low frequencies (below 1 GHz). Otherwise the ground
bounce is reduced by radiation fences or building sites
on opposite sides of canyons or adjacent hills to reduce the
power reflected into the test article by most of the ground
outside the mainbeam of the source antenna.

5.1.1. Outdoor. The outdoor range often employs a sec-
ondary reference antenna in close proximity to the test ar-
ticle. This second antenna is used to deal with the outdoor
range phenomenon of scintillation and to minimize cable
runs. Outdoor ranges tend to be expensive to maintain be-
cause of property costs and frequent weather-related out-
ages. The outdoor range does have the advantage of testing
the article in an environment similar to production usage
in some cases such as cellular base stations. If an outdoor
range is retrofitted with a modern frequency-agile receiver,
the user can take advantage of the same techniques pio-
neered in RCS (radar cross section) measurements, where
you can apply either a software or hardware time gate to
reduce multipath in the measured signal. The concept is
simple—if the bounce from the ground is delayed by 10 ns,
for example, then all signals are filtered out outside of ap-
proximately 75 ns from arrival in the direct path. The
limitation to this technique is the bandwidth of the anten-
na and the separation of the arrival time—the longer the
range and the shorter the towers, the less able the operator
is to eliminate the ground bounce.

Figure 1 shows a typical range walk depicted the
contribution of different signals to the response of the
antenna separated in range and shows how time gating
can be applied to eliminate some of the extraneous signal
paths. The data were generated by using postprocessing
of a stepped-frequency measurement. Making simple
changes to the range configuration can isolate several of
the additional pulses shown in the figure. If a cable length
is introduced in between the source antenna and the
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Figure 1. Antenna range ‘‘range walk.’’
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transmitter, the pulses associated with the cable should
move out twice as far as the direct-path signal in the cable
within the same time. The reflection of the test article
should change as it is rotated relative to the antenna.
Replacing the source antenna with a load can isolate the
transmitter leakage. These diagnostic techniques are typ-
ical in any range setup and are key in ensuring that the
antenna measurements are as good as can be done with
the equipment. More importantly, these techniques have
universal application and show the importance of a range
walk in evaluating the performance of the range.

5.1.2. Indoor. Indoor ranges come in several types—
rectangular (Fig. 2a), tapered (Fig. 2b), and dual-tapered
are the most common. The rectangular chamber ideally
has two square faces with long rectangles forming the
walls, ceiling, and floor. The center of each face is treated
with thick anechoic material to minimize specular reflec-
tions. This type of chamber typically provides a very clean
quiet zone but is limited to higher frequencies due to the
reflectivity of the sidewalls. The tapered chamber is spe-
cifically optimized for low-frequency measurements. The
tapered chamber is intentionally flared from a point near
the source’s physical location to a large square aperture at
volume where the antenna under test (AUT) is located.
The chamber then terminates in a backwall of an extra-
deep absorber to eliminate further chamber reflections.
This chamber is more costly to build than a rectangular
one and is plagued by a frequency-sensitive source point
to mount the source antenna for optimal performance.
The dual-tapered chamber basically bolts two large metal
horns together and applies thick anechoic to the AUT end
while attempting to reduce the bounce off the throat for a
conventional tapered chamber. Full reciprocity does not
apply straightforwardly to either the tapered or dual-
tapered range because the source antenna is not in
‘‘free’’ space; therefore the anechoic material is used to
optimize the delivery of fields to the region in which the
AUT is located and the source that is selected has to be
compatible with the chamber geometry. The operator does
not care which antenna transmits and which receives but
is extremely concerned as to how the antenna interacts
with the chamber throat. This behavior makes three an-
tenna calibrations impossible in a taper chamber. For a
rectangular chamber, spatial reciprocity does apply since
typically antennas can be physically interchanged with

the same response resulting, so multipath can be evalu-
ated with ambivalence to it arising from the AUT or the
source. The theoretical reciprocity of the antenna to trans-
mit or receive is not what is important in measurements.
Since the traditional method of calibrating an antenna
for gain is by substituting a standard, the reciprocity of
physical location is important since we are replacing an
antenna with a known standard and neglecting the cou-
pling to the chamber. This step usually predominates over
all other error sources in the measurement because the
accuracy of knowledge of the gain standard in the AUT
environment is often poorly known or assumed to be much
better than it really is. The uncertainty comes from the
two devices that have significantly different patterns
and are sensitive to multipath from different directions.
In narrow ranges the gain standard may often interact
with the source, causing significant errors, particularly if
there are large flat surfaces. Often the test article itself
will have large collimated reflections due to testing it in
the environment in which it will be used. These terms can
usually be isolated by time-domain (range walk) methods
and can be surprisingly large. The important criterion is
the tradeoff of facility size for article testing, namely, if you
test in a small facility, the risk of the test article having a
large RCS that interferes with the direct antenna mea-
surement increases; as R increases, the contribution from
the RCS decreases much faster than does the total loss on
the link. The chamber can and will introduce additional
errors depending on the type of antenna and measure-
ment being performed. Possible errors include specular
scattering off the flat surfaces of the absorber, reflections
from the positioners, and even radiation from some light-
ing systems (particularly for antenna temperature mea-
surements).

5.1.3. Pattern Synthesis. A specialized case for antenna
measurements are techniques specifically modified to
synthesize plane waves using means other than distance.
The obvious reason for developing these other techniques
was to eliminate the need for facilities many times the
size of the antenna under test. However, if the cross sec-
tion of the chamber is only slightly larger than the an-
tenna, the far-field criterion causes the length of the range
to increase in direct proportion to frequency. This type of
range, although the cost would increase linearly, would
degrade quickly once the range length increases to more
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z 
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Figure 2. Chamber geometries: (a) rectangular; (b) tapered.
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than twice the range width. This ratio applies when the
angle of incidence on the wall is 601 off normal.

Unfortunately, as the chamber becomes longer, the
specular wall reflections are at a lower angle, causing in-
creased multipath as the reflectivity of the absorber
decreases with angle. Absorber reflectivity decreases off
normal incidence because the medium has been intention-
ally thinned geometrically to match to free space over
several wavelengths using pyramids or wedges. As the
field becomes parallel to the top of the absorber, the faces
of geometric structures become visible and the transition
from free space to carbon-loaded dielectric is instanta-
neous instead of spread over wavelengths.

Three well-known types of ranges are applied to eliminate
the need for a long range: compact, near-field, and extrapo-
lation. The following sections will briefly cover each type.

5.2. Compact Range

Although this concept is covered extensively in another
article, briefly, the basic concept is that a point source of a
conventional range is converted into an approximate
plane wave using a reflector system. This concept was ex-
plored in the 1960s and perfected in the 1980s as modeling
tools became more effective. Primary limitations to this
measurement technique are the purity of the plane wave,
which is limited by the reflector size and surface accuracy
in addition to conventional multipath. Since the plane
wave is synthesized instantaneously, this solution is de-
sirable for applications in which speed is more important
than accuracy. In particular, for situations where the
amount of data required is minimal, such as peak gain,
beamwidth, and cross-polarization, this type of range will
allow the user to turn around hardware more quickly than
using near-field scanning methods since only the data
needed for the direct measurement of requirements are
gathered. In the case of RCS measurements, the sheer
volume of positional data required by near-field measure-
ments necessitate that any realistic measurements be
done using either a compact or far-field range.

5.3. Near-Field Range

Near-field measurements were developed in the 1970s to
improve the accuracy of measurement methods. With near-
field measurements, the far-field criterion (2D2/l) was
eliminated and the concern over the purity of the plane
wave was eliminated as well using powerful mathematical
function space transforms. The ultimate limitation in far-
field measurements has always been knowledge of the real
distance between two antennas asymptotically to the far
field. When one wishes to determine the coordinate
system of the test antenna, all the uncertainties in the
gain standard, the source, and the test antenna must be
minimized to push measurement uncertainties under
0.5 dB. An example of this concern is that if one measures
an antenna in a 100 m range, the knowledge of the relative
position of the two antennas to the source must be less than
50 cm to get the positional error of the gain measurement
under 0.05 dB. The quiet-zone variance over that 50 cm will
need to be less than 0.05 dB to achieve an overall accuracy
of o0.1 dB. In near-field ranges the first term is not rele-

vant and the second term is minimized by probe compen-
sation. For many users this level of accuracy is beyond
their needs and requires excellent mathematical skills,
which has slowed the proliferation of this technology. One
advantage of near-field measurement is that data can ac-
curately be calculated for any position in space outside the
measurement surface and fairly accurately calculated all
the way into the test antenna. The limitations of near-field
measurements are threefold: volume of data, processing of
data, and knowledge of the probe pattern that has been
convolved into the near-field measurement data.

5.3.1. Planar. Planar near-field measurements were
the first geometry attempted because of the simplicity of
the associated mathematics, which can be distilled to the
following pair of simple equations, although it took a de-
cade of research to become confident with the results:

PðkÞAðkÞ¼

IZ
½Pðx; y;0Þ �Eðx; y; 0Þ�

� e�j k
!
�ðx;y;0Þdx dy

EðrÞ¼

IZ
AðkÞ

e j k
!
� r!

r
sin y dy df

ð1Þ

When the probe being used to measure the fields over the
planar surface is nonisotropic (reality), then the near-field
measured value is the convolution of the probe pattern
(P(x, y, 0)) with the test antenna pattern which then must
be divided out using known probe pattern characteristics
by wavenumber (P(k)) before the second equation. Obvi-
ously, to find the test antenna fields, the probe fields must
be quantified. Often the isotropic approximation is used
when the test antenna is highly directive and pointed per-
pendicular to the scan plane. Along the way to making this
measurement method viable, many approximations had to
be evaluated to quantify their contribution to a real mea-
surement. First, the surface of a planar scanner is not
closed except at infinity; this error term is called trunca-
tion. Moreover, the measured voltage is at discrete loca-
tions—the maximum sample spacing is limited by the
Nyquist criterion to a half-wavelength without significant
loss of information. The Nyquist criterion is normally ap-
plied in signal processing where the maximum frequency is
harder to define sometimes, for antenna measurements the
maximum frequency has to be the transmit frequency of
the antenna, and sampling at twice the transmit frequency
corresponds to sampling every half-wavelength. There are
additional new error terms quantified by Newell and Yaghj-
ian [8] in their papers on error analysis of this method. Note
that for the far-field pattern case the second integral de-
generates to an identity because wavenumber and direction
are equivalent and the distance dependence is eliminated.
Orthogonality with the Green function ensures that A(k)¼
A(y,f) with A(r)¼ 0 since radial fields do not propagate.

5.3.2. Spherical. Because many antennas have impor-
tant pattern characteristics extending into the back hemi-
sphere and the method of near-field measurements had
worked so well in the planar geometry, the mathematical
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extraction techniques were extended to spherical data col-
lection methods. The mathematics is far more complicated
computationally by the need for spherical Bessel functions
and Legendre polynomials to perform the spatial function
decomposition; planar function expansions required only
trigonometric functions that are conveniently self-invert-
ing through the FFT (fast Fourier transform). The spher-
ical function coefficient calculations require the use of full
two-dimensional integrations to determine the best fit of
coefficients to the antenna pattern. The positional sensi-
tivity of the function expansion also increases dramatical-
ly as the near fields are measured over spheres closer to
the size of the antenna. The implementation commercially
usually involves building a facility that is identical to a
far-field range except for having higher-grade rotary stag-
es for accurate location of the test article. Several ranges
have been built that move the probe instead of the test
antenna to minimize the dynamic loading of the test an-
tenna as its center of mass moved about the support tower.
In this special case the positional uncertainty of the
sphere surface can be reduced relative to the coordinate
system, allowing for much more accurate measurements
on antennas that have significant deflection under gravity.

5.3.3. Cylindrical. Cylindrical near-field measurement
capabilities are easily added to either of the ranges de-
scribed above by adding an extra axis of position control.
Cylindrical measurements are optimized for fan beam an-
tennas such as cellphone base stations and some more so-
phisticated radar applications such as the cosecant
squared beams. The mathematical function set is more
easily dealt with because we are back to using trigonomet-
ric functions for evaluating the function coefficients—with
processing times for a similar-sized collection process such
as planar data by taking advantage of the FFT. Typically
the antenna will be rotated while a linear scan mechanism
takes the second axis of data. The following equation
expresses the mathematical flow of the processing:

PAðkz;nÞAðkz;nÞ

¼

IZ
½Pð0; y; zÞ �Eðr0; y; zÞ�e�j k

!
�ðz sin nyÞ

PBðkz;nÞBðkz;nÞ

¼

IZ
½Pð0; y; zÞ �Eðr0; y; zÞ�e�j k

!
�ðz cos nyÞ

EðrÞ ¼

Z X

n
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nðrÞ
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�
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H2

nðrÞ

H2
nðr0Þ

�
ejkz� r!
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Note that the values in the final fields require both a sum-
mation and degenerate integral for far-field evaluation.
Similar to the planar case, as r becomes large, the k and
r vectors provide a significant product only when coinci-
dent, due to the function space orthogonality for a partic-
ular angle in y. The other obvious introduction is a
normalization factor for Bessel function H to resolve the

r dependence of the function. The magnitude of trigono-
metric functions does not vary with distance and thus does
not have to be normalized to the integration surface. The
cosine and sine functions are mathematically similar to
the þ and � of the conventional k-space expansions; the
only difference is that the function has to be mapped to a
finite number of functions in y. Further reading on each
of the geometries is available; for instance, the work by
Yaghjian [8] is excellent in detailing the nuances of the
measurement method.

5.4. Extrapolation Range

An extrapolation range measurement is used to very pre-
cisely determine the gain of an antenna at one orientation
angle. The method measures the fields in the direction
desired over an extended range from the near field to at
least a reasonable far-field distance. Obviously this meth-
od is limited to antennas where this set of data can be
taken with reasonably small structure—antennas typical-
ly have gains from 0 to 30 dB and frequencies above
500 MHz. The set of data from the antenna is then fitted
to a polynomial, and the coefficient equivalent to the con-
ventional power drop of distance squared is used to cal-
culate the gain of the antenna. This method has the
advantage that multipath is measured and then filtered
directly by the processing. The obvious disadvantage of
this method is that it requires a priori knowledge of the
beam peak location if that is the direction in which accu-
rate knowledge of gain is required. In conventional appli-
cations to general gain standards, this information is not
considered to be in question, but for a generalized case this
knowledge would have to be obtained by one of the other
methods mentioned above.

6. OTHER REQUIREMENTS AND MEASUREMENT CRITERIA

6.1. Health Checks

All the methods described above require extensive check-
ing during operation to obtain reasonable accuracies—
margins for accurate gain measurements are small since
the residual error terms, even in the best facilities, can
quickly approach the system requirements. Additionally,
only rarely is the measurement repeated let alone checked
in an alternate facility, so the performance of the range
must be carefully monitored. The result is that any range
delivering data on high-performance antennas has an ex-
tensive health check capability—items regularly evaluat-
ed are the repeatability of the working standards in the
range, the long-term stability of the range measurement
system, the range alignment, the range multipath, range
polarization purity, and system crosstalk.

6.2. Standards

Standards are needed for traceability of measurements to
the engineering definitions we covered above. The most
ubiquitous standard is the pyramidal horn; these anten-
nas are widely accepted as working standards because di-
rect gain calibration of each arbitrary antenna would
require three antennas in the same frequency band and
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the pyramidal horn is sufficiently accurate without direct
evaluation to allow measurements to be calibrated by sub-
stitution with reasonable accuracy. Also, the gain of the
horn is accurately predicted to less than 0.25 dB, often by
computation, due to its excellent match and directivity.
Other antennas are often used as standards of comparison
but tend to be less robust in a working laboratory envi-
ronment and are also difficult to model with the same con-
fidence of accuracy. Of less concern because their error
contributions are usually smaller by an order of magni-
tude are standards of distance, angle, frequency, and
linearity. However, to accurately evaluate antenna perfor-
mance parameters, these other items need to be quantified
and documented. With the advent of automated network
analyzers, lasers, and synthesizers, these terms should
always be less than 0.1 dB.

6.3. Calibration

Range calibration is typically done by introducing one of
the standards mentioned above in place of the antenna
under test and comparing the measured response. In cases
where the response would greatly differ between the two
antennas, the one with the high power level is attenuated
using a device of known loss and low mismatch, and a
commercial microwave attenuator will often suffice. In
some of the more complex facilities calibration will also
evaluate polarization and will be required on multiple
ports because of the antenna complexity. The accuracy of
the calibration always is a cost driver in any measurement
activity, and therefore tradeoffs must be made between
accuracy and speed.

6.4. Gain by Comparison

Gain by comparison is used in all except the most exacting
requirements because of the simplicity described in the
standards section. Additionally, although the standard
agreed to by industry for antenna gain excludes the
device mismatch, it is usually embedded in the data
and addressed by the device mismatch requirement for
microwave measurements. Why I raise this piece of spe-
cific information is to emphasize that measured data do
not typically correspond to a specific definition for a pa-
rameter—harmless approximations are frequently made,
and since they do not change the uncertainty of most
measurements, they are seldom mentioned in the final
data. One obvious exception to this generally relaxed mea-
surement approach is the calibration of a gain standard.
When a customer requires the antenna measurement
knowledge more accurately than the theoretical predic-
tion of the gain standard, other measurement methods are
applied. The best known of these is the three-antenna
calibration.

6.5. Three-Antenna Measurements

In theory, three-antenna measurements only require the
operator to introduce an alternate antenna at both ends of
the chamber sequentially and take an additional mea-
surement. In practice, this measurement is complicated
by the source interaction with the chamber and is thus

limited to rectangular chambers. The other readily avail-
able solution is to have two nearly identical source anten-
nas allowing one to use the second antenna as the source
and also as the test antenna. The equation system is fairly
simple if device mismatch is neglected:

Pr1¼Pt
G1G2

4pr2

Pr2¼Pt
G3G2

4pr2

Pr3¼Pt
G1G3

4pr2

ð3Þ

The term P is treated as a vector of received voltage at the
receive reference plane and is a vector because of the un-
known polarization of the antennas tested, thus requiring
two orthogonal orientations to measure the overall polar-
ization. If this effect is neglected (which is usually possible
when determining gain standards), then the antenna can
be aligned for optimal delivered power and the only re-
quirement is inversion of the set of equations, resulting in
the following scalar result:

G1¼
Pr1Pr34pr2

Pr2Pt

G2¼
Pr1Pr24pr2

Pr3Pt

G3¼
Pr2Pr34pr2

Pr1Pt

ð4Þ

The result still requires knowledge of the total power
transmitted, which is, of course, impacted by mismatch
losses, as well as knowledge of the distance between the
two antennas. When this result is combined with the ex-
trapolation measurement mentioned above, the distance
dependence of the calculation can be eliminated with the
polynomial fit. The method also works best for antennas of
matched polarization because of the ability to neglect the
additional measurements, reducing test drift and detailed
understanding of the interaction between gain and polar-
ization. The importance of the result in Eq. (4) is that no
calibrated components are required in the measurement,
eliminating the need for traceability to an externally
calibrated standard.

7. CONCLUSIONS

Antennas are a major component of any wireless applica-
tion, including telephony, the Internet, and even many
remote control systems as well as important science tools
such as remote Earth sensing and radio astronomy. Since
the build to tolerance of antenna patterns is always are
unknown through direct physical probing of the device or
visual inspection, a different technology was required. As
a result, a myriad of solutions have been used to gather
information on the radiation characteristics of antennas.
The solution can be as simple as a point-to-point connec-
tion of two antennas in the far field and as complicated as
a multiport spherical near field with many options in
between. The most important item in any measurement
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solution is that precision (repeatability) of the measure-
ment is significantly better than the measurement
accuracy. As a result, good antenna ranges can provide
reasonable error estimates for an arbitrary antenna
measurement based on knowledge of the range without
requiring significant modifications for the particular
antenna pattern. The range design selection can then
be based on the electrical/physical size of the test article,
the weight of the article, the amount of data required,
and the frequency to be tested. No particular range
design is the best solution to all problems, but under-
standing how all the types work is key to making a good
selection.
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1. INTRODUCTION

This article introduces the foundation concepts of anten-
nas. Radiation of antennas provide the emphasis of the
presentation. Methods of describing antennas include
critical characteristics such as impedance, gain, beam-
width, and bandwidth. These parameters provide the
primary information needed for full analysis of a commu-
nication system. To address a basic question raised by
communication system designers, the fundamental limits
of antennas are also presented to relate antenna size and
bandwidth. The presentation is closed with a brief over-
view of the transient analysis of antennas as is appro-
priate for ultra wideband systems.

2. FUNDAMENTALS

2.1. Maxwell’s Equations

Antenna properties are analyzed according to the basic
laws of physics. These laws have been collected into a set
of equations commonly referred to as Maxwell’s equations.
(The presentation in this section follows the textbook by
Stutzman and Thiele [1] where a more detailed treat may
be found.) In most antenna applications, we analyze
sinusoidally varying sources in a linear environment.
For such time-harmonic fields with a radian frequency of
o, the phasor form of Maxwell’s equations as

=�E¼ � joB�M ð1Þ

=�H¼ joDþJ ð2Þ

= .D¼ R ð3Þ

= .B¼m ð4Þ

The quantities, E, H, D, and B, describe the physical
terms of electric and magnetic field intensities and the
electric and magnetic field densities, respectively. The
cross and dot are the curl and divergence differential
operators respectively. A supplementary equation that
can be deduced from the second and third equations is

= .J¼ � joR ð5Þ

and is denoted the continuity equation to explicitly de-
scribe the electric current density J in terms of the move-
ment of volumetric electric charge, R. A similar
relationship holds for the magnetic current density M
and volumetric magnetic charge m. These latter two
quantities have not been identified as actual physical
quantities to date, but are found to be extremely useful
in analysis. In fact, the concept of magnetic current is
identical to the concept of ideal voltage sources in elec-
trical networks.

Maxwell’s equations define relationships between the
field quantities, but do not explicitly provide information
about the media in which the fields exist. The material is
usually characterized by three terms: permittivity e, per-
meability m, and conductivity s. Sometimes the material
conductivity is given in inverse form as the resistivity r¼
1/s. These terms relate the field density and intensity
terms as well as the portion of the current due to conduc-
tion. Thus, we have D¼ eE, B¼ mH, and J¼ sE to give

=�E¼ � jomH �Mi ð6Þ

=�H¼ ðsþ joeÞEþJi ð7Þ

e�
s
jo

� �
= .E¼ Ri ð8Þ

m= .H¼mi ð9Þ

and

= .Ji¼ � joRi ð10Þ

where the i subscript denotes the impressed sources in the
system, equivalent to the independent sources of circuit
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theory. We find the medium description in the above
equations limited in two ways: (1) the medium is described
by scalar quantities, implying isotropic medium, and (2)
the material parameters have been extracted from the
derivatives, implying a constant, homogeneous medium.
These simplifications are valid for antenna problems. It
should be noted that Eqs. (8) and (9) can be obtained from
Eqs. (7) and (6), respectively, with the appropriate con-
tinuity relations, such as Eq. (10).

If multiple frequencies are present, the solution to the
equations can be found for each frequency separately and
the results combined to form the total solution. A linearity
restriction is used to ensure that the analysis would be
properly performed for a single frequency. For nonlinear
media and some complex problems, it is advantageous to
solve the equivalent time-domain equations and obtain
the frequency-domain fields through a Fourier (or
Laplace) transform process. Computationally, the Fourier
transform is usually obtained using a fast Fourier trans-
form (FFT).

2.2. Wave Equations

In the far field of antennas, the solution of Maxwell’s
equations are solutions to the wave equation in source-
free regions. The wave equation can be obtained by
eliminating either E or H from Eqs. (6)–(9) with no
impressed sources as

k2þ=2
� � E

H

( )
¼ 0 ð11Þ

where k¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m e� s=jo
� �q

. The quantity k is referred to as
the propagation constant or wavenumber and can be
written in terms of the phase and amplitude constants
as (b� ja). In most antenna problems of interest, it is
common to use b instead of k since the media is generally
lossless. We will retain k for generality.

The solutions to Eq. (11) can be written in terms of
either traveling or standing waves; traveling waves are
more common for antenna applications. The traveling-
wave solution to the electric field has a plane-wave solu-
tion form of

EðrÞ¼Eþ e�j~kk .~rrþE�e j~kk .~rr ð12Þ

The corresponding magnetic field is given by

HðrÞ¼
1

Z
k� Eþ e�j~kk .~rr � E�e j~kk .~rr

h i
; Z¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

e�
s
jo

� �
vuuut

ð13Þ

The form of Eq. (13) is called a generalized plane wave
propagating along 7k with the restriction that k .E¼ 0,
since the divergence is zero. The direct solution of the
general differential forms of Maxwell’s equations can
be obtained analytically in special cases and numerically
in most other cases. Numerical procedures typically use
finite differences (FD), the finite difference–time domain
(FDTD) method, or finite-element (FE) techniques [2]. The
alternative is to transform the equations into integral
forms for solution, where the solution structure is written

in integral form and the integral equation are used to
solve for the field quantities.

2.3. Auxiliary Functions

Auxiliary functions are used to extend the solution of the
wave equation beyond the simple traveling plane-wave
form. If the magnetic sources are zero, then we can expand
the magnetic flux density in terms of the curl of an
auxiliary function, the magnetic vector potential A [3], or

H¼
1

m
=�A ð14Þ

The corresponding electric field intensity in simple media
(using the Lorentz gauge for the potential) is given by

E¼
1

jome
k2Aþ== .A
� �

ð15Þ

This use of a gauge condition completes the specification of
the degrees of freedom for A. The magnetic-vector poten-
tial must satisfy the Helmholtz equation given by

k2þ=2
� �

A¼ � mJ ð16Þ

having a solution in free space (no boundary) of

AðrÞ¼ m
Z

V

Jðr0Þ
e�jk r�r0j j

4p r� r0j j
dv ð17Þ

for the geometry of Fig. 1. This general form can be
specialized to the far-field case for an antenna located
near the origin by expanding R¼|r� r0| in a binomial
series as

R¼ r� r0
�� ��¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � 2r . r0 þ r02

p

¼ r�
r . r0

r
þ

r02

2r
�
ðr . r0Þ2

2r3
þ � � �

ð18Þ

for r0 sufficiently small. Only the first term in this expan-
sion, r, needs to be retained for use in the denominator of
Eq. (17). However, more accuracy is needed for R in the
exponential to account for phase changes; so the second
term of the expansion is also used in the exponential:

R � r� r̂r . r0 ð19Þ

The complete far-field approximation becomes

AðrÞ � m
e�jkr

4pr

Z

V

Jðr0Þ e j~kk .~rr0dv ð20Þ

which is the familiar Fourier transform representation.

Source volume v ′ 

P, field point

J

R  = r  − r ′ 

r ′ r

Figure 1. Coordinates and geometry for solving radiation pro-
blems.
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In the far field where Eq. (20) is applicable, we may
approximate the corresponding electric and magnetic
fields as

E � �jo A� r̂rðr̂r .AÞ½ � ð21Þ

and

H �
k

jm
½r̂r�A� ð22Þ

The second term in Eq. (21) simply removes the radial
portion A from the electric field.

The definition of the minimum far-field distance from
the source is where errors resulting in the parallel-ray
approximation to the radiation become insignificant. The
distance where the far field begins rff is taken to be that
value of r for which the pathlength deviation due to
neglecting the third term of Eq. (18) is a 16th of a
wavelength. This corresponds to a phase error (by neglect-
ing the third term) of 2p/l� l/16¼p/8 rad¼22.51. If D is
the maximum dimension of the source, rff is found to be

ðD=2Þ2

2rff
¼

l
16

ð23Þ

Solving for rff gives

rff ¼
2D2

l
ð24Þ

The far-field region is rZrff and rff is called the far-field
distance, or Rayleigh distance. The far-field conditions are
summarized as follows:

rb
2D2

l
ð25aÞ

rbD ð25bÞ

rbl ð25cÞ

The condition rbD is needed in association with the
approximation REr the denominator of Eq. (17) for use
in the magnitude dependence. The condition rbl follows
from kr¼ 2pr=l

� �
b1 which was used to reduce Eq. (15) to

Eq. (21), neglecting terms that are inversely proportional
to powers of kr greater than unity. Usually the far field is
taken to begin at a distance given by Eq. (24), where D is
the maximum dimension of the antenna. This is usually a
sufficient condition for antennas operating in the UHF
region and above. At lower frequencies, where the antenna
can be small compared to the wavelength, the far-field
distance may have to be greater than 2D2/l as well as D
and l in order that all conditions in Eq. (25) are satisfied.

The far-field region is historically called the Fraunhofer
region, where rays at large distances from the transmit-
ting antenna are parallel. In the far-field region the
radiation pattern is independent of distance. For example,
the sin y pattern of an ideal dipole is valid anywhere in its
far field. The zone interior to this distance from the center
of the antenna, called the near field, is divided into two
subregions. The reactive near-field region is closest to the
antenna and is that region for which the reactive field
dominates over the radiative fields. This region extends to
a distance 0:62

ffiffiffiffiffiffiffiffiffiffiffi
D3=l

p
from the antenna, as long as Dbl.

For an ideal dipole, for which D¼Dz5l, this distance is

l=2p. Between the reactive near-field and far-field regions
is the radiating near-field regions in which the radiation
fields dominate and where the angular field distribution
depends on the distance from the antenna. For an antenna
focused at infinity, this region is sometimes referred to as
the Fresnel region. We can summarize the field region
distances for cases where Dbl as follows [1]:

Region Distance from antenna ðrÞ

Reactive near field 0 to 0:62
ffiffiffiffiffiffiffiffiffiffiffi
D3=l

p
ð26aÞ

Radiating near field 0:62
ffiffiffiffiffiffiffiffiffiffiffi
D3=l

p
to 2D2=l ð26bÞ

Far field 2D2=l to1 ð26cÞ

2.4. Duality

Duality provides an extremely useful way to complete the
development of the solution form as well as equating some
forms of antennas. To complete the previous set of equa-
tions for the magnetic current and charge, we simply note
that we can change the variable definitions to obtain an
identical form of equations. Specifically, we replace

E! H ð27aÞ

H!�E ð27bÞ

J !M ð27cÞ

A! F ð27dÞ

m! e; e! m ð27eÞ

and

k! k; Z!
1

Z
ð27f Þ

The quantity F is the electric vector potential for M,
analogous to the magnetic vector potential for J. The
solution forms for J and M can be combined for the total
solution as

E¼
1

jome
k2Aþ== .A
� �

� e=�F ð28aÞ

and

H¼
1

jome
k2Fþ== .F
� �

þ m=�A ð28bÞ

The alternate use of duality is to equate similar dual
problems numerically. A classic problem is the relation-
ship between the input impedance of a slot dipole and
strip dipole. The two structures are complements within
the plane and have input impedances that satisfy

ZslotZstrip¼
Z2

4
¼

m
4e

ð29Þ

This relationship incorporates several equivalencies,
but most importantly the electric and magnetic quanti-
ties are scaled appropriately by Z to preserve the proper
units in the dual relationship. For a 72-O strip dipole,
we find the complementary slot dipole has an input
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impedance of Zslot¼ 493.5O. Self-complementary planar
antennas such as spirals have an input impedance of
188.5O.

2.5. Images

Many antennas are constructed above a large metallic
structure referred to as a ground plane. As long as the
structure is greater than a half-wavelength in radius, the
finite plane can be modeled as an infinite structure for all
but radiation behind the plane. The advantage of the
infinite structure that is a perfect electric conductor
(PEC) is that the planar sheet can be replaced by the
images of the antenna elements in the plane. For the PEC,
the images are constructed to provide a zero, tangential
electric field at the plane. Figure 2 shows the equivalent
current structure for the original and the image problems.

It is common to feed antennas at the ground plane
through a coaxial cable. If the ground is a good conductor,
planar, and very large in extent, it approximates a perfect,
infinite, ground plane. Then the equivalent voltage for the
imaged problem is twice that of the source above the
ground plane. The vertical electric current in Fig. 2 fed
at the ground plane is called a monopole; it together with
its image form a dipole and

Zmonopole¼
1
2 Zdipole ð30Þ

Since the corresponding field is radiated into only a half-
space, the directivity of the antenna defined as the peak
power density in the far field compared to the average
power density over a sphere is double for the ground-
plane-fed antenna as

Dmonopole¼2 Ddipole ð31Þ

3. ANTENNA CHARACTERISTICS

There are a number of characteristics used to describe an
antenna as a device. Characteristics such as impedance
and gain are common to any electrical device. On the
other hand, a property such as radiation pattern is unique
to the antenna. In this section we discuss patterns and
impedance. Gain is discussed in the following section. We
begin with a discussion of reciprocity.

3.1. Reciprocity

Reciprocity plays an important role in antenna theory and
can be used to great advantage in calculations and mea-

surements. Fortunately, antennas usually behave as re-
ciprocal devices. This permits characterization of the
antenna as either a transmitting or receiving antenna.
For example, radiation patterns are often measured with
the test antenna operating in the receive mode. If the
antenna is reciprocal, the measured pattern is identical
when the antenna is in either a transmit or a receive
mode. In fact, the following general statement applies: If
nonreciprocal materials are not present in an antenna, its
transmitting and receiving properties are identical. A case
where reciprocity may not hold is when a ferrite material
or active devices are included as a part of the antenna.

Reciprocity is also helpful when examining the term-
inal behavior of antennas. Consider two antennas, a and b
shown in Fig. 3. Although connected through the inter-
vening medium and not by a direct connection path, we
can view this as a two-port network. For an antenna
system, a property of reciprocity is the equality of the
mutual impedances:

Zab¼Zba for reciprocal antennas ð32Þ

If one antenna is rotated around the other, the output
voltage as a function of rotation angle becomes the radia-
tion pattern. Since the coupling mechanism is via mutual
impedances Zab and Zba, they must correspond to the
radiation patterns. For example, if antenna b is rotated
in the plane of Fig. 3, the pattern in that plane is
proportional to the output of a receiver connected to
antenna b due to a source of constant power attached to
antenna a. For reciprocal antennas, Eq. (32) implies the
transmitting and receiving patterns for the rotated an-
tenna are the same.

Reciprocity can be stated in integral form by cross-multi-
plying Maxwell’s equations by the opposite field for two
separate problems, integrating and combining, and taking
the resultant enclosing surface to infinity to obtain [4]
Z

V

½ðJa .Eb �Ma .HbÞ�dv¼

Z

V

½ðJb .Ea �Mb .HaÞ�dv

ð33Þ

This form will be used in the next section to develop a
formula for antenna impedance.

3.2. Antenna Impedance

Reciprocity can be used to obtain the basic formula for the
input impedance of an antenna. If we define the two
systems (a and b) for Eq. (33) as (a) the antenna current
distribution in the presence of the antenna structure and
(b) the same antenna current in free space ðJa¼Jb¼JÞ,

Sources

PEC

Images

I m
I mI

I

Figure 2. Images of electric (I) and magnetic (Im) elemental
currents over a perfect electric ground plane.

Antenna
a

Antenna
b

Figure 3. Two-port device representation for coupling between
antennas.
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then we can apply Eq. (33) to obtain
Z

V

ðJ .EbÞdv¼

Z

V

ðJ .EaÞdv¼ � IVa ð34Þ

Since Va¼ IZ,

Z¼ �
1

I2

Z

V

ðJ .EbÞdv ð35Þ

Thus, if the current distribution on the antenna is known,
or can be estimated, then (35) simply provides a means for
computing the antenna impedance Z by integrating the
near field radiated by the antenna current in free space
times the current distribution itself. A common approach
to this computation results in the induced EMF method [5]
for determining the input impedance to an antenna. The
radiation resistance can be estimated using conservation
of energy.

3.3. Radiation Patterns

The radiation pattern of an antenna is the angular varia-
tion of the radiation level around the antenna. This is
perhaps the most important characteristic of an antenna.
In this section we present definitions associated with
patterns and develop the general procedures for calculat-
ing radiation patterns.

3.3.1. Radiation Pattern Basics. A radiation pattern (or,
antenna pattern) is a graphical representation of the
radiation (far-field) properties of an antenna. The radia-
tion fields from a transmitting antenna vary inversely
with distance (e.g., 1/r). The variation with observation
angles (y,f), however, depends on the antenna.

Radiation patterns in general can be calculated in a
manner similar to that used for the ideal dipole if the
current distribution on the antenna is known. This calcu-
lation is performed by first finding the vector potential
using Eq. (20). As a simple example consider a filament of
current along the z axis and located near the origin. Many
antennas can be modeled by this line source; straight-wire
antennas are good examples. In this case the vector
potential has only a z component and the vector potential
integral is one-dimensional:

Az¼ m
e�jbr

4pr

Z

z

Iðz0Þ e jbz0 ẑz . r̂r dz0 ð36Þ

where b has been used for typical radiation media. Be-
cause of the symmetry of the source, we expect that the
radiation fields will not vary with f. This lack of variation
is because as the observer moves around the source, such
that r and z are constant, the appearance of the source
remains the same; thus, its radiation fields are also un-
changed. Therefore, for simplicity we will confine the
observation point to a fixed f in the xy plane (f¼ 901) as
shown in Fig. 5. Then from Fig. 5 we see that

r2¼ x2þ y2 ð37Þ

z¼ r cos y ð38Þ

y¼ r sin y ð39Þ

Applying the general geometry of Fig. 1 to this case,
r¼ yŷyþ zẑz and r0 ¼ z0 ẑz lead to R¼ r� r0 ¼ yŷyþ ðz� z0Þ ẑz
and

R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2þ ðz� z0Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2þ z2 � 2zz0 þ ðz0Þ2

q

� r� z0 cos y
ð40Þ

in the far field. This expression for R is used in the
radiation integral of Eq. (36) to different degrees of
approximation. In the denominator (which affects only
the amplitude) we let

R � r ð41Þ

We can do this because in the far field r is very large
compared to the antenna size, so rbz0  z0 cos y. In the
phase term, we must be more accurate when computing
the distance from points along the line source to the
observation point and use both terms in Eq. (40). Using
this far-field approximation in Eq. (36) yields

Az¼m
Z

Iðz0Þ
e�jb r�z0 cos yð Þ

4pr
dz0 ¼ m

e�jbr

4pr

Z
Iðz0Þ e jbz0 cos y dz0

ð42Þ

where the integral is over the extent of the line source.
The electric field is found from Eq. (21), which is

E � �jo A� r̂rðr̂r .AÞ½ � ¼ � joAy
bHH¼ jo sin yAz

bHH ð43Þ

Note that this result yields the components of A that are
perpendicular to r̂r. This form is an important general
result for z-directed sources that is not restricted to line
sources.

The radiation fields from a z-directed line source (any z-
directed current source in general) are Ey and Hf, and are
found from Eqs. (21) and (22). The only remaining problem
is to calculate Az, which is given by Eq. (20) in general and
by Eq. (42) for z-directed line sources. Calculation of Az is
the focus of linear antenna analysis. We will return to this
topic after pausing to further examine the characteristics
of the far-field region.

The ratio of the radiation field components as given by
Eqs. (21) and (22) yields

Ey¼
om
b

Hf¼ ZHf ð44Þ

where Z¼
ffiffiffiffiffiffiffi
m=e

p
is the intrinsic impedance of the medium,

377O in a vacuum. An interesting conclusion can be made
at this point. The radiation fields are perpendicular to
each other and to the direction of propagation r̂r, and their
magnitudes are related in general by Z.

These are the familiar properties of a plane wave.
They also hold for the general form of a transverse
electromagnetic (TEM) wave, which has both the electric
and magnetic fields transverse to the direction of propaga-
tion. Radiation from a finite antenna is a special case of a
TEM wave, called a spherical wave, which propagates
radially outward from the antenna and the radiation fields
have no radial components. Spherical-wave behavior is
also characterized by the e�jbr=4pr factor in the field
expressions; see Eq. (42). The e� jbr phase factor indicates
a traveling wave propagating radially outward from the
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origin and the 1/r magnitude dependence leads to constant
power flow just as with the infinitesimal dipole. In fact,
the radiation fields of all antennas of finite extent display
this dependence with distance from the antenna.

Radiation patterns can be understood by examining the
ideal dipole. The fields radiated from an ideal dipole are
shown in Fig. 4a over the surface of a sphere of radius r
that is in the far field. The length and orientation of the
field vectors follow from Eq. (43); they are shown for an
instant of time for which the fields are peak. The angular
variation of Ey and Hf over the sphere is sin y. An electric
field probe antenna moved over the sphere surface and
oriented parallel to Ey will have an output proportional to
sin y (see Fig. 4b). Any plane containing the z axis has the
same radiation pattern since there is no f variation in the
fields. A pattern taken in one of these planes is called an
E-plane pattern because it contains the electric vector. A
pattern taken in a plane perpendicular to an E- plane and
cutting through the test antenna (the xy plane in the dipole
case) is called an H-plane pattern because it contains the

magnetic field Hf. The E- and H-plane patterns, in gen-
eral, are referred to as principal plane patterns. The E- and
H-plane patterns for the ideal dipole are shown in Figs. 4b
and 4c. These are polar plots in which the distance from
the origin to the curve is proportional to the field intensity;
they are often called polar patterns or polar diagrams.

The complete pattern for the ideal dipole is shown in
isometric view with a slice removed in Fig. 4d. This solid
polar radiation pattern resembles a doughnut with no
hole. It is referred to as an omnidirectional pattern since it
is uniform in the xy plane. Omnidirectional antennas are
very popular in ground-based applications with the omni-
directional plane horizontal. When encountering new
antennas, one should attempt to visualize the complete
pattern in three dimensions.

Another way to view radiation field behavior is to note
that spherical waves appear to an observer in the far field
to be a plane wave. This ‘‘local plane-wave behavior’’
occurs because the radius of curvature of the spherical
wave is so large that the phase front is nearly planar over

E

H

E E-plane

H -plane

θ

θ

θ

θ

HP = 90°

z

z

y

x

sin

(b)

(d)

(a)

(c)

z

y

x

Figure 4. Radiation from an ideal dipole: (a) field components; (b) E-plane radiation pattern polar
plot; (c) H-plane radiation pattern polar plot; (d) three-dimensional pattern plot. From [1]

274 ANTENNA THEORY



a local region. If parallel lines (or rays) are drawn from
each point in current distribution as shown in Fig. 6, the
distance R to the far field is geometrically related to r by
Eq. (19), which was derived by neglecting high-order
terms in the expression for R in Eq. (18). The parallel-
ray assumption is exact only when the observation point is
at infinity, but it is a good approximation in the far field.
Radiation calculations often start by assuming parallel
rays and then determining R for the phase by geometrical
techniques. From the general source shown in Fig. 6, we
see that

R¼ r� r0 cos a ð45Þ

Using the definition of dot product, we again have Eq. (19):

R¼ r� r̂r . r0 ð46Þ

This form is the same general approximation to R for the
phase factor in the radiation integral for the general case
previously developed. Notice that if r0 ¼ z0ẑz, as for line
sources along the z axis, (46) reduces to (40).

3.3.2. Steps in the Evaluation of Radiation Fields. The
derivation for the fields radiated by a line source can be
generalized for application to any antenna. The analysis of

the line source, and its generalizations, can be reduced to
the following three-step procedure:

1. Find A. Select a coordinate system most compatible
with the geometry of the antenna, using the notation of
Fig. 1. In general, use Eq. (17) with r in the magnitude
factor and the parallel-ray approximation of Eq. (46)
for determining phase differences over the antenna.
These yield

A¼ m
e�jbr

4pr

Z

V

Je jbr̂r . r0dv0 ð47Þ

For z-directed line sources on the z axis

A¼ ẑzm
e�jbr

4pr

Z

z

Iðz0Þ e jbz0 cos y dz0 ð48Þ

which is Eq. (42).

2. Find E. In general, use the component of

E¼ � joAt ð49Þ

(where the ‘‘t’’ subscript denotes transverse to r̂r). This
result is expressed formally as

E¼ � joAþ jo ðr̂r .AÞr̂r¼ � jo Ay
bHHþAfÛU

� �
ð50Þ

which arises from the component of A tangent to the far-
field sphere. For z-directed sources, this form becomes

E¼ joAz sin y bHH ð51Þ

which is Eq. (43).

3. Find H. In general, use the plane-wave relation

H¼
1

Z
r̂r�E ð52Þ

This equation expresses the fact that in the far field the
directions of E and H are perpendicular to each other and
to the direction of propagation, and also that their magni-
tudes are related by Z. For z-directed sources

Hf¼
Ey

Z
ð53Þ

which is Eq. (44).

The most difficult step is the first, evaluating the
radiation integral. This topic will be discussed many times
throughout this encyclopedia, but to immediately develop
an appreciation for the process, we will present an exam-
ple. This uniform line source example will also serve to
provide a specific setting for introducing general radiation
pattern concepts and definitions.

3.3.3. Example: The Uniform Line Source. The uniform
line source is a line source for which the current is
constant along its extent. If we use a z-directed uniform
line source centered on the origin and along the z axis, the
current is

Iðz0Þ ¼
I0 x0 ¼ 0; y0 ¼ 0; z0j j � L

2

0 elsewhere

(
ð54Þ

z
P(0,y,z)

z − z ′

z′

x

y

R

y

r
θ

Figure 5. Geometry used for field calculations of a line source
along the z axis.
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v ′
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α
r ′ cos 

R
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dv ′

Figure 6. Parallel-ray approximation for far-field calculations of
radiation from a general source.
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where L is the length of the line source (see Fig. 5). We
first find Az from Eq. (48) as follows:

Az¼ m
e�jbr

4pr

Z L=2

�L=2
I0e jbz0 cos ydz0

¼ m
e�jbr

4pr
I0L

sin ½ðbL=2Þ cos y�
ðbL=2Þ cos y

ð55Þ

The electric field from (51) is then

E¼ joAz sin y bHH¼ jom I0L
e�jbr

4pr
sin y

sin ½ðbL=2Þ cos y�
ðbL=2Þ cos y

bHH

ð56Þ

The magnetic field is simply found from this result using
Hf¼Ey=Z.

3.3.4. Radiation Pattern Definitions. Since the radiation
pattern is the variation over a sphere centered on the
antenna, r is constant and we have only y and f variations
of the field. It is convenient to normalize the field expres-
sion such that its maximum value is unity. This is
accomplished as follows for a z-directed source that has
only a y component of E

Fðy;fÞ¼
Ey

EyðmaxÞ
ð57Þ

where F(y, f) is the normalized field pattern and EyðmaxÞ
is the maximum value of the magnitude of Ey over a
sphere of radius r.

In general, Ey can be complex-valued and, therefore, so
can Fðy;fÞ. In this case the phase is usually set to zero at
the same point that the magnitude is normalized to unity.
This is appropriate since we are interested only in relative
phase behavior. This variation is, of course, independent of r.

As an example, an element of current on the z axis has
a normalized field pattern of

FðyÞ¼
ðIDz=4pÞ jom ðe�jbr=rÞ sin y
ðIDz=4pÞ jom ðe�jbr=rÞ

¼ sin y ð58Þ

and there is no f variation.
The normalized field pattern for the uniform line

source is from Eq. (56)

FðyÞ¼ sin y
sin ðbL=2Þ cos y
� �

ðbL=2Þ cos y
ð59Þ

and again there is no f variation. The second factor of this
expression is the function sin ðuÞ=u, and we will encounter
it frequently. It has a maximum value of unity at u¼ 0;
this corresponds to y¼ 90�, where u¼ ðbL=2Þ cos y. Sub-
stituting y¼ 90� in Eq. (59) gives unity, and we see that
FðyÞ is properly normalized.

In general, a normalized field pattern can be written as
the product

Fðy;fÞ¼ gðy;fÞ f ðy;fÞ ð60Þ

where gðy;fÞ is the element factor and f ðy;fÞ is the pattern
factor. The pattern factor comes from the integral over the
current and is due only to the distribution of current in
space. The element factor is the pattern of an infinitesimal

current element in the current distribution as in Eq. (58).
For example, for a z-directed current element the total
pattern is given by the element factor

FðyÞ¼ gðyÞ¼ sin y ð61Þ

Actually this factor originates from Eq. (43) and can be
interpreted as the projection of the current element in the
y direction. In other words, at y¼ 90� we see the maximum
length of the current, whereas at y¼ 0� or 1801 we see the
end view of an infinitesimal current that yields no radia-
tion. The sin y factor expresses the fraction of the size of
the current as seen from the observation angle y. On the
other hand, the pattern factor f ðy;fÞ represents the in-
tegrated effect of radiation contributions from the current
distribution, which can be treated as being made up of
many current elements. The pattern value in a specific
direction is then found by summing the parallel rays from
each current element to the far field with the magnitude
and phase of each included. The radiation integral of Eq.
(47) sums the far-field contributions from the current
elements and, when normalized, yields the pattern factor.

Antenna analysis is usually easier to understand by
considering the antenna to be transmitting as we have
here. However, most antennas are reciprocal and thus
their radiation properties are identical when used for
reception, as discussed in Section 3.1.

For the z-directed uniform line-source pattern (59), we
identify the factors as

gðyÞ¼ sin y ð62Þ

and

f ðyÞ¼
sin ðbL=2Þ cos y
� �

ðbL=2Þ cos y
ð63Þ

For long line sources (Lbl) the pattern factor of Eq. (63) is
much sharper than the element factor sin y, and the total
pattern is approximately that of Eq. (63), that is,
FðyÞ � f ðyÞ. Hence, in many cases we need work only
with f ðyÞ, which is obtained from Eq. (48). If we allow
the beam as in Fig. 7 to be scanned, the element factor

Main lobe maximum direction

Main lobe

Half-power point (left) Half-power point (right)

Half-power beamwidth (HP)

Beamwidth between
 first nulls (BWFN)

Minor
lobes

0.5

1.0

Figure 7. A typical power pattern polar plot. From [1].
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becomes important as the pattern maximum approaches
the z axis.

This concept of element and pattern factors can also be
extended to arrays. If we consider an array to be made of a
collection of identical elements with input currents of In,
we can write the vector potential as

A¼ m
e�jbr

4pr

Z

V

Je jbr̂r . r0 dv0

¼
X

n

Inm
e�jbr

4pr

Z

V

J0ðr
0 � rnÞ e

jbr̂r . r0 dv0

¼
X

n

Inejbr̂r . rn m
e�jbr

4pr

Z

V

J0ðr
0Þ e jbr̂r . r0 dv0

	 


¼A0ðrÞ
X

n

Ine jbr̂r . rn ¼A0ðrÞAF

ð64Þ

Expanding this result to the electric field and then to
pattern, we have

Fðy;fÞ¼ gaðy;fÞ f ðy;fÞ ð65Þ

where ga represents the element pattern of the basic array
element and f represents AF which is called the array
factor. The array factor includes the phasing effects be-
tween the elements. For a large array, the array factor
dominates the far-field pattern of the array.

Frequently the directional properties of the radiation
from an antenna are described by another form of radia-
tion pattern, the power pattern. The power pattern gives
angular dependence of the power density and is found
from the y;f variation of the r component of the Poynting
vector [1]. For z-directed sources Hf¼Ey=Z so the r
component of the Poynting vector is 1

2 EyHf¼ Eyj j
2=ð2ZÞ

and the normalized power pattern is simply the square of
its field pattern magnitude PðyÞ¼ FðyÞ

�� ��2. The general
normalized power pattern is

Pðy;fÞ¼ Fðy;fÞ
�� ��2 ð66Þ

The normalized power pattern for a z-directed current
element is

Pðy;fÞ¼ sin2 y ð67Þ

and for a z-directed uniform line source is

PðyÞ¼ sin y
sin ðbL=2Þ cos y
� �

ðbL=2Þ cos y

� �2

ð68Þ

Frequently patterns are plotted in decibels. It is im-
portant to recognize that the field (magnitude) pattern
and power pattern are the same in decibels. This follows
directly from the definitions. For the field intensity in
decibels

Fðy;fÞ
�� ��

dB
¼ 20 log Fðy;fÞ

�� �� ð69Þ

and for power in decibels

Pðy;fÞdB¼ 10 log Pðy;fÞ¼ 10 log Fðy;fÞ
�� ��2

¼ 20 log Fðy;fÞ
�� ��

ð70Þ

and we see that

Pðy;fÞdB¼ Fðy;fÞ
�� ��

dB
ð71Þ

3.3.5. Radiation Pattern Parameters. A typical antenna
power pattern is shown in Fig. 7 as a polar plot in linear
units (rather than decibels). It consists of several lobes.
The main lobe (or main beam or major lobe) is the lobe
containing the direction of maximum radiation. The direc-
tion of the main lobe is often referred to as the boresight
direction. There is also usually a series of lobes smaller
than the main lobe. Any lobe other than the main lobe is
called a minor lobe. Minor lobes are composed of side lobes
and back lobes. Back lobes are directly opposite the main
lobe, or sometimes they are taken to be the lobes in the
half-space opposite the main lobe. The term side lobe is
sometimes reserved for those minor lobes near the main
lobe, but is most often taken to be synonymous with minor
lobe; we will use the latter convention.

The radiation from an antenna is represented mathe-
matically through the radiation pattern function Fðy;fÞ
for the field and Pðy;fÞ for power. This angular distribu-
tion of radiation is visualized through various graphical
representations of the pattern, which we discuss in this
section. Graphical representations also are used to intro-
duce definitions of pattern parameters that are commonly
used to quantify radiation pattern characteristics.

A three-dimensional plot as in Fig. 4d gives a good
overall impression of the entire radiation pattern, but
cannot convey accurate quantitative information. Cuts
through this pattern in various planes are the most
popular pattern plots. They usually include the E- and
H-plane patterns; see Figs. 4b and 4c. Pattern cuts are
often given various fixed f values, leaving the pattern a
function of y alone; we will assume that is the case here.
Typically the sidelobes are alternately positive- and nega-
tive-valued. In fact, a pattern in its most general form may
be complex-valued. Then we use the magnitude of the field
pattern FðyÞ

�� �� or the power pattern PðyÞ.
A measure of how well the power is concentrated into

the mainlobe is the (relative) sidelobe level, which is the
ratio of the pattern value of a sidelobe peak to the pattern
value of the mainlobe. The largest sidelobe level for the
whole pattern is the maximum (relative) sidelobe level,
frequently abbreviated as SLL. In decibels it is given by

SLL¼ 20 log
FðSLLÞ

FðmaxÞ

����

���� ð72Þ

where FðmaxÞ
�� �� is the maximum value of the pattern

magnitude and FðSLLÞ
�� �� is the pattern value of the max-

imum of the highest sidelobe magnitude. For a normalized
pattern, FðmaxÞ¼ 1.

The width of the main beam is quantified through the
half-power beamwidth (HPBW), which is the angular
separation of the points where the mainbeam of the power
pattern equals one-half the maximum value

HPBW¼ yHP left � yHP right

�� �� ð73Þ

where yHPBW; left and yHPBW; right are points to the ‘‘left’’
and ‘‘right’’ of the main beam maximum for which the
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normalized power pattern has a value of one-half (see Fig.
8). On the field pattern FðyÞ

�� �� these points correspond to
the value 1=

ffiffiffi
2
p

. For example, the sin y pattern of an ideal
dipole has a value of 1=

ffiffiffi
2
p

for y values of yHPBW; left¼ 135�

and yHPBW; right¼ 45�. Then HPBW¼ 135� � 45�j j¼ 90�.
This is shown in Fig. 4b. Note that the definition of
HPBW is the magnitude of the difference of the half-power
points and the assignment of left and right can be inter-
changed without changing HPBW. In three dimensions
the radiation pattern major lobe becomes a solid object
and the half-power contour is a continuous curve. If this
curve is essentially elliptical, the pattern cuts that contain
the major and minor axes of the ellipse determine what
the Institute of Electrical and Electronic Engineers
(IEEE) defines as the principal half-power beamwidths.

Antennas are often referred to by the type of pattern
they produce. An isotropic antenna, which is hypothetical,
radiates equally in all directions, giving a constant radia-
tion pattern. An omnidirectional antenna produces a
pattern that is constant in one plane; the ideal dipole of
Fig. 4 is an example. The pattern shape resembles a
doughnut. We often refer to antennas as being broadside
or endfire. A broadside antenna is one for which the
mainbeam maximum is in a direction normal to the plane
containing the antenna. An endfire antenna is one for
which the mainbeam is in the plane containing the
antenna. For a linear current on the z axis, the broadside
direction is y¼ 901 and the endfire directions are 01 and
1801. For example, an ideal dipole is a broadside antenna.
For z-directed line sources several patterns are possible.
Figure 8 illustrates a few f ðyÞ

�� �� patterns. The entire
pattern (in three dimensions) is imagined by rotating
the pattern about the z axis. The full pattern can then
be generated from the E-plane patterns shown. The broad-
side pattern of Fig. 8a is called the fan beam. The full
three-dimensional endfire pattern for Fig. 8c has a single
lobe in the endfire direction. This single lobe is referred to
as a pencil beam. Note that the sin y element factor, which
must multiply these patterns to obtain the total pattern,
will have a significant effect on the endfire pattern.

4. ANTENNA PERFORMANCE MEASURES

Antennas are devices that are used in systems for com-
munications or sensing. There are many parameters used
to quantify the performance of the antenna as a device,
which in turn impacts on system performance. In this

section we consider the most important of these para-
meters when they are employed in their primary applica-
tion area of communication links, such as the simple
communication link shown in Fig. 9. We first discuss the
basic properties of a receiving antenna. The receiving
antenna with impedance ZA and terminated in load im-
pedance ZL is modeled as shown in Fig. 10. The total
power incident on the receiving antenna is found by
summing up the incident power density over the area of
the receive antenna, called effective aperture. How an
antenna converts this incident power into available power
at its terminals depends on the type of antenna used, its
pointing direction, and polarization. In this section we
discuss the basic relationships for power calculations and
illustrate their use in communication links.

4.1. Directivity and Gain

For system calculations it is usually easier to work with
directivity rather than its equivalent, maximum effective
aperture. The maximum effective aperture of an antenna
is related to the effective length of the antenna. Using
reciprocity, it can be shown that the effective length is
given by

hðy;fÞ¼
Eðy;fÞ

jom Iin
e�jkr

4pr

2

664

3

775

�

¼
1

Iin

Z

V

Je jbr̂r . r0 dv0
	 
�

ð74Þ

with the corresponding open-circuit voltage given as

Voc¼h�ðy;fÞ .Ei
ðy;fÞ ð75Þ

The power available from the antenna is realized when
the antenna in terminated in a conjugately matched
impedance of ZL¼Rr � jXA assuming Rohmic¼ 0. The max-
imum available power is then

PAm¼
1

8

Vocj j
2

Rrad
¼

1

8

h�ðy;fÞ .Ei
ðy;fÞ

���
���
2

Rrad
¼

1

8

hj j2 Ei
���
���
2
p

Rrad
ð76Þ

z
z

z

(a) (b) (c)

Figure 8. Polar plots of uniform line source patterns: (a) broadside; (b) intermediate; (c) endfire.

Transmitter Receiver

R

Figure 9. A communication link.
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where p is the polarization factor

pðy;fÞ¼
h
�
.Einc

���
���
2

h
�

���
���
2

Einc

�� ��2
ð77Þ

The quantity represents the fractional power received
compared to the total possible received power under
perfect polarization match conditions. It is also called
polarization efficiency and varies from 0 to 1.

The available power can also be calculated by examin-
ing the incident wave. The power density, Poynting vector
magnitude, in the incoming wave is

S¼
1

2
E�H�
�� ��¼ 1

2

Ei
�� ��2

Z
ð78Þ

with Z � 120p in a vacuum. The available power is found
using the maximum effective aperture Aem, which is the
collecting area of the antenna. The receiving antenna
collects power from the incident wave in proportion to its
maximum effective aperture

PAm¼S Aem p ð79Þ

and using Eq. (74) for the effective length, we have

Aem¼
Z hmaxj j

2

4Rrad
¼

Z Emaxj j
2

4Rrad omIin
e�jkr

4pr

����

����
2
¼

Z2Smax

ðomÞ2

p
Prad

4pr2

¼
l2

4p
D

ð80Þ
where the radiated power is given in terms of the input
current and radiation resistance. The factor D in Eq. (80)
is directivity defined as the ratio of the maximum radiated
power density to the total radiated power defines the
antenna directivity as

D¼
Smax

Prad=4pr2
¼

maximum power density

average power density
ð81Þ

For a short dipole, the effective length and radiation
resistance Rr are respectively equal to Dz 2p

3 Z
Dz
l

� �2
h i

, giving
and effective aperture of [1]

Aemðshort dipoleÞ ¼
3

2

l2

4p
; where D¼

3

2
ð82Þ

The maximum effective aperture of an ideal dipole is
independent of its length Dz (as long as Dz5l). However,
it is important to note that Rrad is proportional to (Dz/l)2 so

that even though Aem remains constant as the dipole is
shortened, its radiation resistance decreases rapidly and
it is more difficult to realize this maximum effective
aperture because of the required conjugate impedance
match of the receiver to the antenna.

Directivity is defined more directly through an inverse
dependence on beam solid angle as

D¼
4p
OA

ð83Þ

where

OA ¼

ZZ
Fðy;fÞ
�� ��2 dO ð84Þ

This directivity definition has a simple interpretation.
Directivity is a measure of how much greater the power
density at a fixed distance is in a given direction than if all
power were radiated isotropically. This view is illustrated
in Fig. 11. For an isotropic antenna, as in Fig. 11a, the
beam solid angle is 4p, and thus Eq. (83) gives a directivity
of unity.

The directivity of the ideal dipole can be written in the
following manner:

D¼
3

2
¼

4p

l2

3

8p
l2

ðideal dipoleÞ ð85Þ

Grouping factors this way permits identification of Aem

from Eq. (80). Thus

D¼
4p

l2
Aem ð86Þ

This relationship is true for any antenna. For an isotropic
antenna the directivity by definition is unity, so from
Eq. (86) with D¼1, or

Aem¼
l2

4p
ðisotropic antennaÞ ð87Þ

Comparing this to D¼ 4p=OA, we see that

l2
¼AemOA ð88Þ

which is also a general relationship. We can extract
some interesting concepts from this relation. For a fixed
wavelength, Aem and OA are inversely proportional;
that is, as the maximum effective aperture increases
(as a result of increasing its physical size), the beam
solid angle decreases, which means that power is more
concentrated in angular space (i.e., directivity goes up).

Incident
wave with

power
density, S

(a) (b)

ZL

ZA

VA

I A

ZL

V

Figure 10. Equivalent circuit for a receiving antenna: (a) receive
antenna connected to a receiver with load impedance ZL; (b)
equivalent circuit.

Uave

Uave

Um = DU ave

(b)(a)

Figure 11. Illustration of directivity: (a) radiation intensity
distributed isotropically; (b) radiation intensity from an actual
antenna.
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For a fixed maximum effective aperture (i.e., antenna
size), as wavelength decreases (frequency increases), the
beam solid angle also decreases, leading to increased
directivity.

In practice, antennas are not completely lossless. Ear-
lier we saw that power available at the terminals of a
transmitting antenna was not all transformed into ra-
diated power. The power received by a receiving antenna
is reduced to the fraction er (radiation efficiency) from
what it would be if the antenna were lossless. This is
represented by defining effective aperture

Ae¼ er Aem ð89Þ

and the available power with antenna losses included,
analogous to Eq. (79), is

PA ¼S Ae ð90Þ

This simple equation is very intuitive and indicates that a
receiving antenna acts to convert incident power (flux)
density in W/m2 to power delivered to the load in watts.
Losses associated with mismatch between the polarization
of the incident wave and receiving antenna as well as
impedance mismatch between the antenna and load are
not included in Ae. These losses are not inherent to the
antenna, but depend on how it is used in the system. The
concept of gain is introduced to account for losses on an
antenna, that is, G¼ erD. We can form a gain expression
from the directivity expression by multiplying both sides
of Eq. (86) by er and using Eq. (89):

G¼ erD¼
4p

l2
erAem¼

4p

l2
Ae ð91Þ

For electrically large antennas effective aperture is equal
to or less than the physical aperture area of the antenna
Ap, which is expressed using aperture efficiency eap:

Ae¼ eapAp ð92Þ

It is important to note that although we developed the
general relationships of Eqs. (76), (80), and (92) for receiv-
ing antennas, they apply to transmitting antennas as well.
The relationships are essential for communication system
computations, which we consider next.

4.2. Antennas in Systems

Antennas are used in a variety of applications. The
primary application that most people think of is commu-
nications. The other major application is sensing, includ-
ing radar (navigational, surveillance, and ground-
penetrating) and radiometry. There is a new interest in
transient, broadband application — called ‘‘ultrawide-
band’’ because of the large bandwidth. This section will
consider these systems aspects of antennas.

4.3. Communication Links

We are now ready to completely describe the power
transfer in the communication link of Fig. 9. If the
transmitting antenna were isotropic, it would have power

density at distance R of

S¼
Uav

R2
¼

Pt

4pR2
ð93Þ

where Pt is the time-average input power (Pin) accepted by
the transmitting antenna. The quantity Uav denotes the
time-average radiation intensity given in the units of
power per solid angle (see Fig. 11). For a transmitting
antenna that is not isotropic but has gain Gt and is pointed
for maximum power density in the direction of the recei-
ver, we have for the power density incident on the receiv-
ing antenna:

S¼
GtUav

R2
¼

GtPt

4pR2
ð94Þ

Using this in Eq. (90) gives the available received power as

Pr¼SAer¼
GtPtAer

4pR2
ð95Þ

where Aer is the effective aperture of the receiving an-
tenna and we assume it to be pointed and polarized for
maximum response. Now from Eq. (91) Aer¼Grl=4p, so
Eq. (95) becomes

Pr¼Pt
GtGrl

2

ð4pRÞ2
ð96Þ

which gives the available power in terms of the trans-
mitted power, antenna gains, and wavelength. Or, we
could use Gt¼ 4pAet=l

2 in Eq. (91), giving

Pr¼Pt
AetAer

R2l2
ð97Þ

which is called the Friis transmission formula [1].
The power transmission formula Eq. (96) is very useful

for calculating signal power levels in communication
links. It assumes that the transmitting and receiving
antennas are matched in impedance to their connecting
transmission lines, have identical polarization, and are
aligned for polarization match. It also assumes the anten-
nas are pointed toward each other for maximum gain.
If any of the abovementioned conditions are not met, it
is a simple matter to correct for the loss introduced by
polarization mismatch, impedance mismatch, or antenna
misalignment.

The antenna misalignment effect is easily included by
using the power gain value in the appropriate direction.
The effect and evaluation of polarization and impedance
mismatch are additional considerations. Figure 10 shows
the network model for a receiving antenna with input
antenna impedance ZA and an attached load impedance
ZL, which can be a transmission line connected to a
distant receiver. The power delivered to the terminating
impedance is

PD¼pq Pr ð98Þ

where

PD¼power delivered from antenna
Pr ¼power available from receiving antenna
p ¼polarization efficiency (or polarization mismatch fac-

tor), 0rpr1
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q ¼ impedance mismatch factor, 0rqr1
Ae ¼ effective aperture (area)

An overall efficiency, or total efficiency etotal, can be
defined that includes the effects of polarization and im-
pedance mismatch:

etotal¼pq eap ð99Þ

Then PD¼ etotalPr. It is convenient to express Eq. (98) in
decibel form

PDðdBmÞ¼ 10 log pþ10 log qþPrðdBmÞ ð100Þ

where the unit dBm is power in decibels above a milliwatt;
for example, 30 dBm is 1 W. Both powers could also be
expressed in units of decibels above a watt, dBW. The
power transmission formula Eq. (96) can also be expressed
in dB form as

PrðdBmÞ ¼PtðdBmÞþGtðdBÞþGrðdBÞ

� 20 log RðkmÞ � 20 log f ðMHzÞ � 32:44

ð101Þ

where Gt(dB) and Gr(dB) are the transmit and receive
antenna gains in decibels, R (km) is the distance between
the transmitter and receiver in kilometers, and f (MHz) is
the frequency in megahertz.

4.4. Effective Isotropically Radiated Power (EIRP)

A frequently used concept in communication systems is
that of effective (or equivalent) isotropically radiated
power, EIRP. It is formally defined as the power gain of
a transmitting antenna in a given direction multiplied by
the net power accepted by the antenna from the connected
transmitter. Sometimes it is denoted as ERP, but this
term, effective radiated power, is usually reserved for
EIRP with antenna gain relative to that of a half-wave
dipole instead of gain relative to an isotropic antenna.

As an example of EIRP, suppose an observer is located
in the direction of maximum radiation from a transmitting
antenna with input power Pt. Then the EIRP can be
expressed as

EIRP¼PtGt ð102Þ

For a radiation intensity Um, as illustrated in Fig. 11b, and
Gt¼ 4pUm /Pt, we obtain

EIRP¼Pt
4pUm

Pt
¼ 4pUm ð103Þ

The same radiation intensity could be obtained from a
lossless isotropic antenna (with power gain Gi¼ 1) if it had
an input power Pin equal to PtGt. In other words, to obtain
the same radiation intensity produced by the directional
antenna in its pattern maximum direction, an isotropic
antenna would have to have an input power Gt times
greater. Effective isotropically radiated power is a fre-
quently used parameter. For example, FM radio stations
often mention their effective radiated power when they
sign off at night.

4.5. Noise and Antenna Temperature

Receiving systems are vulnerable to noise and a major
contribution is the receiving antenna, which collects noise
from its surrounding environment. In most situations a
receiving antenna is surrounded by a complex environ-
ment as shown in Fig. 12a. Any object (except a perfect
reflector) that is above absolute zero temperature will
radiate electromagnetic waves. An antenna picks up this
radiation through its antenna pattern and produces noise
power at its output. The equivalent terminal behavior is
modeled in Fig. 12b by considering the radiation resis-
tance of the antenna to be a noisy resistor at a tempera-
ture TA such that the same output noise power from the
antenna in the actual environment is produced. The
antenna temperature TA is not the actual physical tem-
perature of the antenna, but is an equivalent temperature
that produces the same noise power, PNA, as the antenna
operating in its surroundings. This equivalence is estab-
lished by assuming the model of Fig. 12b, the noise power
available from the noise resistor in bandwidth D f at
temperature TA is

PNA ¼ kTAD f ð104Þ

where

PNA¼ available power due to antenna noise (W)
k ¼Boltzmann’s constant¼ 1.38� 10�23 J/K
TA ¼ antenna temperature (K)
Df ¼ receiver bandwidth (Hz).

Such noise is often referred to as Nyquist or Johnson noise
for system calculations. The system noise power PN is
calculated using the total system noise temperature Tsys

in place of TA in Eq. (104) with Tsys¼TA þTr where Tr is
the receiver noise temperature.

Antenna noise is important in several system applica-
tions including communications and radiometry. Commu-
nication systems are evaluated through ‘‘carrier-to-noise
ratio,’’ which is determined from the signal power and the
system noise power as

CNR¼
PD

PN
ð105Þ

Temperature distribution
T ( )  θ, φ

Power pattern
P ( )  θ, φ  

TA

TA TA

Rr

(a) (b)

Figure 12. Antenna temperature: (a) an antenna receiving
noise from directions (y,f) producing antenna temperature TA;
(b) equivalent model.
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where PN¼ kTsysDf denoting the system noise power. This
noise power equals the sum of PNA and noise power
generated in the receiver connected to the antenna.

Noise power is found by first evaluating antenna
temperature. As seen in Fig. 12a, TA is found from the
collection of noise through the scene temperature distri-
bution T(y, f) weighted by the response function of the
antenna, the normalized power pattern P(y, f). This is
expressed mathematically by integrating over the tem-
perature distribution:

TA ¼
1

OA

Z p

0

Z 2p

0
Tðy;fÞ Pðy;fÞdO ð106Þ

If the scene is of constant temperature T0 over all angles,
T0 comes out of the integral and then

TA ¼
T0

OA

Z p

0

Z 2p

0
Pðy;fÞdO¼

T0

OA
OA ¼T0 ð107Þ

using Eq. (84) for Ok. The antenna is completely sur-
rounded by noise of temperature T0 and its output an-
tenna temperature equals T0 independent of the antenna
pattern shape.

In general, antenna noise power PNA is found from Eq.
(104) using TA from Eq. (106) once the temperature
distribution T(y, f) is determined. Of course, this depends
on the scene, but in general T(y, f) consists of two
components: sky noise and ground noise. Ground noise
temperature in most situations is well approximated for
soils by the value of 290 K, but is much less for surfaces
that are highly reflective as a result of reflection of low
temperature sky noise. Also, smooth surfaces have high
reflection for near grazing incidence angles.

Unlike ground noise, sky noise is a strong function of
frequency. Sky noise is made up of atmospheric, cosmic, and
manmade noise. Atmospheric noise increases with decreas-
ing frequency below 1 GHz and is due primarily to lightning,
which propagates over large distances via ionospheric reflec-
tion below several MHz. Atmospheric noise increases with
frequency above 10 GHz due to water vapor and hydrome-
teor absorption; these depend on time, season, and location.
It also increases with decreasing elevation angle. Atmo-
spheric gases have strong, broad spectral lines, such as
water vapor and oxygen lines at 22 and 60 GHz, respectively.

Cosmic noise originates from discrete sources such as
the sun, moon, and ‘‘radio stars’’ as well as our (Milky
Way) galaxy, which has strong emissions for directions
toward the galactic center. Galactic noise increases with
decreasing frequency below 1 GHz. Manmade noise is
produced by power lines, electric motors, and other equip-
ment and usually can be ignored except in urban areas at
low frequencies. Sky noise is very low for frequencies
between 1 and 10 GHz, and can be as low as a few K for
high elevation angles.

Of course, the antenna pattern strongly influences an-
tenna temperature; see Eq. (106). The ground noise tem-
perature contribution to antenna noise can be very low for
high-gain antennas having low sidelobes in the direction of
Earth. Broadbeam antennas, on the other hand, pick up a
significant amount of ground noise as well as sky noise.
Losses on the antenna structure also contribute to antenna

noise. A figure of merit used with satellite Earth terminals
is G/Tsys, which is the antenna gain divided by system noise
temperature usually expressed in dB/K. It is desired to have
high values of G to increase signal and to have low values of
Tsys to decrease noise, giving high values of G/Tsys.

4.5.1. Example: Direct Broadcast Satellite Reception. Re-
ception of high-quality television channels at home in the
1990s, with an inexpensive, small terminals, is the result
of three decades of technology development, including new
antenna designs. DirecTv (trademark of Hughes Network
Systems) transmits from 12.2 to 12.7 GHz with 120 W of
power and an EIRP of about 55 dBW in each 24 MHz
transponder that handles several compressed digital video
channels. The receiving system uses a 0.46-m (18-in.)-
diameter offset fed reflector antenna. In this example we
perform the system calculations using the following link
parameter values:

f ¼ 12:45 GHz ðmidbandÞ

PtðdBWÞ¼ 20:8 dBW ð120 WÞ

GtðdBÞ¼EIRP ðdBWÞ � PtðdBWÞ ¼55� 20:8¼ 34:2 dB

R¼ 38; 000 km ðtypical slant pathlengthÞ

Gr¼
4p

l2
eap Ap¼

4p

ð0:024Þ2
0:7 p

0:46

4

� �2

¼ 2538

¼ 34 dB ð70% aperture efficiencyÞ

The received power of a polarized matched system from
Eq. (101) is

PDðdBmÞ¼ 20:8þ 34:2þ 34� 20 log ð38; 000Þ

� 20 log ð12; 450Þ � 32:44¼ � 113:9 dBm

ð108Þ

This is 2� 10�12 W! Without the high gains of the anten-
nas (68 dB combined), this signal would be hopelessly lost
in noise.

The receiver uses a 67 K noise temperature low-noise
block downconverter. This is the dominant receiver con-
tribution, and when combined with antenna temperature
leads to a system noise temperature of Tsys¼ 125 K.
The noise power in the effective signal bandwidth Df¼
20 MHz is

PN¼ kTsys D f

¼ 1:38� 10�23 . 125 . 20� 106¼ 3:45� 10�14

¼ � 134:6 dBW

ð109Þ

Thus the carrier-to-noise ratio from Eqs. (105) and (108) is

CNRðdBÞ¼PDðdBWÞ � PNðdBWÞ

¼ � 116:9� ð�134:6Þ ¼17:7 dB
ð110Þ

4.6. Antenna Bandwidth

Bandwidth is a measure of the range of operating fre-
quencies over which antenna performance is acceptable.

282 ANTENNA THEORY



Bandwidth is computed in one of two ways, percentage
bandwidth or ratio bandwidth. Let fU and fL be the upper
and lower frequencies of operation for which satisfactory
performance is obtained. The center (or sometimes the
design frequency) is denoted as fC. Then bandwidth as a
percent of the center frequency Bp is

Bp¼
fU � fL

fC
� 100 ð111Þ

Bandwidth is also defined as a ratio Br by

Br¼
fU

fL
ð112Þ

The bandwidth of narrowband antennas is usually ex-
pressed as a percent, whereas wideband antennas are
described with Br. Resonant antennas have small band-
widths. For example, the half-wave dipoles have band-
widths of up to 16%, ( fU and fL determined by the voltage
standing-wave ratio VSWR¼ 2.0). On the other hand,
antennas that have traveling waves on them rather than
standing waves (as in resonant antennas) have larger
bandwidths.

5. FUNDAMENTAL LIMITS OF ANTENNAS

Antenna designers are often asked to make an antenna
smaller without sacrificing performance from the system.
To be able to address this design possibility with commu-
nications system designers, the fundamental limits of
antennas have been developed. The basic work, by
Wheeler [6] and Chu [7], resulted in an approximate
expression for the minimum radiation Q, or quality factor,
of a small antenna. Extensions and corrections have been
presented by Harrington [8], Collin and Rothschild [9],
Fante [10], and McLean [11]. Further work by the authors
improved the lower bound estimate on the fundamental
limit by evaluating the total stored energy that is avail-
able for energy dissipation in a cycle. For small antennas,
all the approaches provide the same result. The total
stored energy approach allows an extension to larger
structures, providing a higher bound for larger antenna
structures as well as correcting the inconsistent results for
circular polarized antennas.

The bound for the radiation Q is given by [7]

Q¼
1þ2 kað Þ2

kað Þ3 1þ kað Þ2
h i ð113Þ

where the Q or quality factor of the antenna provides a
measure of the center frequency compared to bandwidth.
This Q is based on the bandwidth of the input impedance
to the antenna and does not account for the source
impedance, commonly called the ‘‘unloaded’’ Q. To give a
common measure for experimental data, we translate the
commonly used VSWR measure of 2 relative to the
resistance at the center of the band to an equivalent
3-dB quality factor. For a given VSWR and bandwidth,
Q may be determined as [12]

Q¼
VSWR� 1

BWVSWR

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VSWR
p ð114Þ

It is customary to calculate VSWR based on a perfect
matched impedance, so that VSWR¼ 1 at the center
frequency where the reactance of the antenna at midband
is tuned out. This leaves the antenna resistance at mid-
band as the characteristic impedance. For a VSWR¼ 2,
Eq. (114) reduces to

Q¼
1ffiffiffi

2
p

BWVSWR¼ 2

ð115Þ

Also, from Eq. (114) we see that a VSWR¼ 2.62 gives
bandwidth is equivalent to a 3 dB bandwidth of the
unloaded input impedance.

The relationship between Q and antenna size given by
Eq. (113) is plotted in Fig. 13 as the solid line. Also shown
are data for several typical antennas for communication
applications. In order to provide a consistent application of
fundamental limits, we evaluate the Q as the inverse of the
fractional bandwidth with respect to the 3 dB impedance
limits as used in Eq. (111). All the antennas evaluated do
indeed fall above the fundamental limit definition. To go
below the limit, it is generally required that loss must be
added to the antenna, producing an inefficient antenna.

6. TRANSIENT ANTENNA CONCEPTS

Current technology is demanding extremely wideband
antennas for ultrawideband (UWB) applications. UWB
antennas typically require a minimum of a 25% bandwidth
and are best evaluated using time-domain approaches. We
present some of the concepts to give the reader a start
toward understanding UWB antenna systems.

A fundamental view of the antenna first comes from the
Friis transmission forms of Eqs. (96) and (97). If an
antenna system has constant gain with frequency, the
received signal is inversely proportional to frequency
squared. Conversely, if the system has constant effective
aperture, the received signal is proportional to frequency
squared. A more direct view is to modify the effective
length definition in Eq. (74) for frequency domain applica-
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Figure 13. Sample antennas and their fundamental limits from
experiment/computation.
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tions to the transient domain:

h y;f; tð Þ¼
1

Iin

Z

V

J r0; tþ
r̂r . r0

c

� �
dv0 ð116Þ

and

VocðtÞ ¼h y;f; tð Þ � Ei y;f; tð Þ ð117Þ

where the ‘‘�’’ denotes a vector dot product with
time convolution. Transient fields radiated from an an-
tenna are obtained from the field forms previously deve-
loped as

Aðr; tÞ � m
1

4pr

Z

V

J r0; t�
r

c
þ

r̂r . r0

c

� �
dv ð118Þ

with the corresponding electric and magnetic fields given as

E � �
O
Ot

A� r̂rðr̂r .AÞ½ � ð119Þ

and

H � �
1

Z
½r̂r�E� ð120Þ

The two important aspects of this transient representa-
tion are the computation of the effective length, which is
also fundamental to the radiated field. In addition to this
effective length of the antenna, the field also contains a
time derivative. For an impulse-type system, it is desired
that the effective length be a transient impulse. For such
impulse antennas, the reception is given by the time
derivative of the transmitter waveform.

The input reflection properties of the antenna are
indicative of the efficiency of the antenna and should not
be considered as the primary aspect needed for transient
radiation. Several broadband antennas such as the Archi-
median spiral and the log-periodic dipole provide excellent
reflection properties over the bandwidth. However,
these antennas have poor UWB transmission proper-
ties, leading to a chirp response due to phase dispersion
of the structures. Excellent results are obtained with the
TEM horn, disk–cone, and Vivaldi antennas, but these
antenna are too large for many applications. These anten-
nas provide a smooth transition of the transmit waveform
to space, with minimal reflection over the band of interest.

The pattern properties of a transient antenna are
typically represented by a transient waveform in selected
directions rather than a continuous plot in for a single
frequency. All of these transient properties are transfor-
mations from the basic concepts presented in the fre-
quency domain, but with concepts of convolution and
pulse response becoming dominant players. Further dis-
cussion of transient properties of antennas is beyond the
scope of this article, but may inferred from the develop-
ment presented in the frequency domain.

7. SUMMARY

This article has provided the foundation concepts of anten-
nas. The emphasis has focused on the radiation properties
of antennas and the methods of characterizing antennas.
Critical components include impedance, gain, beamwidth,
and bandwidth as are needed for communication systems.

A system designer must incorporate these parameters into
a full analysis of the communication system.
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1. HISTORY OF ANTENNAS

Since Marconi’s first experiments with transmitting elec-
tromagnetic waves in 1901, antennas have found several
important applications over the entire radiofrequency
range, and numerous designs of antennas now exist. An-
tennas are an integral part of our everyday lives and are
used for a multitude of purposes, such as cell phones,
wireless laptop computers, TV, and radio. An antenna is
used to either transmit or receive electromagnetic waves,
and it serves as a transducer converting guided waves into
free-space waves in the transmitting mode or vice versa,
in the receiving mode. All antennas operate on the same
basic principles of electromagnetic theory formulated by
James Clark Maxwell. Maxwell put forth his unified the-
ory of electricity and magnetism in 1873 [1] in his famous
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book A Treatise on Electricity and Magnetism. His theory
was met with much skepticism and it wasn’t until 1886
that Heinrich Hertz [2], considered the father of radio,
was able to validate this theory with his experiments. The
first radio system, at a wavelength of 4 m, consisted of a l/
2 dipole (transmitting antenna) and a resonant loop (re-
ceiving antenna) as shown in Fig. 1 [3]. By turning on the
induction coil, sparks were induced across gap A, which
were detected across gap B of the receiving antenna.

Almost a decade later, Guglielmo Marconi, in 1901, was
able to receive signals across the Atlantic in St. Johns,
Newfoundland, sent from a station he had built in Poldhu,
Cornwall, England. Marconi’s transmitting antenna was a
fan antenna with 50 vertical wires supported by two 6-m
guyed wooden poles. The receiving antenna was a 200-m
wire pulled up with a kite [3]. For many years since Mar-
coni’s experiment, antennas operated at low frequencies,
up to the UHF region and were primarily wire-type
antennas. The need for radar during World War II
launched antenna design into a new era and opened up
the entire RF spectrum for their use. Since the 1950s
many antennas types such as reflector, aperture, and horn
antennas came into use, most of them operating in the
microwave region. Their use ranged from communications
to astronomy to various deep-space applications. These
antennas have been discussed in a plethora of books, some
of these have been included in the Bibliography [4–23].

A good explanation of how an antenna can act as a ra-
diator or a receiver is given in Refs. 20 and 23. To under-
stand how an antenna radiates, consider a pulse of electric
charge moving along a straight conductor. A static electric
charge or a charge moving with a uniform velocity does
not radiate. However, when charges are accelerated along
the conductor and decelerated on reflection from its end,
radiated fields are produced along the wire and at each
end [20,21]. The IEEE Standard Definitions of Terms for
Antennas [24] and Balanis [25] provide good sources of
definitions and explanations of the fundamental parame-
ters associated with antennas.

2. TYPES OF ANTENNAS

Modern antennas or antenna systems require careful
design and a thorough understanding of the radiation

mechanism involved. Selection of the type of antenna to be
used is determined by electrical and mechanical con-
straints and operating costs. The electrical parameters of
the antenna include the frequency of operation, gain, po-
larization, radiation pattern, and impedance. The me-
chanical parameters of importance include the size,
weight, reliability, and manufacturing process. In addi-
tion, the environment under which the antenna is to be
used also must be considered, including the effects of tem-
perature, rain, wind vibrations, and the platform that the
antenna is mounted. Antennas are shielded from the en-
vironment through the use of radomes whose presence is
taken into account while designing the antenna.

Antennas can be classified broadly into the following
categories: wire antennas, reflector antennas, lens anten-
nas, traveling-wave antennas, frequency-independent
antennas, horn antennas, and conformal antennas. In addi-
tion, antennas are very often used in array configurations,
such as in phased-array or adaptive array antennas, to im-
prove the characteristics of an individual antenna element.

2.1. Wire Antennas

Wire antennas were among the first type of antennas used
and are the most familiar type to the average person.
These antennas can be linear or in the form of closed loops.
The thin linear dipole antenna is used extensively, and the
half-wavelength dipole antenna has a radiation resistance
of 73O, very close to the 75-O characteristic impedance of
feedlines such as the coaxial cable. It has an omnidirec-
tional pattern as shown in Fig. 2, with a half-power beam-
width of 781. Detailed discussions on dipole antennas of
different lengths and their various applications can be
found in Ref. 25.

Loop antennas can have several different shapes, such
as circular, square, or rectangular. Electrically small loops
are those whose overall wire extent is less than one-tenth
of a wavelength. Electrically large loops have circumfer-
ences that are of the order of a wavelength. An electrically
small circular or square loop antenna can be treated as an
infinitesimal magnetic dipole with its axis perpendicular to
the plane of the loop. Various configurations of polygonal
loop antennas have been investigated [26,27], including
the ferrite loop, where a ferrite core is placed in the loop
antenna to increase its efficiency. Loop antennas are inef-
ficient with high ohmic losses and are often used as receiv-
ers and as probes for field measurements. The radiation
pattern of a small loop antenna has a null perpendicular to
the plane of the loop and a maximum along the plane of the
loop. An electrically large antenna has a maximum radia-
tion perpendicular to the plane of the loop and is regarded
as the equivalent to the half-wavelength dipole.

Dipole and loop antennas find applications in the low–
medium-frequency ranges. They have wide beamwidths,
and their behavior is greatly affected by nearby obstacles
or structures. These antennas are often placed over a
ground plane. The spacing above the ground plane deter-
mines the effect of the ground plane has on the radiation
pattern and the increase in directivity [21].

Thick dipole antennas are used to improve the narrow
bandwidth of thin dipole antennas. Examples of these are
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Figure 1. Heinrich Hertz’ radio system.

ANTENNAS 285



the cylindrical dipole, the folded dipole, and the biconical
antennas. The use of a sleeve around the input region and
the arms of the dipole also results in broader bandwidths.

2.2. Reflector Antennas

Since World War II, when reflector antennas gained prom-
inence for their use with radar systems, these antennas
have played an important role in the field of communica-
tions. Love [28] has published a collection of papers on re-
flector antennas. Reflector antennas have a variety of
geometrical shapes and require careful design and a full
characterization of the feed system (the system that illu-
minated the reflector surface with electromagnetic fields).
Silver [5] presents the technique for analysis based on ap-
erture theory and physical optics. Other methods such as
the geometric theory of diffraction (GTD) and fast Fourier
transform (FFT) along with various optimization tech-

niques [29] are now used for a more accurate design of
these antennas.

The plane reflector is the simplest type of a reflector
and can be used to control the overall system radiation
characteristics [21]. The corner reflector has been inves-
tigated by Kraus [30], and the 901 corner reflector is found
to be the most effective. The feeds for corner reflectors are
generally dipole antennas placed parallel to the vertex.
These antennas can be analyzed in a rather straightfor-
ward manner using the method of images. Among curved
reflectors, the paraboloid is the most commonly used. The
paraboloid reflector shown in Fig. 3 is formed by rotating a
parabolic reflector about its axis. The reflector transforms
a spherical wave radiated from a feed at its focus into a
plane wave.

To avoid blockage caused by the feed placed at the focal
point in a front-fed system, the feed is often offset from the
axis [31]. The Cassegrain reflector is a dual-reflector sys-
tem using a paraboloid as the primary and a hyperboloid
as the secondary reflector with a feed along the axis of the
paraboloid.

The Gregorian dual-reflector antenna uses an ellipse as
the subreflector. The aperture efficiency in a Cassegrain
antenna can be improved by modifying the reflector sur-
faces [28]. Most paraboloidal reflectors use horn antennas
(conical or pyramidal) for their feeds. With a paraboloidal
reflector, beam scanning by feed displacement is limited. A
spherical reflector provides greater scanning but requires
more elaborate feed design since it fails to focus an inci-
dent plane to a point. Spherical reflectors can suffer from a
loss in aperture and increased minor lobes due to blockage
by the feed.
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Figure 2. A half-wavelength dipole and its radiation pattern.
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Figure 3. A parabolic reflector antenna with its feed.
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2.3. Lens Antennas

At larger wavelengths, reflectors become impractical
because of the necessity for large feed structures and tol-
erance requirements. At low frequencies, the lens antenna
is prohibitively heavy. Both lens antennas and parabolic
reflectors use free space as a feed network to excite a large
aperture. The feed of a lens remains out of the aperture
and thus eliminates aperture blockage and high sidelobe
levels. Dielectric lens antennas are similar to optical
lenses, and the aperture of the antenna is equal to the
projection of the rim shape. Lenses are divided into two
categories: single-surface and dual-surface. In the single-
surface lens one surface is an equiphase surface of the
incident or emergent wave and the waves pass through
normal to the surface without refraction.

In a dual-surface lens, refraction occurs at both lens
surfaces. Single-surface lenses convert either cylindrical
or spherical waves to plane waves. Cylindrical waves re-
quire a line source and a cylindrical lens surface, and
spherical waves require a point source. The far field is de-
termined by diffraction from the aperture. Dual-surface
lenses allow more control of the pattern characteristics.
Both surfaces are used for focusing, and the second sur-
face can be used to control the amplitude distribution in
the aperture plane. These simple lenses are many wave-
lengths thick if their focal length and aperture are large
compared to a wavelength. The surface of the lens can be
zoned by removing multiples of wavelengths from the
thickness. The zoning can be done in either the refracting
or nonrefracting surface as shown in Fig. 4. The zoned

lens is frequency-sensitive and can give rise to shadowing
losses at the transition regions [5].

Artificial dielectric lenses in which particles such as
metal spheres, strips, disks, or rods are introduced in the
dielectric have been investigated by Kock [32]. The size of
the particles has to be small compared to the wavelength.
Metal plate lenses using spaced conducting plates are
used at microwave frequencies. Since the index of refrac-
tion of a metal plate medium depends on the ratio of the
wavelength to the spacing between the plates, these lenses
are frequency-sensitive. The Luneberg lens is a spherical-
ly symmetric lens with an index of refraction that varies
as a function of the radius. A plane wave incident on this
lens will be brought to a focus on the opposite side. These
lens antennas can be made using a series of concentric
spherical shells, each with a constant dielectric.

2.4. Traveling-Wave Antennas

Traveling-wave antennas [33] are distinguished from oth-
er antennas by the presence of a traveling wave along the
structure and by the propagation of power in a single di-
rection. Linear wire antennas are the dominant type of
traveling-wave antennas. Linear wave antennas with
standing-wave patterns of current distributions are re-
ferred to as standing-wave or resonant antennas, where
the amplitude of the current distribution is uniform along
the source but the phase changes linearly with distance.
There are in general two types of traveling-wave anten-
nas: (1) the surface-wave antenna, which is a slow-wave
structure, where the phase velocity of the wave is smaller
than the velocity of light in free space and the radiation
occurs from discontinuities in the structure; and (2)
a leaky-wave antenna, which is a fast-wave structure, where
the phase velocity of the wave is greater than the velocity of
light in free space. The structure radiates all its power with
the fields decaying in the direction of wave travel.

A long-wire antenna, many wavelengths in length, is an
example of a traveling-wave antenna. The ‘‘beverage’’ an-
tenna is a thin wire placed horizontally above a ground
plane. The antenna has poor efficiency but can have good
directivity and is used as a receiving antenna in the low–
mid-frequency range. The V antenna is formed by using
two beverage antennas separated by an angle and fed from
a balanced line. By adjusting the angle, the directivity can
be increased and the sidelobes can be made smaller. Ter-
minating the legs of the V antenna in their characteristic
impedances makes the wires nonresonant and greatly re-
duces backradiation. The rhombic antenna consists of two
V antennas. The second V antenna brings the two sides
together, and a single terminating resistor can be used to
connect the balanced lines. An inverted V over a ground
plane is another configuration for a rhombic antenna.

The pattern characteristics can be controlled by vary-
ing the angle between the elements, the lengths of the
elements, and the height above ground. The helical an-
tenna [21] is a high-gain broadband endfire antenna. It
consists of a conducting wire wound in a helix. It has
found applications as feeds for parabolic reflectors and for
various space communications systems. A popular and
practical antenna is the Yagi–Uda antenna [34,35], shown
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in Fig. 5. It uses an arrangement of parasitic elements
around the feed element to act as reflectors and directors
to produce an endfire beam. The elements are linear
dipoles with a folded dipole used as the feed. The mutual
coupling between the standing-wave current elements in
the antenna is used to produce a traveling-wave unidirec-
tional pattern.

2.5. Frequency-Independent Antennas

Frequency-independent antennas or self-scaling antennas
were introduced in the early 1950s, extending antenna
bandwidths by greater than 40% [36]. Ideally, an antenna
will be frequency-independent if its shape is specified only
in terms of angles. These antennas have to be truncated
for practical use, and the current should attenuate along
the structure to a negligible value at the termination.
Examples of these antennas are the eight-element log-
periodic circular configuration shown in Fig. 6.

2.6. Horn Antennas

The electromagnetic horn antenna is characterized by at-
tractive qualities such as a unidirectional pattern, high
gain, and purity of polarization. Horn antennas are used
as feeds for reflector and lens antennas and as a labora-
tory standard for other antennas. A good collection of pa-
pers on horn antennas can be found in Ref. 37. Horns can
be of a rectangular or circular shape as shown in Fig. 7.

Rectangular horns derived from a rectangular wave-
guide can be pyramidal or sectoral E-plane and H-plane
horns. The E-plane sectoral horn has a flare in the direc-
tion of the E-field of the dominant TE10 mode in the rect-
angular waveguide, and the H-plane sectoral horn has a
flare in the direction of the H-field. The pyramidal horn
has a flare in both directions. The radiation pattern of the
horn antenna can be determined from a knowledge of the
aperture dimensions and the aperture field distribution.
The flare angle of the horn and its dimensions affect the

radiation pattern and its directivity. Circular horns de-
rived from circular waveguides can be either conical,
biconical, or exponentially tapered.

The need for feed systems that provide low cross-polar-
ization and edge diffraction and more symmetric patters led
to the design of the corrugated horn [38]. These horns have
corrugations or grooves along the walls that present equal
boundary conditions to the electric and magnetic fields
when the grooves are l/4 to l/2 deep. The conical corrugat-
ed horn, referred to as the scalar horn, has a larger band-
width than do the small-flare-angle corrugated horns.

2.7. Conformal Antennas

Microstrip antennas have become a very important class
of antennas since they received attention in the early
1970s. These antennas are lightweight, easy to manufac-
ture using printed-circuit techniques, and compatible with
MMICs (monolithic microwave integrated circuits). An
additional attractive property of these antennas is that
they are low-profile and can be mounted on surfaces; that
is, they can be made to ‘‘conform’’ to a surface and hence
are referred to as conformal antennas. The microstrip
antenna consists of a conducting ‘‘patch’’ or radiating
element that may be square, rectangular, circular, trian-
gular, or of another shape, etched on a grounded dielectric
substrate as shown in Fig. 8.

These antennas are an excellent choice for use on air-
craft and spacecraft. Microstrip antennas have been in-
vestigated extensively over the past twenty years and the
two volumes published by James and Hall [39] provide an
excellent description of various microstrip antennas, in-
cluding their design and usage. Microstrip antennas are
fed either using a coaxial probe, a microstrip line, or prox-
imity coupling or through aperture coupling. A major
disadvantage of these antennas is that they are poor
radiators and have a very narrow frequency bandwidth.

Directors

Driven
element

Reflector

Figure 5. A Yagi–Uda antenna.

Figure 6. An eight-element log-periodic circular antenna.
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They are often used in an array environment to achieve
the desired radiation characteristics. Larger frequency
bandwidths are obtained by using stacked microstrip an-
tennas.

2.8. Antenna Arrays

Antenna arrays are formed by suitably spacing radiating
elements in a one- or two-dimensional lattice. By suitably
feeding these elements with relative amplitudes and phas-

es, these arrays produce desired directive radiation char-
acteristics. The arrays allow a means of increasing the
electric size of the antenna without increasing the dimen-
sions of the individual elements. Most arrays consist of
identical elements such as dipoles, helices, large reflectors,
or microstrip elements. The array has to be designed such
that the radiated fields from the individual elements add
constructively in the desired directions and destructively
in the other directions. Arrays are generally classified as
endfire arrays that produce a beam directed along the axis
of the array, or broadside arrays producing a beam direct-
ed in a direction normal to the array. The beam direction
can be controlled or ‘‘steered’’ using a phased-array an-
tenna in which the phase of the individual elements is
varied. Frequency-scanning arrays are an example where
beam scanning is done by changing the frequency. Adap-
tive array antennas produce beams in predetermined
directions. By suitably processing the received signals,
the antenna can steer its beam toward the direction of the
desired signal and simultaneously produce a null in the
direction of an undesired signal.

2.9. Reconfigurable Antennas

With the advent of RF microelectromechanical system
(MEMS) switches, a new class of antennas has emerged
that are capable to radiate more than one pattern, at dif-
ferent frequencies and with multiband characteristics
[40–42]. A MEMS-switched reconfigurable antenna can
be dynamically reconfigured within a few microseconds to
serve different applications at different frequency bands,
which are necessary in radar and modern telecommuni-
cation systems. RF MEMS switches are used to connect
antennas together to create different configurations (lin-
ear, planar, circular arrays, etc.), which results in a re-
duction of architectural complexity, and hence cost, of
any communication devices while simultaneously enhanc-
ing performance. Figure 9 depicts a fractal antenna with
only its diagonal elements activated through RF MEMS
switches. By activating six diagonal elements, the anten-
na works as a rotated array consisting of triangular
elements.

Pyramidal Sectoral H-plane

Sectoral E-planeConical Figure 7. Examples of horn antennas.

(a)

(b)

Figure 8. (a) A microstrip antenna and (b) a stacked microstrip
antenna.
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3. APPLICATIONS AND IMPACT ON SYSTEMS

Antennas enjoy a very large range of applications, in both
the military and commercial sectors. The most well known
applications of antennas to the average person are those
associated with radio, TV, and communication systems.
Today, antennas find extensive use in biomedicine, radar,
remote sensing, astronomy, navigation, RF identification,
controlling space vehicles, collision avoidance, air traffic
control, GPS, pagers, wireless telephone, and wireless
local-area networks (LANs). These applications cover a
very wide range of frequencies as shown in Table 1 [2,3,43]:

3.1. Antennas in Communication Systems

Antennas are one of the most critical components in a
communication system since they are responsible for the
proper transmission and reception of electromagnetic
waves. The antenna is the first part of the system that
will receive or transmit a signal. A good design can relax
some of the complex system requirements involved in a

communication link and increase the overall system per-
formance.

The choice of an antenna for a specific application (cel-
lular, satellite-based, ground-based, etc.) depends on the
platform to be used (car, ship, building, spacecraft, etc.),
the environment (sea, space, land), the frequency of oper-
ation, and the nature of the application (video, audio data,
etc.). Communication systems can be grouped in several
different categories.

3.1.1. Direct (Line-of-Sight) Links. This is transmission
link established between two highly directional antennas.
The link can be between two land-based antennas (radio
relays); between a tower and a mobile antenna (cellular
communication), between a land-based antenna and a sat-
ellite antenna (Earth–space communication), or between
two satellite antennas (intraspace communication). Usual-
ly these links operate at frequencies between 1 and 25 GHz.
A typical distance between two points in a high capacity,
digital microwave radio relay system is about 30 mi.

3.1.2. Satellites and Wireless Communications. Anten-
nas on orbiting satellites are used to provide communica-
tions between various locations around Earth. In general,
most telecommunication satellites are placed in a geosta-
tionary orbit (GEO), about 22,235 mi above Earth as shown
in Fig. 10. There are also some satellites at lower-Earth
orbits (LEOs) that are used for wireless communications.
Modern satellites have several receiving and transmitting
antennas that can offer services such as video, audio, data
transmission, and telephone communication in areas that
are not hardwired. Moreover, direct TV is now possible
through the use of a small 18-in. reflector antenna, with 30
million users in the United States today [44,45].

Satellite antennas for telecommunications are used
either to form a large area-of-coverage beam for broad-
casting or spot beams (with a small area of coverage) for
point-to-point communications. Also, multibeam antennas

1

Figure 9. A fractal antenna with six activated elements.

Table 1. Frequency Bands and General Usage

Band Designation
Frequency

Range Usage

Very low frequency (VLF) 3–30 kHz Long-distance telegraphy, navigation; antennas are physically large but electri-
cally small; propagation is accomplished using Earth’s surface and the iono-
sphere; vertically polarized waves

Low frequency (LF) 30–300 kHz Aeronautical navigation services; long-distance communications; radio broadcast-
ing; vertical polarization

Medium frequency (MF) 300–3000 kHz Regional broadcasting and communication links; AM radio.
High frequency (HF) 3–30 MHz Communications, broadcasting, surveillance, CB (Citizens’ band) radio (26.965–

27.225 MHz); ionospheric propagation; vertical and horizontal propagation
Very high frequency (VHF) 30–300 MHz Surveillance, TV broadcasting (54–72 MHz), (76–88 MHz), and (174–216 MHz),

FM radio (88–108 MHz); wind profilers
Ultrahigh frequency (UHF) 300–1000 MHz Cellular communications, surveillance TV (470–890 MHz).
L 1–2 GHz Long-range surveillance, remote sensing
S 2–4 GHz Weather, traffic control, tracking, hyperthermia
C 4–8 GHz Weather detection, long-range tracking
X 8–12 GHz Satellite communications, missile guidance, mapping
Ku 12–18 GHz Satellite communications, altimetry, high-resolution mapping
K 18–27 GHz Very-high-resolution mapping
Ka 27–40 GHZ Airport surveillance
Submillimeter waves — In experimental stage
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are used to link mobile and fixed users that cannot be
linked economically via radio or land-based relays [46–49].

The impact of antennas on satellite technology contin-
ues to grow. For example, very-small-aperture terminal
(VSATs) dishes at Ku band, which can transmit any com-
bination of voice, data, and video using satellite network-

ing, have become valuable tools for several small and large
companies. Most satellites operate at the L, S, or Ku band,
but increasing demand for mobile telephony and high-
speed interactive data exchange is pushing the antenna
and satellite technology into higher operational frequen-
cies [50]. Future satellites will be equipped with antennas
at both the Ku and the Ka bands. This will lead to greater
bandwidth availability. For example, the ETS-VI (Engi-
neering Test Satellite) [a Japanese satellite comparable to
NASA’s TDRS (tracking and data relay satellite)], carries
five antennas: an S-band phased array, a 0.4-m reflector for
43/38 GHz, for uplinks and downlinks, an 0.8-m reflector
for 26/33 GHz, a 3.5-m reflector for 20 GHz, and a 2.5-m
reflector for 30 and 6/4 GHz. Figure 11 shows a few typical
antennas used on satellites and spacecrafts. It is expected
that millions of households, worldwide, will have access to
dual Ku/Ka band dishes later in this (twenty-first) century.

3.1.3. Personal/Mobile Communication Systems. The ve-
hicular antennas used with mobile satellite communica-
tions constitute the weak link of the system. If the antenna
has high gain, then tracking of the satellite becomes nec-
essary. If the vehicle antenna has low gain, the capacity of
the communication system link is diminished. Moreover,
handheld telephone units require ingenious design be-
cause of the lack of ‘‘real estate’’ on the portable device.

There is more emphasis now on enhancing antenna
technologies for wireless communications, especially in
cellular communications, which will enhance the link
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performance and reduce the undesirable visual impact of
antenna towers. Techniques that utilize ‘‘smart’’ antennas,
fixed multiple beams, and neural networks are now being
utilized to increase the capacity of mobile communication
systems, whether it is land-based or satellite-based [51]. It
is anticipated that later in this century the ‘‘wire’’ will no
longer dictate where we must go to use the telephone, fax,
send or receive electronic mail (e-mail), or run a computer.
This will lead to the design of more compact and more
sophisticated antennas.

3.2. Antennas for Biomedical Applications

In many biological applications the antenna operates un-
der very different conditions than do the more traditional
free-space, far-field counterparts. Near fields and mutual
interaction with the body dominate. Also, the antenna
radiates in a lossy environment rather than free space.
Several antennas, from microstrip antenna to phased
arrays, operating at various frequencies, have been deve-
loped to couple electromagnetic energy in or out of the
body. Most medical applications can be classified into two
groups [52]: (1) therapeutic and (2) informational. Exam-
ples of therapeutic applications are hyperthermia for can-
cer therapy, enhancement of bone and wound healing,
nerve simulation, neural prosthesis, microwave angiopla-
sty, treatment of prostatic hyperlastia, and cardiac abla-
tion. Examples of informational applications are tumor
detection using microwave radiometry, imaging using mi-
crowave tomography, measurement of lung (pulmonary)
water content, and dosimetry.

Therapeutic applications are further classified as inva-
sive and noninvasive. Both applications require different
types of antennas and different restrictions on their design.
In the noninvasive applications (not penetrating the body),
antennas are used to generate an electromagnetic field to
heat some tissue. Antennas such as helical coils, ring ca-
pacitors, dielectrically loaded waveguides, and microstrip
radiators are attractive because of their compactness.
Phased arrays are also used to provide focusing and in-
crease the depth of penetration. The designer has to choose
the right frequency, size of the antenna, and the spot size
that the beam has to cover in the body. The depth of pen-
etration, since the medium of propagation is lossy, is de-
termined by the total power applied or available to the
antenna. Invasive applications require some kind of im-
plantation in the tissue. Many single antennas and phased
or nonphased arrays have been used extensively for treat-
ing certain tumors. A coaxial cable with an extended center
conductor is a typical implanted antenna. This type of an-
tenna has also been used in arteries to soften arterial
plaque and enlarge the lumen of narrowed arteries.

Antennas have also been used to stimulate certain
nerves in the human body. As the technology advances
in the areas of materials and in the design of more com-
pact antennas, more antenna applications will be found in
the areas of biology and medicine.

3.3. Radio Astronomy Applications

Another field where antennas have made a significant
impact is astronomy. A radio telescope is an antenna

system that astronomers use to detect RF radiation emit-
ted from extraterrestrial sources. Since radio wavelengths
are much longer that those in the visible region, radio
telescopes make use of very large antennas to obtain the
resolution of optical telescopes. Today, the most powerful
radio telescope is located in the plains of San Augustin,
near Sorocco, New Mexico. It is made of an array of 27
parabolic antennas, each about 25 m in diameter. Its col-
lecting area is equivalent to a 130-m antenna. This an-
tenna is used by over 500 astronomers to study the solar
system, the Milky Way Galaxy, and extraterrestrial sys-
tems. Arecibo, Puerto Rico is the site of the world’s largest
single-antenna radio telescope. It uses a 300-m spherical
reflector consisting of perforated aluminum panels. These
panels are used to focus the received radiowaves on mov-
able antennas placed about 168 m above the reflector sur-
face. The movable antennas allow the astronomer to track
a celestial object in various directions in the sky.

Antennas have also been used in constructing a differ-
ent type of a radio telescope, called an radio interferome-
ter. It consists of two or more separate antennas that are
capable of receiving radiowaves simultaneously but are
connected to one receiver. The radiowaves reach the
spaced antennas at different times. The idea is to use in-
formation from the two antennas (interference) to mea-
sure the distance or angular position of an object with a
very high degree of accuracy.

3.4. Radar Applications

Modern airplanes, both civilian and military, have several
antennas on board used for altimetry, speed measure-
ment, collision avoidance, communications, weather de-
tection, navigation, and a variety of other functions
[43,53–55]. Each function requires a certain type of an-
tenna. It is the antenna that makes the operation of a ra-
dar system feasible. Figure 12 shows a block diagram of a
basic radar system.

Scientists in 1930 observed that electromagnetic waves
emitted by a radio source were reflected back by aircrafts
(echoes). These echoes could be detected by electronic
equipment. In 1937, the first radar system, used in Brit-
ain for direction finding of enemy guns, operated at
20–30 MHz. Since then, several technological developments
have emerged in the area of radar antennas. The desire to
operate at various frequencies lead to the development of
several very versatile and sophisticated antennas. Radar
antennas can be ground-based, mobile, satellite-based, or
placed on any aircraft or spacecraft. The space shuttle
orbiter, for example, has 23 antennas. Among these, four
C-band antennas are used for altimetry, two to receive and
two to transmit. There are also six L-band antennas and
three C-band antennas used for navigation purposes.

Today, radar antennas are used for coastal surveil-
lance, air traffic control, weather prediction, surface
detection (ground-penetrating radar), mine detection,
tracking, air defense, speed detection (traffic radar), bur-
glar alarms, missile guidance, mapping of Earth’s surface,
reconnaissance, and other applications.

In general, radar antennas are designed as part of a
very complex system that includes high-power klystrons,
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traveling-wave tubes, solid-state devices, integrated cir-
cuits, computers, signal processing, and a myriad of me-
chanical parts. The requirements of the radar antennas
vary depending on the application (continuous-wave,
pulsed radar, Doppler, etc.) and the platform of operation.
For example, the 23 antennas on the space shuttle orbiter
must have a useful life of 100,000 operational hours over a
10-year period or about 100 orbital missions. The antennas
also have to withstand a lot of pressure and a direct light-
ning strike. The antenna designer will have to meet all of
these constraints along with the standard antenna prob-
lems such as polarization, scan rates, and frequency agility.

3.5. Impact of Antennas in Remote Sensing

Remote sensing is a radar application in which antennas
such as horns, reflectors, phased arrays, and synthetic
apertures are used to monitor conditions on Earth from an
airplane or a satellite to infer the physical properties of
the planetary atmosphere and surface or to photograph or
map images of objects.

There are two types of remote sensing—active and pas-
sive (radiometry)—and both are in wide use. In the active
case, a signal is transmitted and the reflected energy, in-
tercepted by radar as shown in Fig. 13, is used to deter-
mine several characteristics of the illuminated object such
as temperature or shape. In the passive case, the antenna
detects energy radiated by thermal radiation from the ob-
jects on Earth. Radiometers are used to measure the ther-

mal radiation of the ground surface and/or atmospheric
conditions [13,56,57].

Most antennas associated with radiometers are down-
ward-looking, where radiation patterns possess small,
close-in sidelobes. Radiometer antennas require a very
careful design to achieve high beam efficiency, low anten-
na losses, low sidelobes, and good polarization properties.
The ohmic loss in the antenna is perhaps the most critical
parameter since it can modify the apparent temperature
observed by the radiometer system.

The degree of resolution of a remote-sensing map de-
pends on the ability of the antenna system to separate
closely spaced objects in range and azimuth. To increase
the azimuth resolution, a technique called synthetic aper-
ture is employed. Basically, as an aircraft flies over a tar-
get, the antenna transmits pulses assuming the value of a
single radiating element in a long array. Each time a pulse
is transmitted, the antenna, in response to the aircraft’s
motion, is further along the flight path. By storing and
adding up the returned signals from many pulses, the sin-
gle antenna element acts as the equivalent of a very large
antenna, hundreds of feet long. Using this approach, an
antenna system can produce maps approaching the quality
of good aerial photographs. This synthetic aperture anten-
na becomes a ‘‘radio camera’’ that can yield excellent re-
mote imagery. Figure 14 shows an image of the air (thick
with dust and smoke) over the Mediterranean Sea.

Today, antennas are used in remote-sensing applications
for both the military and civilian sectors. For example, in
the 1960s the United States used remote-sensing imaging
from satellites and aircraft to track missiles activities over
Cuba. In 1970s, remote sensing provided NASA with need-
ed maps of the lunar surface before the Apollo landing.
Also, in July 1972, NASA launched the first Earth Resource
Technology Satellite (ERTS-1). This satellite provided data
about crops, minerals, soils, urban growth, and other Earth
features. This program still continues its original success
using the new series of satellites ‘‘the Landsats.’’ In 1985,
British scientists noted the ‘‘ozone depletion’’ over the Ant-
arctica. In 1986, U.S. and French satellites sensed the
Chernobyl nuclear reactor explosion that occurred in the
Ukraine. Landsat images from 1975 to 1986 proved to be
very instrumental in determining the deforestation of
Earth, especially in Brazil. In 1992, hurricane ‘‘Andrew,’’
the most costly natural disaster in the history of the United
States, with winds of 160 miles per hour, was detected on
time by very-high-resolution radar on satellites. Because of
the ability to detect the hurricane from a distance, on time,
through sophisticated antennas and imagery, the casualties
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from this hurricane were low. In 1993, during the flooding
of the Mississippi River, antenna images were used to
assist in emergency, planning, and locating threatened
areas. Finally, NASA, using antennas, managed to receive
signals from Mars and have the entire world observe the
‘‘pathfinder’’ maneuver itself through the Rocky Martian
terrain.
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1. INTRODUCTION

High-frequency (HF) broadcasting uses discrete bands
within the frequency range from 2 to 30 MHz (Table 1).
These bands are based on international agreements that
also permit broadcasting at other frequencies on a non-
interference basis. HF, also known as shortwave, is very
effective for transmitting voice and program material over
distances of thousands of kilometers. While HF broad-
casting’s role is changing as the world becomes more
interconnected by satellites and cable, it is still used
extensively for broadcasting across national borders by
governmental and private organizations. The implemen-
tation of digital HF broadcasting will improve the quality
of the received signals and is likely to increase the
popularity of HF broadcasts.

2. GENERAL CHARACTERISTICS

The path between an HF transmitter and a receiver may
be either along Earth’s surface, by means of ground waves,
or via the ionosphere, by means of sky waves. Ground
waves are reliable but at HF frequencies are limited to a
few kilometers over land. HF broadcasting uses sky waves
exclusively. Sky waves are radiowaves that radiate away
from Earth’s surface at some ‘‘takeoff angle’’ (TOA) above
the horizon. Sky waves may pass through the ionosphere,
or they may be absorbed or refracted back to Earth’s
surface. The refraction mode is the propagation mode of
interest to shortwave broadcasters. The electrical charac-
teristics of the ionosphere change with time of day and
hours of daylight (season), and electrical activity of the
sun (sunspot number). In addition, the ionosphere’s ability
to propagate and refract HF radiowaves varies signifi-
cantly with frequency; therefore, broadcasters must care-
fully select frequencies that will produce the best
propagation paths at any given time.

HF signals propagate by refraction from the E and F
layers of the ionosphere, regions of charged particles
located approximately 100–400 km above Earth’s surface.
HF broadcasts must use optimum frequencies in order to
obtain useful signal strength at the receiver. Optimum
frequencies, normally referred to as FOTs (frequency of
optimum transmission) vary widely during a 24-h period.
A typical day’s ionospheric activity begins with the
buildup of a D layer, a layer that forms only on the sunlit
side of Earth. The D layer strongly absorbs low HF
frequencies, so daytime frequencies must always be high
enough to get through it. At night the D layer disappears
and FOTs drop. Late at night even the E and F layers may
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diminish significantly, especially at times of low solar
activity or long winter nights, when FOTs may drop to
the bottom of the band. The subject of propagation of
radiowaves via the ionosphere is vast; additional refer-
ences may be found in this encyclopedia and in the
Further Reading list at the end of this article. Because
the FOT can vary widely over the course of a single day,
HF broadcasting antennas should be capable of transmit-
ting over as many of the allocated bands as possible.

Coverage area is a function of the antenna’s takeoff
angle and beamwidth. Local coverage requires high TOAs,
on the order of 901, while long-range coverage requires
that the signal takeoff at a low angle. The coverage area
where the signal is first refracted back to Earth is known
as the first-hop footprint. The angle of arrival will nor-
mally be the same as the takeoff angle. The ‘‘hopping’’
process may continue as many as 2 or 3 more times,
ionospheric conditions permitting. Multihop signals are
usually terminated if they reach longitudes of dawn or
dusk. The limit of good-quality HF service is generally
taken to be 6000 km; this distance represents the approx-
imate end of the second-hop coverage area.

HF broadcasting typically uses transmitter carrier
powers of 50–500 kW, with a few systems using 1000 kW.
Currently, HF transmissions use double-sideband (DSB)
amplitude modulation to allow signals to be received and
demodulated by simple and inexpensive receivers. More
recent plans calling for the conversion of HF broadcasting
to single sideband have been shelved in favor of conver-
sion to digital broadcasting using a worldwide standard
that was promulgated in 2003. Digital test transmissions
commenced in 2003 with encouraging initial results, and
some broadcasters predict widespread implementation of
digital broadcasting by 2010.

A DSB AM signal with carrier power P and modula-
tion index m, where 0omr1, has an average power of
(1þm2/2) P and peak envelope power of (1þm)2 P. For
100% modulation (m¼ 1), average and peak power levels
are thus 1.5 P and 4 P, respectively. An antenna excited by
a fully modulated 500-kW transmitter must therefore be
designed to withstand the currents of a 750-kW source
and the voltages and fields of a 2000-kW source.

3. GENERAL ANTENNA CHARACTERISTICS

HF broadcasting antennas must have radiation patterns
that match the requirements for a particular target service
area. The antenna’s gain, horizontal beamwidth, and
vertical angle of radiation [takeoff angle (TOA)]
must be chosen carefully in order to provide a strong signal
in the audience area. This requires taking into account the
ionospheric propagation characteristics, distance to the
audience area, and geometric shape of the audience area.
Antenna selection is aided by computerized propagation
prediction programs such as VOACAP and IONCAP, which
calculate TOAs, FOTs, gain, and signal strengths.

Despite the variability of the ionosphere as a refracting
medium, some general rules apply to the selection of HF
broadcasting antennas. HF broadcasting antennas gene-
rally operate in the 6–21 MHz frequency bands. Antennas
that serve distant audiences have low TOAs, narrow
horizontal beams, and high gain of 15–30 dBi (dBi is the
antenna gain in decibels above an isotropic radiator).
Antennas that serve nearby audiences have higher
TOAs, broader or even omnidirectional beams, and lower
gains in the range 9–14 dBi. These antennas are often
designed to operate down to 2.3 or 3.2 MHz, frequencies
that are required for propagation over short distances,
particularly at night and when sunspot activity is low.

HF broadcasting antennas are almost without exception
horizontally polarized. Although vertically polarized HF
antennas have many desirable characteristics, such as low
TOA and broad azimuthal patterns, their gain is reduced
by several decibels if the ground in front of the antenna is
not highly conductive. The gain of horizontally polarized
antennas is much less dependent on ground conductivity.
At low TOAs poor ground conductivity reduces the gain of a
horizontally polarized antenna by only a few tenths of a
decibel. The ground losses associated with vertically polar-
ized antennas may be partially overcome by siting the
antenna very close to seawater, which has excellent elec-
trical conductivity, or by installation of an artificially
enhanced ground made from a large mesh of copper wires.
In most situations, such solutions are neither desirable nor
possible; consequently, horizontal polarization remains the
primary choice for HF broadcasting antennas.

HF broadcasting antennas fall into two main classes:
log-periodics and dipole arrays. Log-periodics are wide-
band, generally not steerable, and limited to 250 kW of
carrier power. Dipole arrays are limited in bandwidth, but
can handle more power and are capable of being steered,
or ‘‘slewed’’ electrically by up to 7301. This allows broad-
casters to serve different target areas with the same
antenna. An alternative approach to steering the beam
rotates the entire antenna; rotatable antennas are rarely
used, however, owing to the cost and complexity of the
steering mechanisms and the associated structures.

4. LOG-PERIODIC ANTENNAS

Log-periodic antennas (LPAs) are a class of frequency-inde-
pendent antennas first developed in the 1960s. In the HF
band LPAs have been used mainly for communications, but

Table 1. HF Broadcast Bands

Band
(MHz)

Frequencies
(MHz) Comments

2 2.300–2.495
3 3.200–3.400
4 3.950–4.000 ITU regions 1 and 3 only
5 4.750–5.060 5.0 MHz excluded for time signals
6 5.900–6.200
7 7.100–7.350 7.1–7.3 MHz excluded in ITU region 2
9 9.400–9.900

11 11.600–12.100
13 13.570–13.870
15 15.100–15.800
17 17.480–17.900
19 18.900–19.020
21 21.450–21.850
26 25.670–26.100

296 ANTENNAS FOR HIGH-FREQUENCY BROADCASTING



since the 1970s have been increasingly used for broadcasting.
Unlike a single-dipole array, whose operation is limited to a
one-octave (2–1) frequency range, an LPA can operate over
nearly a 4-octave (16–1) frequency range, covering all of the
international broadcast bands from 5.9 through 21MHz.

LPAs constitute a series of half-wave dipoles spaced
along a transmission line where all electrical lengths
(lengths of both the dipoles and intervening transmission
lines) follow a geometric progression. The ratio of successive
smaller lengths is a constant, commonly called the scaling
constant and represented by the Greek letter t. By con-
vention, the progression starts with the longest element so
that t is less than 1 and typically in the range 0.8–0.92.
LPAs are fed at their high-frequency end, where the
radiators are smallest. Current flows up the internal
antenna feedline until it reaches a group of radiators,
called the active region, which are approximately one-half
wavelength wide at the excitation frequency. The active
region radiates in the direction of the smaller radiators.
LPAs typically have balanced input impedances of
100–400O and maximum VSWR of 1.8–1 or less.

A highly desirable feature of LPAs is the ability to tailor
their radiation patterns to satisfy different broadcasting
requirements. The designer can control the way the
radiation pattern varies with frequency by making the
pattern dependent on frequency. This is not true for dipole
arrays, whose patterns vary with frequency in a way that
cannot be controlled.

The radiation pattern of an LPA is determined by the
number and arrangement of the curtains. In some LPAs the
TOA is designed to decrease as frequency increases. This
helps reach audiences at varying distances, since long paths
generally propagate best using higher frequencies, while at
the same time requiring low TOAs. In other cases the TOA
is kept constant, which is very useful for broadcasting to a
fixed geographic area. The horizontal beamwidth of an LPA
can also be controlled by the designer, although in most
situations a fixed beamwidth is most useful.

The physical size of an LPA depends on the antenna’s
frequency range (principally its low-frequency limit) and
radiation pattern characteristics. While the relationships
among these characteristics are complex, the following
relationships generally apply:

1. The largest radiators of an LPA are approximately
one-half wavelength long at the lowest operating
frequency. Thus, the lower an antenna’s frequency
limit, the larger the physical size.

2. The TOA of any horizontally polarized antenna is
given by the formula

TOA¼ sin�1 l
4h

ð1Þ

where l is the wavelength at the operating fre-
quency and h is the height above ground of the
radiating element with the highest current. Thus,
for a low TOA, an antenna’s height will be large
compared to its wavelength; conversely, high TOAs
require lower heights.

3. The horizontal beamwidth of an antenna varies
inversely with its horizontal radiating aperture

(the physical width of the active region relative to
the wavelength at the operating frequency). Narrow
beamwidths require larger apertures and physical
size than do broad beamwidths.

LPAs have been designed to operate at transmit powers of
500 kW with 100% amplitude modulation; however, these
antennas are large and expensive. Power levels exceeding
250 kW are better handled by dipole arrays. The most cost-
effective power range for high-power LPAs is 50–250 kW,
with 100-kW versions the most common.

Antenna radiators must have a large electrical dia-
meter to prevent corona discharge at high power levels,
since the electric field perpendicular to the surface of a
conductor is inversely proportional to the electrical dia-
meter of the conductor. Although radiators can be made
from large-diameter tubes or pipes, the resulting struc-
tures are expensive and mechanically unreliable. A more
reliable and less expensive means of increasing electrical
diameter is to form two small-diameter (8–12 mm) wire
cables into a triangular tooth (Fig. 1). Radiators with large
electrical diameters have lower Q and broader bandwidth
than do thin radiators. In an LPA, lower Q results in a
greater the number of radiators in the active region, which
decreases the power in each radiator. The larger active
region also provides a small increase in antenna gain.

4.1. Examples of Log-Periodic Antennas

4.1.1. Short-Range LPAs. To cover short distances, an
HF antenna must direct energy at high angles with peak
radiation at vertical incidence (i.e., TOA¼ 901). According
to Eq. (1), the active region at each frequency must be
approximately 0.25 wavelength at the operating fre-
quency. Figure 1 illustrates a two-curtain LPA that pro-
vides a vertically incident pattern giving primary
coverage from 0 to 1500 km. Short-range antennas have
low-frequency operating limits in either the 2.3- or
3.2-MHz bands. The upper frequency limit is usually set
at 18 MHz to cover areas in the 1000–1500 km range.

The short-range LPA has a maximum gain of 9 dBi at
vertical incidence and produces a nearly circular horizon-

Figure 1. Two-curtain short-range omnidirectional log-periodic
antenna.
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tal pattern. The elevation pattern has its � 3-dB points at
approximately 501 above the horizon. The antenna obtains
its high-angle coverage by firing energy downward into
the ground, which in turn reflects it upward. A ground
screen minimizes losses in the imperfectly conducting
Earth. The short-range LPA is the only horizontally
polarized antenna for which a ground screen provides
meaningful gain enhancement.

4.1.2. Medium-Range LPAs. A two-curtain LPA suitable
for broadcasting over distances of 700–2000 km is illu-
strated in Fig. 2. While similar to the LPA shown in Fig. 1,
this antenna fires obliquely into the ground, rather than
vertically, producing a lower TOA and narrower elevation
pattern than the short-range LPA. Antennas of this type
have TOAs in the range of 20–451, with gains of 14
and 10 dBi respectively, and horizontal patterns having
� 3-dB beamwidths of 68–901.

4.1.3. Long-Range LPAs. A four-curtain LPA (Fig. 3)
provides vertical and horizontal patterns that are narrower
than those of the two-curtain LPA. This antenna provides
gain of up to 18 dBi and low TOA in the range of 12–201.
The � 3-dB horizontal beamwidth is 381. This pattern
provides excellent coverage for broadcasts beyond 1500 km.

5. DIPOLE ARRAYS

Dipole arrays are rectangular or square arrays of
half-wave dipoles mounted in front of a reflecting screen
(Fig. 4). Dipole arrays have high power handling capacity
and provide a wide variety of different radiation patterns

to serve different broadcasting requirements. Beams of
dipole arrays can be steered in both the vertical and
horizontal planes without moving the entire antenna.

Dipole arrays containing four or more dipoles have low
VSWR over a 1-octave frequency range. Arrays with fewer
than four dipoles generally have narrower impedance
bandwidths. Unlike an LPA, one dipole array cannot cover
the entire shortwave frequency range, which is 4 octaves
wide. However, two dipole arrays, one operating in the
6/7/9/11-MHz bands and the other in the 13/15/17/19/21/
26-MHz bands, can cover the frequencies used in interna-
tional broadcasting. The dimensions of a dipole array are
determined by its design frequency f0, which is approxi-
mately equivalent to the arithmetic mean of the lowest
and highest operating frequencies. The design wavelength,
l0 (meters) is 300/f0 (MHz). Horizontal and vertical
centers of the dipoles are spaced at 0.5l0 wavelengths.

The dipoles in the array are interconnected by a set of
balanced transmission lines. The transmission lines ter-
minate at a single feedpoint having a balanced impedance
of 200–330O. The input VSWR of a dipole array is gen-
erally 1.5–1 or less in its operating bands.

The most commonly used dipole arrays are described by
the standard nomenclature AHRS m/n/h; ‘‘H’’ indicates that
the antenna is horizontally polarized; ‘‘R’’ that it has an
aperiodic (i.e., nonresonant) reflecting screen, and ‘‘S’’ (if
present) that the antenna beam can be slewed horizontally
or vertically. m and n are integers that indicate, respec-
tively, the number of vertical columns and the number of
dipoles in each column; h is the height of the lowest dipole
above ground in wavelengths at the antenna design fre-
quency. The m, n, and h parameters determine the anten-
na’s radiation patterns. Most common values are m¼ 2 or 4,
n¼ 2, 4, or 6, and h¼ 0.5–1.0. The radiation patterns for
various dipole arrays (Table 2) demonstrate the wide vari-
ety of radiation patterns which dipole arrays can provide.

The number of vertical columns m determines the
horizontal aperture of the antenna. For m41, the � 3 dB
horizontal beamwidth (HBW) at frequency f is approxi-
mately 1001( f0 /mf ). At f¼ 1.34f0, the upper frequency
limit of a 1-octave bandwidth, the minimum HBW is 751
divided by m.

The number of dipoles in each column (n) and height of
the lowest dipole (h) determine the TOA and elevation

Figure 2. Two-curtain medium-range directional log-periodic
antenna.

Figure 3. Four-curtain long-range directional log-periodic an-
tenna.

Figure 4. 4�4 dipole array with reflecting screen.
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pattern beamwidth. In typical dipole arrays hr1.0 and
nr6 (larger values would result in very tall and expensive
antennas). The effective height of radiation is the average
height above ground of all the excited dipoles. The effec-
tive height can be used in Eq. (1) to calculate the TOA.

Modern dipole arrays use reflecting screens to suppress
radiation behind the antenna and increase forward gain
by nearly 3 dB. A typical screen consists of horizontal
wires with a vertical separation of 0.04–0.06l0. The screen
is placed approximately 0.25l0 behind and parallel to
the plane of the dipoles. It extends approximately
0.125–0.25l0 beyond the edges of this plane. Screens for
2-, 4-, and 6-high arrays have 25–35 wires, 50–75 wires,
and 75–100 wires. These parameters produce a backlobe
which is 12–15 dB below the gain of the mainbeam. The
backlobe may be reduced further by adding more screen
wires. Halving the vertical spacing by doubling the num-
ber of wires reduces the backlobe by 6 dB, although there
is a tradeoff—screens with more wires impose greater
loads on the support towers.

6. SLEWING DIPOLE ARRAYS

Phase delays can be inserted via RF switches in the
internal feedlines of a dipole array to slew, or steer, the
pattern in the horizontal plane. Horizontal slews of up to
7301 relative to boresight are accomplished by switching
in delay lines that introduce a progressive phase delay
from column to column. Phase delays greater than 301
should not be used since the result would be high VSWR
and excessive sidelobe levels. For maximum horizontal
coverage with minimum complexity and cost, slewing
systems should provide angular steps equal to approxi-
mately 50–75% of the HBW. Thus, a five-position slewing
system providing 10–151 steps is suitable for a 4-wide
array, which has a minimum HBW of 191.

Vertical slew may be accomplished by switching off
one or more pairs of dipoles in each column. For example,
6-high arrays commonly have three vertical slew posi-
tions. The lowest TOA is obtained with all six dipoles
excited. Medium/high-angle slews are obtained by exciting
only the bottom four and bottom two dipoles, respectively.

Slewing of a dipole array can cause resonances near the
lower frequency limit. Resonances always produce vol-
tages much higher than normal, and may also cause
excessive VSWR. Resonances are caused by circulating
currents that flow between the interconnected dipoles. At
a circulating current resonance, some dipoles have nega-

tive input resistance and thus act as a power source rather
than a power sink. Circulating current resonances are
50–250 kHz wide, comparable to the width of a broadcast
band. In 4- and 6-high arrays, multiple resonances can
occur, preventing operation in one or more bands. Reso-
nant frequencies are determined by the pathlength be-
tween the dipoles and can be changed by altering this
length. The prediction and measurement of circulating
current resonances is an important part of both the design
and construction of dipole arrays.

7. TRANSMISSION LINES, SWITCHING SYSTEMS, AND
BALUNS

A broadcast station’s transmitters are connected to its
antennas via a feed system that includes balanced and/or
coaxial transmission lines. All but the simplest feed sys-
tems also include switching, usually provided by a matrix of
switches, which select the antennas that are to be con-
nected to the transmitters. Feed systems generally include
balanced-to-unbalanced (balun) transformers to match the
balanced impedance of most high-power HF antennas to
the unbalanced impedance of modern transmitters.

8. RIGID COAXIAL LINE

RF output is typically taken from the transmitter by means
of a rigid coaxial transmission line. Coax sizes range from
61

8 -in: EIA standard for 100 kW to 9-in. standard (nominal,
not standardized) for 500 kW. Characteristic impedance is
usually 50 or 75O. Coax lines outside the transmitter
building require constant pressurization with 3–10 psi
(lb/in.2) of dry air to prevent condensation of moisture.
Lines within the building do not require pressurization.

9. SWITCH MATRIX

The typical switch matrix comprises a number of rows and
columns of motorized single-pole, double-throw switches.
Typically, transmitters feed the rows of switches; in turn,
the columns of switches feed the antennas. The matrix
configuration allows any transmitter–antenna combina-
tion while prohibiting the connection of two transmitters
to a single antenna, or two antennas to a single transmit-
ter. A typical switch matrix comprising 5 rows and 6
columns is shown in Fig. 5.

Switch matrices can be either balanced or unbalanced.
Balanced matrices have impedance levels of 300–330O.

Table 2. Radiation Patterns of Typical Dipole Arrays over 2–1 Bandwidth

Array Type TOA �3 dB HBW �3 dB VBW Gain (dBi)

AHRS 2/2/0.5 13–251 40–701 13–251 18–15
AHRS 4/2/0.5 13–251 20–351 13–251 21–18
AHRS 2/4/0.5 7–141 40–701 7–141 21–18
AHRS 4/3/0.5 8–161 20–351 8–161 23–18
AHRS 4/4/0.5 7–141 20–351 7–141 24–19
AHRS 4/4/1.0 5–101 20–351 5–101 24–19
AHRS 4/6/0.5 4–81 30–351 4–81 25–20

Note: The first value in the range is the highest frequency; the second value is the lowest frequency.
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Unbalanced matrices are either 50 or 75O. Balanced
matrix switches are generally shielded to minimize RF
radiation in the vicinity of the switch. Coaxial matrix
switches are inherently shielded by nature of their con-
struction. Coaxial switch matrices generally preferred in
new installations because they are smaller in size and
have greater RF isolation between the switches.

10. BALUNS

The input of a balun matches the impedance of the coaxial
portion of the system, usually 50 or 75O; the output
matches the balanced impedance of the antenna, usually
300O. Some transmitters are equipped with baluns that
use a network of motorized adjustable components that
are set to different values for each transmitter operating
frequency. Another type of balun is a completely passive
device designed to operate over a wide range of frequencies
without tuning. A broadband balun consists of a coaxial
section that converts the RF power to a balanced mode,
and a tapered balanced transmission line that transforms
the impedance to 300O. A typical broadband balun is 33 m
long and operates at 5.9–26 MHz.

11. BALANCED TRANSMISSION LINE

A balanced, or ‘‘open wire,’’ transmission line is commonly
used to feed high-power RF to antennas. This line usually
consists of two pairs of copper, aluminum, aluminum-clad
steel, or copper-clad steel wire cables held at a fixed
distance by means of high-voltage insulators. The line is

held under tension 3–6 m above ground by poles spaced at
15–25-m intervals. Open wire transmission line costs less
than rigid coax and is much easier to repair.

12. FEED SYSTEM CONFIGURATIONS

HF broadcasting stations generally use one of three types
of feed systems: (1) all balanced, (2) all unbalanced, or (3)
combined balanced–unbalanced. The balanced system is
used when the transmitter includes its own balun and
therefore provides a balanced output. The RF switches
and transmission lines will be balanced and have an
impedance level that matches that of the antennas. In
the unbalanced system, all feeders from the transmitter to
the RF switches and from the switches to the antenna are
coaxial lines. Each antenna has a broadband balun whose
frequency range matches that of the antenna. In the
combined unbalanced/balanced system, coaxial feeders
are used between the transmitters and switch matrix
and from the switch matrix to an area outside but near
the transmitter building in which broadband baluns are
placed. Balanced open wire transmission lines intercon-
nect the baluns to the antennas.

The balanced system is used primarily at small stations
that contain a small number of transmitters and anten-
nas. It is the least expensive of the three systems. In
stations containing a large number of transmitters, a
balanced switch matrix will occupy a large amount of
space and is therefore not desirable. The unbalanced
system is the most expensive and is preferred when there
are environmental concerns that necessitate maximum
shielding of the transmission-line system. The combined
unbalanced/balanced system is the one most commonly
used at modern stations because it provides a good trade-
off between cost, size, and performance.
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The beginnings of medium-frequency broadcast antennas
(530–1700 kHz) can be traced to the early 1920s. The first
antennas constructed were made of a pair of steel or wood-
en masts supporting an antenna structure consisting of a
vertical wire or wire cage, sometimes accompanied by a
horizontal section consisting of a wire or flat surface or
cage of wires. The antennas with the horizontal members
were referred to as T- or L-type antennas. Figure 1 illus-
trates the physical characteristics of the early medium-
frequency antennas. Most of these antennas did not
exceed a physical height of 50–70 electrical degrees. In
1924, Ballantine [1] showed that longer antennas would
result in a substantial gain in the horizontal plane
radiation. Heights were then increased to as much as
135 electrical degrees with the first commercial antennas
being constructed in the early 1930s.

During the 1930s the present type of medium-frequency
broadcast antenna, a self-supporting or guyed tower in
which a base-insulated tower is utilized as the radiating
element with an accompanying ground system, was devel-
oped. The classic paper by Chamberlain and Lodge [2]
spearheaded this development and offered many advanta-
ges over the earlier antennas. The radiation efficiency of a
nondirectional radiator was often more than double when
this new type of design was put into service and the cost of
such a structure decreased significantly as the number of
required towers was cut in half. It was also found neces-
sary to use breakup insulators to reduce guywire current.
Figure 2 shows a single-tower radiator of this type. As the
number of medium-frequency broadcast stations increased
during the 1930s, it was necessary to develop directional
antenna systems to minimize interference between sta-
tions. A directional antenna consists of multiple towers
used in a phased-array configuration and excited with var-
ious amplitude and phase relationships to form a pattern
in the desired shape. The single excited tower radiating
element made the directional antenna concept an econo-
mically feasible possibility. The first directional antenna
system designed by Dr. Raymond M. Wilmotte, was
constructed by WSUN in St. Petersburg, Florida and

employed two towers to produce a radiation pattern null
toward cochannel station WTMJ in Milwaukee, Wisconsin
to resolve a nighttime interference controversy.

The 1940s brought further development to the design of
medium-frequency broadcast antennas. Top-loading, sec-
tionalizing, and improved ground systems were intro-
duced to improve antenna efficiency as well as to control
vertical radiating characteristics. The number of towers
used in directional arrays was increased to as many as
nine elements as the power dividing and phasing systems
were improved.

Since the 1940s, there has not been significant devel-
opment in the area of the antenna element itself as self-
supporting and guyed radiating towers continue to be
used much as they were at that time. In the 1960s, three
12-tower arrays were constructed at WJBK in Detroit,
Michigan, CFGM in Toronto, Canada, and KLIF in Dallas,
Texas. These were the largest arrays of driven elements
ever constructed for medium-frequency broadcast use.
New developments since then have principally involved
auxiliary equipment used to test and monitor the antenna
system and the means by which the antenna is theoreti-
cally analyzed. Digital antenna monitors are used today to
accurately monitor the relative current magnitudes and
phase relationships of the towers in a directional array
while portable solid-state field strength meters are used to
measure radiation patterns. Advances have also been
made with improved RF current meters, sampling trans-
formers, and impedance measuring equipment. The de-
sign of medium-frequency broadcast antennas for
optimized performance has also seen tremendous advan-
ces with the introduction of numerical solutions to elec-
tromagnetic problems and nodal modeling of feeder sys-
tems made economically possible with personal computers
vastly simplifying both design and implementation.

1. GENERAL ANTENNA CHARACTERISTICS

The medium-frequency range is generally defined from
300 to 3000 kHz. The portion of the band allocated to AM

Figure 1. Early AM antenna utilizing two vertical masts sup-
porting the radiating structure.

Feed point (base fed)

Antenna tuning unit (ATU)
Base insulator

Figure 2. Present antenna configuration using the tower as the
radiating element. Structure can be self-supporting or supported
with guywires.
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broadcasting is from 530 to 1700 kHz in North America.
The channels for the individual broadcast stations are
spaced 10 kHz apart. In contrast, within the medium-fre-
quency broadcast band in other regions of the world, the
stations are spaced 9 kHz apart.

1.1. Electrical

The typical antenna used for medium-frequency broadcast-
ing is electrically equivalent to one or more base-excited
monopoles over a finite perfectly conducting ground plane.
In directional antenna systems, where more than one ele-
ment is employed, the amplitude and phase of the current to
each monopole are varied in relationship to one another to
determine the pattern size and shape. The height of each
monopole can vary in height from as little as 45 to as much
as 225 electrical degrees. This translates to a range of phys-
ical heights of 25–200 m within the medium-frequency
band. In a few rare instances taller towers are employed;
they are center-fed and known as Franklin Antennas.

1.2. Mechanical

A self-supported or guyed steel tower is usually used as
the radiating element. The tower can be triangular or
square in cross section and can have a face width ranging
from a fraction of a meter to several meters. A ground
system consisting of copper wires typically extends radi-
ally from the base of each tower a length of 90 electrical
degrees from the tower base. Normal practice is to use 120
wires equally spaced (every 3 degrees) and equal in length
except where they would overlap between adjacent towers
for the ground system. Overlapping of wires is avoided by
shortening them and bonding them to a transverse con-
ductor (usually a copper strap).

1.3. Propagation

The electromagnetic field propagates from a medium-fre-
quency antenna system in two modes. The first mode trav-
els along the surface of the ground and is referred to as
ground-wave propagation. The second mode radiates di-
rectly into space and refracts from the ionosphere before
reaching the target area and is referred to as sky-wave
propagation. Effective sky-wave propagation is severely
attenuated during daytime hours and is significant only at
night. Ground-wave propagation is dependent on the
characteristics of the terrain over which the signal prop-
agates. Propagation models for ground-wave and sky-
wave signals, as they affect spectrum management and
individual station authorization, are prescribed by the
government agency having jurisdiction within the coun-
try where a station is located. The agency with jurisdiction
over stations operation within the United States is the
Federal Communications Commission (FCC), while many
foreign countries use propagation standards published by
the ITU/CCIR.

2. STATION CLASSIFICATIONS

The FCC of the United States regulates all medium-wave
radio broadcasting in the United States. The FCC has

classified all medium-frequency radio stations into cate-
gories defining their coverage areas and power levels [3].
An unlimited time station can broadcast at all times dur-
ing the daytime and nighttime, whereas a limited time
station (usually daytime) can only broadcast at certain
specified times. A primary service area is defined as the
area within close proximity to the station and where
ground-wave propagation provides a high-quality signal.
A secondary service area is more distant from the station
and usually depends on sky-wave propagation during
nighttime hours.

Under the international agreements governing medi-
um-wave broadcasting in the Western Hemisphere (ITU
Region III), there are three classes of frequency allot-
ments. By bilateral agreements among the North Ameri-
can countries, certain channels or frequencies are
reserved for use by stations providing various classes of
service.

2.1. Clear Channel

A clear channel classification is assigned to stations cov-
ering wide service areas and is subdivided into three
classes:

1. Class A. Unlimited stations assigned to primary and
secondary service area. Power levels range between
10 and 50 kW.

2. Class B. Unlimited service assigned to primary ser-
vice areas only. Power levels range between 0.25 and
50 kW.

3. Class D. Limited service daytime or unlimited ser-
vice with no nighttime service or nighttime power
less than 0.25 kW. Power levels range between 0.25
and 50 kW.

2.2. Regional Channel

A regional channel classification is assigned to stations
serving a principal center of population and the surround-
ing rural areas and is subdivided into two classes:

1. Class B. Unlimited service assigned to a primary
service area. Power levels range between 0.25 and
50 kW.

2. Class D. Limited service daytime or unlimited ser-
vice with no nighttime service or nighttime power
less than 0.25 kW. Power levels range between 0.25
and 50 kW.

2.3. Local Channel

A local channel classification is assigned to stations serv-
ing a community and the surrounding suburban and rural
areas and consists of one class:

1. Class C. Unlimited service assigned to a primary
service area. Power level range between 0.25 and
1 kW.
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3. ALLOCATION STUDIES

Before a medium-frequency station can be licensed, an
analysis is required to determine compliance with rules
governing acceptable interference levels between stations.
In the United States, the analysis is based on propagation
models and conductivity maps as defined in the Code of
Federal Regulations [3].

3.1. Propagation Models

Field strength algorithms exist that can be used to predict
the coverage of a particular antenna system. The equiva-
lent-distance ground-wave model is a prediction method
used for daytime ground-wave field strength calculations
when signals propagate over one or more conductivity re-
gions. The 1992 FCC Skywave Model (47 CFR 73.183) is a
prediction method used for most nighttime field strength
calculations within the United States. The Region 2 Annex
II Figure 4 Skywave Model is a predication method used
for nighttime sky-wave field strength calculations be-
tween the United States and Central and South America,
and the Caribbean Islands. Also, the US–Canada Bilateral
Agreement, Annex II Figure 4A Skywave Model is a
predication method used for nighttime sky-wave field
strength calculations between the United States and Can-
ada. Propagation models and techniques for determining
allowable interference differ substantially from one part of
the world to another. Propagation models for other regions
of the world are specified in regional agreements adminis-
tered by the International Telecommunications Union
(ITU) in Geneva, Switzerland.

3.2. Ground Conductivity Maps

The calculation of ground-wave field strength levels de-
pend on predicted ground conductivity and dielectric con-
stant values for the area of interest. It is an acceptable
simplification for most engineering analysis to define
ground conductivity with a fixed dielectric constant. Pre-
dicted conductivities are usually presented in the form of a
map or computer model delineating boundaries between
regions of different conductivities. The M3 map is included
in the FCC rules and shows predicted ground conductivity
for the continental United States. The region 2 map covers
a larger area and shows predicted ground conductivity for
much of the Western Hemisphere. The M3 map is used for
calculations between stations within the United States
while the region 2 map is used between stations in the
United States and stations in Canada, Central America,
and the Caribbean. Other countries utilize conductivity
maps developed for their own regions.

3.3. Field Strength Contours

When analyzing the coverage from a given antenna sys-
tem, it is useful to calculate field strength contours at
various levels to determine if the station is providing ad-
equate coverage to the target area and if interference ex-
ists between stations on cochannel or adjacent channel
frequencies. A field strength level of 50–25 mV/m is con-
sidered necessary to provide premium service to heavily

built-up urban and industrialized areas, whereas a field
strength of 5 mV/m is often considered to be satisfactory
for the less heavily built-up surrounding areas. A field
strength of 2.0 mV/m provides service to residential areas
and 0.5 mV/m is the minimum signal level for service to
rural areas in nontropical regions of the world.

3.4. Daytime Allocation Study

A daytime allocation study involves the calculation of
ground-wave field strength contours to determine if inter-
ference exists between stations on cochannel or adjacent
channel frequencies. The required protections as specified
by the FCC are given in Fig. 3. The most stringent pro-
tection is afforded to cochannel stations with decreasing
protection levels to the first, second, and third adjacent
channels chosen to eliminate splatter between the signals
of nearby stations.

3.5. Nighttime Allocation Study

A nighttime allocation study involves the calculation of
nighttime skywave field strength levels to determine if
interference exists between stations on cochannel or ad-
jacent frequency channels. In contrast to the daytime
study in which field strength contours are determined,
the nighttime study involves point-to-point calculations.
In the United States, the method for determining protec-
tion between stations requires calculating the received
interfering field strengths from all cochannel and first-
adjacent-channel stations. The square root of the sum of
the squares (RSS) is calculated using all the interfering
signals in descending order and determines the overall
interference level. The levels of interference which are de-
fined by the FCC are the 50% and 25% RSS levels. The
50% RSS level includes only the stations that contribute a
signal level of at least 50% to the running RSS total,
whereas the 25% RSS level includes all stations that con-
tribute a signal level of at least 25% to the running RSS
total. When a station is newly licensed or undergoes a
major change (increase in power or modified pattern), it
cannot increase interference to existing stations above the
25% RSS level. If a station presently causes interference
at a level between 25 and 50% of another station, its in-
terference contribution cannot be increased at all, and, if
it presently caused interference above the 50% level, its

Frequency Contour of proposed
separation station (classes B, Contour of any other

(kHz) C andD) (mV/m) station (mV/m)

0 0.005 0.100 (Class A)

0.025 0.500 (Other classes)

0.500 0.025 (All classes)

10 0.250 0.500 (All classes)

0.500 0.250 (All classes)

20 5.0 5.0 (All classes)

30 25.0 25.0 (All classes)

Figure 3. Daytime protection limits as specified by the Federal
Communications Commission. Protection limits are instituted to
reduce cochannel and adjacent-channel interference.
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interfering signal must be decreased at the affected sta-
tion by at least 10% under the present FCC rules. The
service area of a station during nighttime hours is con-
sidered to be the area that is defined by the 50% RSS
boundary.

4. ANTENNA DESIGN

Antenna design involves the selection of physical and elec-
trical parameters that meet all design requirements as
determined by the allocation studies while simultaneously
providing a satisfactory level of interference-free coverage
to the proposed coverage area, including the ‘‘community
of license,’’ from the selected transmitter site.

4.1. Mechanical

4.1.1. Radiating Elements. Two types of radiating ele-
ments are typically used in medium-frequency broadcast
antenna system today: self-supporting or guyed towers. A
self-supporting tower consists of a free-standing tapered
steel structure. A guyed tower is usually of uniform cross
section and is supported by insulated steel guy cables or
nonconductive cables attached at multiple levels. Either
type of tower can be top-loaded (with a horizontal steel
circular cap or a portion of the guy wires connected di-
rectly to the tower to achieve greater electrical height with
a physically shorter structure) or sectionalized (when the
tower is broken into sections and a series inductance is
inserted between them to reduce the reactance of the up-
per sections). In some cases, where towers on the order of a
wavelength tall are employed, they are center fed. Such
center-fed towers are known as Franklin antennas.

4.1.2. Feedpoint. The feedpoint is the location at which
the radiating element is fed power from the transmission
line. A series feed system feeds the power across a tower’s
base insulator, whereas a tower may be shunt-fed either
with a slant wire attached part way up its structure or
with a wire skirt at its base. A major advantage of ground-
ed tower radiators with skirt wires is the elimination of
isolation components for lighting circuits. This is especially
true for very high-power operation of stations outside
the United States. A Franklin antenna may be fed across
either an insulator or gap in a wire skirt at approximately
one half of its height. Some type of balun (usually a quar-
ter-wave line section) must be employed to isolate the cir-
cuit across the ground level insulator of a Franklin
antenna.

4.1.3. Ground System. The ground system is a conduc-
tive screen or grid of wires imbedded in the ground around
the base of each radiating element to allow ground cur-
rents to return directly to its base. A typical ground sys-
tem consists of 120 buried copper wires, equally spaced,
extending radially outward from each radiating element
base to a minimum distance of 90 electrical degrees. An
exposed copper mesh may also be used around the base
when high voltages are expected.

When multiple elements are used to form an array, the
ground radial wires from adjacent towers will often over-

lap. When this occurs, a copper transverse strap or cable is
employed for bonding the radials together so that they do
not extend into the area where they would overlap.

4.1.4. Lighting System. A system of beacons or continu-
ously illuminated lights mounted on each tower at various
heights is often required for towers above a certain height.
Series excited towers must have some means of coupling
the ac power to the lighting circuit on the towers while the
wiring may proceed directly from ground level up a shunt-
fed grounded tower. Lighting chokes, which provide a high
impedance at the RF frequency while conducting ac cur-
rent are often used for connecting the lighting circuits on
towers across their base insulators. Another method em-
ployed uses a ring transformer that is constructed so that
the primary and secondary have sufficient spacing be-
tween them to withstand typical base voltages while add-
ing only a slight amount of capacitance across the base as
far as the RF energy is concerned.

4.1.5. Lightning Protection. Because of the relatively
tall and conductive nature of a medium-frequency anten-
na system, they are very susceptible to lightning strikes.
Additionally, high transient voltages can be induced at
their bases due to distant lightning strikes and they are
subject to high static buildup under certain environmental
conditions. Therefore it is necessary to include a system to
protect the radiating elements and associated tuning com-
ponents from being damaged by lightning strikes. A tower
protection system usually consists of a pointed vertical rod
or rods at its top, extending above the tower lighting bea-
con if one is employed, a conductive circuit such as an RF
choke across the tower base to provide a low impedance
path to ground (for series-excited towers) and a set of arc
gaps directly across its feedpoint.

4.2. Electrical

Electrical parameters are chosen such that size and shape
of an antenna pattern meet the radiation limits identified
in the allocation studies. Antenna patterns fall into two
broad categories: directional and nondirectional. Where a
power level to provide satisfactory coverage can be had
without any interference to other stations, a new facility
may employ a nondirectional antenna consisting of only
one radiating element. Otherwise, a multielement array
(directional antenna) must be employed to meet the pro-
tection requirements. The parameters used to design a di-
rectional antenna pattern include the field ratios and
phase relationships between elements, the number of
elements, the height of each element, and the physical
orientation of each element. These are the factors that
determine the size and shape of the pattern such that the
amount of energy radiated is controlled in any given
direction.

4.2.1. Electrical Parameters. The following example
(Table 1) shows how the electrical design parameters
are typically specified for a four element array. Note that
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tower 1 is used as reference with phase, spacing, and
bearing set to zero.

The field ratio gives the relative magnitude of the
radiated field from each element. The spacing and bearing
of each element is given with respect to the reference ele-
ment. The relative electrical phase relationships between
the elements are also specified. The bearing of each element
(physical orientation) is given in true degrees azimuth. The
spacing and height of each element are given in electrical
degrees. A plan of the preceding example is shown in Fig. 4,
while the horizontal pattern is shown in Fig. 5.

4.2.2. Pattern Shape. The shape of a radiation pattern
is controlled by varying the electrical parameters and the
geometry of the individual radiating elements (usually
towers). The most elementary directional antenna radia-
tion patterns are developed using two-tower arrays of
elements. More towers are added as necessary to meet
more complicated radiation pattern requirements.

4.2.2.1. Theoretical Pattern. A theoretical radiation
pattern can be calculated using the following formulation,
which represents the inverse distance field at 1 km for a
given azimuth and elevation angle

Eðf; yÞth¼ K
Xn

i¼ 1

FifiðyÞ=
Si cos y cosðfi � fÞþji

�����

����� ð1Þ

where

K ¼multiplying constant that determines basic pattern
size

n ¼number of elements in directional array
i ¼ ith element in array

Fi¼field ratio of ith element in array at y¼ 0
y ¼ vertical elevation angle measured from horizontal

plane
fi(y) ¼ vertical plane radiation characteristic of ith ele-

ment in array
Si¼ electrical spacing of ith element from reference

point
fi¼ orientation (with respect to true north) of ith ele-

ment in array
f ¼ azimuth (with respect to true north)
ji¼ electrical phase angle of current in ith element in

array

Figure 6 shows the reference coordinate system.

4.2.3. K Factor. The multiplying constant K can be
obtained by numerically integrating the effective field
intensity as calculated at each vertical angle in half
space. Calculation at 51 or 101 intervals is satisfactory
for results that are acceptable from an engineering stand-
point

K ¼
Es

ffiffiffiffi
P
p

eh
ð2Þ

where Es is the horizontal radiation from a standard iso-
tropic radiator in half-space at 1 km distance and 1 kW
power level, P is the antenna input power, and eh is the

Figure 5. Horizontal pattern of field parameters given in Fig. 4.
Use of multiple towers produces pattern directivity.

90 deg

4
1.0  270

90 deg

90 deg

3
1.0  180

2
1.0   90

1
1.0  0

Figure 4. Orientation of antenna array for a given set of field
parameters. The current magnitude and phase is given relative to
tower 1.

Table 1. Electrical Design Parameters in a Four-Element Array

Tower No. Field Ratio Phase (degrees) Spacing (degrees) Bearing (degrees) Height (degrees)

1 1.000 0.0 0.0 0.0 90.0
2 1.000 þ90.0 90.0 0.0 90.0
3 1.000 þ180.0 180.0 0.0 90.0
4 1.000 þ270.0 270.0 0.0 90.0
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root-mean-square effective field strength in half space

eh¼
pD
180

e2
að0Þ

2
þ
XN

m¼ 1

e2
aðmDÞ cosðmDÞ

" #( )1=2

ð3Þ

where D is the interval between vertical elevation angles,
N¼ (90/D)� 1 (number of intervals minus one), and
ea(mD) is the RMS field strength at angle mD.

eaðmDÞ

¼
Xn

i¼ 1

Xn

j¼ 1

FifiðmDÞFjfjðmDÞ coscijJ0½Sij cosðmDÞ�

( )1=2

ð4Þ

where

j ¼ jth element
fi(mD)¼vertical radiation characteristic of ith element

Fj ¼field ratio of jth element
fj(mD)¼vertical radiation characteristic of jth element

cij ¼difference in phase angles of currents in ith and
jth elements

Sij ¼ spacing between ith and jth elements
J0(x) ¼Bessel function of first kind and zero order

4.2.3.1. Vertical Plane Radiation Characteristic. The ver-
tical plane radiation characteristics show the relative field
being radiated at a given vertical angle (y), with respect to
the horizontal plane. The general form is

f ðyÞ¼
EðyÞ
Eð0Þ

ð5Þ

where E(y) is the radiation from an element at angle y and
E(0) is the radiation from an element in the horizontal
plane.

Assuming sinusoidal current distribution for a typical
element that is not top-loaded or sectionalized, the vertical

radiation is

f ðyÞ¼
cosðG sin yÞ � cos G

ð1� cos GÞ cos y
ð6Þ

where G is the electrical height of the element. For a top-
loaded element, the vertical radiation is

f ðyÞ¼
cos B cosðA sin yÞ � sin y sin B sinðA sin yÞ � cosðAþBÞ

cos y½cos B� cosðAþBÞ�

ð7Þ

where A is the physical height of the element in electrical
degrees, B is the difference between the apparent electri-
cal height and the actual physical height in electrical de-
grees, and G is the apparent electrical height, AþB.

For a sectionalized element the vertical radiation is

f ðyÞ¼

sin J½cos B cosðA sin yÞ � cos G�

þ sin B½cos D cosðC sin yÞ � sin y sin D sinðC sin yÞ

� cos J cosðA sin yÞ�
cos y½sin Jðcos B� cos GÞþ sin Bðcos D� cos JÞ�

ð8Þ

where A is the physical height of the lower section of the
element in electrical degrees, B is the difference between
the apparent electrical height of the lower section of the
element and the physical height of the lower section of the
element, C is the physical height of the entire element in
electrical degrees, D is the difference between the appar-
ent height of the element and the physical height of the
entire element (D will be zero if the sectionalized tower is
not top loaded), and

G¼AþB

H¼CþD

J¼H � A

4.2.3.2. Standard Pattern. The FCC has also defined a
standard pattern that is an envelope around the theoret-
ical pattern and is intended to provide a tolerance within
which the actual operating pattern can be maintained. All
designs must be based on the standard pattern and are
calculated as follows:

Estd¼1:05
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2þQg2ðyÞ

p
ð9Þ

where

Q¼ 10
ffiffiffiffi
P
p

or 0.025Erss (whichever is greater)
P ¼power (kW)

Erss ¼E1

ffiffiffiffiffiffiffiffiffiffiffiffi
Sn

i F2
i

q

E1 ¼ reference field
Fi ¼field ratio of the ith element

g(y) ¼ fs(y), if the shortest element is shorter than
l=2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2
s ðyÞþ 0:0625=1:030776

p
, otherwise

fs(y)¼ vertical radiation characteristic of the shortest ele-
ment

z

y

x

d

θ

Φ

Figure 6. Definition of reference coordinate system. y¼0 in the
x–y plane.
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4.2.3.3. Pattern Augmentation. The FCC rules include a
provision to augment the standard pattern to take into
account actual operating conditions when radiation is
greater than the standard pattern in certain directions.
Radiation is augmented over a specified azimuthal span
and is calculated as follows:

EaugðyÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2
stdðyÞþA gðyÞ cos

180Da

S

� �� �2
s

ð10Þ

where

Estd¼ standard radiation pattern
A ¼E2

augðyÞ � E2
stdðyÞ at central azimuth of augmentation

S ¼ azimuthal span of augmentation centered on cen-
tral azimuth of augmentation

Da ¼ absolute difference between azimuth of calculation
and central azimuth of augmentation; note that Da

cannot exceed S/2 for augmentation within a par-
ticular span

4.2.4. Pattern Size. The size of an antenna pattern is
the magnitude of the radiation and is determined by the
term K as introduced in the previous section. The term K
is evaluated by calculating the total power radiated from
the antenna. The total power radiating from any antenna
structure can be determined by integrating the power
flowing outward from a closed surface completely enclos-
ing the antenna. The Poynting vector expresses the rate of
power flow in watts/meter2 at a given point in space and is
expressed as

P¼E�H ð11Þ

where P is the power flow (W/m2), E is the electric field
intensity vector (V/m), and H is the magnetic field inten-
sity vector (A/m).

In the far field, the two field vectors E and H are or-
thogonal and related in free space by the permeability and
permittivity of air and is expressed as

H¼
ffiffiffiffiffiffiffiffiffiffiffiffi
e0=m0

p
E ð12Þ

where m0¼ 4p� 10� 7 permeability (H/m), e0¼1/m0c2

permittivity (f/m), and c¼ 299.776� 106 velocity of light
(m/s).

The intrinsic impedance of free space is defined as

Zc¼E=H¼
ffiffiffiffiffiffiffiffiffiffiffiffi
e0=m0

p
¼ 376:71O ð13Þ

The total amount of power flowing in free space from a
given source is

p¼E2=Zc ð14Þ

The total power radiated is calculated by integrating
over a closed surface enclosing the source and can be

expressed as

P¼

Z
pdS¼ ð1=ZcÞ

Z
E2 dS ð15Þ

where P is the total power radiated (watts), Zc is the in-
trinsic impedance (ohms), E is the total field at the closed
surface (V/m), and dS is the incremental area on the
closed surface (m2).

If a sphere is chosen as the closed surface then the in-
tegration becomes

dS¼d cos ydydf ð16Þ

Substituting Eq. (16) into Eq. (15) yields the total power
radiating from a given source:

P¼ ð1=ZcÞ

Z 2p

0

Z þ p=2

�p=2
E2d2 cos ydydf ð17Þ

4.2.4.1. Isotropic Antenna in Free Space. If the radiating
source is isotropic, the power radiates equally in all direc-
tions and Eq. (17) becomes

P¼ ð1=ZcÞE
2
0d2

Z 2p

0

Z þ p=2

�p=2
cos ydydf ð18Þ

P¼ 4pð1=ZcÞE
2
0d2 ð19Þ

Solving Eq. (19) for E0, the root-mean-square (RMS) field
intensity of an isotropic radiator is

E0¼

ffiffiffiffiffiffiffiffiffiffiffi
PZc

4pd2

r
ð20Þ

For 1 kW of power at a distance of 1 km, Eq. (20) yields

E0¼ 173:14 mV=m

4.2.4.2. Isotropic Antenna in Half-Space. On placing the
isotropic radiator in a half-space over a perfectly conduct-
ing plane, the limits of integration change and Eq. (18)
becomes

P¼ ð1=ZcÞE
2
0d2

Z 2p

0

Z þ p=2

0
cos ydydf ð21Þ

Solving Eq. (21) for E0, the maximum RMS field intensity
of an isotropic radiator half-space is

E0¼

ffiffiffiffiffiffiffiffiffiffiffi
PZc

2pd2

r
ð22Þ

For 1 kW of power at a distance of 1 km, Eq. (19) yields

E0¼ 244:86 mV=m

4.2.4.3. Current Element in Free Space. If we replace the
isotropic radiating source with an infinitesimally small

ANTENNAS FOR MEDIUM-FREQUENCY BROADCASTING 307



vertical current element, the field intensity term is

E¼E0 cos y ð23Þ

and Eq. (17) becomes

P¼ ð1=ZcÞ

Z 2p

0

Z þ p=2

�p=2
ðE0d cos yÞ2 dydf ð24Þ

Solving Eq. (24) for E0, the maximum RMS field intensity
at y¼ 0 is

E0¼

ffiffiffiffiffiffiffiffiffiffiffi
3PZc

8pd2

r
ð25Þ

For 1 kW of power at a distance of 1 km, Eq. (25) yields

E0¼ 212:05 mV=m

4.2.4.4. Current Element in Half-Space. On placing the
current element just above a perfectly conducting plane,
the limits of integration change and Eq. (24) becomes

P¼ ð1=ZcÞ

Z 2p

0

Z þ p=2

0
ðE0d cos yÞ2 dydf ð26Þ

Solving Eq. (26) for E0, the maximum RMS field intensity
at y¼ 0 is

E0¼

ffiffiffiffiffiffiffiffiffiffiffi
3PZc

4pd2

r
ð27Þ

For 1 kW of power at a distance of 1 km, Eq. (27) yields

E0¼ 299:89 mV=m

4.2.4.5. Center-Fed Conductor in Free Space. Now re-
place the radiating source with a center-fed conductor in
free space of length 2G having a sinusoidal current dis-
tribution, the field intensity term is

E¼E0
cosðG sin yÞ � cos G

ð1� cos GÞ cos y

� �
ð28Þ

and Eq. (14) becomes

P¼ ð1=ZcÞ

Z 2p

0

Z þ p=2

�p=2
E0

cosðG sin y� cos GÞ

ð1� cos GÞ cos y

� �� �2

�d2 cos ydydf

ð29Þ

Equation (29) has been solved by Ramo and Whinnery
[15], the maximum RMS field intensity of a center-fed

conductor in free space

E0¼

cosðG sin yÞ � cos G
cos y

h i ffiffiffiffiffiffiffiffiffiffiffi
PZc

2pd2

r

fgþ lnð2GÞ � Cið2GÞþ 0:5½Sið4GÞ � 2 sinð2GÞ� sinð2GÞ

þ 0:5½gþ ln G� 2Cið2GÞþCið4GÞ� cosð2GÞg1=2

ð30Þ

where g is Euler’s constant¼ 0.57721566, Ci is the cosine
integral function, Si is the sine integral function, and 2G
is the length of the conductor.

For 1 kW of power at a distance of 1 km and defining the
angle of radiation as well as the electrical length of the
radiating element.

y¼ 0� and G¼ 90�

Equation (30) yields a maximum field intensity of

E0¼ 221:78 mV=m

4.2.4.6. Vertical Conductor in Half-Space. The final step
in this process is to determine the maximum field inten-
sity of a vertical conductor in half-space (a monopole over
perfecting conducting ground plane of infinite extent).
Again, the limits of integration change such that
Eq. (29) becomes

P¼ ð1=ZcÞ

Z 2p

0

Z þ p=2

0

E0
cosðG sin y� cos GÞ

ð1� cos GÞ cos y

� �� �2

�d2 cos ydydf

ð31Þ

It follows from the previous analysis that solving for Eq.
(31) yields

E0¼

cosðG sin yÞ � cos G
cos y

	 
 ffiffiffiffiffiffiffiffiffiffiffi
PZc

2pd2

r

fgþ lnð2GÞ � Cið2GÞþ 0:5½Sið4GÞ � 2 sinð2GÞ sinð2GÞ

þ 0:5½gþ ln G� 2Cið2GÞþCið4GÞ� cosð2GÞg1=2

ð32Þ

For 1 kW of power at a distance of 1 km, and

y¼ 0� and G¼ 90�

Equation (32) yields a maximum field intensity of

E0¼ 313:66 mV=m

4.2.5. Pattern Synthesis. The antenna designer is
required to fit a pattern within a given set of radiation
limits as defined by the allocation studies. As this defines
the general shape and size of the pattern, a set of field
parameters must be chosen with regard to the number,
height, and physical orientation of the towers. Useful
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techniques have been developed to synthesize the design
of antenna patterns. The general expression given in
Eq. (1) for calculating the pattern shape is simplified for
a two-element array, which is used as the basic building
block for pattern synthesis.

Using element 1 as the reference, the field ratio F2 can
be defined as

F2¼E1=E2 ð33Þ

The difference in phase angle, a2, has two components:

a2¼S cos f cos yþC2 ð34Þ

The first term of Eq. (34) relates to the space phase dif-
ference, and the second term relates to the time phase
difference between E1 and E2.

If the towers are of equal height, it can be shown that
the total field is

E¼E1f ðyÞ
ffiffiffiffiffiffiffiffi
2F2

p 1þF2
2

2F2
þ cosðS cos f cos yþC2Þ

� �1=2

ð35Þ

where

f ðyÞ¼ f1ðyÞ¼ f2ðyÞ

If F2¼ 1 and f(0)¼ 1, Eq. (35) further reduces to

E¼ 2E1 cos
S

2
cos fþ

C2

2

� �
ð36Þ

It follows from Eq. (36) that nulls occur in the pattern
when

S cos fþC2¼ � 180� ð37Þ

Any number of horizontal plane patterns from Eq. (36) can
be generated by varying spacing and phase relationships
of one element to the other. These patterns are then used
as basic building blocks when computing patterns for mul-
tielement arrays. The most common technique for com-
puting these patterns is known as pattern pair
multiplication.

4.2.5.1. Pattern Pair Multiplication. Multielement ar-
rays can be designed by multiplying the pattern of indi-
vidual elements with the pattern of an array of vertical
radiators having the same locations, relative amplitudes,
and phases as the individual elements. As an example,
take the two array patterns as shown in Figs. 7 and 8.
Using Eq. (36), the array patterns can be expressed as
follows

Ea¼ 2E1a cos
p
4

cos fþ
p
4

	 

ð38Þ

when S¼ p/2 and C2¼ p/2

Eb¼ 2E1b cos
p
2

cos fþ
p
2

	 

ð39Þ

when S¼ p and C2¼ p.
The resulting equation for the combined pattern is sim-

ply the product of individual arrays

Ea¼ 2E1a cos
p
4

cos fþ
p
4

	 

2E1b cos

p
2

cos fþ
p
2

	 

ð40Þ

and Fig. 5 shows the combined pattern.

4.2.5.2. Array Simplification. The four-tower array as
illustrated in the previous section can be simplified if
equal spacing is maintained between the towers, which
is frequently the case for medium-frequency inline arrays
used in broadcasting. Using Eqs. (38) and (39) the follow-
ing field relationships can be defined as

Fa¼ 1:0=þ 90

Fb¼ 1:0=þ 180

The four-tower array can be reduced to a three-tower ar-
ray using the following relations:

Tower 3¼Fa�Fb¼ 1:00=þ 270

Tower 2¼Fa�Fb¼ 1:41=þ 135

Tower 1¼ reference¼ 1:00=þ 0

The horizontal pattern for this set of parameters is shown
in Fig. 9. Comparing Fig. 5 with Fig. 9 reveals little

Figure 7. Horizontal pattern of a two-element array (S¼901 and
C2¼901). Pattern is broad with no radiation at 01.
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difference in pattern shape with the economical advantage
of saving the cost of one tower.

4.2.6. Antenna Impedance. The base impedance defines
the relationship of the voltage to the current in both mag-
nitude and phase at the base of each radiating element.
This is a complex quantity and is typically given in the
following form:

Zb¼Rbþ jXb ð41Þ

where Rb is the base resistance (ohms) and Xb is the base
reactance (O).

The base resistance Rb has two components

Rb¼RrþR1 ð42Þ

where Rr is the radiation resistance (O) and R1 is the loss
resistance (O).

The radiation resistance determines the total power
radiated from the antenna while the loss resistance takes
into account all dissipative losses associated with the
antenna and the ground system. It is the ratio of these
two quantities that determines the efficiency of an
antenna system. As the height of the radiating element
decreases below 90 electrical degrees, the loss resistance
becomes an appreciable percentage of the radiation resis-
tance, thus decreasing the overall efficiency of the antenna
system.

It is important to take into account all series and
shunt reactance found between the base of the antenna
and the point at which the matching networks are con-
nected to the antenna. Knowing an accurate impedance
at this point of the antenna is very important when
designing the feeder system for a multielement antenna
system.

It follows then that the power radiated from a given
antenna element is given as

Pr¼ I2
bRr ð43Þ

where Ib is the base current (A).

4.2.6.1. Self-Impedance Using Traditional Methods. The
traditional method of determining the self-impedance
(the impedance of a single radiating element apart
from the influence of other radiating elements in close
proximity) of a vertical radiating element uses the theory
of nonuniform transmission lines as introduced by
Schelkunoff [4]. This method assumes a single radiator
of uniform cross section over an infinite perfectly conduct-
ing ground plane. The first order approximation is given
as

Zb¼Z0
A sin Gþ jðB� CÞ sin G� jð2Z0 �DÞ cos G

ð2Z0þDÞ sin Gþ ðBþCÞ cos G� jðA cos GÞ

� �
ð44Þ

where

Zb¼Rbþ jXb base self-impedance (O)
Z0¼ 60[ln(2G/a)� 1] average characteristic impedance (O)
G ¼ antenna height (degrees)
a ¼ antenna height (degrees)
A ¼ 60[gþ ln(2G)�Ci(2G)]þ 30[gþ ln G� 2Ci(2G)þCi(4G)]

cos(2G)þ30[Si(4G)� 2Si(2G)] sin(2G)
B ¼ 60Si(2G) þ 30[Ci(4G) � ln G � g] sin(2G)� 30Si(4G)

cos(2G)
C ¼ 60[Si(2G)� sin(2G)]
D ¼ 60[ln(2G)�Ci(2G)þ g� 1þ cos(2G)]
g ¼ 0.5772 Euler’s constant
Ci¼ cosine integral function
Si ¼ sine integral function

4.2.6.2. Impedance of the Elements in Directional Array
Using Traditional Methods. The impedance for an individ-
ual element of a directional array is not only dependent on
its own current but also the current induced in it due to

Figure 9. Horizontal pattern of a three-element array. Combined
pattern produces greater directivity with no radiation at 01.

Figure 8. Horizontal pattern of a two-element array (S¼1801
and C2¼1801). Pattern is symmetric with equal radiation at 01
and 1801.
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mutual coupling from other elements in the array. The
relationship between the voltages and currents of the in-
dividual elements are given in terms of mutual imped-
ance. The matrix of equations for a three-element array
will be

V1¼ I1Z11þ I2Z21þ I3Z31

V2¼ I1Z12þ I2Z22þ I3Z32

V3¼ I1Z13þ I2Z23þ I3Z33

where V1 and I1 are the base voltage and current for
element 1, Z11 is the self-impedance of element 1, and
Z21 is the mutual impedance between element 1 and
element 2.

The values for mutual impedance as a function of ele-
ment separation and height have been solved by Brown [5]
and Cox [6]. The equations are

Z21¼R21þ jX21 ð45Þ

where

R21¼
15

sinbl1 sinbl2
fcosbD½Ciðu1Þ � Ciðu0ÞþCiðv1Þ � Ciðv0Þ

þ 2Ciðy0Þ � Ciðy1Þ � Ciðs1Þ�

þ sin bD½Siðu1Þ � Siðu0ÞþSiðv0Þ � Siðv1Þ

� Siðy1ÞþSiðs1Þ�

þ cos bL½Ciðw1Þ � Ciðv0ÞþCiðx1Þ � Ciðu0Þþ 2Ciðy0Þ

� Ciðy1Þ � Ciðs1Þ�

þ sin bL½Siðw1Þ � siðv0ÞþSiðu0Þ � Siðx1Þ

� Siðy1ÞþSiðs1Þ�g ð46Þ

X21¼
15

sinbl1 sinbl2
fcosbD½Siðu0Þ � Siðu1ÞþSiðv0Þ � Siðv1Þ

þSiðy1Þ � 2Siðy0ÞþSiðs1Þ�

þ sin bD½Ciðu1Þ � Ciðu0Þ þCiðv0Þ � Ciðv1Þ

� Ciðy1ÞþCiðs1Þ�

þ cos bL½Siðv0Þ � Siðx1ÞþSiðu0Þ � Siðx1Þ

� 2Siðy0ÞþSiðy1ÞþSiðs1Þ�

þ sin bL½Ciðw1Þ � Ciðv0ÞþCiðu0Þ � Ciðx1Þ

� Ciðy1ÞþCiðs1Þ�g ð47Þ

where l1 and l2 are the heights of elements 1 and 2,
respectively, d is the distance between elements, and

L¼ l1þ l2

D¼ l2 � l1

w0¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þ l2
1

q
þ l1

i
¼ v0

w1¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þL2
p

þL
i

v1¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þD2
p

� D
i

x0¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þ l2
1

q
� l1

i
¼u0

x1¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þL2
p

� L
i

u1¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þD2
p

þD
i

y0¼ bd¼ s0

y1¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þ l2
2

q
þ l2

i

s1¼ b
h ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

d2þ l2
2

q
� l2

i

Once the mutual impedances are known, the preceding
matrix of equations is solved for the ratio of the voltage to
the current in each element that defines the impedance of
that element.

Operating impedances may be calculated with fair ac-
curacy using the traditional method of calculating self-
and mutual impedances as presented herein for tower
heights up to approximately 120 electrical degrees. For
taller towers, it has been standard practice to design
matching units very conservatively and with components
to provide a wide adjustment range. As presented in the
next section, modern moment method analysis gives ex-
cellent results for all tower heights with properly chosen
assumptions.

4.2.6.3. Impedance Determination Using Moment Meth-
ods. Moment method antenna modeling has proved to be a
very useful tool in overcoming the limitations of tradition-
al antenna theory. The moment method technique divides
each radiator into a large number of individual segments
for which corresponding current values can be calculated.
In order for this technique to be useful in the design of a
medium-frequency antenna system, it is necessary to re-
late the fields as produced by the antennas system to the
drive point conditions of the antenna (voltage, current,
and impedance).

A convenient method for specifying a medium-frequen-
cy directional antenna system uses field parameters
that easily allow the designer to determine the radiation
characteristics of any given antenna configuration. The
field parameters for each tower in a directional antenna
array are the ratios of the magnitudes and phases, relative
to an arbitrary reference, of the electric field component of
the radiation that results from integrating the current
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over the length of that particular tower or element of
the directional antenna. Because field parameters are the
standard method of specifying directional antennas, most
notably with the FCC, it is necessary to relate these
parameters to the driving point conditions (base voltage
and current) in order to utilize modern moment method
techniques to design these antennas. Once the driving
point conditions are determined, the antenna feed
system can be designed to provide the necessary power
division and phase relationship between the elements in
the array.

The means of exciting the antenna model with numer-
ical electromagnetics code (NEC) [18] and MININEC [19]
involves voltage sources. A problem involving a monopole
over perfectly conducting ground plane excited with 1þ j0
volts at the base would yield the current distribution on
the monopole and the fields, both electric and magnetic,
produced by the monopole.

4.2.7. Field Parameters versus Voltage Drives [21]. The
field parameters are calculated by ratioing the electric
fields as produced by each element in the directional array
to an arbitrary reference. The electric field produced by a
finite current element over a perfectly conducting ground
plane is proportional to the current in the wire and can be
expressed as follows

�EE /

Z l

0

�II dz ð48Þ

where �II is the current distribution of the current element,
dz is the incremental distance along the current element,
and l is the length of the current element.

A close approximation for the solution of Eq. (48) is
found using moment method techniques by summing the
current moments of each element. The mathematical rep-
resentation is

�EE /
Xn

i¼ 0

�IIili ð49Þ

where �IIi is the current in the ith segment and li is the
length of the ith segment.

Four terminal network theory can now be used to relate
the field parameters to the driving voltages for each tower
in a directional array. Using a two-tower array as an ex-
ample, the following set of equations is formulated

�EE1¼
�TT11

�VV1þ
�TT12

�VV2

�EE2¼
�TT21

�VV1þ
�TT22

�VV2

where �EE1 is the field radiated from tower 1, �VV1 is the volt-
age drive of tower 1, �TT11 is the current moment summa-
tion of tower 1, and �TT12 is the current moment summation
of tower 2 (as induced by the current in tower 1).

As can be seen from the above equations, to determine
the T elements of the matrix, it is necessary to calculate
the current summations by individually exciting each tow-
er in the array. For example, to determine the elements,
T11 and T21 it is necessary to excite tower 1 with voltage V1

while grounding tower 2. The current moment summa-
tions are calculated for each tower. The same procedure is

used to determine the elements, T21 and T22, by exciting
tower 2 with voltage V2 while grounding tower 1. Using
matrix algebra, the drive point voltages can be determined
from the field parameters by inverting the T matrix and
multiplying by the field parameters

½ �VV� ¼ ½ �FF�½ �TT��1 ð50Þ

where ½ �FF� is the set of field parameters as determined from
the calculated electric fields and ½ �TT��1 is the inverted cur-
rent summation matrix.

The drive voltages for a given set of field parameters
can now be determined. With these drive voltages the
drive point currents and impedances are calculated, which
determines the power division and phase relationships of
the directional array elements.

It is possible to adjust an antenna system using mo-
ment method modeling with little, if any, experimentation,
if the conditions at the site approach the ideal in terms of
flat terrain and an absence of nearby reradiating struc-
tures. Even where conditions are not ideal, moment meth-
od modeling is a very useful tool in relating current drives
to field parameters and reducing the amount of trial-and-
error work necessary to achieve the required radiation
pattern.

5. DIRECTIONAL ANTENNA FEEDER SYSTEMS

Once the base impedances of the individual elements in
the antenna system have been calculated, it is possible
to design the feeder system to provide the required cur-
rent amplitude and phase for each tower in the array.
Figure 10 shows a block diagram of the basic components
that comprise a directional antenna feeder system.

Computer modeling techniques have been developed to
analyze the feeder systems making it possible to obtain
exact theoretical solutions for bandwidth analysis. The
advance of computational capabilities has allowed the

Common
point
circuit

CP

Bus

Power
divider
circuits

PD 1

PD 1

Input

Transmission
lines

Tower
1

Tower
2

T-line 1

Antenna
tuning
circuits

ATU 1

ATU 2T-line 2

Figure 10. Basic components of a two-tower directional antenna
feeder system. Additional towers can be added to the bus using
similar networks.
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development of new approaches for the design of power
dividing, phasing, and matching networks. The two areas
of concern when designing the feeder system are the im-
pedance and the pattern bandwidth which directly impact
the quality of the audio within the entire coverage area.

5.1. Nodal Analysis

The technique of nodal analysis is well known in the
field of electrical engineering. This technique works very
well when predicting the bandwidth performance of
directional antenna phasing and coupling equipment,
since admittance values can be given for each component
and the tower bases can be modeled as nodes with self-
and mutual admittance values determined using moment
method analysis. An exact solution for carrier and side-
band currents and impedances can be found for every
branch in a system. This solves the problem with simpler
techniques that assume a set of base current parameters
to determine operating impedances, which, when presented
to the system of networks, yield a different set of base
current parameters and render the starting assumptions
invalid.

5.2. Power Dividing Circuits

Prior to the 1970s, two traditional circuits were used for
the purpose of dividing the power between the towers of a
directional antenna system in virtually all cases. The cir-
cuits are shown on Fig. 11. The first circuit is a series or
tank type of power divider which goes back to the earliest
days of radio and the parallel or Ohms’s law design, which
became popular during the 1950s.

Both circuits of Fig. 11 function primarily as power
dividers, with separate networks necessary for phase ad-
justments. Both can introduce high system Q, thus possi-
bly restricting bandwidth. The series circuit circulates all
of the power fed into the system through a parallel tuned
antiresonant circuit, and the parallel circuit can result in
relatively high circulating current due to the low resis-
tance presented when several tower feeds are tied together
across a common bus. The high Q of such circuits could

serve to counteract bandwidth problems inherent in an
array design. This would require careful system modeling
to be effective and was not practical when such systems
were built.

The general principle for all power divider circuits is
illustrated in Fig. 12. If the common feed for all power
dividing circuits is considered to be a voltage bus, the
power delivered to each tower is determined by the con-
ductance value presented to the bus by that tower’s power
dividing circuit. The voltage for the desired bus impedance
can be determined and then the circuits necessary to
present the required conductances, when terminated in
the transmission lines, can be designed.

It is usually desirable to design for a bus impedance of
50O when 50-O transmission lines are used, unless an-
other factor suggests otherwise. Such an alternative situ-
ation would arise where one tower in a system needs much
higher power than any of the others and could be fed di-
rectly off the bus without adjustment capability and sati-
sfy the requirements for optimum overall phase shift. For
example, a 25-O bus would feed half of its power directly to
a 50-O transmission line.

5.2.1. Modern Power Divider Circuits. Any network
that can adjust the conductance presented across the
bus for a tower feed can be used as a power divider cir-
cuit. It is not necessary to have the same type of power
divider network for every tower in an array. From the
standpoint of adjustability and bandwidth, it is often de-
sirable to have different types of intermixed networks in a
given system.

Figures 13a–13f show several power divider circuits.
Each one shown is capable of serving for control of both
power and phase, making separate phase adjustment
networks unnecessary. If properly applied, the circuits of
Fig. 13 can generally lead to lower power dividing and
phasing network Q than attainable with either power di-
vider from Fig. 11. Most of the circuits of Fig. 13 do not
offer separate controls for both power and phase. This is
not a great disadvantage, because the circuits that do only
offer totally independent control when connected to load
impedances that remain constant. This is not the case for
any power divider that is feeding elements in an array

To
common

point

Load

Load

Series circuit

To
common

point

Load

Load

Parallel circuit

Figure 11. Traditional power divider circuits principally used in
early medium-wave antenna designs.

Y1

Y1

Yn = Gn + jBn

Pn = Gn (Ebus)^2

Ebus

Figure 12. General power divider principle. The bus voltage is
determined by the parallel combination of admittances produced
by each tower and the input power.
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because effects of mutual coupling between the elements
make each tower’s impedance change as the current flow-
ing in the other towers change.

The low Q circuits of Fig. 13 are popular modern alter-
natives to the traditional power dividers of Fig. 11. For
some directional arrays with highly volatile power divi-
sion, however, the traditional power dividers, with their
higher Q, may be desirable if easy adjustibility is impor-
tant. Proper system modeling could be used to minimize
the high-Q effects or actually use them to improve overall
system bandwidth.

Figures 14–17 show how the basic power divider cir-
cuits of Fig. 13 can be applied in phasing system design.
Figure 14 offers good control and a 50-O bus, but can
be simplified to Fig. 15 if the proper value is chosen for the
power divider coil of the lowest power tower so that the
capacitor necessary to antiresonate it is of the same reac-
tance magnitude as the top tower’s fixed L network shunt
coil. This would be possible in a case where the lowest
power tower would not change power flow direction. In the
process, the power divider Q is lowered by the elimination
of a parallel antiresonant circuit across the bus.

Figure 16 shows how, if the phase shift requirements
allow it, the high-power tower feed can be connected di-
rectly to the bus, eliminating the three components of the

L network. The circuit of Fig. 17 is identical to the circuit
of Fig. 16, except that the bus has been divided with the
series L–C slope network. In the case shown, the high-
power towers need to have the phase shift of their feed
tailored to track the lower-power tower in order to pre-
serve pattern bandwidth. This is the purpose of the L–C
slope network as shown.

As can be seen from the circuit of Fig. 17, high-Q cir-
cuits can be inserted at appropriate locations in phasing
equipment to effectuate broadbanding. Such processes re-
quire modeling of total system performance, such as with
nodal analysis, in order to be effective. In many cases, it
may be necessary to improve pattern bandwidth with
high-Q circuits added after the common bus, with an ad-
ditional network to improve impedance bandwidth included
in the common point matching circuit.

5.3. Phasing and Matching Circuits

The conventional T network is the basic building block for
antenna matching and phase shifting functions. Figure 18
shows the circuit for this network type. If the series input
and output branches exhibit overall inductive reactance
with the shunt branch having overall capacitive reactance,
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Power/phase

Power/phase
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Flexible power flow network
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Figure 13. Modern power divider circuits. The selection of a particular circuit is dependent on
overall system and load characteristics.
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the network will produce negative phase shift and is said
to be lagging. Conversely, if the series branches are ca-
pacitive and the shunt branch is inductive, the network
will produce a positive phase shift and is said to be lead-
ing. The values chosen for each component determine the
impedance transformation, the phase shift as well as the
bandwidth performance.

Referring to Fig. 18, the following equations can be
used to determine the impedance transformation and

phase shift of a T network

X1¼

ffiffiffiffiffiffiffiffiffiffiffi
RiRo

p

sinb
�

Ri

tan b
ð51Þ

X2¼

ffiffiffiffiffiffiffiffiffiffiffi
RiRo

p

sinb
�

Ro

tan b
ð52Þ

X3¼ �

ffiffiffiffiffiffiffiffiffiffiffi
RiRo

p

sinb
ð53Þ

where Ri is the input resistance (ohms), Ro is the output
resistance (O), and b is the phase angle.

Although conventional thinking would suggest that op-
timum bandwidth performance results with the phase

50 ohm bus

500 W

400 W

100 W

−90 degrees

−12 degrees

+45 degrees

Figure 14. Mixed use of power divider circuits. Power division
and system phase shifts determine the best combination of power
divider circuits.
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400 W

100 W

−90 degrees
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+45 degrees

Figure 15. Simplification by elimination of parallel components
as compared to Fig. 14.
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Figure 16. Direct feed to highest power tower. Another simpli-
fication which reduces the number of components.

500 W

400 W

100 W

Slope

Figure 17. Split bus with pattern bandwidth improvement. Im-
proved pattern bandwidth is most noticeable in the minima
regions of radiation.
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shift of a T network adjusted to 901, the family of curves on
Fig. 19 indicate otherwise. There is an optimum T network
phase shift for each transformation ratio and these values
are generally lower than 901.

Figure 19 also shows that the VSWR bandwidth wors-
ens as the transformation ratio increases. The negative
impact of transforming an impedance to one that is very
much higher (or lower) can be lessened by cascading net-
works together. Figure 20 shows how two networks can be
cascaded to achieve a gradual stepup of resistance that
requires that only one additional shunt branch be added
alongside the normal T network configuration. Figure 21
shows the bandwidth performance of such a circuit
designed with two cascaded networks. For the cost of an
additional network branch, there is an approximate three
to one improvement in sideband VSWR.

6. PROCUREMENT AND INSTALLATION

Once authorization has been received to construct a new
or modify an existing medium-wave antenna system, it is
necessary to prepare a request for quotation to procure the
necessary equipment. The document necessary to receive
a competitive quotation includes a detailed description of
the required equipment usually in the form of a specifica-
tion as well as a detailed statement of work that outlines
all additional labor required outside of the manufacturing
of the equipment. This usually includes any labor associ-

ated with installation and adjustments in the field. It is
also important to specify the terms of a warranty if it is not
already expressed in an off-the-shelf product. A line item
must also be included for shipping.

It is recommended to request quotations from a number
of reputable manufacturers to encourage a competitive
bid. The evaluation of the bids should not only consider
the price but also the quality of the product being proposed
as well as how long it will take to deliver the product. It
may be necessary to visit the prospective proposers’ plants
to ascertain their interest and commitment in providing
you a quality product in a timely manner. Recommenda-
tions from others in the field of broadcasting are also in-
valuable when making a decision between quotations.

When overseeing the installation of a medium-wave
antenna system there are a number of areas to which one
should pay special attention. For each tower, the connec-
tions of the ground system must be made and checked
very carefully, since they will ultimately be below ground
level and not visible. For directional antennas, the spac-
ings and orientations of the elements must be carefully
determined with reference to true north with a careful
survey using celestial reference data.

The governing authorities of the country in which
the new or modified medium-frequency antenna system
is being constructed will usually require the system to be
tested to confirm compliance with the radiation charac-
teristics as outlined in the construction permit. Once
the system has been adjusted to theoretical parameters,

RoRi

Figure 18. T network: basic circuit for impedance matching and
phase shift. Circuit shown is for a phase lagging network.
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Figure 20. Cascaded T and L networks for optimizing phase shift
and transformation ratio. Such a configuration results in better
impedance bandwidth with fewer components.
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a number of measurements are necessary to confirm
compliance.

7. ANTENNA ADJUSTMENT

After the equipment has been installed and properly con-
nected, the branches of the individual networks must be
set to their design values. This involves using an imped-
ance bridge and a frequency generator or a network ana-
lyzer to set the required reactance value at the operating
frequency. Care must be taken when making these mea-
surement to take into account all stray reactances that are
inherent in an antenna system with long conductors be-
tween components (series inductive reactance) with close
proximity to a grounded surface (shunt capacitive reac-
tance). High-power systems, where physical dimensions
are large, have very large stray impedances.

The electrical lengths of the sampling transmission
lines must be measured to determine the values to which
the antenna monitor will be adjusted. This is a critical
step in the adjustment of the antenna system as errors
interjected at this juncture will make it very difficult if not
impossible to bring the antenna system into adjustment. A
procedure has been developed for making such a mea-
surement using an impedance bridge and a frequency
generator by measuring the adjacent resonant frequen-
cies of the line when it is in a short-circuited condition.
The equation for calculating the length based on the two
measurements is

CL¼
180

½ðfH=fLÞ � 1�
ð54Þ

where CL is the line length at lower frequency (degrees),
fH is the higher frequency (kHz), and fL is the lower fre-
quency (kHz).

Once the network branches have been set to their the-
oretical levels, low power can be applied to the system and
the common point impedance adjusted to match the sys-
tem to the transmitter. The phasor is then adjusted to
bring the antenna monitor to the theoretical values as
previously calculated. During this process it is oftentimes
found that the adjustment of the ratio or phase to one
tower will have an affect on the ratios and phases of other
towers. The amount of interdependance between towers is
determined by how closely the towers are coupled as well
the component layout design within the phasor and ATU
cabinets. While making these adjustments, the common
point impedance must continually be readjusted to insure
a proper load to the transmitter.

When the antenna monitor has been adjusted to theo-
retical parameters, a field strength meter is used to mea-
sure the radiated field levels at critical radials. The critical
radials are usually located at the places where the pattern
shape has inflections, that is, the pattern minima and mi-
nor lobe maxima. In the United States, the FCC requires
that a number of measurements be made on each radial,
ratioed to nondirectional reference measurements, aver-
aged, and then multiplied by the measured unattenuated
nondirectional measured field to determine the predicted

level of radiation in a given direction. The inherent accu-
racy of a field intensity meter is largely dependent on the
local environment in which a measurement is taken. Pow-
erlines and other reradiating structures necessitate that a
number of measurements be taken to achieve reasonable
results. The FCC requires at least twenty measurements
be made on each radial between the distances of 2 and
20 m. A number of close-in measurements, less than 2
miles, are also required for the nondirectional analysis.

At this point, there may be a one or more radials at
which the measured radiation exceeds the maximum level
specified in the construction permit. It may be necessary
to adjust the antenna parameters away from their initial
values to bring the pattern into compliance. A common
approach used to bring a radiation pattern into compli-
ance involves placing a number of field intensity monitors
at locations on the critical radials and adjusting parame-
ters until the pattern is in. While one person adjusts the
parameters, the monitors at locations on the critical radi-
als report variations in signal strength after each adjust-
ment. Once the pattern appears to come into adjustment
based on individual measurements at each point, the en-
tire radial must be remeasured to confirm the adjustment.
If the pattern is still out of adjustment, the procedure
must be repeated. This method requires that the points
monitored all represent their associated radials, a condi-
tion that often is not obtained, particularly with direction-
al antenna patterns with deep radiation nulls. This
method is generally a useful technique for patterns with
minima that are not extremely deep, and where conduc-
tivity near the antenna is uniform and few reradiation
sources affect the measurements.

7.1. Complex-Plane Mapping

Complex-plane mapping is an alternate approach that has
been developed to adjust an antenna pattern. This tech-
nique is based on the knowledge that the field found at any
point as produced by the antenna system is a vector quan-
tity, having both magnitude and phase. In theory, the re-
sultant vector field at any point in the far field can be
calculated by adding the individual vectors as contributed
from each radiating element in the array. It is theoreti-
cally straightforward to determine the change in the re-
sultant vector at a point of interest when one or more of
the ratios or phases of the radiating element is varied. In
the real world, however, it is often impossible to accurately
correlate the field strength measurements taken with a
field intensity meter that measures only the magnitude of
a signal with a theoretically determined resultant due to
reradiation and variations in the ground characteristics.

The problem of how to determine the magnitude and
phase of the resultant vector for each radial of interest is
solved by making a series of trial measurements. First, a
reference measurement is made by taking a sample of field
strength readings at each radial of interest. These mea-
surements are ratioed with the nondirectional measure-
ments and for each critical measurement radial. Next,
only one of the parameters of antenna is changed. Usually,
the tower having the least interaction with the others in
the array is chosen so that the adjustment is simplified.
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The magnitude is changed by an appropriate amount with
all other parameters remaining the same and the field
strength measurements are taken at the same points.
Again the readings are ratioed with the nondirectional
measurements and averaged. Finally, the magnitude of
the tower that has changed is returned to the original
value and the phase of that tower is changed by an ap-
propriate amount. The measurements are retaken and
analyzed as before. The results of all three trials (A, B, and C)
are plotted on polar paper as circles with radii correspond-
ing to the calculated averages for each measurement
radial. The theoretical vectors for each radiating element
are also plotted. Knowing that the field of the radiating
element was changed in both magnitude (trial B)
and phase (trial C), the delta (difference) vectors can be
plotted. The magnitudes and phases of the delta vector
gives the necessary information to determine the positions
of the resultant vectors for the various radials for the
beginning (trial A) operating parameters.

Once the actual resultant vectors have been deter-
mined for each radial of interest, one is able to predict
the impact of parameter variations to the individual radi-
als themselves. In extremely difficult cases of signal scat-
ter along measurement radials corresponding to deep
radiation pattern nulls, it may be necessary to apply the
complex plane mapping technique to individual measure-
ment points rather than to entire radials in order to avoid
analysis ambiguity. The pattern is brought into adjust-
ment by making changes that will simultaneously change
the field strengths at each radial in accordance with the
previously calculated limits. Once the required adjust-
ment has been determined and made, measurements are
taken at all radials to access compliance. If compliance is
confirmed, a full set of measurements is made to be filed
with the proof of performance to be submitted to the proper
governing authorities.

8. DETUNING TO CONTROL RERADIATION

Sometimes there are objects, usually other radio antenna
towers or high-tension power lines, capable of scattering
sufficient radiofrequency (RF) energy to distort a medium-
wave radio station’s antenna radiation pattern located
near its transmitter site. Most such objects can be made
transparent to the medium-wave RF energy if properly
treated.

A tower located near a transmitter site may be detuned
by installing the necessary apparatus to control its current
distribution to minimize reradiation. For a short tower
(shorter than a quarter-wavelength), it is often sufficient
to insulate its base or produce an impedance pole at its
base with an arrangement of skirt wires and a detuning
network.

For a taller tower or any critically located shorter tower,
a null in tower current at a height somewhat above its
base may be necessary for proper detuning. The correct
treatment to produce the detuned condition and the cor-
responding current distribution for verification are best
determined using the moment method directional antenna

analysis procedures (with the field of the tower to be
detuned set to zero) described herein.

Control over the tower current may be achieved by
either placing a reactance across its base or tuning the
open end of a wire skirt mounted on it. In general, it will
be necessary to place the null in tower current at approxi-
mately one-third of its height for towers up to approxi-
mately a half-wavelength tall. For structures taller than a
half-wavelength, it may be necessary to produce more
than one current distribution null. Two or more wire
skirts may be required for this purpose.

Sampling loops may be mounted at the appropriate
height or heights on a tower to verify the placement of
current nulls corresponding to the detuned condition.
They may be connected to detectors near the tower’s
base to facilitate observation during adjustment efforts
and to verify continued detuning. For such sampling loops
to be useful, they must not be mounted within a wire skirt
span.

It is often sufficient to eliminate objectionable reradia-
tion from a high tension power line by insulating the
ground conductor running along the tops of adjacent sup-
port towers, thus breaking up the loops of current flowing
in them. To maintain the integrity of the power line’s pro-
tection system, insulators with arc gaps to conduct tran-
sient energy from the ground conductor to the support
towers may be employed. When ground wire insulation is
not sufficient to reduce high-tension powerline reradiation
to an acceptable level, individual towers may be detuned
utilizing wire skirts and detuning networks to control
their current distribution.

9. MULTIPLE-FREQUENCY DIPLEXING

It is possible for a medium-wave antenna to radiate more
than one frequency. Filters are employed to keep RF en-
ergy at each frequency out of a transmitter at the other
frequency where a spurious signal might be generated.

For a nondirectional antenna, a series network provid-
ing an impedance zero at the desired frequency and an
impedance pole at the undesired frequency and a shunt
network providing an impedance pole at the desired fre-
quency and an impedance zero at the undesired frequency
to ground are normally placed at the feedpoint. For dip-
lexed directional antennas, it is typical to have series fil-
ters at the tower bases but shunt filters only across the
system input terminals (the common point).
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ANTENNAS FOR MOBILE COMMUNICATIONS
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1. GENERAL

Antennas used for mobile communications are not neces-
sarily specialized types of antenna; ordinary antenna
types can be used. However, there are several distinctions
in performance between mobile and fixed communications
with respect to design methodology for antennas in mobile
communications:

1. Parameters for antenna design are variations of
field strength, which decays in proportion to the distance

between the fixed station and the mobile terminals, as
mobile terminals move.

2. The field strength at a receiving point varies irreg-
ularly, depending on the environmental conditions, main-
ly due to the multipath propagation, which causes
multipath fading. This variation usually takes a statisti-
cally Rayleigh distribution or Nakagami–Rice distribu-
tion.

3. Environmental conditions are also varied as mobile
terminals move and affect mobile system performance,
sometimes significantly. A typical example is the proxim-
ity effect caused by materials near an antenna element,
which vary the antenna performance. The operator who
holds a portable mobile terminal can significantly perturb
antenna performance, which could be hazardous to hu-
mans. The human interface remains one of the most im-
portant issues in operating mobile terminals. The
proximity effect is a problem that virtually cannot be
avoided in mobile terminals; in particular, as equipment
becomes smaller, the influence of nearby materials may
not be easily reduced; it must be allowed for in the anten-
na design. Also, the equipment onto which an antenna el-
ement is mounted may itself act as a radiator, so the
antenna element and the body of the equipment must be
treated together as an antenna system.

4. Antennas for mobile terminals should also be de-
signed to be robust against mechanical and physical en-
vironmental conditions. In the field, antennas should be
mechanically tolerable against the operator’s rough han-
dling and also shock, vibration, and other disturbances
that might rupture the antenna elements. It should also
be durable against the variation of outdoor physical con-
ditions such as temperature and humidity.

5. Requirements for system performance, concerning
both mechanical and electrical conditions, should be sat-
isfied. Small size, light weight, low cost, and yet realiza-
tion of highest performance obtainable are desired.
Antenna performance should meet the system specifica-
tions. In zoned systems, radiation patterns have to match
the zoned patterns to avoid interference, and performance
is also subject to variations in field strength according to
movement of the mobile terminals and environmental
conditions in the propagation path. Antennas should
have sufficiently high gain to satisfy requirements for
the link budget, and should function properly for rejec-
tion of interference and mitigation of multipath fading.

Frequency reuse capabilities, the type of information,
modulation, and personalization of mobile terminals are
some of the many factors that are of concern to antenna
designers. Table 1 summarizes the influence of system re-
quirements on antenna design [1].

Design of antennas for mobile communications thus
must focus on propagation, the system, the environment,
and the antenna. The antenna should be considered as an
integral part of the overall system as depicted in Fig. 1.
Mobile antenna design is no longer confined to small,
lightweight, low-profile, or flush-mounted, omnidirection-
al radiators on a well-defined flat ground plane; rather, it
involves the creation of a sophisticated electromagnetic
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configuration that plays a significant role in signal pro-
cessing during operation in a generally ill-defined time-
varying environment. It should be emphasized again that
antennas employed for mobile communications should be
designed while factoring in all the parameters that con-
cern propagation, system requirements, and environmen-
tal conditions.

2. BRIEF HISTORICAL REVIEW

Variation of related parameters and evolution of
antenna systems with time are shown in Table 2 in

terms of frequency bands, systems, antenna, and
propagation.

The first mobile communication was initiated in 1885
with wireless telegraph between trains and stations,
which was developed by Thomas Edison [2]. Trolley wires
were used as the antenna, which coupled electrostatically
with a metal sheet installed on the ceiling of the train, and
thereby the telegraph signal was received. Edison also ex-
perimented with communication on a vehicle in 1901 [3]
using a thick cylindrical antenna placed on the roof of the
vehicle. The practical mobile communication services
started with wireless telegraph on ships in 1889 devel-
oped by Guglielmo Marconi using long vertical wire an-
tennas in various forms such as T, inverted L, and
umbrella shapes. It is interesting to note that portable
equipment appeared in 1910 [4].

World Wars I and II both introduced the need for ad-
vanced antenna systems and promoted evolution of novel
design and technology [5]. Wire antennas were firmly es-
tablished in the 1920s, while present-day microwave an-
tenna design and technology was commonplace in the
1950s. In the 1960s a new antenna era emerged, triggered
by the revolutionary progress in semiconductors and in-
tegrated circuits, attributed initially to the Cold War de-
fense industry but subsequently carried forward into the
commercial sector. Quite simply, the demand instigated
designers to create compact, lightweight, low-cost, easy-
to-manufacture radiating structures, compatible with the
newly conceived integrated electronic packages. The most
notable one has been the creation of printed antenna
technology, which lends itself to multifunction antenna
devices [6]. Some of the salient factors that have increas-
ingly influenced antenna design in this era and continue
to do so today are noted in Table 3, which clearly empha-
sizes that communications, particularly mobile communi-
cation systems, are the most significant drivers of antenna
technology at present.

Mobile communication systems have made rapid pro-
gress since mobile phone systems were introduced in 1979.
The early analog systems, called the first-generation
(1G) systems, conveyed mostly voice, but demonstrated
benefit of communication on the move. This then became
a good impetus for advances in mobile systems, which
dealt with both voice and data in digital form. The
digital systems were referred to as second-generation
(2G) systems, and subsequently advanced to the third
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Figure 1. Antenna systems as an integral part of a mobile com-
munication system. (From [1] with permission from Wiley.)

Table 1. Requirements for Mobile Antenna Design (from [1] with permission from Wiley)

Requirement Implication

Antenna as a system Not as an isolated receive/transmit terminal
Designed to accommodate propagation effects Some degree of polarization or pattern diversity control embodied, leading to

‘‘smart’’ adaptive antenna arrays
Compatible with environmental conditions Pattern characteristics to match stone requirements and allow for nearby obstacles
Integration of antenna with vehicle or platform To include hand and body effects and possible hazard considerations
Latest manufacturing technology Exploitation of new composite materials and integrated electronic technology
User-friendly and reliable performance Minimum of moving parts and switches; high reliability of mechanical design
EMC constraints Reduction of spurious radiation and coupling
Multimedia applications Increased bandwidth requirements
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generation (3G), which has demonstrated transmission of
image, both still and moving. Table 4 outlines the evolu-
tion of mobile systems with time. Some typical widely used
systems worldwide are also shown. The second-generation
systems had shown advantages of digital systems over
analog systems with respect to increasing the available
capacity and services provided. More significantly, the
digital system has enabled the achievement of global stan-
dardization of mobile communications. The typical Euro-
pean digital system, GSM (Global Systems for Mobile
Communications), which initiated the operation of digital
mobile system in the world, has paved the way for the
third-generation systems, in which CDMA (code-division
multiple-access) technology has been applied with in-
creased capacity and services, including access to the
Internet.

Now the systems referred to as the IMT-2000 (Interna-
tional Mobile Telecommunication Systems)/UMTS (Uni-
versal Mobile Telecommunication Services) have made
even further progress toward fourth-generation systems,
which can deploy extended services with higher-quality
and higher-capacity transmission.

Antenna technology has progressed with the advance-
ment of these mobile systems. The macrozone systems
have been changed to smaller zones such as microzone
and even picozones. Propagation problems have been mod-
ified according to changes in zone size, and antenna design
has followed suit. Mobile phone systems initiated with
automobile telephone systems have now evolved into
handheld phone systems, and today the number of hand-
held phone users has far surpassed that of automobile
phone users. There have been notable changes in antenna
design for mobile phones since the early 1990s. Monopole
was the main antenna for mobile phones; however, planar
antennas, typically a planar inverted-F antenna (PIFA),
have prevailed in most mobile phones and in some
systems, particularly GSM systems, and variations of
PIFA have been used as built-in antennas. Presently, use
of a built-in antenna has become a worldwide trend in
mobile phones. Further advancement is expected to in-
clude antenna systems such as adaptive arrays, antennas
capable of adaptive performance control of environmental
conditions, and antennas with more sophisticated func-
tions, yet with smaller and more compact structure.

Table 2. Developments in Mobile Communication Antenna Technology (from [1] with permission from Wiley.)

1900– 1950– 1970– 1990– 2000–

Frequency 150 MHzo 800 MHzo 1.9 GHzo 2 GHzo
System Telegraph/telephone

for train, ship, air-
craft, police cars,
portable receiving
and transmitting

Voice system for busi-
ness, navigation,
taxis, tone pagers

Mobile phones Satcom, voice, and data
channel for aircraft,
personal phones,
microzones, TV-type
images, wireless
local-area network

Wireless-IP

Antenna Monopole/dipole,
whip, top-loaded
monopole, inverted
L, loop

Blades, coil loaded
ferrite, helical

Corner reflector, leaky
coaxial cable, diversity
configurations, body-
integrated planar
inverted F, bifilar helix,
microstrip antenna and
arrays, parallel-plate,
printed antennas

Adaptive signal process-
ing, meanderline,
normal mode helix,
ceramic chip antennas

Intelligent
software
algorithms,
wideband,
multi-band
antennas

Table 3. Salient Factors Influencing Antenna Design (from [1] with permission from Wiley)

Factor Trends

Spectral congestion and utilization Wider bandwidth operation, improved performance, interference rejection, use of
millimeter and submillimeter antennas

Explosive growth in mobile/personal communica-
tion systems

New compact user-friendly higher-performing antennas for cellular terrestrial
operation of handsets and vehicles

Escalating information and processing speeds Wide-bandwidth ‘‘smart’’ antennas with pattern agility and fast scan acquisition,
antennas for microwaves

Growth in satellite communications Higher-performance spaceborne antennas offering multifunction operation and
reduced payloads, small high-performance handset antennas

Link with IN and ATM networks Small high-performance antennas for mobile terminals
Traffic information and control Specifically designed antennas for systems
New materials Redesign of existing, and creation of new, robust antenna structures to simplify

manufacture and operation
Impact of computer modeling and computer-con-

trolled measurement
Strengthens design methods to create higher-performing equipment, compatible

antennas at lower cost
Public awareness of electromagnetic radiation Preference for lower transmitted powers, environmentally friendly antennas, and

antenna platforms
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3. TRENDS

Mobile systems are now being advanced toward fourth-
generation systems, beyond IMT-2000/UMTS, which offer
various new services with higher data rate, video trans-
mission capability, and other advanced facilities. Main re-
gional standards bodies have decided the preferred
technology for IMT-2000, for example

UWC-1336, a TDMA-based proposal from the United
States

WCDMA, a joint proposal from Japan and Europe

cdma-2000, advanced from cdma-one, adopted in the
United States and Japan

The WCDMA (wideband CDMA) system features high-
quality and variable multirate services, multimedia trans-
mission, and international roaming. Antenna systems
with intelligent functions realized by adaptive signal pro-
cessing and software implementation are expected to ap-
pear in future advanced systems. The typical trends in
modern mobile communications are listed in Fig. 2 [1] and
discussed in the following paragraphs.

3.1. Personalization

Personalization has been accelerated by downsizing
hardwares in both mobile and base stations. Increase in
information content, including games, movies, and
music, which attracted many users, also accelerated
the development of personalization features for mobile
phone users. Mobile phones are presently no longer
‘‘telephones,’’ but information terminals, which deal
with computer data, moving images, message exchange,
and so forth. In other aspects, the downsizing of mobile
terminals has also provided impetus for the personalizat-
ion of mobile systems because the smaller handsets are
more convenient to carry and easier to operate. One of
the main problems encountered is the realization of
smaller antennas for downsized handsets without
degrading system performance. Downsizing of base
stations (BSs) has also required antennas to be small in
size and light in weight as a consequence of the increased
number of base stations to serve an increased number of
subscribers and the need for more efficient use of each
channel.

Zone size has decreased; hence BS antennas are pro-
vided with less space for installation. Lightweight anten-
nas are required for mounting on the wall of a building,
and microstrip antenna (MSA) arrays are a typical exam-
ple of downsized and lightweight antennas.

3.2. Globalization

Globalization has been realized by using satellite on the
orbits of LEO or MEO (low- or medium-Earth orbit) as
well as GEO (geostationary or geosynchronous orbit).
Globalization is realized by not only satellite systems
but also by wired network systems such as IP (Internet
Protocol) cored network and wireless systems that enable
mobile terminals to roam worldwide. One objective of
IMT-2000 is the establishment of worldwide multimedia
services.

3.3. Multimedia Services

Mobile systems are now capable of transmitting video im-
ages, both still and moving, as well as voice and data.
Since the transmission rate has gradually increased from
the order of kilo- to megabits per second (kbps to Mbps),
various services, including TV-phone, movies, and large-
scale packet data transmission, have become available.
FOMA (the third-generation system in Japan), for in-
stance, which employs WCDMA, can presently carry
data of 384 kbps; however, it will be 2 Mbps in near future

Table 4. Evolution of Mobile Communication Systems
(from [1] with permission from Wiley)

Year

1980– 1990– 2000– 2010–

1G (analog) 2G (digital) 3G (CDMA) 4G
Voice Voice and data

AMPS, IS-54, GSM, Multimedia Wireless LAN
PDC UMTS, IMT-
PHS 2000, Wireless

DECT ATM
TACS, JTACS Mobile SAT-

COM
Ubiquitous NW

NTT, NMT Cdma-one Mobileþ IP
NW

Mobile–optical
NW

Cdma – 2000 ITS

Down-size

Personalization

Globalization

Multimedia
services

Multi-
  dimensional
    network

Software
implementation

Small, compact and light
Weight antenna
Integrated antenna
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Adaptive array
Phased array
Wide-band antenna
MW, MMW antenna
Integrated antenna

Trends Demands Antenna

Adaptive array
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     rejection
Pattern shaping
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Figure 2. Typical trend of mobile communication and antennas.
(From [1] with permission from Wiley.)
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and eventually 10 Mbps, by which various multimedia
services will be provided. Antenna should have enough
wideband to meet the requirements for multimedia trans-
missions.

3.4. Multidimensional Networks

Mobile communication systems are now being integrated
into multidimensional networks that embrace multiinfor-
mational media, multitransmission media, and multilay-
ered networks. Information media consist of both voice
and nonvoice systems, including digital voice, sound, still
and moving images, and computer data. Transmission
media consist of both wire and wireless lines, including
IP networks, radio, and optical links. Land, maritime,
aeronautical, and satellite systems will be integrated
into complex multilayered networks, thus allowing seam-
less communications worldwide regardless of time and
space. The demand for more intelligent antennas that are
integrated with signal processing, adaptive control, and
software will continue unabated.

3.5. Software Implementation

Implementation of software to antenna systems will be
increased in order to enhance the performance of anten-
nas, including intelligent performance. An example is a
mobile terminal that installs software, in which one sys-
tem can be switched to another system, when a user de-
sires to use a different system. For example, a user who is
operating GSM may switch to operating PDC when en-
tering a PDC [Personal Digital Cellular (Japan)] zone.

4. TYPICAL ANTENNA ELEMENTS

Various antenna elements have been used for mobile com-
munications. There are no specific type of antenna ele-
ments, but the design differs when it is applied to practical
mobile systems. In particular, specific design consider-
ations are taken for antennas used in mobile terminals, as
was mentioned in the previous section.

Typical antenna elements are shown in Fig. 3. Linear
elements are (see Fig. 3) (a) dipole, (b) monopole, (c) loop,
(d) inverted-L antenna, (e) inverted-F antenna, (f) normal-
mode helical antenna (NMHA), and (g) meanderline an-
tenna. Typical planar elements are (h) microstrip antenna
(MSA), (i) planar inverted-F antenna (PIFA), (j) parallel-
plate antenna, and (k) slot. Typical bulk-structured an-
tennas are (l) small chip antennas, in which an antenna
element such as small normal-mode helix, inverted L, or
inverted F is encapsulated by ceramic material with high
permeability. In the ceramic chip antenna, an inverted-F,
meanderline, or other pattern may be printed on the sur-
face of the ceramic substrate.

5. ANTENNAS FOR BASE STATIONS

Figure 4 shows important items to consider in designing a
base-station antenna. Although ‘‘antenna design’’ in the
narrow sense means electrical design, in reality it includes
a wider area, and it is important to derive the antenna

hardware specifications from system requirements. In or-
der to determine the hardware specifications, it is neces-
sary to perform an evaluation that compares electrical and
mechanical characteristics with a tradeoff between per-
formance and cost, as shown in Fig. 5. Performance and
cost considerations are sometimes the first step, while de-
termination of the electrical and mechanical design is the
second step [1].

In designing the practical antenna, it is important to
assess how the antenna hardware will be installed after
manufacturing. Installation fees may exceed the cost of
the antennas themselves. It is important to consider not
only the reduction of construction cost, but also the cre-
ation of an antenna design that facilitates installation.

5.1. Propagation Problems

Propagation problems differ depending on the environ-
mental conditions. Propagation in mobile communication
occurs within a diffraction region and is not free-space
propagation. Propagation path loss in free space is simple
and is proportional to the square of the distance, whereas
in mobile communications it depends on various factors,
such as the propagation environment, antenna height,
and frequency.

Mobile propagation environments are very complex,
but are roughly categorized into four basic types [7]:

* Open Area. There are few obstacles, such as high
trees or buildings, in the propagation path. Roughly
speaking, free spaces measuring about 300–400 m in
length lie between the base and mobile stations.

* Suburban Area. There are some obstacles around
the mobile stations, but they are not dense. Roughly
speaking, this may be an area of trees and low-height
houses.

* Urban Area. There are many buildings or other high
structures. Roughly speaking, this is an area with
high, adjacent buildings, or a densely mixed area of
buildings and high trees.

* Closed Area. Propagation is confined to limited areas
such as building, tunnels, subway stations, and un-
derground streets.

5.2. Propagation Path Loss Characteristics

Although there are many aspects of mobile propagation,
path loss characteristics are most closely related to the
antenna design. Path loss in a mobile propagation envi-
ronment exceeds that in free space because of the exis-
tence of various obstacles. Figure 6 shows measured field
strength versus distance from the antenna with respect to
base-station antenna height. These measurements were
recorded at a frequency of 453 MHz with vertical polar-
ization and a mobile station height of 3 m [7].

5.3. Base-Station Antenna Techniques

5.3.1. Requirements for Base Station Antenna Systems.
The earliest mobile phone systems were installed in
automobiles and other moving vehicles; then the
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development of portable telephone systems subsequently
followed. Mobile phone systems adopt a cellular structure,
and antennas are designed to meet the requirements for
the systems that operate within that structure. The nec-
essary antenna technology is illustrated in Fig. 7. In order
for the base station to communicate with the mobile sta-
tions located in the service area, base-station antennas
must radiate uniformly inside the area. Moreover, anten-
na gain should be as high as possible. Since the pattern of
the service area is specified, antenna gain cannot be in-
creased by narrowing the beamwidth in the horizontal
plane. Therefore, the antenna beam is usually narrowed
in the vertical plane to increase gain; a vertical array of
linear antennas is used for this purpose. Antennas with a
gain from 7 to 15 dBd are normally used for base-station
antennas in cellular systems.

Since a base station communicates with many mobile
stations simultaneously, multiple channels must be

handled. This requires wide-frequency characteristics
and a function for branching and/or combining the chan-
nels. Hence, base stations in the cellular system use one
antenna for both transmitting and receiving. The re-
quired bandwidth of the antenna, for example, in
the 800-MHz band Japanese PDC system, is more than
7% for the specified voltage standing-wave ratio (VSWR)
of o1.5. Furthermore, antennas are designed for sharing
by several systems (e.g., analog and digital systems),
for which a wider frequency bandwidth is required.
Thus the PDC antenna in the 800-MHz band requires a
frequency coverage of 810–960 MHz, with a 17% relative
bandwidth.

Due to the rapid growth of mobile phone subscribers,
effective use of communication channels has been encour-
aged worldwide. The cellular system has been introduced
to increase the channel capacity by adopting the frequency
reuse concept, and base-station antennas are designed to

(e)
(d)

Ground plane

(f)

(b) (c)

(g)

(h)

(i)

(j)

(k)
(l)
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Figure 3. Typical antenna elements: (a) di-
pole; (b) monopole; (c) loop; (d) inverted L; (e)
inverted F; (f) normal-mode helical antenna; (g)
meanderline antenna; (h) microstrip antenna;
(i) planar inverted F; (j) parallel plate; (k) slot;
(l) chip antenna.
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match the frequency reuse concept. Tilted mainbeam and
shaped patterns are two major design concepts.

Another important issue that warrants specific consid-
eration in mobile communications is mitigation of multi-
path fading. One way to overcome this problem is to apply
diversity antenna systems. Diversity systems have been
studied since the 1960s, and thus far their effectiveness
has been confirmed both experimentally and theoretically.
Reception diversity first applied to commercial systems
was for the ‘‘advanced mobile phone system’’ (AMPS) in
the United States in 1982. It was also employed in the
large-capacity mobile systems in Japan.

Various antenna technologies for base stations other
than diversity systems have been developed to enhance
the system performance. Adaptive array is one of them
and has been studied extensively in the United States,
Europe, and Japan. Major issues in the process of adaptive
array development are communication frame format for
beamforming, beamforming algorithms, array calibration,
and simplification of hardware. The world’s first applica-
tion of the adaptive array was to the PHS (personal
handy-phone system) base-station antennas in Japan in

1998. PHS system is a likely system for application of the
adaptive array, because PHS employs a TDD (time-divi-
sion duplex) system and allows slow movement of mobile
terminals, so that estimation of the propagation channel
property for downlink can also be used for uplink, result-
ing in rendering application of adaptive array feasible.

A field test using the adaptive array in IMT-2000 has
been performed and the usefulness of the adaptive array
was confirmed; however, practical allocation has not yet
been completed.

5.3.2. Type of Antenna. Base-station antenna configu-
rations depend on the size and shape of the service area,
the number of cells, and the number of channels. For the
limited service areas within a restricted angle in the hor-
izontal plane, a corner reflector antenna is often used.
When the service area is wide, as in a macrozone system, a
linear array antenna, which has high directivity in the
vertical plane, is used.

In the early stage of cellular system development, the
base-station antenna was designed mainly to achieve
higher gain, and array antennas excited uniformly were

Electrical design

Mechanical design

Array and element
design

Items related radio
link design

Pattern synthesis
Element
Feed circuit
Intermodulation

Wind load design
Seismic load design

Site installation

Base station
antenna design

Frequency
Diversity or not
Required D/U
Zone configuration

Figure 4. Important items in designing base-
station antenna. (From [1] with permission from
Wiley.)
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· Mechanical strength
· Dimension/weight
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· Analysis data
· Measurement data
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· Computer-aided design Figure 5. Design steps of base-station antenna.

(From [1] with permission from Wiley.)
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often used. However, the design concept of the base-sta-
tion antenna has shifted from attaining not only high gain
but also a greater ratio of desired-to-undesired (D/U) sig-
nal strength, as cells have been divided into smaller sub-
cells in order to increase the effectiveness of frequency
reuse. Mainbeam tilting, either mechanically or electri-
cally, has been adopted throughout the world and cochan-
nel interference was reduced by about 10 dB, as can be
observed in Fig. 8. Beam tilting was recognized to be es-
sential for enhancing frequency reuse, and suppression of
sidelobes adjacent to the mainbeam, achieved by synthe-

sizing array antenna patterns appropriately, was also ef-
fective in decreasing the distance between cells. Figure 9
depicts the effectiveness of reducing the sidelobe.

As for diversity antennas, space diversity, in which two
antennas are used with separation of 5–10 wavelengths,
has been commonly used. Other diversity schemes such as
the pattern diversity [8] and polarization diversity [8]
have also been applied to base-station antennas in com-
mercial systems.

Polarization diversity has gained new understanding,
as improved performance compared with that using space
diversity has been recognized in urban areas, particularly
in dense metropolitan areas such as central Tokyo [9].
This is attributed to increase in cross-polarization compo-
nents in mobile phone propagation with increase in mobile
phone users. When a mobile phone is held at talk position,
the unit is slanted and produces both vertical and hori-
zontal polarization components. Consequently, polariza-
tion diversity performs better than does space diversity.
Polarization diversity was employed in the cdma-one sys-
tem, and presently in the IMT-2000 systems.

Figure 10 categorizes the types of base station anten-
nas with respect to functions and antenna characteristics.
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5.3.3. Design of Shaped-Beam Antennas. A base station
antenna in a cellular system is required to radiate energy
at as low a level as possible toward the cell where the same
frequency is used; conversely, it must illuminate the ser-
vice area at as high a level as possible. There are two types
of shaped-beam antennas: (1) a sector beam in the hori-
zontal plane and (2) a cosecant beam in the vertical plane.

5.3.3.1. Frequency Reuse Distance. From the cellular
system shown in Fig. 11 [10], the following formula can
be derived

N¼
1

3

D

R

� �2

; ð1Þ

where N is the number of cells, R is the radius of a cell,
and D is the distance between the centers of adjacent cells
[11]. The worst value of the carrier-to-interference ratio
(CIR), expressed in decibels, appears at the edge of the cell
and is given by

CIR¼ � a . 10 log
R

D� R
ð2Þ

where a is the attenuation constant of the path loss char-
acteristic curve. In (2), (C/I)ANT, the antenna pattern dif-
ference between the desired wave direction (yd,cd) and the
interference wave direction (yi,ci), expressed in decibels, is
not included.

Therefore, the total CIR of antenna pattern P(y,c), ex-
pressed in decibels, is obtained by

CIR¼ � a . 10 log
R

D� R
þ ðC=IÞANT ð3Þ

ðC=IÞANT¼
Pðyd;cdÞ

Pðyi;ciÞ
ð4Þ

Figure 12 shows the relation between D/R and CIR when
(C/I)ANT is varied and a¼ 3 [10]. From this figure, the sig-
nificance of (C/I)ANT can be understood.

Figure 13 shows the typical radiation pattern of a base
station antenna in the vertical plane and radiation levels
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Figure 10. Types of base-station antennas categorized by function and characteristics. (From [1]
with permission from Wiley.)
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at the edge of the cell and toward the interference direc-
tion. If the two directions are sufficiently separated com-
pared to 50% of the main beamwidth of the antenna,
interference points exist in the sidelobe region of the ra-
diation pattern, and the sidelobe level must be decreased
to increase (C/I)ANT.

If the interference direction approaches the desired di-
rection (N becomes small), interference lines may exist in
the mainbeam as well as the desired direction. To increase
(C/I)ANT in this case, it is necessary to increase the length
of the antenna or to narrow the main beamwidth with beam
shaping techniques without increasing the length of the
antenna.

When sector beams with the angle of yS are used in place
of omnidirectional (circular) beams, the interference dis-
tance (D–R) in Eq. (2) lengthens to (D2

þR2
� 2DR cos yS)1/2,

as shown in Fig. 14. These are more advantageous in fre-
quency reuse than omnidirectional beams.

5.3.3.2. Sector Beams. A sector beam should effectively
cover the service area of a hemicircle or a sector. In addi-
tion, the frequency reuse distance with a sector zone ar-
rangement is shorter than that with a circular zone
arrangement. Typical antennas having a sector beam are
an antenna with a corner reflector, and a two-dimensional
parabolic reflector fed by two primary radiators [12].

The corner reflector antenna has an advantage that the
beamwidth can be adjusted by controlling the aperture
angle of the reflector. Figure 15 shows the fundamental
configuration of the corner reflector antenna. The antenna
element may be a vertically arrayed antenna. With the
vertically arrayed antenna, the corner reflector can
achieve high directivity by narrowing the mainbeam in
the vertical plane and can radiate a shaped radiation
beam by controlling the excitation coefficient.

Figure 16 shows the relationship between the aperture
angle of the corner reflector and a half-power beamwidth
in the horizontal plane, as well as the relationship be-
tween the aperture angle and the directivity when the
primary radiator is a half-wavelength dipole. Sector
beams with 60–1801 beamwidth can be obtained by

Sky region Service area

Edge of the service
area (�<0)

Elevation angle �

Interference zone

Figure 13. Typical radiation pattern of base station in the ver-
tical (y) plane. (From [1] and [10] with permission from Wiley and
IEICE, respectively.)
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setting the aperture angle from 601 to 2701 [13]. The results
shown in Fig. 16 are somewhat different from those presented
by Kraus [14], in which an infinite corner width is assumed.
When the aperture angle is 1801, corresponding to a flat
plate, the beamwidth becomes approximately 1201. To obtain
a sector beam with a beamwidth more than 1201, a corner
reflector with an aperture angle of more than 1801 is needed.

If two sector beam antennas of 1801 beamwidth are
combined with moderate spacing (approximately 46l), an
omnidirectional pattern is realized, as shown in Fig. 17. In
this case, large ripples appear in the direction of 7901 due
to the interference of the two patterns. However, mea-
surements confirm that these ripples disappear in a mul-
tipath environment as shown in Fig. 17.

A design method of a corner reflector beam antenna
having a dual frequency has been reported [15]. To realize
a dual-frequency corner reflector antenna, it is necessary
to prepare a dual-frequency primary radiator. This is pos-
sible with a dipole with a closely spaced parasitic element

as shown in Fig. 18. This antenna has the advantage of
being very compact. By using the primary radiator shown
in Fig. 18, sector beams of equal beamwidth for frequencies
f1 and f2 can be obtained by selecting the aperture angle a,
distance d between reflector and primary radiator, and the
width of the corner l. Typical design curves are shown in
Fig. 19 for frequency bands of 900 and 1500 MHz.

5.3.3.3. Shaped Beams in the Vertical Plane. When a
limited horizontal area is to be illuminated with equal re-
ceived signal level from an antenna fixed at a certain
height, as shown in Fig. 20, it is known that an antenna
with a cosecant squared shaped-beam pattern in the ver-
tical plane is used. If the path loss is larger than that in
free space (ar2) as in the case of mobile communication
systems, the pth power order of a cosecant shaped-beam
power pattern is necessary to achieve equal received sig-
nal levels at all points in the area. However, in cellular
systems, the significance of the shaped beam is recognized
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in suppression of the radiation toward the cell, where the
same frequency is reused, rather than in illumination of
the self-zone uniformly, as illustrated in Fig. 21. If fre-
quencies are reused, and the cells are closely spaced, a
part of the mainbeam will illuminate the reuse cell. There-
fore, it may be effective to tilt the mainbeam down to sup-
press the interference, even if the received signal level
within the self-zone weakens. By reducing the main beam-
width while maintaining the length of the antenna, it is
possible to increase (C/I)ANT.

5.3.3.4. Beam Tilt. The principal idea of the beam
tiltdown technique is to tilt the main beam in order to
suppress the level toward the reuse cell and to increase
(C/I)ANT. In this case the carrier level also decreases in
the zone edge. However, the interference level decreases
more than the carrier level, so the total (C/I)ANT in-
creases. This is an advantage from the viewpoint of

system design, and this technique is used in most cellu-
lar systems in the world. Figure 22 compares antennas
with and without beam tilt, verifying the effectiveness of
the beam tilt technique [16]. It can be easily understood
from this figure that the distance from the base station
inside which the interference level exceeds the threshold
level of the system can be significantly reduced. In Japan,
beam tilt is attained electrically by adjusting the excita-
tion coefficient of the array, while in Europe it is achieved
mainly mechanically.

5.3.3.5. Shaped Beam with a Locally Suppressed Sidelobe
Level. For reducing the interference, sidelobe levels in
some limited angles are suppressed. A pattern synthe-
sized with locally suppressed sidelobe levels was first
studied in the field of radar [17]. However, since sidelobe
suppression is performed in the direction close to the
mainbeam, and sidelobe level is closely related to the
main beamwidth, it must be carried out very carefully.
As shown in Fig. 23, a mainbeam 30% narrower than that
of a uniformly excited array was obtained by suppressing
only several sidelobes near the mainbeam and setting the
other sidelobes at a comparatively high level [18]. An
antenna with this radiation pattern can increase the
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level at the zone edge by approximately 1.5 dB if the in-
terference level is kept constant. This is a great advantage
in system design.

5.4. Diversity Antenna Systems

5.4.1. Effect of Reception Diversity. The effect of recep-
tion diversity of the base station was first reported in 1965
[19]. It was shown that fading reduction could be achieved
by placing two antennas approximately 10 wavelengths
apart in the horizontal (x) plane. Figure 24 shows the cu-
mulative probability of received level using either one iso-
lated antenna or two antennas with a correlation
coefficient re of 0, 0.5, and 0.8, respectively [20]. From
this observation, it can be understood that the received
level at a probability of 1% with the diversity antenna ex-
ceeds that with a single antenna by 8 dB.

Although two or more ports are necessary to carry out
reception diversity, this method significantly reduces fad-

ing. As a result, the transmitter power of the mobile station
is reduced, and the quality of the transmission is enhanced.
This is a great advantage from the total-system perspec-
tive. Reception diversity in the base station has been in
commercial use in AMPS since 1982 in the United States
and in NTT’ s large-capacity system since 1985 in Japan.

5.4.2. Configuration of Base-Station Diversity Antennas.
Many versions of base-station antennas are in use for
commercial mobile systems in the United States, the Unit-
ed Kingdom, and Japan [10]. Sector beam antennas with a
3 dB beamwidth of 601 and 1201 are used.

There are three types of diversity antenna schemes:
space diversity, pattern diversity, and polarization diver-
sity. In these three systems, space diversity is most com-
monly used.

Figure 25 depicts the pattern diversity antenna for an
omnizone. Two antennas are arrayed as shown in Fig. 17
at 901 to each other [8]. Whereas 1801 sector beam anten-
nas for synthesizing an omnidirectional pattern are placed
apart in space, the centers of the two omnidirectional an-
tennas coincide with the center of the platform, and the
spacing between the two antennas is regarded as zero.

(a) (b)

�b �b : Narrow

SL : up

Figure 23. Narrow mainbeam designed by sup-
pressing (a) sidelobe uniformly and (b) several re-
stricted sidelobes. (From [1] with permission from
Wiley.)
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Therefore, the difference of the received power for each
antenna is considered to produce the difference in the ra-
diation pattern. When the space of two 1801 sector beam
antennas shown in Fig. 25 is six wavelengths, the corre-
lation coefficient between two antennas is observed by the
experiment to be less than 0.2 in urban areas. Figure 26
presents an example of a polarization diversity antenna
developed by NTT [21]. It appears as a single antenna and
has the advantage of small volume. The antenna element
is a circular microstrip antenna with two feeding ports for
diversity reception, which are orthogonal to each other.
The correlation coefficient is as low as 0.2 in urban areas.

5.4.3. Design of the Base-Station Diversity Anten-
na. When the received power level at the receiving termi-
nals of the antennas takes a Rayleigh distribution, the

relationship between the correlation coefficient of the di-
versity terminals and carrier-to-noise (CNR) level at the
cumulative probability of 1% is as shown in Fig. 27. From
this figure, it can be understood that the ideal improve-
ment of CNR is 9.5 dB (when the correlation coefficient is
0), and that the improvement of CNR remains at 8 dB even
if the correlation coefficient rises to 0.6. It is usual, there-
fore, to design the diversity antenna using such antenna
spacing or antenna radiation patterns in order to achieve
a correlation coefficient of o0.6.

5.5. Practical Base-Station Antennas [22]

In Japan, mobile telephone services began in 1979. After
the liberalization of mobile communication services in
1988 and terminal markets in 1994, the number of sub-
scribers of mobile phones increased rapidly. The personal
digital communication system PDC began service in 1994.
Four operators provided digital cellular services using fre-
quency bands of 900 MHz and 1.5 GHz. In 2001, the third-
generation system IMT-200 using 2 GHz began service.
The frequency bands used for mobile communications in
Japan are shown in Fig. 28.

Dielectric substrate
Ground plane

H-pol feed point

V-pol feed point
Radiator

(Circular patch)

Parastic
element

Radome

Figure 26. Configuration of a polarization diversity antenna
configuration (601 sector beam). (From [1] with permission from
Wiley.)
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Base-station antennas are designed to operate in dual
and triple bands, employ the electronic dual-beam beam
tilting technique, and use diversity systems, not only the
space diversity scheme but also polarization and pattern
diversity schemes. The small cell, with a radius of o1 km,
has been used in the high-density areas such as metro-
politan Tokyo. A large number of base station antennas
were installed on civil buildings. Rigorous requirements
such as conservation of installation space, light weight,
and low wind load are also allowed for in the design.

PHS (personal handy-phone system) services began in
1995. The cell size was designed to be very small, with a
radius of 100–500 m. Base-station antennas are installed
on various structures such as telephone pole, building
walls, and telephone booth rooftops. Low-cost and very-
lightweight antennas have been used for base stations.
PHS was the first system in the world to apply practical
adaptive antennas. In addition, PHS has been employed to
operate a WLL (wireless local loop) system, where 12 base-
station antennas are used to compose an adaptive array
based on the DBF (digital beamforming) technique, in
which a multibeam is attained. The mainbeam and adap-
tive antenna performance contribute to increase the sys-
tem capacity.

5.5.1. Base-Station Antennas for Cellular Systems. Typi-
cal cell parameters of second-generation mobile commu-
nication systems in Japan are shown in Table 5 [22].
Frequency reuse by means of four-cell repetition gives
nearly the maximum frequency spectrum utilization with-
in most mobile systems. To achieve this repetition pattern,
interference reduction is essential. The antenna beam is
tilted downward and sidelobes directing cells, where the
same frequency is used, are suppressed. The three-sector
cell configuration is also effective for achieving the four-
cell repetition pattern, as it reduces the number of cells
that might experience interference. For two-branch recep-
tion diversity, two antennas are employed. One of these
antennas is shared as a transmitter antenna. As for the
sector cell configuration, the six-sector format has been
used in order to increase the system capacity.

Antenna specifications are shown in Table 6. The anten-
na gain in the 900-MHz band is 17 dBi for 1201 beamwidth
in the horizontal plane. Determination of antenna gain in
the 1500-MHz band is based on the gain in the
900-MHz band by considering the loss increase in high-
frequency bands. The bandwidth of the 900-MHz digital

system is 146 MHz, which is 17% in relative bandwidth. The
relative bandwidth of the 1500-MHz band is 6%. The side-
lobe levels are required to be less than � 20 dB. By means of
electrical beam tilting, the antenna can be designed flexibly
to match a variety of cell radii and building heights. For
building height H, beam tilt angle a is determined by the
relation tan a¼H/R, where R is the cell radius.

Figure 29 shows a typical base-station antenna instal-
lation [23].

5.5.2. Dual-Frequency Antenna. The outside view of a
dual-frequency antenna is shown in Fig. 30. This antenna
is composed of three cylindrical blocks. Beside the anten-
na, a beam tilt box is attended. The box has two terminals
of 900- and 1500-MHz bands. The antenna is connected to
the beam tilt box with six coaxial cables whose lengths are
5 m, respectively. The antenna and coaxial cables are used
at the dual-frequency bands. The configuration of the an-
tenna feed network is shown in Fig. 31. All antenna com-
ponents such as radiators, transmission lines, and power
dividers are mounted on the same dielectric substrate.
The beam tilt panel (contained in the beam tilt box) is
separated from the antenna body and placed on the
antenna base. All components shown in Fig. 31 are

Table 6. Specifications of Base Station Antenna

Item Specifications

Antenna height 5.4 m
Antenna gain 17 dBi (810–956 MHz)

17.5 dBi (1429–1503 MHz)
Sidelobe level below the

horizontal direction
Less than �20 dB

Electrical beam tilt Type 1: 0–51
Type 2: 3–111

Beamwidth in a horizontal plane 1201

Table 5. Parameters and Specifications of Base Station
(from [1] with permission from Wiley)

System Parameters Specifications

Frequency bands Uplink Downlink
800-MHz analog 915–940 860–885
800-MHz digital 940–956 810–826
1500-MHz digital 1429–1441 1477–1489

1453–1465 1501–1513
Cell radius 0.5–3 km
Frequency reuse Four-cell repeat pattern
Sector configuration Three-sector cell
Diversity scheme Two-branch switching

Figure 29. Installation of dual-frequency base-station antennas.
(From [23] with permission from IEICE.)
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commonly used in dual-frequency bands. Array elements
are excited through the feed network composed of trans-
mission lines and power dividers. Each element of the feed
network has wide frequency band characteristics. Array
elements are designed for dual-frequency operation. An
element number of 26 is selected to achieve the required
antenna gain. Because grating lobe suppression at higher
frequencies is important in determining radiator spacing,
the array element spacing of one wavelength in the 1500-
MHz band was chosen. At 900 MHz, the array element
spacing becomes 0.6l. The desired excitation coefficients
(amplitude and phase) of array elements are achieved by
designing the feed network. Excitation amplitudes are de-
termined by setting power ratios at power dividers. Exci-
tation phases are determined by setting the length of
transmission lines. Here, because the line length is fre-
quency-dependent, changes in excitation phases occur in
dual-frequency operation. Accordingly, low-sidelobe char-
acteristics will be degraded in dual-frequency operation.

The electrical beam tilt is achieved by imparting a spe-
cific phase difference to subarrays (composed of M array
elements) [24]. This phase difference is achieved at a beam
tilt panel. The wavefront of the subarrays is tilted by yt0 as
shown by solid lines. The beam tilt angle is set to ytt as
shown by the broken line. Change in electrical beam tilt is
achieved by replacing the beam tilt panel. When ytt does
not equal to yt0, abrupt phase jumps between the edges of

subarrays occur. This phase jump produces many grating
lobes in the low-sidelobe area. Here, the number of sub-
array element M is the key factor in determining the grat-
ing lobe positions. In this case, six subarrays, with
element numbers 5, 4, 4, 4, 4, and 5, are employed (viz.,
M numbers are 4 and 5).

A practical base-station antenna is shown in Fig. 32.
As dual-band array elements, the dual radiator configu-
ration is employed. Printed dipole configurations are used
as the 900- and 1500-MHz elements. The 1500-MHz ele-
ment is placed in front of the 900-MHz element. Stubs are
inserted between array elements in order to suppress
mutual coupling due to small element spacing of 0.6l.
A reflector is placed behind these radiators to achieve a
1201 beam in the horizontal plane. The radome diameter is
110 mm.

A cross-sectional view of the antenna is shown in Fig.
33. The main feature of this configuration is the sidewalls
attached to both sides of the reflector. Adding sidewalls is
effective to achieve 1201 beamwidth using a small reflector
size. Figure 34 shows the design chart for selecting radi-
ator position. By using this chart, radiator position of
0.05 m is found for the 800-MHz band (810–960 MHz), and
0.07 m for the 1500-MHz band (1429–1501 MHz). Mea-
sured radiation patterns are shown in Figs. 35a (800-MHz
band), and 35b (1500-MHz). The bandwidths of the 800-
and 1500-MHz bands, respectively, are 17% and 5%. Mea-
sured antenna gains for the type 2 antenna are shown in
Fig. 36. At a tilt angle of 61, an antenna gain of 17.1 dBi is
achieved in the 900-MHz band. Here, losses of the tilt
panel of 1.2 dB and that of coaxial cables (5 min length) of
0.9 dB are included. At 1465 MHz, antenna gain is
17.7 dBi, loss of a tilt panel is 1.8 dB, and that of a coax-
ial cable is 1.0 dB.
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Figure 30. Exterior view of a base-station antenna. (From [1]
with permission from Wiley.)

Dielectric
substrate

Subarray

Array
element

Wave
frontd

#1

#1

#1

#M

#M

#M

#n

#2

#2

#2 Beam
pattern

Power
divider

Beam tilt panel

900/1500MHz

Feed
point

Transmission
line

�to

�t

Figure 31. Feed network of a base-station antenna. (From [1]
with permission from Wiley.)
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5.5.3. Triple-Band Antenna. The IMT-2000 system uses
a 2-GHz band, and additional antennas to dual-band an-
tennas or exchange of dual-band antennas have been re-
quired. Since there have been little space to install new
antennas, multiband antennas have been developed: two
types of dual-band antennas, which operate at 900 MHz/
2GHz and 1.5 GHz/2GHz, and one triple-band antenna,
covering 0.9, 1.5, and 2 GHz bands. In IMT-200 systems,
new sector beam antennas having 601 beamwidth are re-
quired in addition to 901 and 1201 sector beam antennas.
By adding a parasitic element to dual-band antennas, tri-
ple-band antennas have been attained. Two horizontal
parasitic elements are used for increasing the bandwidth
at 900-MHz bands. Figure 37 illustrates antenna config-
uration [25]. Current flows shown by arrows on the ele-
ments in Fig. 38 indicate operation of three frequencies
each [26]. Radiation patterns for each frequency are
shown in Fig. 39 [26].

5.5.4. Dual-Beam Antenna. In cellular systems, six-sec-
tor cells are employed to increase the system capacity. Thus
18 antennas maximum are needed when the diversity sys-
tem is applied; reduction of the number of antennas is de-
sired to ease facilitate antenna installation on the tower.

Figure 40 shows a 601 dual-beam antenna [27]. Two
radiators are combined by a 901 hybrid circuit. By excita-
tion of ports A and B, respectively, beams of A and B are
generated. By setting separation D of the radiator at 0.5l,
the beamwidth of each beam becomes 601, centering at yT

¼ 301 directions. Two sidewalls are attached in order to

refine beam shapes. Antenna configuration is shown in
Fig. 41. Two vertical array antennas are arranged side by
side. Subarrays are combined with a hybrid circuit. By
connecting each port of the hybrid circuits to a beam tilt
panel, electrical beam tilt is achieved. Radiation pattern of
this antenna is shown in Fig. 42. The main parameter in
designing the low-sidelobe characteristic is length T of a
sidewall. This result shows the effectiveness of the side-
wall. By increasing the height, sidelobes near 701 can be
reduced effectively. Measured and designed characteris-
tics are shown in Fig. 43. A parasitic element is placed in
front of the radiator to achieve excellent 601 beamwidth
and low-sidelobe characteristics [28].

The dual-beam antenna is introduced into a six-sector
system as shown in Fig. 44. Two dual-beam antennas are
combined to achieve four-beam system as shown in Fig.
44a. Then, three 4-beam-antennas are mounted on an an-
tenna tower. The diversity system is employed in all sec-
tors. As a result, the six-sector system is achieved by
employing six dual-beam antennas. This is very simple
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Figure 33. Cross-sectional view of a corner reflector antenna.
(From [1] with permission from Wiley.)
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Figure 32. Inside view of a base-station an-
tenna. (From [1] with permission from Wiley.)
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beamwidth versus frequency with respect to location of radiator.
(From [1] with permission from Wiley.)
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compared with the conventional antenna, which requires
12 antennas.

5.6. Diversity Antenna

5.6.1. Space Diversity. Shared use of an antenna ele-
ment for reception and transmission is a mandatory ne-
cessity for reducing the number of antennas. The
approach to accommodate two-sector elements inside a
cylindrical radome is being applied to most base-station
antennas in order to reduce the apparent number of an-
tennas for multisector cell sites. An example of this
scheme is illustrated in Fig. 45, which is a top view of a
three-sector antenna system consisting of three poles that
contain two radiating elements each.

Pole 1 contains two vertical arrays, A1,1 and A3,2, facing
two azimuth angles of 01 for sector 1, and 2401 for sector 3,
respectively. Array A1,1 is to receive the signal Rx1,1 to be
combined with Rx1,2 received by array A1,2, in pole 2 for
diversity of sector 1. A1,1 is commonly used for transmit-
ting the signal Tx1 for sector 1. Tx2 is the signal trans-
mitted by array A2,1, which is shared for receiving the
signal Rx2,1 from the 1201 direction. Rx2,2 is received by
array A2,2 in pole 3 and combined with Rx2,1 for diversity
of sector 2. Transmission and diversity reception of sector
3 will be made in the same manner. This configuration
needs three antenna poles separated by 10 wavelengths
each for the three-sector space diversity system.

5.6.2. Polarization Diversity. Polarization diversity, on
the other hand, does not require two spatially separated
antennas. Multiple dipole elements with orthogonal polar-

ization can be alternately mounted on one piece of dielectric
substrate in a vertical radome. Elements for the orthogonal
polarization may be of vertical/horizontal or þ 451/�451
cross-dipoles depending on the particular design.

Polarization diversity is a well-known diversity tech-
nique; however, it has not been used in cellular phone
systems. This was because it was not necessarily useful in
the propagation environment, where mobile terminals
were found mostly in automobiles and vertical polariza-
tion components predominated, as the mobile station em-
ployed were a vertical trunk-lid element.

However, as the number of handheld phone subscribers
has increased, propagation conditions have changed. Hor-
izontal polarization components sometimes exceed verti-
cal polarization components, as users hold their phones in
a tilted position, typically 601 from zenith at talk position.
The polarization diversity is then recognized effective in
the field where both vertical and horizontal polarization
components exist.

Figure 46 shows a top view of a polarization diversity
antenna having compact structure, which should be com-
pared with Fig. 45. This is an antenna consisting of a
single piece of vertical pole containing three-sector trans-
mitting and receiving arrays with diversity capability
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Figure 35. Radiation patterns in the hori-
zontal plane: (a) 800-MHz band; (b) 1500-
MHz band. (From [1] with permission from
Wiley.)
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Figure 37. Configuration of a triple-band antenna. (From [25]
with permission from IEICE.)

0 2 4 6 8 10 12

Tilt angle (deg.)

: #2-900

: #2-1500

13

14

15

16

17

18

19

A
nt

en
na

 g
ai

n 
(d

B
i)

Figure 36. Gain versus beam tilt angle. (From [1] with permis-
sion from Wiley.)

336 ANTENNAS FOR MOBILE COMMUNICATIONS



inside. Three vertical arrays, Al, A2, and A3, are bound to-
gether in the shape of a triangular pillar and are accom-
modated in a cylindrical radome. Array A1, for example,
contains a set of vertical and horizontal dipoles stacked
alternately on a dielectric substrate to receive vertically
polarized signal Rx-V1 and horizontally polarized signal
Rx-H1 for sector 1. Either vertical or horizontal dipole el-
ements of array A1, or both, can be shared for transmission
of the signal Tx1. The other two arrays, A2 and A3, have
configurations identical to that of A1. A number of tests
[29–32] have confirmed the effectiveness of polarization di-
versity.

Figure 47a shows the cumulative distribution of the
received level at a base station using space diversity, while
the handheld phone transmitted signals from a line-of-
sight location in the base-station coverage area. The two
solid lines on the left hand show the received levels at the
two separate vertical ports, and the dotted line shows the
cumulative distribution of selection-combine diversity.
Figure 47b shows a line-of-sight location with polariza-
tion diversity reception. The two solid lines show the dis-
tribution of output levels of vertical and horizontal ports,
and the dotted line again shows that of selection-combined
diversity. As can be seen, the polarization diversity gain is
12.0 dB at the 1% level of cumulative distribution whereas
that of space diversity is 6.2 dB, suggesting the effective-
ness of polarization diversity. Similar results were ob-

tained for the case where the mobile transmitted signals
from the out-of-sight area (see results shown in Figs. 47c
and 47d). Although the effect is not as significant as that
in the line-of-sight case, diversity gain still is greater for
polarization diversity (PD) than space diversity (SD).

Polarization diversity antennas feature reduction in
size and weight to cope with stringent environmental re-
quirements. Presently, polarization diversity antennas
have been employed in all cdma-one base stations and
some PDC base stations of KDDI of Japan [33,34]. This
has resulted in easy cell site selection and reduction of
construction cost because of the simple structure of the
antenna in addition to superior performance.

Figure 48 shows the inner structure of this type of an-
tenna and radome housing. Arrays for three sectors are
accommodated in the shape of triangular tube in a cylin-
drical radome of 23 cm diameter. In this example, three
subarrays are stacked to achieve high gain. Downtilting is

0.9G 1.5G 2G

(a) (b) (c)

Figure 38. Current flow on the dipole element: (a) 900-MHz
band; (b) 1.5-GHz band; (c) 2-GHz band. (From [26] with permis-
sion from IEICE.)
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Figure 39. Radiation patterns at three fre-
quencies. (From [26] with permission from
IEICE.)
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Figure 40. A 601 dual-beam antenna configuration. (From [1]
with permission from Wiley.)
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performed by changing the phase angles of top and bottom
subarrays in opposite sense relative to the central subar-
ray. The tilting is given independently to each transmit/
receive and vertical/horizontal polarization combination.
Each subarray consists of three vertically polarized dipoles
and horizontally polarized dipoles stacked alternately [35].

Figure 49 shows a simplified structure of the dipoles
consisting of the vertical array in vertical polarization
[36]. A pair of dipoles is arrayed to reduce the beamwidth

in the H plane to match that of the E plane. Similar di-
poles are used for the horizontal polarization arrays. The
protruded portion of the parasitic element is effective in
widening the frequency range in which the beamwidth in
the magnetic plane is kept constant. Table 7 lists the spec-
ifications of newly developed antennas.

One major potential feature of this antenna is the ca-
pability of transmission diversity using different polariza-
tions. Radiation patterns in the horizontal plane of this
antenna for vertical and horizontal polarizations are
shown in Fig. 50. Great care has been taken to keep the
beamwidth in both polarizations for transmit and receive
bands almost identical. Cross-polarization characteristics
are quite important for such antennas. Figure 51 shows
those of the polarization diversity antenna.

5.7. Antennas for Micro/Picocellular Systems [37]

Cellular phone services have been extended to include in-
side tunnels, subway stations, inside large buildings, un-
derground shopping malls, and other highly populated
areas. In order to provide services for these areas, the re-
lay station is installed between the outside base station
and the areas to be covered. The relay station has a boost-
er, which receives a downlink signal from the outside sta-
tion, amplifies it, and reradiates it. As for the uplink
signal, the operation is reversed in the same way. A flat
antenna is used for the booster. For example, for tunnel
systems, a planar, notched structure, two-element half-
wave dipole antenna is used. The antenna configuration is
shown in Fig. 52. The antenna is installed on the wall of
the tunnel at a very low height. The radiation pattern is
Figure 8 in both E and H planes, with a null at the direc-
tion normal to the antenna element.

In the tunnel system, an optical fiber cable is used from
the outside station to the relay station.
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Figure 41. Configuration of dual-beam antenna. (From [1] with
permission from Wiley.)
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5.8. Antennas for PHS (Personal Handy-Phone System)

5.8.1. Collinear Array and Diversity Antennas. In the
PHS system, the TDD (time-division duplex) transmission
scheme is employed. This system provides service at the
1900-MHz band. A block diagram of the transmission sys-
tems with transmission diversity is shown in Fig. 53 [38].
The base station (BS) has two antennas and receivers. The
portable station (PS) has only one antenna and receiver.
In a TDD system, a single carrier frequency is used to
provide two-way communication (upward channel; PS to
BS, and downward channel; BS to PS). The BS is able to
predict the received signal strength at the PS because of
the reciprocity between upward and downward channels.
The BS receives upward link signal from the PS using the
reception diversity method, and measures the received
signal strength during the receiving period. In addition, it
predicts which antenna gives the highest received signal
strength at the PS. Then, the selected antenna is used for
transmission. The signal frame consists of four channels,
in which CH1 is the control channel, and CH2 to CH4 are

user channels. At CH2, transmission and reception is re-
peated in every 2.5 ms. In this short time interval, prop-
agation conditions are supposedly stable. Thus, the same
propagation condition in an upward channel is supposed
to exist in a downward channel.

Diversity antenna setups are shown in Fig. 54. The
antenna installed orthogonal to a road has superior diver-
sity gain. For antenna separation (s) larger than 50 cm,
sufficient diversity gains are achieved.

A typical omnidirectional collinear antenna configura-
tion is shown in Fig. 55 [39]. The inner microstrip patch
antennas are excited. The cylindrical parasitic elements are
used as omnidirectional radiators. The element separation
is 0.7l. Five radiation elements are employed for the upper
and lower antennas, respectively. Antennas are covered
with a radome whose diameter is 17 mm. Antenna beam-
width in the vertical plane is 161; antenna gain is 7.5 dBi.
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Figure 45. Three-sector space diversity system scheme. (From
[1] with permission from Wiley.)
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5.9. Adaptive Array Antenna [40]

Among the endeavors to reduce the interference and im-
prove the spectrum efficiency, as transmitting data and
the number of users are increasing, the adaptive array
antenna has been one of the most significant areas of
study for antenna engineers. The first testbed for base
stations in mobile communications in Japan was devel-
oped by the CRL (Communication Research Laboratories)
in 1989. The four-element square array with an element
spacing of 0.444l was used and 256-kbps GMSK signals
sent by a mobile station were received by the base station.
Reduction of intersymbol interference (ISI) and about

20 dB improvement in Eb/N0 performance with BER of
10�2 were obtained in the practical field test [41]. Since
then, research activities concerned with the adaptive ar-
ray antenna increased dramatically after 1995, aiming at
application to PHS and IMT-2000.

The adaptive array system was first introduced in
1998. The block diagram of an adaptive base station an-
tenna applied to PHS is shown in Fig. 56 [42]. Four an-
tennas are used for transmission and reception. Adequate
weight is determined in the CPU module for the output
signal of each antenna to achieve the best BER value by
using the constant-modulus algorithm (CMA) concept. An
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antenna radiation pattern maximum is achieved in the
desired signal direction, and pattern nulls are achieved in
the undesired signal directions. An example of a practical
base-station adaptive antenna is shown in Fig. 57. Each
antenna has gain of 10 dBi. Antenna spacing is 5 wave-
lengths. A radio unit is installed at the foot of the antenna.

A study to determine antenna spacing has been con-
ducted [43]. The antenna setup is shown in Fig. 58. In this
case, four 1

2l dipole antennas are used for the base-station
antenna. Here the antenna spacing is denoted as d. The
measured results of SINR (signal-to-interference noise ra-
tio) for various antenna spacing are shown in Fig. 59.
Here, Fd and Ffi, respectively, denote the direction of de-
sired signal and interference. In every interference angle,
SINR increases for wide antenna spacing. SINR saturates

near the antenna spacing of 5 wavelengths. Hence, anten-
na spacing of a base station is determined to be 5 wave-
lengths.

Variations in the antenna radiation pattern in the case
of interference suppression are shown in Fig. 60 [44]. A
deep pattern null is achieved in the direction of interfer-
ence. Adaptive antenna performance of interference sup-
pression is ensured.

A field test was conducted with a conventional space
diversity antenna whose transmission power was 500 mW
and an adaptive antenna whose total transmission power
was 125 mW [45]. Nearly the same communication quality
in the same cell size was confirmed. As a result, a 6 dB
increase in antenna gain was obtained. Received power
was also compared with that of a conventional diversity
antenna. The average received power of the adaptive an-
tenna was 3 dB higher than that of the conventional di-
versity antenna.

5.10. Adaptive Array Antenna for Wireless Local Loop (WLL)
[46]

An adaptive array antenna system (AAAS) applied to the
WLL system is called super-PHS-WLL, because the PHS
standards are applied to the WLL, and wideband radios
and spatial channel processing are employed to enhance
system performance. By means of adaptive beamforming,
the channel capacity is increased, the number of multi-
path signals is reduced, the coverage is expanded, and the
flexible configuration of the coverage for each base station
to match the local propagation environment is made fea-
sible.

The system concept is briefly illustrated in Fig. 61 with
an example of a system configuration composed of a BS
(base station), single- and four-line SUs (subscriber units),
and connection to the local exchange. The operating fre-
quency of the system is the same as that of the PHS (1880–
1930 MHz), and the TDMA-SDMA system for channel ac-
cess and the duplex system TDD (time-division duplex)
are employed.

Table 7. Specifications of Polarization Diversity Antenna
(from [1] with permission from Wiley)

a. Electrical Specifications
Type AN-951-1 AN-951-3
Antenna element Array of two

printed dipoles
Frequency range 818–958 MHz
Gain 16 dBi 12 dBi
VSWR 1.5
�3 dB beamwidth

(vertical plane)
B181 B5.51

�3 dB beamwidth
(horizontal plane)

B701

Cross-polarization ratio 430 dB
Isolation between

V–H ports
440 dB

Isolation between
sector beams

440 dB

b. Mechanical Specifications

Type AN-951-1 AN-951-3
Radome height B3200 mm B1200 mm
Radome diameter 239 mm
Rated wind velocity 60 m/s (survival)
Connector BFX-20D
Weight (with electrical tilt box) B124 kg B94 kg

f = 865MHz

Vertical 

Relative level(dB)

0 −10 −20 −30

Figure 50. Horizontal plane patterns of
three-sector antenna in vertical and horizon-
tal polarizations. (From [1] with permission
from Wiley.)
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The AAAS, which produces multibeam by DBF (digital
beamforming) technology, performs the function of SDMA.
The beams automatically direct to a plural number of SUs,
wherever they are located. The received signal at the BS
in the multipath environment is processed adaptively to
enhance the processing gain, thereby improving the qual-
ity of the link. It also contributes to rejection of interfer-
ence by directing a null against it and enhancing the reuse
of the same frequency, thereby increasing the number of
channels.

The system performance that can dynamically adapt to
the changeable propagation environment is achieved by
DBF technology. The DBF software processes in real time
the phase and the time differences among the incoming
signals in the multipath environment so that the signal
transmission can be directed to each desired SU. By this
means a stable and robust link can be established.

Other factors that enhance channel capacity are the
multiple-frequency operation using a plural number of
wideband radios in addition to the AAAS and use of the
PHS standard TDD, which has four timeslots in one da-

taframe that can be used for both transmitting and re-
ceiving four channels at the same time in one frequency.

A base station of the super-PHS-WLL system, which
has been operated, consists of 12 antennas and 12 radios,
and uses 16 radiofrequencies for 16-multiplex operation.
By combining the spatial channel processing with the
AAAS, a spatial channel efficiency of B2.5 is achieved.
Consequently, the voice channel capacity achieved is
r155; that is, 4 (timeslot) � 16 (frequency) � 2.5 (spa-
tial channel efficiency) � 5 (control channel). It can serve
2730 subscribers as the total traffic capacity, and is capa-
ble of covering up to B15 km.

6. ANTENNAS FOR SMALL MOBILE TERMINALS

6.1. Technical Subjects Pertaining to Design of Small Mobile
Terminal Antennas

In designing antennas for handsets, the first consider-
ations are generally that the antennas should have

* Small size
* Light weight
* Compact structure
* Low profile, or flush mounting
* Robustness
* Flexibility
* Low cost

plus additional requirements for specific applications. Pa-
rameters pertaining to communication system, propaga-
tion problems, and environmental conditions, are
summarized in Fig. 1. In fact, all of these parameters
should generally be considered in the handset antenna
design. When systems require particular specifications,
the antenna should be designed specifically to satisfy the
requirements, depending on the systems. Propagation
problems have now been diversified to include complicat-
ed environments such as indoor malls, subway stations,
and bridge underpasses. Also, problems now include
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Figure 51. Cross-polarization characteristics of
polarization diversity antenna. (From [1] with per-
mission from Wiley.)
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Side view
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Dielectric
substrate

Figure 52. Planar notched structure two-element half-wave di-
pole antenna. (From [23] with permission from IEICE.)
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higher-frequency regions such as microwaves and milli-
meter waves.

6.2. Design Concept of Antenna Systems for Small Mobile
Terminals [47]

Figure 1 presents essential parameters necessary for de-
signing antenna systems for mobile communications. An-
tenna design, as was mentioned previously, relates to
system requirements, propagation problems, and environ-
mental conditions. When designing an antenna, whether
for a fixed station or a mobile station, designers should
factor in these parameters.

In the 1950s and 1960s, antennas used for mobile ter-
minals were mostly simple monopoles of about a quarter-
wavelength. A monopole was usually mounted on top of
the equipment case, as shown in Fig. 62. Figure 63a illus-
trates a model of this type of antenna. Since the case was

made of metal in those days, it was simply considered as a
group plane (GPL), as shown in Fig. 63b. By taking the
image of the antenna element into account, the model was
treated as a half-wave dipole, as shown in Fig. 63c. Thus
no particular attention was paid to designing this sort of
antenna at that time, and just a quarter-wavelength ele-
ment was used. When an antenna for small portable
equipment was designed, the concept was expanded to
consider the body of the equipment as a part of antenna,
since it was noted that the antenna image could hardly be
considered while current flow on the equipment body
should have been accounted for. The model shown in
Fig. 63 equivalently illustrates an antenna system that
is composed of a monopole and the (metal) case. This mod-
el can be treated equivalently by an asymmetric dipole as
shown in Fig. 64 and is further decomposed into two parts:
a short, thick dipole and a long, thin dipole as shown in
Fig. 65. Decomposed two parts are equivalently expressed

9 stage
PN signal
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antenna
selection

Selection
combiner

Differential
detector

Differential
detector

Base station(BS)

Portable station(PS)

	/4-OPSK
Modulator

	/4-OPSK
Modulator

Rayleigh fading channel

R(t)= e−j�(t)

Figure 53. Block diagram of linear predictive transmitting diversity antenna system. (From [1]
with permission from Wiley.)
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by two dipoles: one thin and long dipole and another one
thick and short dipole. The antenna system shown in Fig.
64 is then treated as a parallel combination of these two
dipoles. This was the first treatment that illustrated the
concept in which the case was considered to be a part of
the radiator [48]. However, this concept was not recog-
nized until a detailed analysis of the antenna system was
introduced, and the contribution of the case to the radia-

tion was clarified [49]. Through the analysis, the current
distributions on the case as well as on the antenna ele-
ment were shown for various dimensions of antenna ele-
ment and the case. It was clarified that currents on the
case, excited by the antenna element, may contribute to
producing fields that have horizontal as well as vertical
polarization, although this depends on the dimensions of
the case. The more interesting result was that almost no

Radome
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Lower SCCA

Connector for upper SCCA Connector for lower SCCA

Cylindrical parasitic element

Microstrip patch

Microstrip Line

Cross-sectional view

Coaxial cable
for upper SCCA

Coaxial cable
for lower SCCAFigure 55. Configuration of typical omnidirec-

tional collinear antenna. (From [23] with per-
mission from IEICE.)

ANT

ANT Switch RF Block

LNA0 RF RX0

LNA3 RF RX3

LNA2 RF RX2

LNA1 RF RX1

RF TX0

RF TX1

RF TX2

RF TX3

P
ow

er A
M

P

D/A

D/A

D/A

D/A

A/D

A/D

A/D

A/D

FIR
Filter

FIR
Filter

RX
DSP

RX
DSP

RX
DSP

RX
DSP

TX
FIFO

TX
CTRL.

ROM

Multiplier

Layer1
DSP

Layer2
I/F

Modem Block

Figure 56. Block diagram of adaptive antenna system for a base station. (From [1] with permis-
sion from Wiley.)

344 ANTENNAS FOR MOBILE COMMUNICATIONS



current flow on the case was observed in the system where
a half-wavelength element was used. This was advanta-
geous in reducing the influence of the user’s hand on an-
tenna performance, because the variation of impedance or
frequency due to the handheld effect can be decreased as a
result of a reduction in the current on the case. In practice,
however, a half-wavelength element that is fed between the
element and the case cannot be used, because the feedpoint
impedance becomes very high. Instead, a monopole with
length of 3

8l or 5
8l has been employed in practice for PDC

handsets or other mobile terminals, since it has the appro-
priate input impedance for matching to the load and yet the
current flow on the case is very small. It is very interesting
to note that the analysis presented in Ref. 49 provided the
essential design concept for developing antennas for PDC
handsets and other small mobile terminals presently used.

From the 1980s to present, downsizing of mobile ter-
minals has made remarkable progress and, accordingly,
antenna size, except for monopole elements, has accord-
ingly decreased. The downsizing was advantageous for
users; however, it posed a serious problem for antenna
designers, as the antenna design should be such that an-
tenna performance should remain unchanged, even
though the antenna size becomes more compact. Fortu-
nately, this problem has not been widely experienced, as
antenna performance was not as significantly degraded as
was expected. There was the assistance of the conducting
materials existing in the equipment, which contributed to
radiation as part of the radiator. The typical conducting
material in the equipment is a rectangular shielding plate
or box, where RF and other circuits are included. Usually
a built-in antenna element is placed on this plate or box,
and it acts as a ground plane (GPL). As a GPL performs as
a part of radiator, when a small antenna element is placed
on it and induces current on it, the antenna size is equiv-
alently increased, and hence antenna performance is en-
hanced. Antenna gain and bandwidth may be increased,
although this depends on the size of GPL and the type of
antenna. A typical example of GPL performance can be
observed in PDC handsets, where a PIFA is used as a
built-in antenna. A bandwidth of r17% can be achieved,
although that of a PIFA in free space is ordinarily only

Figure 57. An example of practical base-station adaptive anten-
na. (From [1] with permission from Wiley.)
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1–2%. A gain increase of several decibels is also observed.
It is interesting to note that the GPL had been used as
part of the radiator without any conscious effort; that is, it
was not intentionally applied in the design of small hand-
set antennas.

Effective use of a GPL can be seen in another case,
where the radiation mode is increased with the help of
current on the GPL. Modal increase in is one of the most
significant concepts for developing a small antenna. By
introducing multimode into a small antenna system, en-
hanced antenna performance may be expected, so that a
practically useful small antenna may be realized. This
concept was applied to a pager antenna system, where a
small rectangular loop antenna was used [50], and a di-
pole mode was produced in addition to the loop mode. Fig-
ure 66 shows the antenna model, where a coaxial cable is

directly connected to the loop input terminal without using
a balun. The direct connection of a balanced system (the
loop terminal) to an unbalanced line (a coaxial cable) is not
common; however, the connection was intentionally done
in order to produce the dipole mode in the antenna system.
By this means, unbalanced currents are produced on the
terminals and then flow into both the ground parts (GPL)
of the printed-circuit board (PCB) and the surface of the
loop element. These unbalanced currents lead to produce a
dipole mode (Fig. 67a) in addition to the loop mode (Fig.
67b). Then, the radiation pattern, which is actually the
receiving pattern, is almost omnidirectional as a result of
the combined patterns of the loop and the dipole, with a 901
phase difference. In addition, combination of both the di-
pole and the loop modes produces receiving patterns that
allow the pager to have appreciable sensitivity in various
situations, for example, with the pager unit laid down, or
placed so as to stand erect on a desk. This concept—the use
of a dual mode, similar to the loop and dipole—is very use-
ful for creating small antennas. The dual mode may be a
combination of electric and magnetic modes, or inductive
and capacitive modes, and so on. It can be applied in de-
signing antennas for any other small antenna terminals.

There are both advantages and disadvantages in uti-
lizing current on the GPL inside mobile terminals. The
advantage is the enhancement of antenna performance.

Figure 61. System concept of PHS WLL. (From [41] with per-
mission from IEEE.)

Figure 62. Monopole antenna placed on the top of small portable
equipment. (From [47] with permission from IEEE.)

Figure 64. An asymmetric dipole consisting of a monopole and
portable equipment. (From [47] with permission from IEEE.)

(a) (b) (c)

Figure 63. Model of portable equipment with a monopole: (a)
equivalent expression; (b) monopole on the ground plane; (c)
equivalent dipole. (From [47] with permission from IEEE.)
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On the contrary, the disadvantage is the possible degra-
dation of antenna performance due to the effect of adjacent
materials, including the human body. In fact, more than
6 dB gain degradation has been observed in the talk posi-
tion of mobile phones, mainly due to the effect of a user’s
hand. A hand holding a handset varies the currents on the
GPL, and thus the impedance and frequency, so that an-
tenna gain and efficiency deteriorate. The human head,
when the handset is at talk position, also varies antenna
performance in the same way as does the hand. Antenna
gain is also decreased by the influence of the hand and the
head, which both absorb radiation power.

With the increase in current distribution on the GPL
inside the handsets, the radiation toward the human head
may increase, and so would the SAR (specific absorption
rate). To reduce the undesired radiation toward the human
head and thus the SAR value in the head, the appropriate
selection of antenna type, the method of feeding it, and the
place and method of mounting the antenna element on the
equipment should all be seriously considered. Thus, fur-

ther consideration in designing the handheld phone an-
tenna is needed in order to improve the SAR problem and
antenna performance at the same time.

Use of an internal antenna, replacing a monopole,
which has long been used in mobile terminals, is a trend
in today’s mobile terminals. Possible antenna characteris-
tics desired for the latest mobile terminals are to have

1. A magnetic current as a radiating source

2. Balance

3. Two modes (e.g., two polarization components)

For item 1 the objective is to create a built-in antenna by
making an antenna small and of low profile, or flush-
mounted. A magnetic current source, such as a loopor or
slot, is effectively used by being placed on the GPL such
that the source current is parallel to the GPL. With this
structure, the EM field produced in front of the GPL is
doubled by the additional field due to the image of the
source current. As a result, antenna gain is doubled, com-
pared with an antenna system in free space, yet the an-
tenna is small and of low profile. By adequate balancing
(item 2), the currents on the GPL, generated by the an-
tenna element, can be reduced, so that the human body
effect can be mitigated. In practice, a loop, a normal-mode
helical dipole, a meanderline dipole, and any other type of
antenna having a balanced structure, so that no unbal-
anced current flow is generated on the GPL, can be used
for this purpose. As for item 3, it has been shown that an
antenna having two modes such as a dipole and a loop can
contribute to enhance antenna performance so that an-
tenna size is minimized. In other aspects, an antenna
having two polarizations components, such as vertical and
horizontal polarizations, can, to some extent, reduce mul-
tipath fading [51]. An L-shaped loop [52] can be used as
one of the candidates for this purpose.

Now, by combining any one or all of items 1, 2, and 3
with the conventional design concept, an advanced anten-
na system can be developed. Item 3 indicates that the GPL
is not purposely utilized for enhancing antenna perfor-
mance, but rather is separate from the antenna system.
This is then an advanced concept that should be applied
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Figure 65. Equivalent models of antenna shown in Fig. 64: (a)
equivalent expression with a thin, long monopole and a thick,
short monopole, standing on the ground plane and (b) their equiv-
alent expression with dipoles, taking out the ground plane. (From
[47] with permission from IEEE.)
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for designing an antenna, which should be developed
further.

The design concept explained above is depicted in Fig.
68, where the steps are as follows:

First stage—use of a quarter-wavelength monopole and
its image

Second stage—combined design of a monopole and the
equipment case (metal) as a radiator

Third stage—utilization of GPL to enhance perfor-
mance of a built-in small antenna

Fourth stage—separation of GPL from the antenna sys-
tem

The next stage will be design of antenna with a concept in
which the device, function, or software is integrated into
an antenna system so that sophisticated functions such as
adaptive control and signal processing can be achieved.
Applying the concept of an integrated antenna system
(IAS) is a promising way to realize such antennas. Unifi-
cation of a device into an antenna structure will bring a
new antenna having enhanced performance, or improved
characteristics. Integration of functions or software into
the antenna structure may also create a new antenna sys-
tem that performs with intelligence. Figure 69 illustrates
this concept.

6.3. Typical Antenna Elements Used for Mobile Terminals

Typical antenna elements used for small mobile terminals
include MP (monopole), NMHA (normal-mode helical an-
tenna), PIFA (planar inverted-F antenna), ceramic chip,
meanderline, and MSA (microstrip antenna). A majority
of PDC mobile terminals employ an MP element and a

built-in PIFA as a pair element of diversity antenna (Fig.
70). An NMHA element placed on the top of an MP ele-
ment was formerly used as an extension of the MP ele-
ment in order to reduce the length of the MP; however, the
design concept has been modified to employ an NMHA el-
ement as the replacement of the MP, when the MP ele-
ment is retracted into the handset unit. An NMHA
element has been used as the main antenna of PHS mo-
bile terminals, since the operating frequency is 1.5 GHz, so
that the antenna length can be short enough to be directly
mounted on the unit body.

6.3.1. Monopole. Monopole is the most simple, thin,
lightweight, low-cost, and hence useful as an antenna el-
ement for small mobile terminals. Hence it has long been
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Figure 68. Three stages in development of antenna design con-
cept. (From [47] with permission from IEEE.)
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used as typical antenna element for small mobile termi-
nals.

Antenna performance depends on not only antenna el-
ement but also the dimensions of the ground plane, on
which the antenna element is mounted. Figure 71 illus-
trates MP gain with respect to the length of housing when
mounted on a rectangular conducting box [53]. The di-
mensions of the box are shown in the figure. Current dis-
tributions on the antenna element and the surface of the
box are shown in Fig. 72, for (a) a case where a 1

4l MP is
used (a) and a case where a 1

2l dipole is fed at its bottom (b)
[54]. Amplitude of the current distributions is shown by
hatched lines. The current distributions are obtained by
using a wire grid model, in which the method of moments
is applied. When the element length S is 3

8l or 5
8l, current

flows are observed to be relatively small as shown in Fig.
73, and yet input impedance characteristics are adequate
to match the load impedance as shown in Fig. 74 [55].

6.3.2. Normal-Mode Helical Antenna (NMHA). In order
to keep the antenna small, a traveling-wave structure is
utilized, and NMHA is a typical example of this design.
NMHA is a helical antenna that radiates in the direction
normal to the helical axis, and the radiation patterns are
essentially the same as that of a short dipole (Fig. 75). The
dimensions of the helix are usually much smaller than the
operating wavelength; the length of an individual turn is a
small fraction of a wavelength l, and the axial length is
also much less than 1

4l. With this structure, a NMHA is

equivalently expressed by an array of small loops and
short monopoles (Fig. 76) [56]. Inductive impedance is in-
creased by the array of loops and compensates the capac-
itive impedance of short monopoles. As a consequence, the
helical structure can be arranged to have self-resonance
property, although the antenna length (in the axial direc-
tion) is considerably shorter than that of a conventional
resonant-monopole or dipole antenna. In this way the
antenna efficiency can be improved and extension of
the antenna length may lead to increased bandwidth.
The NMHA has been used in modern mobile phones
worldwide.

The antenna model shown in Fig. 77 is considered [57].
The impedance characteristics of an antenna with dimen-
sions of helical diameter Dh¼ 0.018l, pitch P¼0.006l,
and wire diameter 2a¼ 0.0002l are shown in Fig. 78,
where the number of turns MT used as a parameter. Fig-
ure 79 shows the radiation efficiency with respect to the
pitch P. Figure 80 illustrates the relationships between Dh

and P. Figure 80a shows the parameter used for the num-
ber of turns MT, while Fig. 80b shows the radiation resis-
tance R at resonance.

6.3.3. Meanderline Antenna. The meanderline antenna
also has the traveling-wave structure, which enables
reduction of the antenna length. It has a periodical
array structure of alternative square patterns as shown
in Fig. 81. With this pattern, the extended wire can be
made much longer than the initial antenna (dipole)
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Figure 75. Normal-mode helical antenna (NMHA) and its equiv-
alent expression.
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Figure 73. Current flows on the antenna element and rectangu-
lar conducting box when the antenna length is 3
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Figure 76. Equivalent expression of NMHA.
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length, so that the self-resonance can be attained. The res-
onance frequency is then lower and radiation resistance is
higher than that of a dipole of the same length. This in
turn implies that the antenna is effectively made small.

In this section a meanderline dipole antenna, such as
that shown in Fig. 81, where dimensional parameters are
given, is considered [58]. Figure 82 shows the equivalent
expression of the antenna, which consists of a series con-
nection of short-circuited two-wire transmission lines (a)
and a monopole (b). Using this model, design parameters
can be found. At first, a relationship between the resonance
frequency f0 and the wire diameter b/pitch p is obtained as
shown in Fig. 83. Here the planar line of width b is replaced
equivalently by a wire of diameter d. When the resonance
frequency f0 is given, the number of turns N can be deter-
mined with prior knowledge of the wire radius b and the
antenna width w using Fig. 84. As the antenna length be-
comes shorter, the radiation resistance Rrad decreases. The
ratio of Rrad of a meanderline antenna to that of a half-wave
dipole is shown in Fig. 85 as a function of the antenna size
reduction ratio Re in comparison with a half-wave dipole.
Figure 86 shows radiation efficiency Z and number of turns
N with respect to the length l of the antenna.

When a meanderline monopole antenna is placed on a
finite ground plane (59 � 25.4 mm2) as shown in Fig. 87
[59], variation of the input impedance with respect to the
antenna length Lax is as shown in Fig. 88. When the an-
tenna length La,x is 73 mm and the number of segments is

48, resonance occurs at two frequencies, 0.95 and
2.39 GHz (two-band operation), and the resonance imped-
ance is about 25O at these two frequencies. Figure 89
shows the first resonance frequency f0 versus antenna
length Lax. The empirical equation is derived as

f0¼ 22:69 L�0:7392
ax ð5Þ

when e1¼ e2¼ 3 mm, the substrate thickness ts and width
Ws are 3.17 mm and 11 mm, respectively, and the size of
the ground plane is 59� 29.4 mm2.

6.3.4. Inverted-F Antenna (IFA). The IFA shown in Fig.
90 can be treated in the same way as the antenna shown in
Fig. 91a with its image. The IFA shown in Fig. 91a is
equivalently decomposed into two parts: an ILA with its
image (b) and two 2-wire short-circuited-transmission
lines (c). The two-wire transmission lines compensate ca-
pacitive impedance of the ILA and at the same time step up
the input impedance so that matching to the 50-O load is
made feasible. The input impedance of IFA is expressed by

Zin¼ 4Za \ 2Zb ð6Þ

where Za denotes the input impedance of the antenna
shown in Fig. 91b, Zh is the impedance of the short-circuit-
ed two-wire transmission line with length h and width S,
and

T
expresses the parallel combination of impedances.

The input impedance of an IFA can be adjusted by se-
lecting S and h, appropriately. An example is shown in
Fig. 92 [60].
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Figure 79. Radiation efficiency r versus number of turns MT.
(From [50] with permission from Research Studies Press.)
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Figure 81. Meanderline antenna. (From [58] with permission
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Figure 82. Equivalent expression of a meanderline antenna.
(From [58] with permission from IEICE.)
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6.3.5. Planar Inverted-F Antenna (PIFA). The planar in-
verted-F antenna is apparently a modification of the IFA
with replacement of the IFA’s linear horizontal element
with a planar element. However, the PIFA differs from the
IFA in its radiation principle. The PIFA’s source of radia-
tion is the magnetic current on the peripheral aperture of
the planar element, whereas that of IFA is the electric
currents on the linear F-shaped vertical and horizontal
elements. In addition, the peripheral aperture of the PIFA
measures about a half-wavelength, whereas that of the
IFA is about a quarter-wavelength.

Study of the PIFA structure has initially started with a
half-wave slot placed on the side of a rectangular conduct-
ing body as shown in Fig. 93a. The slot is fed at a point
near a short-circuited end in order to attain adequate im-
pedance to match the load impedance. The idea was born
in the process of development of handset antennas. The
basic concept was to develop a small, low-profile antenna
suitable for handset units. In order to ensure a low-profile
or flush-mount structure, use of a magnetic current as a

source of radiation was considered. The slot antenna sat-
isfies this requirement. Meanwhile, the microstrip anten-
na (MSA) had been known as a useful planar antenna,
having a small and low-profile structure. Then an attempt
was made to place that slot antenna on a ground plane to
form a planar structure such as an MSA (Fig. 93b), and
the performance was confirmed to be satisfactory for
handset use. Finally, the antenna configuration was for-
mulated to achieve the structure illustrated in Fig. 93c, in
which the short-circuited part is reduced to decrease the
antenna size. In a PIFA, the peripheral aperture of a half-
wavelength contributes to radiation, whereas in MSA a
patch end aperture of about a quarter-wavelength con-
tributes to radiation.

In fact, an attempt was initially made to increase the
bandwidth of a linear IFA by replacing the linear horizon-
tal element with a planar element; however, this was not
successful, as the bandwidth increase obtained was only
1–2%, unless otherwise increasing the height.

An example of the input impedance (Rþ jX) of a similar
antenna model is shown in Fig. 94a [61]. The equivalent
circuit of this antenna model is shown in Fig. 94b. It is
interesting to note that in the equivalent circuit there is a
reactance jXa. The bandwidth enhancement of an antenna
system, composed of a PIFA element placed on the handset
unit, may attribute to this reactance. This reactance has
constant impedance over a bandwidth much wider than
that of the antenna system.

There are many variations of the PIFA element in prac-
tice. In fact, some PIFA elements can hardly be identified
as PIFA components because the modified antenna struc-
ture differs entirely from the original structure.

6.3.6. Ceramic Chip Antenna. The ceramic chip anten-
na is a small ceramic bulk antenna in appearance, but is
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composed of an antenna element encapsulated by the ce-
ramic material of high relative permeability. The antenna
element is printed on the ceramic substrate and encapsu-
lated by the ceramic material, which usually has a high

relative permeability of Z20. As a typical element, the
meanderline, inverted-F, normal-mode helix, or other pla-
nar pattern is used. Use of plate ceramic, on which the
antenna element is printed, is typical; however, there is
another type—a small but bulky substrate that is struc-
tured with multi-layered very thin ceramic sheet, in which
the antenna element is encapsulated. The antenna ele-
ments printed on the top and bottom surfaces of the ce-
ramic substrate are connected by via wires.

One of the smallest ceramic chip antennas is 1.6 mm
wide, 3.2 mm long, and 1.3 mm high as depicted in Fig. 95.
This may be the world’s smallest antenna at present; Fig.
96 illustrates an exploded view of the antenna structure.
The thin ceramic substrate is composed of multilayered
thin ceramic sheets. The antenna element used is a nor-
mal-mode helix, which is formed in the substrate by con-
necting printed patterns on the top- and bottom-layer via
wires. This antenna has been used for small mobile ter-
minals, in which the antenna is placed on a corner of the
ground plane (GPL) as shown in Fig. 97. Usually a small
part of the ground plane beneath the antenna element is
taken out in order to avoid excessive loss due to the GPL.
However, the antenna needs the help of the GPL; in other
words, this antenna actually excites the GPL so that the
small antenna and the GPL work as a combined antenna
system. Thus the antenna performance depends on the
size of the GPL, and how and where the antenna element
is placed on the GPL.

Some examples of practical applications of small ceram-
ic chip antenna are shown in Fig. 98, in which antenna
mounting, operating frequency, antenna performance such
as gain, bandwidth, and radiation patterns are illustrated.

In this type of antenna the resonant frequency can be
controlled by the antennas flexible structure, and reason-
ably high gain and wide bandwidth may be realized, in
addition to very small size and very light weight. Typical-
ly, this antenna has a gain of � 5 to þ 10 dBi and a band-
width of B100 MHz in 5-GHz regions.
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6.4. Antennas for Small Mobile Terminals

6.4.1. Handset Antennas. The handset antenna used for
the PDC system is an example that employs a monopole
(MP), a normal-mode helical antenna (NMHA), and a pla-
nar inverted-F antenna (PIFA), as shown in Fig. 99 [62].

The NMHA element is placed on top of the MP. The MP
element and the NMHA element are separated electrical-
ly. In the transmitting/receiving mode, the MP element is
extracted outside the handset case and fed at the bottom.
The NMHA is not active in this situation; only the MP el-
ement is operational. In the receiving mode, as the MP
element is retracted inside the handset case and its bot-
tom is disconnected from the feed terminals, only the
NMHA acts as an antenna. In Fig. 99a, the MP element
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Figure 100. A meanderline helix used for small mobile termi-
nals. (From [63] with permission from IEICE.)
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is extracted from the unit and in Fig. 99b, it is retracted
inside the unit.

The typical length of the MP element is either 3
8l or 5

8l,
because with these lengths, relatively small current flows
on the handset unit and yet a better input impedance to
match the load impedance is achieved than with 1

2l and
other lengths (Fig. 74) [55].

The typical length (extended) of the NMHA is about 1
4l.

Lengths other than 1
4l may be used if, for instance, a par-

ticular input impedance is specified. The gain of this type
of antenna is generally about � 0.5 dBd peak and about
� 9dBd average in the horizontal plane, when the length
is about 1

4l; however, this varies depending on the length of
the handset unit.

A meanderline helix, shown in Fig. 100, has been used
in some mobile terminals instead of NMHA [63].

A PIFA element, a built-in antenna, is placed on the
ground plane, which is actually a shielding plate for the
RF circuits in the handset unit. The PIFA is employed as a
pair of the diversity elements with the MP element. The
PIFA is an antenna of rather narrow bandwidth, repre-
senting 1–2% in the relative bandwidth in free space.
However, when it is mounted on a finite ground plane,
the bandwidth usually increases. In practice, the band-
width of an antenna system, which uses a built-in PIFA
element in a handset unit, can be designed to have band-
width wider than that of the whole-spectrum bandwidth of
the PDC system. This is attributed to the handset unit,
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Figure 101. Current distributions on an antenna element and
the unit: (a) LW
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which acts as a part of the radiator, due to the current flow
excited by the PIFA element.

Consequently, the impedance of the antenna system,
which consists of an antenna element and the handset
unit, is varied by the effect of the handset unit. Figure 101
illustrates an example of the current distributions on an
antenna model [64] composed of an MP element, a PIFA
element, and the handset unit. Figure 102 shows the an-
tenna model used for the analysis and the dimensions. In
the analysis the handset unit is simulated by a rectangu-
lar conducting box and modeled with wire grids, and the
frequency is 900 MHz [64]. Figure 101 shows the current
distributions for cases where (a) the length LW of the MP
¼ 83 mm (l/4) and the length LZ of the handset unit¼
125 mm, (b) LW¼ 180 mm (0.54l) and LZ¼ 125 mm, and (c)

LW¼ 83 mm (l/4) and LZ¼83 mm. The PIFA, measuring
60 � 35 mm and placed at a distance 12 mm away apart
from the handset unit surface, is assumed to be the same
in all cases. Amplitudes of the current distributions are
illustrated on each wire of the wire grid. The method of
moment is applied to obtain these distributions. It has
been shown that with an MP element of l/4, much current
flow on the handset unit is observed, while with that of
0.54l (nearly a half-wavelength) almost no current flow is
observed. This is a very important factor in designing
handset antennas.

One of the more recent trends in mobile communica-
tions is for multimode handsets, which can operate for
such frequency bands as 800 MHz (AMPS), 900 MHz
(GSM, PDC,) 1.5 GHz (PDC, GPS), 1.9 and 2 GHz (GSM,
IMT-2000), 2.4 GHz (Bluetooth), and 5 GHz (WLAN, ITS).
Thus, multifrequency antennas are desired. In the PDC
system, for example, two bands are used; the lower bands
are 810–828 MHz and 940–958 MHz, respectively, for re-
ceiving and transmitting, and the higher bands are 1477–
1501 MHz and 1429–1453 MHz, respectively, for receiving
and transmitting. In IMT-2000, 2-GHz bands are used. In
order to design antennas that can operate at multifre-
quency bands, various techniques are used. The simplest
technique is to increase the antenna length so that the
resonance occurs at multiple-frequency bands. There are
several methods for increasing antenna length; such as
using a traveling-wave structure, loading impedance for
multiple resonance, and arranging a matching circuit for
multifrequency operation. For planar elements, some
methods are shown in Fig. 103 [65], where part (a) shows
a matching circuit, part (b) uses a small additional piece,
part (c) uses additional pins, part (d) uses a cable as a re-
actance, part (e) shows the addition of a parallel parasitic
element, part (f) shows the addition of a stacked element,
part (g) uses slits on the planar element, and part (h)
shows the addition of a loading element. When the band-
width required is too wide to be covered by a matching
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circuit, a switching circuit is used. An example of such a
switching circuit is given in Fig. 104 [66], showing (a)
a varactor circuit and (b) VSWRs for two frequencies. A
MEMS (microelectronic switching) device can be used for
this purpose.

Figure 105 shows an example of a triple-band antenna
that uses a driven meanderline element and two coupled
parasitic elements. The antenna operates effectively in the
AMPS 800 (824–894 MHz), GSM 900 (880–960 MHz), and
GSM 1900 (1850–1990 GHz) systems with a VSWR of o2.5.
The VSWR characteristics are shown in Fig. 106 [67].

Figure 107 shows another example of a multiband anten-
na composed of two branch elements fed by a short element
[68]. The arms have different lengths; one arm is a quarter-
wavelength at the lower-frequency region (e.g., GSM 900),
while the other has a quarter-wavelength at the higher-fre-
quency region (e.g., DCS 1800 and PCS 190). To shorten the
wavelength, the arms can be structured in meanderline, spi-

ral line, or other shapes. Figure 108 depicts the calculated
return loss, which shows a dual-band operation.

Figure 109 illustrates a dual-band antenna modified
from a PIFA by employing planar meanderline as the ra-
diating element and folded to reduce the antenna size [69].
Return loss characteristics are illustrated in Fig. 110.
Two-band operation at 900 and 1800 MHz is achieved
with a small volume of 24 � 10 � 7.2 mm3.

Figure 111 illustrates the basic structure of an H-
shaped slot antenna that operates at two frequency bands:
2.4 and 5.2 GHz [70]. The basic principle of this antenna
originates from an asymmetrically excited slot, on which
two magnetic current flows that contribute to radiation in
two bands are produced as shown in Fig. 112. By decom-
posing these two currents, a slot consisting of additional
slots at the both right and left ends (Fig. 113), can be con-
stituted and an H-shape antenna is created. VSWR char-
acteristics are shown in Fig. 114. This antenna is designed
for application to the Bluetooth (2.4 GHz) and the Wireless
LAN systems (5.2 GHz).
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Figure 113. Additional slot structure: (1) addition at the right
end; (2) addition at the left end, where (a) shows straight slot, (b)
T-shaped slot, and (c) L-shaped slot. (From [70] with permission
from IEICE.)
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Antenna performance of a handset usually degrades at
the talk position, due mainly to the effect of the human body
such as the operator’s hand and head. The major reason for
the degradation is the variation in the current flow on the
handset unit. A typical example of distorted radiation pat-
terns caused by the body effect is shown in Fig. 115, with the
handset placed in free space and (b) at talk position.

Because the currents on the handset unit are produced
by the excitation of the built-in PIFA, its variation is caused
mainly by the body effects, the degradation of antenna per-
formance may be avoided by decreasing such current flow.
The reduction of such current flow can be realized by
means of an antenna system that has balanced terminals
and is fed with a balanced line [70]. An example that uses a
loop antenna placed on a ground plane and fed with a two-
wire line is shown in Fig. 116; Fig. 116a shows the feed with
unbalanced line and Fig. 116b, with a balanced line. Figure
117 shows current distributions in an unbalanced struc-
ture: (a) on the antenna element, (b) on the ground plane
(the y axis), and (c) on the ground plane (the x axis). Figure
118 shows similar current distributions in a balanced struc-
ture for comparison with the unbalanced structure. Figure
119 illustrates magnetic field distributions on the surface of
the antenna system that correspond to current distribu-
tions. Figure 119a shows the distributions in the unbal-
anced structure and Fig. 119b, in the balanced structure.
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Figure 117. Current distribution in an unbalanced antenna sys-
tem: (a) on loop element; (b) on ground plane (y axis); (c) on
ground plane (x axis). (From [1] and [71] with permission from
Wiley and IEICE, respectively.)
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It can be seen in Fig. 119 that a significant reduction in
current flow can be realized using the balanced antenna
structure. The antenna element is not necessarily a loop
for this purpose, but any other element such as NMHA or
meanderline, can be used, whenever the input terminals
are balanced and fed with a balanced line. One should be
careful if an antenna system has very asymmetric struc-
ture, even when the terminals have balanced structure
and are fed with a balanced line. With the asymmetric
structure, there may be some difficulty in achieving a truly
electrically balanced structure, and thus some unbalanced
currents flow at the terminals.

Practical application of a balanced-type antenna is seen
in a latest handset. Figure 120 depicts a model of a U-
shaped dipole and its dimensions [71]. The antenna has a
balanced mode and is fed with a balanced line through a
balun. The radiation performance of the antenna is shown
in Fig. 121, where radiation patterns in free space and at
talk position are shown. The antenna is located on top of
the handset as shown in Fig. 122.

6.4.2. Diversity Antenna. It is very common to use two
antenna elements in the diversity system. There has been
an exception in a type of PDC handset, where a single
antenna element is devised to perform diversity function

[72]. An antenna is applied to a clam-shell type handset
(Fig. 123), which consists of two parts, one of which flips to
open and the other, to close the unit. Each of these two
parts has circuitry on it, and some radiation currents flow
on the ground plane of both parts. Thus they can be used
as a radiator component as well as the antenna element.
In order to achieve diversity function, the two parts are
electrically separated, and two impedance components Z1

and Z2 are located between the two parts. This configura-
tion is simplified in Fig. 124, where part (a) illustrates lo-
cation of impedances and (b) expresses switching of
impedances Z1 and Z2 for the diversity performance. Since
the radiation pattern can be varied by changing the value
of impedance, for instance, from Z1 to Z2, pattern diversity
can be achieved. Changing the impedance value contrib-
utes to variation in phase of the current flowing on the
ground plane so that additional lower correlation coeffi-
cients can be obtained.

6.4.3. Antennas for PHS Terminals. The PHS (personal
handy-phone system) has been used in Japan as an ex-
tension of the indoor use of cordless phones to outdoor ap-
plications. The communication areas are limited to small
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Figure 121. Radiation patterns: (a) in free space; (b) at talk position (after [72]).
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Figure 123. Handset to which a single-antenna-element diver-
sity system is applied.
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zones, such as several hundred meters in diameter. The
transmitter power of the mobile terminals is kept as low as
10 mW. The frequency band is 1895–1918 MHz. It should

be noted that a faster data transmission can be handled by
the PHS than by the PDC.

PHS mobile terminals use a single-antenna element,
which is typically an MP, an NMHA, or a small chip an-
tenna. Because the operating frequency is higher and the
bandwidth is narrower than those in the PDC system, a
smaller antenna element can be used. Then antenna de-
sign is easier than that in the PDC systems. The MP el-
ement has a structure similar to that in the PDC, but the
length of the PDC is shorter than that of the PHS. An ex-
ample of the inside view of a PHS is shown in Fig. 125,
where mountings of both a chip antenna and an NMHA
are shown. Figure 126 shows the radiation patterns. The
gain is evaluated to be about � 2 to � 4 dBd at maximum
and � 4 to � 7 dBd on average, depending on the plane
measured.
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APERTURE ANTENNAS

DENNIS KOZAKOFF

Devry University
Alpharetta, Georgia

1. INTRODUCTION

Aperture antennas are most commonly used at microwave
and the millimeter-wave frequencies. There are a large
number of antenna types for which the radiated electro-
magnetic fields can be considered to emanate from a phys-
ical aperture. Antennas that fall into this category include
reflector antennas, lenses, and horn antennas. The geom-
etry of the aperture may be square, rectangular, circular,
elliptical, or virtually any other shape. The term ‘‘aperture
antenna’’ usually has more to do with the method used to
analyze the antenna than the actual form of the antenna.
For instance, array antennas viewed as a continuous field
function bounded by a conducting screen can be consid-
ered to be an aperture antenna. This would encompass so-
called planar (flat-plate) waveguide and microstrip arrays.

Aperture antennas are very popular for aerospace ap-
plications because they can be flush-mounted onto the
spacecraft or aircraft surface. Their aperture opening can
be covered with an electromagnetic (dielectric) window
material that is transparent to the RF energy to protect
the antenna from the environmental conditions [1]. This is
known as a radome, and it is implemented so as not to
disturb the aerodynamic profile of the vehicle, which is of
special importance to high-speed aircraft or missiles.

In order to evaluate the distant (far-field) radiation
patterns, it is necessary to know the surface currents that
flow on the radiating surfaces of the antenna aperture. In
many instances, these current distributions may not be
known exactly and only approximate or experimental
measurements can provide estimates. A technique based
on the equivalence principle allows one to make reason-
able approximations to the electromagnetic fields on, or in
the vicinity of, the physical antenna aperture structure,
which can then be used to compute far field antenna ra-
diation patterns.

Field equivalence, first introduced by Schelkunoff [2], is
a principle by which the actual sources on an antenna ap-
erture are replaced by equivalent sources on an external
closed surface that is physically outside the antenna ap-
erture. The fictitious sources are said to be equivalent
within a region because they produce the same fields with-
in that region. Another key concept is Huygens’ principle
[3], which states that the equivalent source at each point
on the external surface is a source of a spherical wave. The
secondary wavefront can be constructed as the envelope of
these secondary spherical waves [4].

Using these principles, the electrical and/or magnetic
fields in the equivalent aperture region can be determined
with these straightforward, but approximate, methods.
The fields elsewhere are assumed to be zero. In most ap-
plications, the closed surface is selected so that most
of it coincides with the conducting parts of the physical
antenna aperture structure. This is preferred because the
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APERTURE ANTENNAS

DENNIS KOZAKOFF

Devry University
Alpharetta, Georgia

1. INTRODUCTION

Aperture antennas are most commonly used at microwave
and the millimeter-wave frequencies. There are a large
number of antenna types for which the radiated electro-
magnetic fields can be considered to emanate from a phys-
ical aperture. Antennas that fall into this category include
reflector antennas, lenses, and horn antennas. The geom-
etry of the aperture may be square, rectangular, circular,
elliptical, or virtually any other shape. The term ‘‘aperture
antenna’’ usually has more to do with the method used to
analyze the antenna than the actual form of the antenna.
For instance, array antennas viewed as a continuous field
function bounded by a conducting screen can be consid-
ered to be an aperture antenna. This would encompass so-
called planar (flat-plate) waveguide and microstrip arrays.

Aperture antennas are very popular for aerospace ap-
plications because they can be flush-mounted onto the
spacecraft or aircraft surface. Their aperture opening can
be covered with an electromagnetic (dielectric) window
material that is transparent to the RF energy to protect
the antenna from the environmental conditions [1]. This is
known as a radome, and it is implemented so as not to
disturb the aerodynamic profile of the vehicle, which is of
special importance to high-speed aircraft or missiles.

In order to evaluate the distant (far-field) radiation
patterns, it is necessary to know the surface currents that
flow on the radiating surfaces of the antenna aperture. In
many instances, these current distributions may not be
known exactly and only approximate or experimental
measurements can provide estimates. A technique based
on the equivalence principle allows one to make reason-
able approximations to the electromagnetic fields on, or in
the vicinity of, the physical antenna aperture structure,
which can then be used to compute far field antenna ra-
diation patterns.

Field equivalence, first introduced by Schelkunoff [2], is
a principle by which the actual sources on an antenna ap-
erture are replaced by equivalent sources on an external
closed surface that is physically outside the antenna ap-
erture. The fictitious sources are said to be equivalent
within a region because they produce the same fields with-
in that region. Another key concept is Huygens’ principle
[3], which states that the equivalent source at each point
on the external surface is a source of a spherical wave. The
secondary wavefront can be constructed as the envelope of
these secondary spherical waves [4].

Using these principles, the electrical and/or magnetic
fields in the equivalent aperture region can be determined
with these straightforward, but approximate, methods.
The fields elsewhere are assumed to be zero. In most ap-
plications, the closed surface is selected so that most
of it coincides with the conducting parts of the physical
antenna aperture structure. This is preferred because the
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disappearance of the tangential electrical components over
the conducting parts of the surface reduces the physical
limits of integration. The formula to compute the fields ra-
diated by the equivalent sources is exact, but it requires
integration over the closed surface. The degree of accuracy
depends on the knowledge of the tangential components of
the electromagnetic fields over the closed surface.

Aperture techniques are especially useful for parabolic
reflector antennas, where the aperture plane can be de-
fined immediately in front of the reflector. Parabolic reflec-
tors are usually electrically large. More surprisingly,
aperture techniques can also be successfully applied to
small-aperture waveguide horn antennas. However, for
very small horn antennas with an aperture dimension of
less than approximately one wavelength, the assumption
of zero fields outside the aperture fails unless the horn is
completely surrounded by a planar conducting flange [5].
In this section, the mathematical formulas will be devel-
oped to analyze the radiation characteristics of aperture
antennas. Emphasis will be given to the rectangular and
circular configurations because they are the most commonly
used geometries. Because of mathematical complexities,
the results will be restricted to the far-field region.

One of the most useful concepts is the far-field radia-
tion pattern that can be obtained as a Fourier transform of
the field distribution over the equivalent aperture, and
vice versa. Fourier transform theory is extremely impor-
tant to the analysis and synthesis of aperture antennas.
Obtaining analytical solutions for many simple aperture
distributions in order to design aperture antennas is use-
ful. More complex aperture distributions, which do not
lend themselves to analytical solutions, can be solved nu-
merically. The increased capabilities of the personal com-
puter (PC) have resulted in its acceptance as a
conventional tool for the antenna designers. The Fourier
transform integral is generally well behaved and does not
present any fundamental computational problems.

Considering the use of the Fourier transform, first con-
sider rectangular apertures in which one aperture dimen-
sion is large in wavelengths and the other is small in
terms of wavelengths. This type of aperture is approxi-
mated as a line source and is treated with a one-dimen-
sional Fourier transform [6]. For many kinds of
rectangular aperture antennas such as horns, the aper-
ture distributions in the two principal-plane dimensions
are independent. These types of distributions are said to
be separable. The total radiation pattern is the product of
the pattern functions obtained from the one-dimensional
Fourier transforms, which corresponds to the two princi-
pal-plane distributions.

If the rectangular aperture distribution cannot be sep-
arated, the directivity pattern is found in a similar man-
ner to the line-source distribution, except that the
aperture field is integrated over two dimensions rather
than one dimension [7]. This double Fourier transform can
also be applied to circular apertures.

For all aperture distributions, the following observa-
tions are made [8]:

1. A uniform amplitude distribution yields the maxi-
mum directivity (where nonuniform edge-enhanced

distributions for supergain are considered impracti-
cal), but at high sidelobe levels.

2. Tapering the amplitude at the center, from a max-
imum to a smaller value at the edges, will reduce the
sidelobe levels compared with the uniform illumina-
tion, but it results in a larger (mainlobe) beamwidth
and less directivity.

3. An inverse-taper distribution (amplitude depression
at the center) results in a smaller (mainlobe) beam-
width but increases the sidelobe level and reduces
the directivity when compared with the uniform il-
luminated case.

4. Depending on the aperture size in wavelengths and
the phase errors, there is a frequency (or wave-
length) for which the gain peaks, falling to smaller
values as the frequency is either raised or lowered.

Finally, we consider aperture efficiencies. The aperture ef-
ficiency is defined as the ratio of the effective aperture area
to the physical aperture area. The beam efficiency is de-
fined as the ratio of the power in the mainlobe to the total
radiated power. The maximum aperture efficiency occurs
for a uniform aperture distribution, but maximum beam
efficiency occurs for a highly tapered distribution. The ap-
erture phase errors are the primary limitation of the ef-
ficiency of an antenna.

2. HUYGENS’ PRINCIPLE

The principle proposed by Christian Huygens (1629–1695)
is of fundamental importance to the development of wave
theory [3]. Huygens’ principle states that ‘‘Each point on a
primary wavefront serves as the source of spherical sec-
ondary wavelets that advance with a speed and frequency
equal to those of the primary wave. The primary wave-
front at some time later is the envelope of all these wave-
lets’’ [9]. This is illustrated in Fig. 1 for spherical and

Spherical
wave 
front

Plane-wave front

(a) (b)

Figure 1. Spherical (a) planar and (b) wavefronts constructed
with Huygens secondary waves.
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plane waves modeled as a construction of Huygens’ sec-
ondary waves. Actually, the intensities of the secondary
spherical wavelets are not uniform in all directions but
vary continuously from a maximum in the direction of
wave propagation to a minimum of zero in the backward
direction. As a result, there is no backward-propagating
wavefront. The Huygens source approximation is based on
the assumption that the magnetic and electric fields are
related as a plane wave in the aperture region.

The situation shown in Fig. 2, shows an infinite elec-
tromagnetic plane wave incident on an infinite flat sheet
that is opaque to the waves. This sheet has an opening
that is very small in terms of wavelengths. Accordingly,
the outgoing wave corresponds to a spherical wavefront
propagating from a point source. That is, when an incom-
ing wave comes against a barrier with a small opening, all
except one of the effective Huygens point sources are
blocked, and the energy coming through the opening be-
haves as a single point source. In addition, the outgoing
wave emerges in all directions, instead of just passing
straight through the slit.

On the other hand, consider an infinite plane electro-
magnetic wave incident on an infinite opaque sheet shown
in Fig. 3 that has a larger opening of dimension a. The

field everywhere to the right of the sheet is the result of
the section of the wave that passes through this opening.
If a is large in terms of wavelengths, the field distribution
across the slot is assumed, as a first approximation, to be
uniform. The total electromagnetic field at any point to
the right of the opening is obtained by integrating the
contributions from an array of Huygens sources distribu-
ted over the length a. We calculate the electric field at
point P on a reference plane located at a distance R0

from this opening by evaluating the integration of these
Huygens sources [10]:

E¼

Z
E0

e�jkr

r
dy ð1Þ

For points near to the array, the integral does not simplify
but can be reduced to the form of Fresnel integrals.

The actual evaluation of this integral is best achieved
on a PC computer, which reduces the integral to a sum-
mation of N Huygens sources

E¼
XN

i¼1

e�jkri

ri
ð2Þ

where ri is the distance from the ith source to point P.
The field variation near the slot opening that is obtained
in this way is commonly called a Fresnel diffraction
pattern [4].

For example, let us consider the case in which the slot
length a is 5 cm and the wavelength is 1.5 cm (correspond-
ing to 20 GHz.) We can use Eq. (2) to compute the field
along a straight line parallel to the slot. The field variation
for R0¼ 2.5 cm shown in Fig. 4. For this case, R0 is well
within the near field (the so-called Fresnel region.) As we
continue to increase R0, the shape of the field variation
along this line continues to vary with increasing R0 until
we reach the far-field or Franunhofer region (see the
trends in Figs. 4b–4d). Once we have entered the Fraun-
hofer region, the pattern becomes invariant to range R0.
For the distance to be in the far field, the following rela-
tionship must be met

R0�
2a2

l
ð3Þ

where a is the width of the slot and l is the wavelength.
Thus, the larger the aperture or the shorter the wave-
length, the greater will be the distance at which the pat-
tern must be measured if we wish to avoid the effects of
Fresnel diffraction.

Huygens’ principle is not without limitations as it ne-
glects the vector nature of the electromagnetic field space.
It also neglects the effect of the currents that flow at the
slot edges. However, if the aperture is sufficiently large
and we consider only directions roughly normal to the ap-
erture, the scalar theory of Huygens’ principle gives very
satisfactory results.

Geometric optics (GO) techniques are commonly ap-
plied in reflector antennas to establish the fields in the
reflector aperture plane. This procedure, referred to as
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Figure 2. Diffraction of waves through a slit based on the
Huygens principle.
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Figure 3. Plane wave incident on an opaque sheet with a slot of
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the aperture field method, is employed as an alternative to
the so-called induced-current method, which is based on
an approximation for the electric current distribution on
the reflector surface. The fields in the aperture plane can
be thought of as an ensemble of Huygens sources. The ra-
diation pattern can be computed via a numerical summa-
tion of these sources.

3. EQUIVALENCE PRINCIPLE

The ability to determine electromagnetic waves radiated
fields via field equivalence principles is a useful concept,
and the development can be traced by to Schelkunoff [2].
The equivalence principle often makes an exact solution
easier to obtain or suggests approximate methods that are
of value in simplifying antenna problems. Field equiva-
lence principles are treated at length in the literature, and
we will not consider the many variants here. The book by
Collin and Zucker [11] is a useful source of reference. The
basic concept is illustrated in Fig. 5, where the electro-
magnetic source region is enclosed by a surface S that is
referred to as a Huygens surface.

In essence, Huygens’ principle and the equivalence the-
orem shows how to replace actual sources by a set of
equivalent sources spread over the surface S [12]. The
equivalence principle is developed by considering a radi-
ating source, electrically represented by current densities
J1 and M1. Assume that the source radiates fields E1 and
H1 everywhere. We would like to develop a method that
will yield the fields outside the closed surface. To accom-
plish this, a closed surface S is shown by the dashed lines
that enclose the current densities J1 and M1. The volume
inside S is denoted by V. The primary task is to replace the
original problem (Fig. 5a) by an equivalent one that will
yield the same fields E1 and H1 (Fig. 5b). The formulation
of the problem can be greatly facilitated if the closed sur-
face is judiciously chosen so that the fields over most of—if
not the entire—surface are known a priori.

The original sources J1 and M1 are removed, and we
assume that there exists a field E, H inside V. For this field
to exist within V, it must satisfy the boundary conditions
on the tangential electric and magnetic field components
on surface S. Thus on the imaginary surface S, there must
exist equivalent sources [13]:

Js¼nxðH1 �HÞ ð4Þ

Ms¼ � nxðE1 � EÞ ð5Þ

These equivalent sources radiate into an unbounded
space. The current densities are said to be equivalent
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Figure 5. Equivalence principle with a closed Huygens surface S

enclosing sources: (a) original problem; (b) equivalent problem.
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only outside region V, because they produce the original
field (E1,H1). A field E or H, different from the original,
may result within V.

The sources for electromagnetic fields are always elec-
trical currents. However, the electrical current distribu-
tion is usually unknown. In certain structures, it may be a
complicated function, particularly for slots, horns, reflec-
tors, and lenses. With these types of radiators, the theo-
retical work is seldom based on the primary current
distributions. Rather, the results are obtained with the
aid of what is known as aperture theory [14]. This theory is
based on the fact that an electromagnetic field in a source-
free, closed region is completely determined by the values
of tangential E or tangential H fields on the surface of the
closed region. For exterior regions, the boundary condition
at infinity may be employed to close the region. This is
exemplified by the following case.

Without changing the E and H fields external to S, the
electromagnetic source region can be replaced by a zero-
field region with approximate distributions of electric and
magnetic currents (Js and Ms) on the Huygens surface.
This example is overly restrictive and we could specify any
field within S with a suitable adjustment. However, the
zero-internal-field approach is particularly useful when
the tangential electric fields over a surface enclosing the
antenna are known or can be approximated. In this case,
the surface currents can be obtained directly from the
tangential fields, and the external field can be determined.

Assuming zero internal fields, we can consider the elec-
tromagnetic sources inside S to be removed, and the ra-
diated fields outside S are then determined from the
electric–magnetic surface current distributions alone.
This offers significant advantages when the closed surface
is defined as a two-hemisphere region, with all sources
contained on only one side of the plane. If either the elec-
tric or magnetic field arising from these sources can be
determined over the planar Huygens surface S, then the
radiated fields on the far side of the plane can be calcu-
lated. The introduction of an infinite conducting sheet just
inside of the Huygens surface here will not complicate the
calculations of the radiated fields in the other half-space
[15]. This infinite plane model is useful for antennas
the radiation of which is directed into the right hemi-
sphere (Fig. 6), and has found wide application in dealing
with aperture antennas. For instance, if the antenna is a
rectangular horn, it is assumed that the horn transitions
into an infinite flange. All tangential fields outside the
rectangular boundary along the infinite Huygens surface
are taken to be zero.

When the limitations of the half-space model are ac-
ceptable, it offers the important advantage that either the
electrical or magnetic currents need to be specified. How-
ever, knowledge of both is not required. It must be em-
phasized that any of the methods described before will
produce exact results over the Huygens surface. In the
analysis of electromagnetic problems, often it is easier to
form equivalent problems that will yield the same solution
only within a region of interest.

The steps that must be used to form an equivalent
problem and solve an aperture antenna problem are as
follows:

1. Select an imaginary surface that encloses the actual
sources (the aperture). The surface must be judi-
ciously chosen so that the tangential components of
the electric field and/or the magnetic field are
known, exactly or approximately, over its entire
span. Ideally, this surface flat plane extending to in-
finity.

2. Over the imaginary surface S, form equivalent cur-
rent densities Js and Ms, assuming that the E and H
fields within S are not zero.

3. Finally, solve the equivalent-aperture problem.

4. RECTANGULAR APERTURES

There are many kinds of antennas for which the radiated
electromagnetic fields emanate from a physical aperture.
This general class of antennas provides a very convenient
basis for analysis that permits a number of well-estab-
lished mathematical techniques to be applied and results
in expressions for the distant radiation fields.

Horn and parabolic reflectors can be analyzed as aper-
ture antennas. Incident fields are replaced by equivalent
electric and magnetic currents. With use of vector poten-
tials, the far fields are found as a superposition of each
source. Generally, one can assume that the incident field is
a propagating free-space wave, the electric and magnetic
fields of which are proportional to each other. This will give
the Huygens source approximation and allow us to use in-
tegrals of the electric field in the aperture plane. Each point
in the aperture is considered as a source of radiation.

The first step involved in the analysis of aperture an-
tennas is to calculate the electromagnetic fields over the
aperture due to the sources on the rearward side of
the infinite plane and to use these field distributions as
the basis for the prediction of the distance fields on the
forward half-space. The electromagnetic fields in the ap-
erture plane cannot be determined exactly, but approxi-
mation distributions can be found by many different
methods, which are dependent on the antenna. One can

S S S

(a) (b) (c)

Figure 6. Some apertures yielding the same electromagnetic
fields to the right side of the Huygens surface S: (a) horn; (b) pa-
rabola; (c) lens.
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find the far-field radiation pattern for various distribu-
tions by, for instance, a Fourier transform relation.

Consider a line source of length Lw using the coordinate
system illustrated in Fig. 7. Assume that the source is po-
sitioned in a ground plane of infinite extent. This model is
simple and yet the analysis gives results that demonstrate
the main features of the one-dimensional aperture. The
line-source distribution does show a practical realization,
namely, in a long one-dimensional geometry that has suf-
ficient elements to enable it to be approximated by a con-
tinuous distribution. The applicable transform is [7,16]

EðyÞ¼
Z 1

�1

EðxÞejkx sin ydx ð6Þ

and the inverse transform is

EðxÞ¼

Z 1

�1

Eðsin yÞe�jkx sin ydðsin yÞ ð7Þ

where k¼ 2p/l. For real values of y, �1� sin y�1; the dis-
tribution represents radiated power, while outside this re-
gion it represents reactive or stored power [17]. The field
distribution E(sin y), or an angular spectrum, refers to a

distribution of plane waves. The angular spectrum finite
aperture is the same as in the far-field pattern, E(y). Now
for a finite aperture, the Fourier integral representation
[Eq. (6)] may be rewritten as [8] follows:

EðyÞ¼
Z Lw=2

�Lw=2
EðxÞejk sin y dx ð8Þ

For example, consider a so-called uniform distribution in
which the amplitude is constant over the aperture region
�Lw=2�x�Lw=2:

EðxÞ¼
1

Lw
ð9Þ

E(x)¼ 0 outside this region. The radiation pattern can be
found by incorporating this into Eq. (8):

EðyÞ¼
1

Lw

Z Lw=2

�Lw=2
eðj2px=lÞ sin y dx ð10Þ

We complete this straightforward integration and get the
final result:

EðyÞ¼
sin

pLw sin y
l

pLw sin y
l

ð11Þ

This sin(x)/x distribution is very important in antenna
theory and is the basis for many practical antenna de-
signs. It results in the narrowest radiation pattern beam-
width of any other distribution, but on the other hand has
the highest first sidelobe level of � 13.2 dB.

Another popular continuous aperture distribution is
the cosine raised to a power n distribution. For all
�Lw=2�x�Lw=2; let

EðxÞ¼ cosn px

Lw
ð12Þ

and E(x)¼ 0 for all x outside this region. This popular
distribution is illustrated in Fig. 8 for n¼1, 2 ,3. To make
a relative comparison of the two types of line-source
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Figure 7. Coordinate system used to analyze a linear aperture of
length Lw.
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distribution discussed, we must first normalize the distri-
butions to ensure that the total radiated power is the same
relative to the uniform case. To do this, we multiply the
radiation pattern expressions by the normalization con-
stant:

Cp¼
1

Z Lw=2

�Lw=2
E2ðxÞdx

ð13Þ

To demonstrate, we computed the antenna radiation pat-
tern for a one-meter-long line-source distribution for uni-
form, cosine, and cosine2 distributions. For an assumed
wavelength of 3 cm, the resulting antenna radiation pat-
terns are shown in Fig. 9. These data indicate that the
more heavily tapered the illumination, the greater the de-
crease in sidelobe levels, but this occurs for a penalty in
reduced mainlobe directivity.

Many distributions actually obtained in practice can be
approximated by one of the simpler forms or by a combi-

nation of simple forms. For example, a common linear ap-
erture distribution is the cosine on a pedestal p:

EðxÞ¼pþ ð1� pÞ cos
px

Lw
ð14Þ

where 0�p�1. This is a combination of a uniform plus a
cosine-type distribution. The so-called triangular distri-
bution is of interest

EðxÞ¼ 1þ
x

Lw=2
ð15Þ

for �Lw=2�x�0, and

EðxÞ¼ 1�
x

Lw=2
ð16Þ

for 0�x�Lw=2.
In practice, the rectangular aperture is a common mi-

crowave antenna shape. Because of its configuration, the
rectangular coordinate system shown in Fig. 10 is the
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Figure 9. Radiation patterns of line sources for three different
aperture distributions (Lw¼1 m, l¼3 cm).
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Figure 10. Coordinate system used to analyze rectangular
aperture of dimensions Aw,Bw.
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most convenient system in which to express the electro-
magnetic fields at the aperture. Here, the aperture lies in
the x–y plane and has a defined tangential aperture dis-
tribution E(x,y). In keeping with the equivalence princi-
ple, we shall assume that the x–y plane is a closed surface
that extends from �N to þN in the x–y plane. Outside
the rectangular aperture boundaries we shall assume that
the field distribution is zero for all points on the infinite
surface. The task is then to find the fields radiated by the
aperture; specifically, the pattern mainlobe beamwidths,
the first sidelobe levels, and the directivity. Also shown in
the figure is the superposition of a standard spherical co-
ordinate system that will allow us to define a radiation
pattern in terms of the two angle coordinates y,j.

Assuming a rectangular aperture of dimension Aw in
the x plane and Bw in the y plane, the radiation pattern
may then be obtained from the integral [18]

Eðy;fÞ¼
Z Bw=2

�Bw=2

Z Aw=2

�Aw=2
Eðx; yÞejðkxxþ kyyÞdx dy ð17Þ

in which the directional wavenumbers are given by

kx¼ k sin y cos j

ky¼ k sin y sin j

These are also known as the x and y components of the
propagation vector k [19].

For many types of antennas such as the rectangular
horn antenna, the x and y functions are separable and
may be expressed in the following form:

Eðx; yÞ¼EðxÞEðyÞ ð18Þ

For these distributions, the pattern in the principal x–z
plane can be determined from the line-source distribution
EðxÞ while the pattern in the y–z plane can be determined
from the line-source distribution EðyÞ. We can illustrate
this by assuming that both EðxÞ and EðyÞ are uniform dis-
tributions in which EðxÞ¼ 1=Aw and EðyÞ¼ 1=Bw. We enter
these into the Fourier transform relationship of Eq. (17) to
get the following result:

Eðy;fÞ¼
sin

kxAw

2
kxAw

2

sin
kyBw

2
kyBw

2

ð19Þ

From this pattern, we conclude that the principal plane
radiation patterns of separable rectangular distributions
correspond to the respective line-source distributions.

Next, we have applied this to an aperture size of Aw¼

75 cm in the x dimension and Bw¼ 125 cm in the y dimen-
sion, an operating wavelength of 3 cm, and for simple co-
sine distributions in each plane. The results are plotted in
Fig. 11, where it should be pointed out that j¼ 01 corre-
sponds to the principal-plane radiation pattern in the x–z
plane, j¼ 901 is the principal-plane pattern in the y–z
plane, and j¼ 451 corresponds to the principal-plane

pattern in the intercardinal plane. For nonseparable dis-
tributions, the integration of Eq. (17) is best carried out on
a PC computer using numerical methods.

To generalize, we have applied a computer code to com-
pute the secondary radiation patterns produced by uni-
form cosine raised to power n, cosine on a pedestal p, and
triangular rectangular aperture distributions. The results
shown in Table 1 compare the gain, mainlobe beamwidth,
and the first sidelobe levels for each. All gain levels are
compared with the uniform illumination case, and total
radiated power is assumed in each case.

A uniform line-source or rectangular aperture distri-
bution produces the highest directivity. However, the first
sidelobe is only about � 13.2 dB down. The results also
show that the first sidelobe levels for a cosine illuminated
aperture are � 23 dB down but at a penalty of � 0.91 dB in
reduction of directivity compared to the uniform illumi-
nated case. Other distributions have even lower first side-
lobe levels but even greater reduction in directivity
compared to the uniform illuminated case. Thus, aperture
distributions used in practice must be a tradeoff or com-
promise between the desired directivity (or gain) and first
sidelobe level.

5. CIRCULAR APERTURES

Circular aperture shape antennas form the largest single
class of aperture antennas. For instance, the circular par-
abolic reflector is used extensively in satcom (satellite
communications), terrestrial telecommunications, and ra-
dar applications.

The coordinate system used to analyze the radiation
from a circular aperture of diameter Dw is the spherical
coordinate system shown in Fig. 12, where the aperture
lies in the x–y plane and radiation can be described in
terms of the spherical coordinate components y and j. The
radiation pattern from a circular aperture can be calcu-
lated by applying Huygens’ principle in much the same
way as we did for rectangular apertures. The simplest
form of a circular aperture distribution is one in which the
field does not vary with j, that is, one that is rotationally
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Figure 11. Radiation patterns for a rectangular aperture
(Aw¼75 cm, Bw¼ cm, l¼3 cm).
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symmetric. This is not always true in practice; however,
we will assume that to be the case here in order to dem-
onstrate the methodology of analyzing circular apertures.

As was the case with rectangular apertures, a Fourier
transform relationship exists between the antenna distri-
bution and the far-field radiation pattern. For a circular
symmetric aperture distribution, the radiation pattern
can be written in normalized form [6]

EðuÞ¼
1

p3

Z 2p

0

Z p

0
EðpÞ ejpu cosðf�f0Þp dp df0 ð20Þ

where

u¼
Dw sin y

l

and the normalized radius is

p¼
2pr

Dw

For a uniformly illuminated circular aperture, the nor-
malized radiation pattern is expressed in terms of a first-
order Bessel function

EðuÞ¼
2J1ðpuÞ

pu
ð21Þ

which, in turn, can be expressed as

EðyÞ¼
2J1

pDw sin y
l

pDw sin y
l

ð22Þ

The uniformly illuminated circular aperture radiation
pattern has a first sidelobe level of � 17.6 dB compared
with � 13.2 dB for the uniformly illuminated rectangular
aperture or line source. Other types of circular aperture
distributions include the cosine raised to a power n

EðrÞ¼ cosn pr

Dw
ð23Þ

where 0�r�Dw=2.

Table 1. Radiation Pattern Characteristics Produced by Various Linear Aperture Distributions

Distribution Comments

Normalized
Half-Power
Beamwidth

(deg) HPbw/K

Normalized
Null-to-Null
Beamwidth

(deg) NULLbw�/
K

Sidelobe
Level (dB):

SLL dB

Normalized
Sidelobe

Angle (deg)
SLpos/K

Gain
Relative to

Uniform
(dB) G0 dB

Power Gain
Factor

Relative to
Uniform G0

power

Voltage Gain
Factor

Relative to
Uniform G0

volts

Uniform 50.67 114.67 �13.26 82.00 0.00 1.000 1.000

Cosine raised to
power n

n¼1 68.67 172.00 �23.00 108.33 �0.91 0.810 0.900

n¼2 82.67 229.33 �31.46 135.50 �1.76 0.666 0.816
n¼3 95.33 286.67 �39.29 163.00 �2.40 0.576 0.759
n¼4 106.00 344.00 �46.74 191.00 �2.89 0.514 0.717
n¼5 116.67 402.00 �53.93 219.00 �3.30 0.468 0.684

Cosine on a ped-
estal p

p¼0.0 68.67 172.00 �23.01 108.33 �0.91 0.810 0.900

p¼0.1 64.67 162.00 �23.00 98.00 �0.68 0.855 0.925
p¼0.2 62.00 152.67 �21.66 97.00 �0.50 0.892 0.944
p¼0.3 59.33 144.67 �20.29 93.67 �0.35 0.923 0.961
p¼0.4 58.00 138.00 �18.92 90.67 �0.24 0.947 0.973
p¼0.5 56.00 132.67 �17.65 88.33 �0.15 0.966 0.983
p¼0.6 54.67 127.67 �16.53 86.67 �0.09 0.979 0.989
p¼0.7 54.00 123.33 �15.55 85.00 �0.05 0.989 0.995
p¼0.8 52.67 120.00 �14.69 83.83 �0.02 0.995 0.998
p¼0.9 52.00 117.33 �13.93 82.67 �0.00 0.998 0.999
p¼1.0 50.67 114.67 �13.26 82.00 0.00 1.000 1.000

Triangular 73.34 114.59 �26.52 164.00 �1.25 0.749 0.865

�

�

r

y

x

z

Figure 12. Coordinate system used to analyze a circular aper-
ture of diameter Dw.
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The so-called cosine on a pedestal p distribution is de-
fined here as

EðrÞ¼pþ ð1� pÞ cos
pr

Dw
ð24Þ

and the parabolic raised to a power n distribution
is [15]

EðrÞ¼ 1�
r

Dw=2

� �2
" #n

ð25Þ

To analyze the various circular aperture distributions, we
can utilize a PC computer using numerical methods to
perform the aperture integration of Eq. (20). To demon-
strate the behavior of various distributions discussed, a
computer code was applied to compute the secondary pat-
tern characteristic produced by a uniform cosine raised to
a power n, cosine on a pedestal p, and parabolic raised to
power n distributions. The results shown in Table 2 com-
pare the gain, beamwidth, and the first sidelobe levels of
each. All gain levels are compared with the uniform illu-
mination case.

6. BEAM EFFICIENCY

This discussion considers the effect of the aperture field
distribution on the beam and aperture efficiencies. For
many applications, the fraction of the total radiated ener-
gy that is in the main (null-to-null) antenna beam is im-
portant. This quantity, called the beam efficiency [20], can
be used to judge the ability of the antenna to discriminate
between signals received through its mainlobe and those
through the minor lobes.

Before we delve into this subject, it is helpful to review
some fundamentals. The mainbeam consists of the solid
angle

Om¼ yhpfhp ð26Þ

where yhp and fhp are the half-power beamwidths of the
mainlobes in the two principal planes, with minor lobes
neglected. The total-beam solid angle Oa consists of the
mainbeam solid angle plus the minor-lobe solid angle.
Furthermore, the ratio of the mainbeam solid angle to
the total-beam solid angle defines a property called the
beam efficiency Zb:

Zb¼
Om

Oa
ð27Þ

Table 2. Radiation Pattern Characteristics Produced by Various Circular Aperture Distributions

Distribution Comments

Normalized
Half-Power
Beamwidth
(deg) HPbw/

K

Normalized
Null-to-Null
Beamwidth

(deg)
NULLbw�/K

Sidelobe
Level (dB):

SLL dB

Normalized
Sidelobe

Angle (deg)
SLpos/K

Gain
Relative to

Uniform
(dB) G0 dB

Power Gain
Factor

Relative to
Uniform G0

power

Voltage Gain
Factor

Relative to
Uniform G0

volts

Uniform 59.33 140.00 �17.66 93.67 0.00 1.000 1.000

Cosine raised to
power n

n¼1 74.67 194.67 �26.07 119.33 �1.42 0.721 0.849

n¼2 88.00 250.00 �33.90 145.50 �2.89 0.514 0.717
n¼3 99.33 306.67 �41.34 173.00 �4.04 0.394 0.628
n¼4 110.00 362.67 �48.51 200.30 �4.96 0.319 0.564
n¼5 120.00 420.00 �55.50 228.17 �5.73 0.267 0.517

Cosine on a ped-
estal p

p¼0.0 74.67 194.67 �26.07 119.33 �1.42 1.000 1.000

p¼0.1 70.67 183.33 �25.61 112.67 �0.98 0.799 0.894
p¼0.2 68.67 174.00 �24.44 107.83 �0.66 0.859 0.927
p¼0.3 66.00 166.00 �23.12 104.17 �0.43 0.905 0.951
p¼0.4 64.67 159.60 �21.91 101.33 �0.27 0.9388 0.9689
p¼0.5 63.33 154.67 �20.85 99.47 �0.17 0.963 0.981
p¼0.6 62.00 150.67 �19.95 97.83 �0.09 0.9789 0.9894
p¼0.7 61.33 147.33 �19.18 96.47 �0.05 0.9895 0.9947
p¼0.8 60.67 144.00 �18.52 95.27 �0.02 0.9958 0.9979
p¼0.9 60.00 142.00 �17.96 94.57 �0.00 0.9991 0.9995
p¼1.0 59.33 140.00 �17.66 93.67 0.00 1.000 1.000

Parabolic raised
to power n

n¼0 59.33 140 �17.66 93.67 0.00 1.00 1.00

n¼1 72.67 187.33 �24.64 116.33 �1.244 0.701 0.866
n¼2 84.67 232.67 �30.61 138.67 �2.547 0.556 0.746
n¼3 94.67 277.2 �35.96 160.17 �3.585 0.438 0.662
n¼4 104.00 320.33 �40.91 181.33 �4.432 0.36 0.6
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In terms of the radiated intensity E(y,j) of a pencil beam
with boresight at (y¼ 0, j¼0), the beam efficiency can be
defined by [13]

Zb¼

Z yn=2

�yn=2

Z fn=2

�fn=2
Eðy;fÞEðy;fÞ� sin ydfdy

Z p

0

Z 2p

0
Eðy;fÞEðy;fÞ� sin ydfdy

ð28Þ

where yn and jn are the null-to-null beamwidths in the
two principal planes. Also, E(y,j)* denotes the conjugate of
E(y,j).

The directivity of the aperture antenna can be ex-
pressed as

D¼
4p
Oa
¼

4pAp

l2
ð29Þ

where Ap is the physical area of the aperture. The aperture
efficiency is defined as the ratio of the effective aperture
area Ae to the physical aperture area, or

Za¼
Ae

Ap
ð30Þ

so that the ratio of the aperture and beam efficiencies is [8]

Za

Zm

¼
AeOa

ApOm
ð31Þ

where Om is the mainbeam solid angle and Oa is the total-
beam solid angle, both of which are measured in steradi-
ans (sr). It is important to recognize, then, that the beam
efficiency and aperture efficiency are related to each other.

In general, the aperture and beam efficiencies must be
multiplied by a gain degradation factor due to phase er-
rors within the aperture given by [21]

Zpe¼ e�ð2pd=lÞ
2

ð32Þ

where d is the RMS phase error over the aperture. It is
assumed that the correlation intervals of the deviations
are greater than the wavelength. The controlling effect of
tapers on the beam and aperture efficiencies tends to de-
crease them as the phase error increases. The efficiencies
are also reduced by the presence of other phase errors.

The curves in Fig. 13 show that the beam efficiency
tends to increase with an increase in taper but the aper-
ture efficiency decreases. Maximum aperture efficiency oc-
curs for a uniform aperture distribution, but maximum
beam efficiency occurs for a highly tapered distribution. In
most cases a taper is used that is intermediate between
the two extremes.

7. APERTURE SYNTHESIS

To demonstrate the principles in aperture synthesis, con-
sider a one-dimensional line source of length Lw. Earlier,
in Eqs. (6) and (7), a Fourier transform pair was defined

relating the aperture distribution of a line source with the
far-field radiation pattern. In the synthesis process, we
wish to determine an aperture distribution that will result
in a desired radiation that is not necessarily a symmetric
beam; for instance, let us determine the well-known csc2y
(cosecant2y)-shaped beam used in a ground-mapping ra-
dar. In order to do this, we first express the illumination
function as a sum of N uniform distributions that have
relative weights cm and a relative linear aperture phase
function jm. This may be expressed mathematically as
follows:

EðxÞ¼
XN

m¼ 1

cmejfmx ð33Þ

The Fourier transform of this aperture distribution gives
us an expression for the far-field radiation pattern:

EðyÞ¼
Z Lw=2

�Lw=2

XN

m¼ 1

cmejðk sin yþfmÞxdx ð34Þ

which may be expressed in the form

EðyÞ¼
XN

m¼ 1

cm

sin ðk sin yþfmÞ
Lw

2

� �

ðk sin yþfmÞ
Lw

2

ð35Þ

Thus, each coefficient cm is responsible for a (sin x)/x type
of beam, and there are N different beams. The coefficients
may be obtained manually by estimating the number of
independent beams and their relative magnitudes and po-
sitions in angle space needed to approximate the desired
radiation pattern. The results may be extended by the
reader to a two-dimensional aperture.

The preceding equations form the basis for Woodward’s
aperture synthesis technique [6,28], which quantifies the
aperture illumination required to produce a given beam
shape that is desired. Another antenna synthesis method
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Figure 13. Form of beam and aperture efficiencies for an aper-
ture as a function of taper.
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called the virtual array synthesis method was more
recently published by Vaskelainen [22]. In this method,
the geometry of the virtual array is chosen so that there
will be a suitable synthesis method for that geometry, and
the synthesis of the virtual array can be done accurately.
The excitation values for the virtual array are trans-
formed into the excitation values of the actual array ge-
ometry. Matrix operations are simple and large arrays can
easily be synthesized. Further information on antenna
pattern synthesis techniques is given in Refs. 23–27.

8. MODERN FULL-WAVE METHODS [29]

Some aperture antennas can be addressed with analysis
approaches known as full-wave methods. The application
of such methods has rapidly expanded with the explosion
of high-power PC computers.

Analysis methods are called ‘‘full-wave’’ when they
start with the fundamental equations of electromagnetics
and discretize them such that they can be reduced to lin-
ear matrix equations suitable for solving by a computer.
The advantage is that there are no approximations in
principle, only the size of the discrete interval, which is
usually between 10 and 20 intervals per wavelength.
There are three primary full-wave methods used in elec-
tromagnetics: the finite-element method (FEM) [30–33],
the method of moments (MoM) [34–36], and the finite-dif-
ference time-domain (FDTD) method [37,38]. The MoM
discretizes Maxwell’s wave equations in their integral
form, the finite-difference method (FDM) discretizes the
equations in the differential form, and the FEM method
discretizes the equations after casting them in a varia-
tional form. All three techniques have been applied to ap-
erture antenna analysis [39–41].

The MoM method finds natural application to antennas
because it is based on surfaces and currents, whereas the
other two methods are based on volumes and fields. This
means that for MoM, only the antenna aperture surface
structure must be discretized and solved, whereas for
FEM and FDTD, all volumes of interest must be discreti-
zed. For antenna radiation, the far field would require an
inordinate amount of space were it not for the recent de-
velopment of absorbing boundary conditions. These
boundary conditions approximate the radiation conditions
of infinite distance in the space very near the radiating
structure.

The MoM works by solving for currents on all surfaces
in the presence of a source current or field. The radiated
field is then obtained by integration of these currents in
much the same way as it was obtained in the physical op-
tics (PO) approaches. Thus, the MoM can be applied to any
aperture antenna that the PO technique can be applied to,
unless the problem is too large for the available computer
resources. Ensemble [42] is a commercially available soft-
ware package that is a 2.5D (two and one-half–dimension-
al) MoM program used primarily for patch antennas or
antennas that can be modeled as layers of dielectrics and
conductors. If the top layer is a conductor with radiating
holes, the holes are aperture antennas, which this pro-
gram is designed to analyze.

There is another full-wave commercial software pack-
age that is widely used for aperture antenna problems: the
high-frequency structure simulator (HFSS) [43]. This is a
3D FEM software package with extensive modeling and
automatic meshing capability. It is best for horn antennas
or other kinds of antennas formed by apertures in various
nonlayered structures. The latest version uses the ‘‘per-
fectly matched layer’’ type of absorbing boundary condi-
tions.

In practice, full-wave methods cannot be directly ap-
plied to high-gain aperture antennas such as reflectors or
lenses without difficulties because these structures are
usually many wavelengths in size, requiring a large
amount of computational resources. Often, however, if
there is symmetry in the problem that can be exploited,
the number of unknowns for which to solve can be greatly
reduced. For instance, a high-gain reflector antenna that
has circular symmetry allows for body-of-revolution (BoR)
symmetry [44,45] simplifications in the modeling. Simi-
larly, a large lens requires a computer program with di-
electric capability [46] in addition to BoR symmetry
modeling.
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1. INTRODUCTION

Since the early nineteenth century, Fourier analysis has
played an important role in almost all branches of science
and engineering and in some areas of social science as
well. In this method a function is transformed from one
domain to another where many characteristics of the
function are revealed. One usually refers to this transform
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domain as the spectral, frequency, or wavenumber domain,
while the original domain is referred to as time or spatial
domain. In many applications, combined time–frequency
analysis of a signal provides useful information about the
physical phenomena; information that could not be ex-
tracted by either the time-domain or the frequency-do-
main analyses. For instance, in applications to
identification and classification of targets based on the
analysis of radar echo, time-domain scattering center
analysis [1,2] provides information about the local fea-
tures of the scatterer since these features appear as short
timepulses. Frequency-domain analysis of radar echo
using the singularity expansion method [3,4] provides
information about the global features of the target. The
combined time–frequency analysis can provide additional
information, such as the dispersive nature of the target
[5,6] and the dispersive nature of propagation in a trans-
mission line [7].

Another area of interest to the electromagnetics
community concerns solving boundary value problems
arising from scattering and propagation of electromag-
netic waves. Two of the main properties of wavelets
vis-à-vis boundary value problems are their hierarchical
nature and the vanishing moments properties. Because of
their hierarchical (multiresolution) nature, wavelets
at different resolutions (scales) are interrelated, a prop-
erty that makes them suitable candidates for multigrid-
type methods for solving partial-differential equations.
On the other hand, the vanishing-moment property,
causing wavelets, when integrated against a function of
certain order, to render the integral zero, is attractive in
sparsifying a dense matrix generated by an integral
equation.

In applications to discrete datasets, wavelets may be
considered as basis functions generated by dilations and
translations of a single function. Analogous to Fourier
analysis, there are wavelet series (WS) and integral
wavelet transforms (IWTs). In wavelet analysis, WS and
IWT are intimately related. The IWT of a finite-energy
function on the real line evaluated at certain points in
the timescale domain gives the coefficients for its
wavelet series representation. No such relation exists
between Fourier series and Fourier transform, which are
applied to different classes of functions; the former is
applied to finite-energy periodic functions, whereas the
latter is applied to functions that have finite energy over
the real line. Furthermore, Fourier analysis is global in
the sense that each frequency (time) component of
the function is influenced by all the time (frequency)
components of the function. On the other hand, wavelet
analysis is a local analysis. This local nature of wavelet
analysis makes it suitable for time–frequency analysis of
signals.

Wavelet techniques enable us to divide a complicated
function into several simpler ones and study them sepa-
rately. This property, along with fast wavelet algorithms
that are comparable in efficiency to fast Fourier transform
algorithms, makes these techniques very attractive in
analysis and synthesis problems.

In this article we discuss some wavelet applications to
electromagnetic problems. The organization of this article

is as follows. In the next section we give an overview of
wavelet theory. Sections 3 to 6 deal with solution of
integral equations arising from electromagnetic scattering
and transmission-line problems. Differential equations,
especially the multiresolution time-domain method, are
considered in Section 7. Readers may refer to the litera-
ture [5–7] for time-frequency analysis of electromagnetic
data.

2. WAVELET PRELIMINARIES

In this section we briefly describe the basics of wavelet
theory to facilitate subsequent discussion on its applica-
tion. More details on the topic may be found in the
literature [8–16].

2.1. Multiresolution Analysis

As pointed out before, multiresolution analysis (MRA)
plays an important role in the application of wavelets to
boundary value problems. In order to achieve MRA we
must have a finite-energy function (square integrable on
the real line) fðxÞ 2 L2ðRÞ, called a scaling function, that
generates a nested sequence of subspaces

f0g  	 	 	 
 V�1 
 V0 
 V1 
 	 	 	 ! L2 ð1Þ

and satisfies the dilation (refinement) equation, namely

fðxÞ¼
X

k

pkfð2x� kÞ ð2Þ

with {pk} belonging to the set of square summable biinfi-
nite sequences. The number 2 in (2) signifies ‘‘octave
levels.’’ In fact, this number could be any rational number,
but we will discuss only octave levels or scales. From (2)
we see that the function f(x) is obtained as a linear
combination of a scaled and translated version of itself,
and hence the term scaling function.

The subspaces Vj are generated by fj;kðxÞ :¼
2j=2fð2jx� kÞ; j, k 2 Z, where Z :¼f. . . ;�1; 0; 1; . . .g. For
each scale j, since Vj 
 Vjþ 1, there exists a complementary
subspace Wj of Vj in Vjþ 1. This subspace Wj, called
‘‘wavelet subspace,’’ is generated by cj;kðxÞ :¼ 2j=2c
ð2jx� kÞ, where cAL2 is called the ‘‘wavelet.’’ From the
discussion above, these results follow easily:

Vj1 [Wj1¼Vj2 j2¼ j1þ 1

Vj1 \ Vj2¼Vj2 j1 > j2

Wj1 \Wj2¼f0g j1Oj2

Vj1 \Wj2¼f0g j1 � j2

8
>>>>><

>>>>>:

ð3Þ

The scaling function f exhibits lowpass filter character-
istics in the sense that f̂fð0Þ¼ 1, where a hat over the
function denotes its Fourier transform. On the other hand,
the wavelet function c exhibits bandpass filter character-
istic in the sense that ĉcð0Þ¼ 0. Later in the article, we will
see some examples of wavelets and scaling functions.
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2.2. Properties of Wavelets

Some of the important properties that we will discuss in
this article are given below:

* Vanishing moment—a wavelet is said to have a
vanishing moment of order m if

Z 1

�1

xpcðxÞdx¼ 0; p¼ 0; . . . ;m� 1 ð4Þ

All wavelets must satisfy this condition for p¼ 0.
* Orthonormality—the wavelets {cj,k} form an ortho-

normal basis if

hcj;k;cl;mi¼ dj;ldk;m; for all j; k; l;m 2 Z ð5Þ

where dp,q is the Krönecker delta defined in the usual
way as

dp;q¼
1 p¼ q

0 otherwise

(
ð6Þ

The inner product /f1, f2S of two square integrable
functions f1 and f2 is defined as

hf1; f2i : ¼

Z 1

�1

f1ðxÞf
�
2 ðxÞdx

with f �2 ðxÞ, representing the complex conjugation of f2.
* Semiorthogonality—The wavelets {cj,k} form a semi-

orthogonal basis if

hcj;k;cl;mi¼ 0; jOl; for all j;k; l;m 2 Z ð7Þ

2.3. Wavelet Transform Algorithm

Given a function f(x)AL2, the decomposition into various
scales begins by mapping the function into a sufficiently
high-resolution subspace VM:

L23f ðxÞ7!fM ¼
X

k

aM;kfð2Mx� kÞ 2 VM ð8Þ

Now since

VM ¼WM�1þVM�1

¼WM�1þWM�2þVM�2

¼
XN

n¼1

WM�nþVM�N ;

ð9Þ

we can write

fMðxÞ ¼
XN

n¼ 1

gM�nðxÞþ fM�NðxÞ ð10Þ

where fM�N(x) is the coarsest approximation of fM(x) and

fjðxÞ ¼
X

k

aj;kfð2jx� kÞ 2 Vj ð11Þ

gjðxÞ¼
X

k

wj;kcð2jx� kÞ 2 Wj ð12Þ

If the scaling functions and wavelets are orthonormal, it
is easy to obtain the coefficients {aj,k} and {wj,k}. However
for the semiorthogonal case, we need a dual scaling
function ð ~ffÞ and dual wavelet ð ~ccÞ. Dual wavelets satisfy
the ‘‘biorthogonality condition’’:

hcj;k; ~ccl;mi¼ dj;l 	 dk;m; j; k; l;m 2 Z ð13Þ

For the semiorthogonal case, both c and ~cc belong to the
same space Wj for an appropriate j; likewise f and ~ff
belong to Vj. One difficulty with semiorthogonal wavelets
is that their duals do not have compact support. We can
achieve compact support for both ~ff and ~cc if we forgo the
orthogonality requirement that Vj>Wj. In such a case we
get ‘‘biorthogonal wavelets’’ [17] and two MRAs, {Vj} and
f ~VVjg. In this article we will discuss application of ortho-
normal and semiorthogonal wavelets only.

3. INTEGRAL EQUATIONS

Integral equations appear frequently in practice, particu-
larly the first-kind integral equations [18] in inverse
problems. These equations can be represented as

LKf ¼

Z b

a

f ðx0ÞKðx; x0Þdx0 ¼ gðxÞ ð14Þ

where f(x) is an unknown function, K(x, x0) is the known
kernel that might be the system impulse response or
Green’s function, and g(x) is the known response function.

3.1. Electromagnetic Scattering

Consider the problem of electromagnetic scattering by an
infinitely long metallic cylinder, as shown in Fig. 1. For
such a problem, electric surface current Jsz is related to
the incident electric field via an integral equation

jom0

Z

C

Jszðl
0ÞGðl; l0Þdl0 ¼Ei

zðlÞ ð15Þ

where

Gðl; l0Þ ¼
1

4j
Hð2Þ0 ðk0jrðlÞ � rðl0ÞjÞ ð16Þ

with the wavenumber k0¼ 2p/l0. The electric field Ei
z is

the z component of the incident electric field and Hð2Þ0 is the
second-kind Hankel function of order 0, and l0 is the
wavelength in free space. Here, the contour of integration
has been parameterized with respect to the chord length.
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The field component Ei
z can be expressed as

Ei
zðlÞ¼E0 exp½jk0ðxðlÞ cosfiþ yðlÞ sinfiÞ� ð17Þ

where fi is the angle of incidence.
Scattering from a thin perfectly conducting strip, as

shown in Fig. 2a, gives rise to an equation similar to (15).
For this case, we have

Z h

�h

Jsyðz
0ÞGðz; z0Þdz0 ¼Ei

yðzÞ ð18Þ

where G(z, z0) is as given by (16).
As a final example of the scattering problem, consider

scattering from a thin wire as shown in Fig. 2b. Here the
current on the wire and the incident field are related to
each other as

Z l

�l

Iðz0ÞKwðz; z
0Þdz0 ¼ � EiðzÞ ð19Þ

where the kernel Kw is given by

Kwðz; z
0Þ ¼

1

4pjoe0

expð�jk0RÞ

R5

� ½ð1þ jk0RÞ� ð2R2 � 3a2Þ þk2
0a2R2�

ð20Þ

EiðzÞ¼E0 sin y exp ðjk0z cos yÞ ð21Þ

This kernel is obtained by interchanging integration and
differentiation in the integrodifferential form of Pockling-
ton’s equation and using the reduced kernel distance R¼
[a2
þ (z� z0)2]1/2, where a is the radius of the wire [19].
All the equations described thus far have the form of a

first-kind integral equation, namely

Z b

a

f ðx0ÞKðx; x0Þdx0 ¼ gðxÞ ð22Þ

where f is the unknown function and the kernel K and the
functions g are known. Here the objective is to reconstruct
the function f from a set of known data (possibly mea-
sured) g. The kernel K may be regarded as the impulse
response function of the system.

Although we discuss the solution technique for first-
kind integral equations only, the method can be extended
to second-kind equations [20,21] and higher-dimensional
integral equations [22].

3.2. Transmission-Line Discontinuity

As an example of electromagnetic propagation in a trans-
mission line, consider the problem of characterizing one
discontinuity of a coplanar waveguide, shown in Fig. 3.
The problem can be formulated by separating the config-
uration of Fig. 3a into two parts with the help of the
equivalence principle [23], according to which the slot
regions can be replaced by equivalent surface magnetic

n

�(l )

XZ

Y

Ez
i

�(l ′)

l

C

�i

l
∧

∧

Figure 1. Cross section of an infinitely long metallic cylinder
illuminated by a TM plane wave.

Ei

Ei

X

(a)

(b)

Z

Z

X

Y

2a

Figure 2. (a) A thin half-wavelength-long metallic strip illumi-
nated by a TM wave; (b) a thin wire of length l/2 and thickness l/
1000 illuminated by a plane wave.
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current, namely

MsðrÞ¼EðrÞ� ẑz; r 2 D : ¼Dþ [D� ð23Þ

where Dþ :¼ {x, y, z|xA(s, sþ 2d), yA(�N, 0], z¼ 0}, and
D�:¼ {x, y, z|xA(� s, � s � 2d), yA(�N,0], z¼ 0}. Then
we can write the magnetic field integral equation by
enforcing the boundary condition

ẑz�HðrÞ¼ 0; r 2 D ð24Þ

with H(r)¼H1(r)�H2(r). The magnetic field is given by

HðrÞ¼

Z

Dþ

GHM
ðr; r0Þ 	M þ

s ðr
0Þdr0

þ

Z

D�

GHM
ðr; r0Þ 	M�s ðr

0Þdr0
ð25Þ

GHM
ðr; r0Þ ¼GHM;I

ðr; r0Þ þGHM;II
ðr; r0Þ ð26Þ

where the superscripts I and II denote two half-spaces (see
Fig. 3b). Details on solving discontinuity problem using
wavelets in spectral domain may be found in Ref. 22.

4. MATRIX EQUATION GENERATION

In this section, we will attempt to solve integral equations
discussed in the last section. The first step in solving any
integral or differential equation is to convert these into a
matrix equation to be solved for the unknown coefficients.

The goal is to transform Eq. (14) into a matrix equation

Zi¼ v ð27Þ

where Z is a two-dimensional matrix, sometimes referred to
as the impedance matrix, i is the column vector of unknown
coefficients to represent f, and v is another column vector
related to g. Computation time depends largely on the way
we obtain and solve (27). In the following section we
describe conventional and wavelet basis functions that
are used to represent the unknown function.

4.1. Conventional Basis Functions

The unknown function f(x) can be written as

f ðxÞ ¼
X

n

inbnðxÞ ð28Þ

where {bn} form a complete set of basis functions. These
bases may be ‘‘global’’ (entire-domain), extending the
entire length [a, b] or be ‘‘local’’ (subdomain), covering
only a small segment of the interval, or a combination of
both. Some of the commonly used subdomain basis func-
tions are shown in Fig. 4.

For an exact representation of f(x), we may need an
infinite number of terms in the series presented above.
However, in practice, a finite number of terms suffice for a
given acceptable error. Substituting the series representa-
tion of f(x) into the original equation (14), we get

XN

n¼ 1

inLKbn � g ð29Þ

For the present discussion we will assume N to be large
enough that this representation is exact. Now by taking
the inner product of (29) with a set of weighting functions
or testing functions {tm: m¼ 1,y,M}, we get a set of linear
equations

XN

n¼1

inhtm;LKbni¼ htm; gi; m¼ 1; . . . ;M ð30Þ

�0, �0

Z

X

Y

2

1

3

, 2d 2s 2d

p

�0, �0

� �h

(a)

−

Ms

,� �

�0, �0

�0, �0

+
Ms

+

I

II

−

−Ms −Ms

(b)

Figure 3. (a) Short-circuited coplanar waveguide with uniaxial
substrate; (b) equivalent problem.

x1 x2 x1 x2 x3

(a) (b)

(c) (d)

x1 x2 x1 x2 x3

Figure 4. Typical subdomain basis functions: (a) piecewise con-
stant, (b) piecewise linear, (c) piecewise cosine, and (d) piecewise
sine functions.
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which can be written in the matrix form as

½Zmn�½in� ¼ ½vm� ð31Þ

where

Zmn¼htm;LKbni; m¼ 1; . . . ;M; n¼ 1; . . . ;N

vm¼htm; gi; m¼ 1; . . . ;M

The solution of the matrix equation gives the coefficients
{in} and thereby the solution of the integral equations. Two
main choices of the testing functions are (1) tm(x)¼
d(x� xm), where xm is a discretization point in the domain;
and (2) tm(x)¼ bm(x). In the former case the method is
called point matching, whereas the latter method is
known as the Galerkin method. The method so described
and those to be discussed in the following sections are
generally referred to as ‘‘method of moments’’ (MoM) [24].
We will call MoM with conventional bases as ‘‘conven-
tional MoM’’ and the method with wavelet bases, ‘‘wavelet
MoM.’’ Observe that the operator LK in the preceding
paragraphs could be any linear operator—differential as
well as integral.

4.2. Wavelet Bases

Conventional bases (local or global), when applied directly
to the integral equations, generally lead to a dense (fully
populated) matrix Z. As a result, the inversion and the
final solution of such a system of linear equations are very
time-consuming. In later sections it will be clear why
conventional bases give a dense matrix while wavelet
bases produce sparse matrices. Observe that conventional
MoM is a single-level approximation of the unknown
function in the sense that the domain of the function
(e.g., [a, b]), is discretized only once, even if we use
nonuniform discretization of the domain. Wavelet MoM
as we will discuss, on the other hand, is inherently multi-
level in nature.

Beylkin et al. [25] first proposed the use of wavelets in
sparsifying an integral equation. Alpert et al. [20] used
‘‘waveletlike’’ basis functions to solve second-kind integral
equations. In electrical engineering, wavelets have been
used to solve integral equations arising from electromag-
netic scattering and transmission-line problems [22,26–
40]. In what follows we briefly describe four different ways
in which wavelets have been used in solving integral
equations.

4.2.1. Use of Fast Wavelet Algorithm. In this method,
the impedance matrix Z is obtained via the conventional
method of moments using basis functions such as trian-
gular functions, and then wavelets are used to transform
this matrix into a sparse matrix [26,27]. Consider a matrix
W formed by wavelets. This matrix consists of the decom-
position and reconstruction sequences and their trans-
lates. We have not discussed these sequences here, but

readers may find these sequences in any standard book on
wavelets [e.g., 8–16].

Transformation of cite original MoM impedance matrix
into the new wavelet basis is obtained as

WZWT . ðWTÞ
�1i¼Wv ð32Þ

which can be written as

Zw . iw¼ vw ð33Þ

where WT represents the transpose of the matrix W. The
new set of wavelet-transformed linear equations are

Zw¼WZWT ð34Þ

iw¼ ðW
TÞ
�1i ð35Þ

vw¼Wv ð36Þ

The solution vector i is then given by

i¼WTðWZWTÞ
�1Wv ð37Þ

For orthonormal wavelets WT
¼W� 1 and the trans-

formation (32) is ‘‘unitary similar.’’ It has been shown
[26,27] that the impedance matrix Zw is sparse, winch
reduces the inversion time significantly. Discrete wavelet
transform (DWT) algorithms can be used to obtain Zw.
Readers may find the details of discrete wavelet transform
(octave scale transform) in any standard book on wavelets.
In some applications it may be necessary to compute
the wavelet transform at nonoctave scales. Readers are
referred to the literature [7,41,42] for details on such
algorithms.

4.2.2. Direct Application of Wavelets. In another
method of applying wavelets to integral equations, wave-
lets are directly applied; that is, first the unknown func-
tion is represented as a superposition of wavelets at
several levels (scales) along with the scaling function at
the lowest level, prior to using Galerkin’s method de-
scribed before.

In terms of wavelets and scaling functions we can write
the unknown function f in (14) as

f ðxÞ¼
Xju

j¼ j0

XKðjÞ

k¼K1

wj;k cj;kðxÞ

þ
XKðj0Þ

k¼K1

aj0 ;k fj0 ;kðxÞ

ð38Þ

where we have used the multiscale property (10).
It should be pointed out here that the wavelets {cj,k} by

themselves form a complete set; therefore, the unknown
function could be expanded entirely in terms of the wave-
lets. However, to retain only a finite number of terms in
the expansion, the scaling function part of (38) must be
included. In other words, {cj,k}, because of their bandpass
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filter characteristics, extract successively lower and lower
frequency components of the unknown function with
decreasing values of the scale parameter j, while fj0 ;k,
because of its lowpass filter characteristics, retains the
lowest frequency components or the coarsest approxima-
tion of the original function.

In Eq. (38), the choice of j0 is restricted by the order of
the wavelet, while the choice of ju is governed by the
physics of the problem. In applications involving electro-
magnetic scattering, as a ‘‘rule of thumb’’ the highest
scale, ju, should be chosen such that 1=2ju þ 1 does not
exceed 0.1l0, where l0 is the operative wavelength.

When (38) is substituted in (14), and the resultant
equation is tested with the same set of expansion func-
tions, we get a set of linear equations

½Zf;f� ½Zf;c�

½Zc;f� ½Zc;c�

" #
½aj0 ;k�k

½wj;n�j;n

" #
¼
hv;fj0 ;k 0 ik 0

hv;cj 0 ;k 0 ij 0 ;k 0

" #
ð39Þ

where the c term of the expansion function and the f term
of the testing function give rise to the [Zf,c] portion of the
matrix Z. A similar interpretation holds for [Zf,f], [Zc,f],
and [Zc,c].

By carefully observing the nature of the submatrices,
we can explain the ‘‘denseness’’ of the conventional MoM
and the ‘‘sparseness’’ of the wavelet MoM. Unlike wave-
lets, the scaling functions discussed in this article do not
posses the vanishing moments properties. Consequently,
for two pulse or triangular functions f1 and f2 (usual
bases for the conventional MoM and suitable candidates
for the scaling functions), even though /f1, f2S¼ 0
for nonoverlapping support, /f1, LKf2S is not very
small since Lkf2 is not small. On the other hand, as is
clear from the vanishing-moment property (4) of a wavelet
of order m, the integral vanishes if the function against
which the wavelet is being integrated behaves as a poly-
nomial of a certain order ‘‘locally.’’ Away from the singular
points the kernel has a polynomial behavior locally.
Consequently, integrals such as (LKcj,n) and the inner
products involving wavelets are very small for nonover-
lapping support.

Because of its ‘‘total positivity’’ property [11, pp. 207–
209], the scaling function has a ‘‘smoothing’’ or ‘‘variation
diminishing’’ effect on a function against which it is
integrated. The smoothing effect can be understood as
follows. If we convolve two pulse functions, both of which
are discontinuous but totally positive, the resultant func-
tion is a linear B-spline (triangular function) that is
continuous. Likewise, if we convolve two linear B-splines,
we get a cubic B-spline that is twice continuously differ-
entiable. Analogous to these, the function LKfj0 ;k is
smoother than the kernel K itself. Furthermore, because
of the MRA properties that give

hfj;k;cj 0 ;li¼ 0; j � j0 ð40Þ

the integrals hfj0 ;k 0 ; ðLKcj;nÞi and hcj 0 ;n 0 ; ðLKfj0 ;kÞi are quite
small.

The [Zf,f] portion of the matrix, although diagonally
dominant, usually does not have entries that are very

small compared to the diagonal entries. In conventional
MoM case, all the elements of the matrix are of the form
/fj,k0,(LKfj,k)S. Consequently, we cannot, threshold such
a matrix in order to sparsify it. In wavelet MoM case, the
entries of [Zf,f] occupy a very small portion (5 � 5 for
linear and 11 � 11 for cubic spline cases) of the matrix,
while the rest contain entries whose magnitudes are very
small compared to the largest, entry; hence a significant
number of entries can be set to zero without affecting the
solution appreciably.

4.2.3. Wavelets in Spectral Domain. In the previous
section, we have used wavelets in the space domain. The
local support and vanishing-moment properties of wavelet
bases were used to obtain a sparse matrix representation
of an integral equation. In some applications, particularly
in spectral-domain methods in electromagnetics, wavelets
in the spectral domain may be quite useful. Whenever we
have a problem in which the unknown function is ex-
panded in terms of the basis function in the space (time)
domain while the numerical computation takes place in
the spectral (frequency) domain, we should look at the
space–spectral window product in order to determine the
efficiency of using a particular basis function. According to
the ‘‘uncertainty principle,’’ the space–spectral window
product of a square integrable function cannot be less
than 0.5; the lowest value is possible only for functions of
Gaussian class. Because of the nearly optimal space–
spectral window product of the cubic spline and the
corresponding semiorthogonal wavelet, the improper in-
tegrals appearing in many spectral-domain formulations
of integral equations can be evaluated efficiently. This is
due to the fact that higher-order wavelets generally have
faster decay in the spectral domain. The spectral-domain
wavelets have been used to solve the transmission-line
discontinuity problem [22].

4.2.4. Wavelet Packets. The discrete wavelet packet
(DWP) similarity transformation has been used to obtain
a higher degree of sparsification of the matrix than is
achievable using the standard wavelets [38]. It has also
been shown that the DWP method gives faster matrix-
vector multiplication than do some of the fast multipole
methods.

In the standard wavelet decomposition process, first we
map the given function to a sufficiently high-resolution
subspace (VM) and obtain the approximation coefficients
{aM,k} (see Section 2). The approximation coefficients
{aM� 1,k} and wavelet coefficients {wM� 1,k} are computed
from {aM,k}. This process continues; that is, the coefficients
for the next-lower level M� 2 are obtained from {aM� 1,k},
and so on. Observe that in this scheme, only approxima-
tion coefficients {aj,k} are processed at any scale j; the
wavelet coefficients are merely the outputs and remain
untouched. In a wavelet packet, the wavelet coefficients
are also processed, which, heuristically, should result in a
higher degree of sparsity since in this scheme, the fre-
quency bands are further divided compared with the
standard decomposition scheme.
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4.3. Intervallic Wavelets

Wavelets on the real line have been used to solve integral
equations arising from electromagnetic scattering and
waveguiding problems. The difficulty with using wavelets
on the entire real line is that the boundary conditions need
to be enforced explicitly. Some of the scaling functions and
wavelets must be placed outside the domain of integra-
tion. Furthermore, because of truncation at the boundary,
the vanishing-moment property is not satisfied near the
boundary. Also, in signal processing uses of these wavelets
lead to undesirable jumps near the boundaries. We can
avoid this difficulty by periodizing the scaling function as
[10, Sect. 9.3]

fp
j;k : ¼

X

l

fj;kðxþ lÞ ð41Þ

where the superscript ‘‘p’’ implies periodic case. Periodic
wavelets are obtained in a similar way. It is easy to show
that if f̂fð2pkÞ¼ dk;0, which is generally true for the scaling
functions, then Skf(x� k)�1. If we apply the last relation,
which is also known as the ‘‘partition of unity’’ to (41),
we can show that ffp

0;0g [ fc
p
j;k; j 2 Zþ : ¼f0; 1; 2; . . .g;

k¼ 0; . . . ; 2 j � 1g generates L2([0,1]).
Periodic wavelets have been used in other studies

[35–37]. However, as mentioned elsewhere [10, Sect.
10.7], unless the function that is being approximated by
the periodized scaling functions and wavelets has the
same values at the boundaries, we still have ‘‘edge’’
problems at the boundaries. To circumvent these difficul-
ties, wavelets, constructed especially for a bounded inter-
val, have been introduced in [40]. Details on intervallic
wavelets may be found in the literature [40,43–45]. Most
of the time, we are interested in knowing the formulas for
these wavelets rather than delving into the mathematical
rigor of their construction. These formulas may be found
in the literature [16,40].

Wavelets on a bounded interval satisfy all the proper-
ties of regular wavelets that are defined on entire real line;
the only difference is that in the former case, there are a
few special wavelets near the boundaries. Wavelets and
scaling functions whose support lies completely inside the
interval have properties that are exactly same as those of
regular wavelets. As an example consider semiorthogonal
wavelets of order m. For this case the scaling functions (B-
splines of order m) have support [0, m], whereas the
corresponding wavelet extends the interval [0, 2 m� 1].
If we normalize the domain of the unknown function from
[a, b] to [0, 1] then there will be 2 j segments at any scale j
(discretization step¼ 2� j). Consequently, in order to have
at least one complete inner wavelet, the following condi-
tion must be satisfied:

2 j � 2m� 1 ð42Þ

For j satisfying this condition, there are m� 1 boundary
scaling functions and wavelets at 0 and 1, and 2 j

�mþ 1
inner scaling functions and 2 j

� 2mþ 2 inner wavelets.
Figure 5 shows all the scaling functions and wavelets for
m¼ 2 at the scale j¼ 2. All the scaling functions for m¼ 4

and j¼ 3 are shown in Fig. 6a, while Fig. 6b gives only the
corresponding boundary wavelets near x¼ 0 and one inner
wavelet. The rest of the inner wavelets can be obtained
by simply translating the first one whereas the
boundary wavelets near x¼ 1 are the mirror images of
ones near x¼ 0.

5. NUMERICAL RESULTS

In this section we present some numerical examples for
applications of wavelets to time–frequency analysis and
integral equations. The purpose of these results is to give
readers an idea of how wavelets can be applied. These
examples can certainty be solved by other methods more
efficiently, but they help understand wavelet approach in a
simpler way.

Because of page limitations, we present only one ex-
ample from electromagnetic scattering problems, the one
for a cylindrical geometry. Numerical results for strip and
wire problems can be found in Ref. 31. Results for spectral-
domain applications of wavelets to transmission-line dis-
continuity problems may be found in Ref. 22. For more
applications of wavelets to electromagnetic problems,
readers may refer to Ref. 39.

The matrix equation (39) is solved for a circular
cylindrical surface [40]. The surface current distribution
is computed using linear and cubic spline wavelets.
The wavelet MoM results are compared with the conven-
tional MoM results. To obtain the conventional MoM
results, we have used triangular functions for both
expanding the unknown current distribution and testing
the resultant equation. The conventional MoM results
have been verified with a series solution [23]. The results
of the conventional MoM and the wavelet MoM agree very
well.

We want to show how ‘‘thresholding’’ affects the final
solution. By ‘‘thresholding,’’ we mean setting those ele-
ments of the matrix to zero that are smaller (in magni-
tude) than some positive number d(0rdo1), called the
threshold parameter, times the largest element of the
matrix.

Let zmax and zmin be the largest and the smallest
elements of the matrix in (39). For a fixed value of the
threshold parameter d, define percent relative error (ed) as
[40]

ed : ¼
jjf0 � fdjj2
jjf0jj2

� 100 ð43Þ

and percent sparsity (Sd) as

Sd : ¼
N0 �Nd

N0
� 100 ð44Þ

where fd represents the solution obtained from (39) when
the elements whose magnitudes are smaller than dzmax

have been set to zero. Similarly, Nd is the total number of
elements left after thresholding. Clearly, f0(x)¼ f (x) and
N0¼N2, where N is the number of unknowns.
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Table 1 gives an idea of the relative magnitudes of
the largest and the smallest elements in the matrix for
conventional and wavelet MoM. As is expected, because of
their higher vanishing moment property, cubic spline
wavelets give the higher ratio, zmax/zmin.

The matrix elements with d¼ 0.0002 for the linear
spline case are shown in Fig. 7. Figures 8 and 9 give an
idea of the pointwise error in the solution for linear and
cubic spline cases for different values of threshold para-
meter.

It is worth pointing out here that regardless of the size
of the matrix, only 5 � 5 in the case of the linear spline
and 11 � 11 in the case of the cubic splines remain
unaffected by thresholding; a significant number of the
remaining elements can be set to zero without causing
much error in the solution.

6. SEMIORTHOGONAL VERSUS ORTHOGONAL
WAVELETS

Both semiorthogonal and orthogonal wavelets have been
used for solving integral equations. A comparative study
of their advantages and disadvantages has been reported
[31]. The orthonormal wavelet transformation, because
of its unitary similar property, preserves the condition

number (k) of the original impedance matrix Z; semiortho-
gonal wavelets do not. Consequently, the transformed
matrix equation may require more iterations to converge
to the desired solution. Some preliminary results compar-
ing the condition number of matrices for different cases
are given in Table 2 (where ON¼ orthonormal and SO¼
semiorthogonal).

In applying wavelets directly to solve integral equa-
tions, one of the most attractive features of semiorthogo-
nal wavelets is that closed-form expressions are available
for such wavelets [16,40]. Few of the continuous ON
wavelets can be written in closed form.

One thing to be kept in mind is that, unlike signal
processing applications where one usually deals with a
discretized signal and decomposition and reconstruction
sequences, here in the boundary value problem we often
have to compute the wavelet and scaling function values
at any given point. For a strip/thin-wire case, a compar-
ison of the computation time and sparsity is summarized
in Tables 3 and 4 [31].

Semiorthogonal wavelets are symmetric and hence
have generalized linear phase [11, pp. 160–174], an im-
portant factor in function reconstruction. It is well known
[10, Sect. 8.1] that symmetric or antisymmetric, real-
valued, continuous, and compactly supported ON scaling
functions and wavelets do not exist. Finally, in using
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Figure 5. (a) Linear spline (m¼2) scaling func-
tions on [0,1]; (b) linear spline wavelets on [0,1].
The subscripts indicate the order of spline (m),
scale (j), and the position (k), respectively [40].
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wavelets to solve spectral domain problems, as discussed
before, we need to look at the time–frequency window
product of the basis. Semiorthogonal wavelets approach
the optimal value of the time–frequency product, which is
0.5, very fast. For instance, this value for the cubic spline
wavelet is 0.505. It has been shown [46] that this product
approaches to N with the increase in smoothness of ON
wavelets.

7. DIFFERENTIAL EQUATIONS

An ordinary differential equation (ODE) can be repre-
sented as

Lf ðxÞ¼ gðxÞ; x 2 ½0; 1� ð45Þ

with

L¼
Xm

j¼ 0

ajðxÞ
dj

dxj
ð46Þ

and some appropriate boundary conditions. If the coeffi-
cients {aj} are independent of x, then the solution can
be obtained via a Fourier method. However, in the ODE
case, with nonconstant coefficients, and in PDEs, we
generally use finite-element or finite-difference-type
methods.

7.1. Multigrid Method

In the traditional finite-element method (FEM), local
bases are used to represent the unknown function and
the solution is obtained by Galerkin’s method, similar to
the approach described in previous sections. For the
differential operator, we get sparse and banded stiffness
matrices that are generally solved using iterative techni-
ques, such as the Jacobi method.

One disadvantage of conventional FEM is that the
condition number (k) of the stiffness matrix grows as
O(h�2), where h is the discretization step. As a result,
the convergence of the iterative technique becomes slow
and the solution becomes sensitive to small perturbations
in the matrix elements. If we study how the error
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Figure 6. (a) Cubic spline (m¼4) scaling func-
tions on [0,1]; (b) cubic spline wavelets on [0,1].
The subscripts indicate the order of spline (m),
scale (j), and the position (k), respectively [40].

Table 1. Relative Magnitudes of Largest and Smallest
Elements of Matrix for Conventional and Wavelet MoM (a
¼0.1k0)

Conventional
MoM

Wavelet
MoM (m¼2)

Wavelet
MoM (m¼4)

Zmax 5.377 0.750 0.216
Zmin 1.682 7.684 � 10� 8 8.585 � 10�13

Ratio 3.400 9.761 � 106 2.516 � 1011

Source: Ref. 40.
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decreases with iteration in iterative techniques, such as
the Jacobi method, we find that the error decreases
rapidly for the first few iterations. After that, the rate at
which the error decreases slows down [47, pp. 18–21].
Such methods are also called ‘‘high-frequency methods’’
since these iterative procedures have a ‘‘smoothing’’ effect
on the high-frequency portion of the error. Once this
portion is eliminated, convergence becomes quite slow.
After the first few iterations, if we could rediscretize
the domain with coarser grids and thereby go to lower

frequency, the convergence rate would be accelerated.
This leads us to a multigrid-type method.

Multigrid or hierarchical methods have been proposed
to overcome the difficulties associated with the conven-
tional method [47–63]. In this technique one performs a
few iterations of the smoothing method (Jacobi type), and
then the intermediate solution and the operator are
projected to a coarse grid. The problem is then solved at
the coarse grid, and by interpolation one goes back to the
finer grids. By going back and forth between finer and
coarser grids, the convergence can be accelerated. It has
been shown for elliptic PDEs, that for wavelet-based
multilevel methods, the condition number is independent
of discretization step [i.e., k¼O(1)] [58]. The multigrid
method is too involved to discuss in this article. Readers
are encouraged to look at the references provided at the
end of this article.

Multiresolution aspects of wavelets have also been
applied in evolution equations [62,63]. In evolution pro-
blems, the space and time discretizations are interrelated
to gain a stable numerical scheme. The timestep must be
determined from the smallest space discretization. This
makes the computation quite complex. A spacetime adap-
tive method has been introduced [63] where wavelets have
been used to adjust the spacetime discretization steps
locally.

7.2. Multiresolution Time-Domain (MRTD) Method

The explosive growth in wireless communications (3G
Cellular Systems, 802.11 WLANs) has spawned a great
deal of research in electronic packaging for high-perfor-
mance devices. Silicon-embedded components, ultracom-
pact efficient antenna technology, and micromachining
technology are critical to meet the cost and performance
requirements for a higher level of multifunction integration
in the development of wireless transceivers, since they can

Figure 7. A typical grayscale plot of the matrix elements
obtained using linear wavelet MoM. The darker color represents
larger magnitude. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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considerably reduce the MMIC real estate and the amount
of needed discrete elements. In addition, advances in
device processing are enabling the creation of increasingly
compact microwave circuits. These circuits incorporate a
high degree of functionality through the combination of
many microwave components in close proximity. These
advanced devices often utilize geometries with high aspect
ratios, small feature size, and moving parts. These char-
acteristics, which are necessary to the operation of these
devices, often lead to difficulties in predicting perfor-
mance. The simulation of these complex devices requires
the use of extremely small elements or cells, which can tax
many simulation tools beyond their limits. This has led to
the use of a combination of methods, such as full-wave
simulation and microwave circuit simulation, or, if higher
accuracy is required, the use of a parallel full-wave
simulator on specialized hardware. For the modeling of
all of these wireless elements, time-domain full-wave
techniques demonstrate numerous advantages since
they are robust and easy to program, and they can use
wideband excitations that allow for one simulation to
cover the entire frequency band of interest and can be
easily parallelized on relatively inexpensive hardware,
making it possible to simulate large structures.

The FDTD [67,70] method is one of the most mature
and versatile time-domain numerical techniques and has
been used for a wide variety of structures. The use of
variable gridding along with effective parallelization ap-
proaches allows fine details of large structures to be
modeled. Curves and diagonal elements can be modeled
using stair stepping. In addition, a wide variety of FDTD
enhancements make possible the modeling of small gaps,
multidielectric/membrane configurations and resonating
passives. Macroscopic results, such as S parameters and
impedances, can be determined by probing and comparing
voltages and currents at different points in the structure.
The multiresolution time-domain technique (MRTD)

[62,65] is an adaptive generalization of the FDTD techni-
que that is based on the principles of multiresolution
analysis and makes use of wavelets to alleviate the
computational burdens of FDTD for complex or large
structures, such as multilayer packages or MEMS, where
the position of the boundaries is time changing and the
membrane thickness is much smaller than any other
detail in the transverse direction. The MRTD technique
allows the cell resolution to vary with both time and
position. The wavelets can be used to represent higher
levels of detail along with higher-frequency content. As
fields propagate through the structure, the resolution can
be varied to allow for the rapidly changing fields.

The multiresolution time-domain (MRTD) technique
uses a wavelet discretization of Maxwell’s equations to
provide a time- and space-adaptive electromagnetic mod-
eling scheme. The advantage of this method is that it can
use much larger cells than similar methods [64], such as
finite-difference time-domain (FDTD). The number of
basis functions used in each cell can be varied as a
function of space and time [71]. In this way, grids of
complex structures can use high-resolution cells in areas
of large field variation and lower-resolution cells else-
where. The multiresolution time-domain technique draws
its name from the application of multiresolution principles
to Maxwell’s equations. In the application of the method,
the electric and magnetic fields are expanded into a
scaling and wavelet functions and then inserted into
Maxwell’s equations. The method of moments is then
applied to these equations. This leads to a time marching
scheme much like the finite-difference time-domain tech-
nique. The advantage of this technique over other meth-
ods is that wavelets can be added or subtracted during to
the simulation at any point in the grid. In this way the
grid can react to both complex geometry and rapid
changes in the field as it propagates through the grid.
The choice of wavelet basis functions determines the
characteristics of the MRTD scheme. The Battle–Lemarie
[72,73], the Daubechies [10], and other wavelet basis (e.g.,
biorthogonal wavelets [17,68,74]) have been successfully
applied and demonstrated significant savings in memory
and execution time requirements by one and two orders of
magnitude, respectively [75–79] with respect to the FDTD
technique. The stability and dispersion performance of
entire-domain (e.g., Battle–Lemarie) MRTD schemes has
been investigated for different stencil sizes and for zero-
resolution wavelets [80]. Analytical expressions for the
maximum stable timestep have been derived. Larger

Table 2. Effect of Wavelet Transform Using Semiorthogonal and Orthonormal Wavelets on Condition Number of Impedance
Matrixa

Condition Number k

Basis and Transform Number of Unknowns Octave Level d Sd ed Before Threshold After Threshold

Pulse and none 64 NAb NAb 0.0 2.6 � 10�5 14.7 —
Pulse and SO 64 1 7.2 � 10�2 46.8 0.70 16.7 16.4
Pulse and ON 64 1 7.5 � 10�3 59.7 0.87 14.7 14.5

aThe original impedance matrix is generated using pulse basis functions.
bData not available.

Table 3. Comparison of CPU Time (in seconds) per Matrix
Element for Spline, Semiorthogonal, and Orthonormal
Basis Function [31]

Wire Plate

Spline 0.12 0.25�10�3

SO wavelet 0.49 0.19
ON wavelet 4.79 4.19

Source: Ref. 31.
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stencils decrease the numerical phase error, making it
significantly lower than FDTD for low and medium dis-
cretizations. Stencil sizes greater than 10 offer a smaller
phase error than does FDTD even for discretizations close
to 50 cells per wavelength. The enhancement of wavelets
further improves the dispersion performance for discreti-
zations close to the Nyquist limit (23 cells per wavelength)
making it comparable to that of much denser grids (10–15
cells per wavelength), although it decreases the value of
the maximum timestep guaranteeing the stability of the
scheme. The finite-domain Haar basis functions (Fig. 10)
provide a convenient tool for the transition from FDTD to
MRTD due to their compact support, and to their similar-
ity with the FDTD pulse basis, thus providing an effective
demonstration tool for this section. In order to create an
efficient scheme, Wavelet systems are usually chosen to
create sparse discretizations of the modeled equations.
The multiresolution time-domain (MRTD) [62] technique
makes possible the application of wavelet decomposition
principles to the space discretization of Maxwell’s equa-

tions. The practical outcome of this application is a time-
space-adaptive grid. This grid is very useful because the
resolution can be customized to match a given structure
using a minimum number of grid points. Through careful
application of thresholding [64], this effect can be en-
hanced by allowing the resolution to be changed based
on the requirements of representing the waveform as a
function of time. The use of wavelets, however, is not
without a price and the application of localized effects
becomes difficult.

The quantities that are found directly in MRTD are the
values of the wavelet/scaling coefficients; the field values
must be reconstructed by summing all coefficients that
overlap at any given point. Because all wavelet coefficients
cover multiple grid locations, the application of effects at
individual points in the grid is challenging. Changing the
values of wavelet coefficients to alter the field values at
one point effects the values at many other points. Careless
coefficient modification can lead to nonphysical field va-
lues and unstable algorithms.

The Haar wavelet family is in many ways one of the
simplest; however, it has many properties that make its
application to practical structures favorable [64]. Most
importantly, it is finite-domain and when reconstructed
leads to finite areas of constant field value (equivalent
gridpoints [66]). Using this property, it is possible to apply
pointwise effects in the MRTD grid when an arbitrary
level of Haar wavelets is used.

This section discusses the fundamentals of the MRTD
derivation and techniques that can be used for the in-
tracell modeling of PECs and dielectric interfaces with
Haar MRTD to apply PEC effects at individual equivalent
gridpoints. These techniques use wavelet reconstruction/
decomposition to apply pointwise effects in the MRTD grid
and makes possible the use of the MRTD timespace-
adaptive grid for complex structures. Using this method,
large, sparse cells can be used in homogeneous areas
surrounding high-resolution structures while high-resolu-
tion grids can be used to represent fine features. Various
examples from large-scale MEMS, packaging, antenna
and interconnecting structures demonstrate the poten-
tials of MRTD technique for system-level analysis, design,
and optimization.

7.2.1. Fundamentals of MRTD. To clearly present the
MRTD method, a brief derivation of 2D Haar MRTD is
presented, as well as a partial listing of the properties of

Table 4. Comparison of Percentage Sparsity (Sd) and Percentage Relative Error (ed) for Semiorthogonal and Orthonormal
Wavelet Impedance Matrices as a Function of Threshold Parameter (d)

Number of Unknowns Sparsity Sd Relative Error ed

Scatterer/Octave Levels SO ON Threshold d SO ON SO ON

Wire / j¼4 29 33 1 � 10� 6 34.5 24.4 3.4 � 10� 3 4.3 � 10� 3

5 � 10� 6 48.1 34.3 3.9 1.3 � 10� 3

1 � 10� 5 51.1 36.5 16.5 5.5 � 10� 2

Plate / j¼2, 3, 4 33 33 1 � 10� 4 51.6 28.1 1 � 10� 4 0.7
5 � 10� 4 69.7 45.9 4.7 5.2
1 � 10� 3 82.4 50.9 5.8 10.0

Source: Ref. 31.
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APPLICATION OF WAVELETS TO ELECTROMAGNETIC PROBLEMS 389



Haar wavelet expansions. The extension to 3D and other
basis functions is straightforward.

7.2.1.1. Haar Basis Functions. Haar basis functions are
based on pulses in space. The Haar scaling function f, as
well as the Haar mother wavelet c0, are presented in Fig.
10. The scaling function is simply a pulse function over a
given domain. The wavelet function is based on the scaling
function, and consists of two pulses, each of half the
domain of the scaling function and of the opposite magni-
tude. The inner product of either function with itself is 1,
while the inner product of the two functions is 0 [65].

The Haar wavelets of higher resolution levels are based
on the mother wavelet. For each level of resolution the
number of wavelets is doubled while the domain of each is
halved. The magnitude of each function is modified so that
the inner product of each wavelet function with itself is one.
The inner product of any wavelet coefficient with any other
wavelet coefficient, at any resolution level, or with the
scaling function, is 0 [65]. Figure 11 presents the wavelet
coefficients for wavelet resolution levels 1 and 2. We assume
that the maximum used wavelet resolution is rmax.

The reconstruction of the wavelets yields some inter-
esting properties. When the coefficients of the expansion
are summed to determine field values, the function ap-
pears as a pulsetrain. The pulses have the domain of half
of the highest resolution wavelet. Furthermore, these

pulses overlap the constant valued sections of the high-
est-resolution wavelets. A linear combination of the wave-
let and scaling functions has as many degrees of freedom
as the number of coefficients used. There are 2rmax þ 1

functions used per level, and any finite real value can be
represented at the center of each half of the rmax level
wavelets.

The effect of the variable grid when it is used to
represent electromagnetic fields can be easily seen. If
the field value can be approximated as constant across
the half-domain of the highest-resolution wavelet, there is
no need for increasing resolution. If the field has more
rapid variation, each increase in resolution doubles the
effective resolution of the cell. High-resolution cells can be
used to represent rapid field variation (such as impressed
currents and discontinuity effects) while low-resolution
cells can be used elsewhere.

7.2.1.2. Haar MRTD Derivation. The equations

dEx

dt
¼

1

e
dHz

dy
ð47Þ

dEy

dt
¼ �

1

e
dHz

dx
ð48Þ

dHz

dt
¼

1

m
dEx

dy
�

dEy

dx

� �
ð49Þ

represent the 2D TEz mode of Maxwell’s equations for
source-free, lossless, isotropic media. These functions will
be used to demonstrate the expansion of Maxwell’s equa-
tions in this article as a compromise between complete-
ness and space requirements. The expansion of the Ex field
in (47) in terms of Haar scaling and wavelet functions is

Exðx; yÞ¼
X

n;i;j

hnðtÞ

"

nEx;ff
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þ
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where nEx;ff
i;j is the coefficient corresponding to scaling

function in x and y that represents the electric field in the
i, j cell at timestep n. cr

j;p denotes a wavelet of resolution r
at the p position [(p� 0.5)/2r] of the j cell. Other coeffi-
cients have similar definition. The time dependence is
assumed to be constant for each timestep using the pulse
hn(t), although efforts have been published where wave-
lets have been used in the time domain as well [77].

In a 2D expansion wavelets and scaling functions are
used in both the x and y directions. The terms in (50)
represent the products of the basis functions in both
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Figure 11. Haar wavelets at resolutions 1 and 2.
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directions. For each of these products, one coefficient
results. The four groups of coefficients represent the
scaling x/scaling y, wavelet x/scaling y, scaling x/wavelet
y, and wavelet x/wavelet y coefficients. There are 22ðrmax þ 1Þ

wavelets for a maximum resolution rmax. For a maximum
resolution level rmax¼ 0, the four coefficients in 2D [one for
each product term in (50)] are presented in Fig. 12.

When the E and H-field expansions are inserted into
(47)–(49), the method of moments can be applied to
determine update equations for each of the wavelet/scal-
ing coefficients [65]. It has been shown [65,66] that the
offset between the E and H fields in this expansion yields
the best dispersion properties and locates the equivalent
gridpoints in the same pattern as in the FDTD Yee cell
[67]. In the 2D case, as in the 1D case presented above, the
equivalent gridpoints are at the center of the constant
valued sections of the highest-resolution wavelets. In Fig.
12 these are the locations of the þ and � in the cxcy

function.
The update equations for this case are

nE x
i; j¼ n�1E x

i; jþ
Dt

eDy
ðUEx1 n�1H z

i; j

þUEx2 n�1H z
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i; j

þUEy2 n�1H z
i�1; jÞ

ð52Þ

nH z
i; j¼ n�1H z

i; jþ
Dt

m
1

Dy
ðUHEx1

n�1E x
i; j

�

þUHEx2
n�1E x

i; jþ 1Þ �
1

Dx
ðUHEy1

n�1E y
i; j

þUHEy 2
n�1E y

iþ1; jÞ

i

ð53Þ

These equations are written in a matrix form similar to
that used in Ref. 65, where, for example, each nEx

i;j is the
vector of the scaling and wavelet coefficients that repre-
sent the electric field in the i, j cell at timestep n. The U
matrices are the results of the inner products from the
method of moments. Equations (51)–(53) form an explicit
set of equations that can be used in a time marching
scheme similar to the FDTD method [67]. The resolution
can be varied on a cell-by-cell basis, and can also be
changed as a function of time [64]. The timestep for this
method

Dt¼
1

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r

maxþ 1

Dx

� �2

þ
2r

maxþ1

Dy

� �2
s ð54Þ

is the same as FDTD for a cell spacing equal to the
equivalent gridpoint spacing [64,65].

7.2.2. Subcell Modeling in MRTD. The method pre-
sented in the previous section allows a timespace-variable
grid to be used to model Maxwell equations. While not
presented, it is possible to continuously vary the dielectric
constant continuously through a cell [68,79]. Using this
method, arbitrary structures consisting of only dielectrics
can be modeled efficiently. However, the addition of PEC
structures adds difficulties. A novel technique has been
introduced that allows for the intracell modeling of multi-
ple PEC’s [81] using MRTD grids, a development that
would eliminate one of the major roadblocks in the mini-
mization of memory requirements using this type of
adaptive simulator.

The PEC boundary condition requires that electric
fields tangential to PECs be set to zero. In (51)–(53) update
equations are presented that allow the determination of
wavelet/scaling coefficients at a future timestep based on
the wavelet/scaling coefficients of the surrounding fields at
previous timesteps. If the PEC structure is the size of an
MRTD cell, all the scaling/wavelet coefficients can be
zeroed to apply the boundary condition. If the PEC
structure is smaller than the cell, however, the scaling/
wavelet coefficients must be modified such that the field
values at non-PEC locations are unchanged while the field
values at PEC locations are zeroed.

One way to determine the seating/wavelet coefficients
that zero selected fields while leaving other fields un-
changed is to use the reconstruction matrix. For example,
the nEx

i;j matrices in (51)–(53) can be transformed into field
values by multiplying with a matrix that represents the
summation of the fields at the appropriate equivalent
gridpoints. In this case

ER¼REW ð55Þ

where ER is the reconstructed fields, EW is the wavelet
coefficients, and R is the reconstruction matrix. It was
previously noted that there are as many independent
points that can be reconstructed in ER as there
are coefficients in EW. Thus, R is square. For the case of

+

�x�y �x�y

�x�y �x�y

+ −

+ + −

− − +

Figure 12. 2D Haar coefficients for rmax¼0.
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rmax¼ 0, and (55) can be expanded as

E1;1

E1;2

E2;1

E2;1

2

666664

3

777775
¼

1 1 1 1

1 1 �1 �1

1 �1 1 �1

1 �1 �1 1

2

666664

3

777775

nEx;ff
i;j

nEx;cf
i;j

nEx;fc
i;j

nEx;cc
i;j

2
66666664

3
77777775

ð56Þ

if the coordinates for the reconstructed fields are given as
in Fig. 13.

Just as R can be used to reconstruct the field coeffi-
cients from their scaling/wavelet values, R�1 can be
used to decompose the field values to scaling/wavelet
coefficients. Thus, the application of a PEC boundary
condition to an individual equivalent gridpoint can be
accomplished by reconstructing the fields, zeroing the
fields tangential to PECs, and then decomposing back to
scaling/wavelet coefficients. However, a more efficient
method results when the reconstruction/decomposition
matrices are applied directly to the MRTD update equa-
tions.

By using the reconstruction/decomposition matrices
directly on (51)–(53) a pointwise update equation results.
For example, multiplying (51) by R, using Hz

i; j¼R�1RHz
i; j,

and defining U¼RUR�1 yield

R nEx
i; j¼Rn�1Ex

i; jþ
Dt

eDy
ðU 0Ex1

R n�1Hz
i; j

þU 0Ex2
Rn�1Hz

i; j�1Þ

ð57Þ

which gives an update on the electric field points in terms
of the magnetic field points.

Using this equation, it is possible to zero the field points
that are tangential to PECs by multiplying with a matrix
Ip, which is the identity matrix with zeros in the
rows corresponding to PEC locations. As (57) is an
update equation, and the initial values of all fields are 0,
multiplying the electric field vectors in (57) with Ip is
redundant.

The new update equation with PEC locations zeroed is

RnEx
i; j¼Rn�1Ex

i; jþ
Dt

eDy
ðIpU 0Ex1

Rn�1Hz
i; j

þ IpU 0Ex2
Rn�1Hz

i; j�1Þ

ð58Þ

By multiplying (58) with R�1 and defining
Up
¼R�1IpU 0R, the PEC MRTD update equation is

nEx
i; j¼ n�1Ex

i; jþ
Dt

eDy
ðUp

Ex1
n�1Hz

i; j

þUp
Ex2

n�1Hz
i; j�1Þ

ð59Þ

This equation is the same as (51) except for the use of the
Up matrices. Thus, it is possible to implement subcell PEC
modeling in MRTD while changing only the inner product
matrices. This method adds no increase in computational
overhead, and simply requires the additional memory to
store the U matrices.

7.2.3. Examples. To test the method, a PEC screen in a
2D parallel-plate waveguide was simulated. An expanded
view of the grid surrounding the screen is presented in
Fig. 14. The areas where the PEC is applied are shaded. A
maximum wavelet resolution of 2 was used. In this
simulation, the voltage at the output of the screen was
probed. When compared to the results of an FDTD simu-
lation of the same structure (Fig. 15), the maximum
difference in magnitude is shown on the order of 10–12%
of the peak field value. This is within the numerical
accuracy of Matlab [69], which was used for the simula-
tions, showing that the techniques are identical.

7.2.3.1. CPW–Microstrip Transition. The CPW–micro-
strip transition simulated is shown in Fig. 16. The loss
of this transition can be optimized over a wide frequency
range with the use of FDTD and design curves for various
packaging specifications can be derived. The plot in Fig. 17
shows S21 of this transition for a variety of lengths of the

(1,2) (2,2)

(1,1) (2,1)

Figure 13. Coordinates for reconstructed fields.

∆x

∆y

∆y

∆x ∆x

Figure 14. Grid used to represent PEC screen.
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central straight section from 10 to 20 GHz. This data was
obtained using time-domain voltage probes at the input
(V1) and output (V2) of the transition, converting them to
frequency domain through the use of a discrete Fourier
transform and identifying the reflected voltage through
the use of a reference input voltage (Vref) derived by the
simulation of a through CPW line [64]. In addition, the use
of the full-wave FDTD, which provides the values of all
electromagnetic components throughout the geometry,
offers a more intuitive visualization of the circuit. For
example, in the transition the electric fields have to
change smoothly from a coplanar waveguide mode to a
microstrip mode, in order to minimize the local reflections.
Thus, in the design process it is desirable to identify where
this transition takes place and optimize the tapering.
Figure 16 is a plot of total electric field for a transverse
cross section of the transition. It can be seen that at the
position of this cross section, the field is mostly in a CPW
mode, although a microstrip mode has started developing
below and at the edges of the signal line there. The
relative amplitudes of the E field could provide an intui-
tive design rule for the spacing between the CPW ground
and signal line, so as not to suppress the microstrip mode.

7.2.3.2. Microstrip-Line Coupling. Embedded transmis-
sion lines are commonly used in multilayer packages, where

the use of noncontinuous grounds could lead to increased
crosstalk effects. In this article, the FDTD technique is used
for the estimation of the coupling of the finite-ground
microstrip lines of Fig. 18 [66]. The results for different
line spacing and for a ground connecting via (optimized
design) presented in Fig. 19 have been obtained by combin-
ing two simulations, an even/odd-mode excitation. In addi-
tion, to reduce the unwanted crosstalk, the electric and the
magnetic field distributions have been calculated and
plotted along a transverse cross section. It is apparent
that most, of the coupling is through the magnetic field
lines, leading to the design conclusion that attempts to
reduce the coupling should focus on magnetic shielding.

7.2.3.3. MEMS Capacitive Switch. One example of a
MEMS structure that benefits from simulation in MRTD
[67] is the MEMS capacitive switch shown in Fig. 20. The
gap between the plates in the switch is 1

175th of the
substrate thickness. The simulation of this device in
FDTD is tedious and slow because of the large number
of cells that must be used in order to accurately represent
the very small gap and substrate.

In MRTD, the number of cells can be reduced by using
the built-in adaptive gridding capability of the method. In
addition, further efficiencies can be obtained in large
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Figure 15. Difference between FDTD and MRTD results.
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simulations featuring this structure by allowing fewer
cells to be used when the electric field variation near the
cell is low.

7.2.3.4. LTCC Antenna Development. A via-fed stacked
cavity-backed patch antenna has been designed (based on
a 10-layer LTCC process) for IEEE 802.11a 5.8 GHz band
[68] as shown in Fig. 21. The heights of the lower and
upper patches (400 mils, 400 mils) are respectively 8 mils
(2 LTCC GL550 layers) and 32 mils.

The input impedance and radiation characteristics of
the stacked-patch antenna are shown in Figs. 22 and 23
respectively. The 10-dB return loss bandwidth of the
antenna is about 4.

7.2.4. Concluding Remarks. The multiresolution time
domain (MRTD) is a wavelet-based extension of FDTD.
It demonstrates a very high efficiency in the calculation of
the scattering parameters as well as its the estimation of
the packaging effects and of the parasitic crosstalk be-
tween neighboring geometries. In addition, its inherent
capability of global electromagnetic field calculation as
well as MRTD’s multi-PEC cell allows for the identifica-

tion of ‘‘hotspots’’ of high field concentration and for the
derivation of physically driven solutions for improvement
of the overall system-on-package efficiency. The time/
space-adaptive grid of MRTD allows it to be used to model
finely detailed structures. Areas of the grid containing
small features can use increased resolution, while homo-
genous areas can use low resolution. It is important to
note that this technique can be used to model structures
with continuous dielectric variations, and thus composite
cells, that is, those with multiple PEC and dielectric
regions per cell, can be modeled. Furthermore, the point-
wise expansion of MRTD equations can be used in the
future to model other subcell components, such as lumped
elements and equivalent circuits.
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1. INTRODUCTION

Both commercial and military wireless applications push
limits for size and performance. In the 1970s troops had to
make educated guesses about the battlefield situation.
Today, frontline troops can have a real-time display show-
ing where every one is, even including the enemy. Cell-
phones of the 1980s were the size of a book. Today, they
have greater coverage and are so small that they get lost
in a pocket. Technology drives these advances. A critical
part of this technology is electromagnetic (EM) analysis.

Wireless technology achieves these dramatic advances
by shifting functionality from printed circuit boards (PCB)
and discrete components (e.g., inductors, capacitors, re-
sistors, transistors) to monolithic integrated circuits.
These radiofrequency integrated circuits (RFICs) can be
on silicon (Si) or gallium arsenide (GaAs). Another choice,
midway between RFIC and PCB, is low-temperature
cofired ceramic (LTCC). For example, if you were to open
your cellphone, you would see a tiny piece of ceramic
connected to the antenna. That little piece of ceramic is an
LTCC circuit that replaces a PCB and numerous discrete
elements formerly occupying a volume almost as large as
your entire modern cellphone.

Other portions of your cellphone might include Si
RFICs. Formerly restricted to digital/computer applica-
tions, silicon integrated circuits can now be used to shrink
entire PCB assemblies down to the size of a few grains of
sand. For example, silicon RFICs are widely used for
radiofrequency identification (RFID) tags. Costing pen-
nies and the size of a credit card, RFID tags use an
embedded Si RFIC to transmit information whenever
they receive an appropriate radio signal. You might use
this when you buy gasoline or pay a toll. Demanding
military applications, where high frequency and high
power are important, can make use of the superior, but
more expensive, GaAs.

Figure 1 shows a photomicrograph of a GaAs MMIC
(monolithic microwave integrated circuit) wafer. During
the design phase it is common to place multiple designs on
a single GaAs wafer. The circuit in the center is a two-
stage 1.2–3.2-GHz 1-W GaAs amplifier with 20 dB small-
signal gain. It was fabricated on a 75-mm-thick wafer and
is 2.98 mm on each side. Electromagnetic analysis is
absolutely critical in achieving success on first fabrication
for circuits like this.

In all of these applications, it is important to squeeze
every gram of performance out of the selected technology,
and to do that with the smallest possible size and the
shortest possible design and fabrication time.

The high-frequency design process widely used prior to
the 1990s began with an approximate design, then the

circuit was built. The technology to complete a design with
one fabrication simply did not exist. Thus, after building
the circuit using these early design approaches, measure-
ments would invariably show that its performance did not
meet requirements. For example, an amplifier might not
have enough gain, or a filter might be set for the wrong
frequency. This was fully expected.

After the initial failure, the designer would review
exactly how the circuit failed to meet expectations and
then incrementally tune the circuit (a process called
‘‘tweaking’’), or possibly redesign and refabricate the
circuit with the hope that it would perform better the
second time around. This redesign–refabricate cycle might
be exercised half a dozen times before the desired perfor-
mance was achieved.

Then, in the 1980s, high-frequency designers started
making RF circuits on silicon and gallium arsenide. Now,
instead of a few days for fabrication, GaAs RFICs required
3–6 months for fabrication and the cost for fabrication was
around $50,000 each time. Tweaking a circuit was no
longer possible. Five or six redesign–refabricate iterations
were too expensive and took far too long. This is where the
technology of numerical electromagnetics found its first
widespread application.

2. APPLICATION EXAMPLE

Prior to the advent of RFICs, components like inductors
were literally a simple coil of wire. The approximate
inductance was calculated using simple formulas. Then
with the inductor in the circuit, it could be tweaked, if
desired, to the exact inductance by bending the wire or
tuning a small ferrite slug.

Figure 2 shows a spiral inductor on silicon. The vener-
able coil of wire has been flattened into a spiral so that it
can be placed on the flat surface of a silicon IC. This
results in several non-inductor-like characteristics. First,
recall that the magnetic field in the old coil of wire is just

Figure 1. During the design phase, multiple circuits are usually
placed on a single GaAs wafer. Here, in the center of this
photomicrograph, is a two-stage 1.2–3.2-GHz 1-W GaAs MMIC
amplifier with 20 dB small-signal gain. (Image courtesy of M/A-
COM, Inc., A Tyco Electronics Company.)
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like that of the classical bar magnet, with all the magnetic
field going through the center of the coil and then loosely
spreading around the outside and finding its way back to
the other end.

In a spiral inductor, some of the returning magnetic
field pushes back through in between the spiral turns. The
magnetic field that penetrates the plane of the spiral
pushes and pulls the current in the spiral turns, the result
is called ‘‘current crowding.’’ This increases the already
high resistive loss of the tiny conductors in the inductor. In
addition, while the spiral inductor is on top of the silicon
substrate, there may be a conducting ground plane on the
bottom side of the silicon. There is extra capacitance to
this ground plane that can be significant. Making things
more difficult, the semiconducting silicon substrate itself
allows current to flow, further modifying this extra capa-
citance and increasing loss.

Note that this inductor is actually modeled as two thin
sheets very close to each other. This is because the
thickness of the metal is about the same as the gap
between the spiral turns. In this case, both sheets are
needed for the highest accuracy at high frequency because
the current actually flows close to the surface of the metal
(‘‘skin effect’’). Since there are two sheets of skin effect
current in the actual inductor (one flowing on top of the
thick metal, the other on the bottom), two sheets of
current are used to model the inductor. So, while it
initially looks like just one inductor, we actually have
two very tightly coupled inductors, one directly on top of
the other, and that is the way it is analyzed. This simple
inductor is not so simple.

The Z axis is magnified for the inductor of Fig. 2, the
metal thickness is 2.8mm, and the gap between lines is
3.2 mm. No vias connecting the edges of the sheets, and no
additional sheets are used as they are not needed. Testing
to see if edge vias or additional sheets are needed is easily
done by simply adding them, reanalyzing, and comparing
the results. Typically we find that this simple two-sheet
model is sufficient when the gap is on the order of the
thickness, as we have here.

Measured versus calculated data for this inductor are
shown in Fig. 3. The quality factor (Q) is related to
resistive loss; higher Q indicates lower loss. These results
are typical of the kind of agreement usually seen with EM
analysis. With this kind of capability, the high-frequency
designer can now modify the design on the computer to
achieve exactly the desired response, and then build the
circuit once. Once a rare event, achieving complete success
on the first fabrication for even the most complicated
circuits is now common.

Figure 4 shows the current distribution on the induc-
tor. First notice that there is high current on the edges.
This edge concentration of current is characteristic of
planar circuits and causes increased loss. Inclusion of
this high edge current requires use of a very small
subsection size. If a large subsection size is used, the
high edge current cannot be included in the analysis and
the loss is underestimated.

Note also that the high edge current is present on only
one edge of some of the interior turns of the inductor. This

Figure 2. An 8.25-turn spiral inductor on silicon has thick
conductors that must be modeled with two sheets of conductor
to accurately include the skin effect and current crowding on
inductance and loss.
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Figure 3. Measured (thin lines) versus calculated (thick lines)
inductance and Q for the spiral inductor of Fig. 2.

Figure 4. High current on the edges of planar conductors sig-
nificantly increases loss. The effect of current crowding causes
current to switch from side to side, further increasing loss.
Current on the bottom side of the thick metal is shown.
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is the current crowding referred to above, where the
inductor magnetic field penetrating the plane of the in-
ductor pushes and pulls the current on the spiral turns to
one edge or the other. This additionally increases loss and
if not included in the analysis, results in an optimistic
estimate of loss. Current distribution visualization is an
important diagnostic tool.

This spiral analysis uses a new type of meshing,
‘‘conformal meshing,’’ which allows accurate and fast
analysis. This spiral was analyzed in 5 min 9 s per fre-
quency on a 3-GHz Pentium. Conformal meshing is dis-
cussed in detail below.

3. CIRCUIT THEORY ANALYSIS OF RFICs

Prior to the 1980s, most RF design was based on approx-
imate circuit theory. The performance of any electrical
circuit can be described in terms of voltage [measured in
volts (V)] and current [amperes (A)] at a specified fre-
quency [hertz (Hz)]. For example, a wall outlet might be
described as providing 115 V at up to 15 A at 60 Hz.

This is true for RF circuits, only the frequency is much
higher. For example, the radio signal going to the antenna
of your cellphone might be 1 V at 20 mA at 900 MHz. This
is a different voltage, different current, and different
frequency, but basically the same idea.

The interplay between voltage and current (assuming a
single fixed frequency) are mathematically described in
terms of Ohm’s law, Kirchhoff ’s current law, and Kirchh-
off ’s voltage law. We won’t detail these laws here, other
than to point out that they are easily implemented in a
computer. This was done just as soon as computers started
to become widely available in the 1970s.

With the combination of computers and circuit theory,
RF designers could quickly analyze their proposed designs
consisting of inductors, capacitors, resistors, and transis-
tors. This worked well, up to a point. At higher frequen-
cies, the inductor was no longer just an inductor.
Capacitance and resistance become important as well. In
addition, there might be unwanted coupling between two
different inductors. All this was not too much of a problem,
because the designers could build their circuit, then tweak
the design with a soldering iron, screwdriver, and pliers to
achieve the desired performance.

Then, in the 1980s, circuits started getting smaller. Si
and GaAs RFICs generated substantial interest. In the
1990s LTCC (with a dozen or more layers in one tiny
ceramic block) saw development. As things became smal-
ler and packed more closely together, tweaking a circuit
simply was not possible. Effects that circuit theory did not
include, such as stray coupling, became important. When
a design did not work the first time, it was a complete
refabrication. Designers could not wait years for the
completion of multiple redesign–refabricate iterations.

4. ELECTROMAGNETIC ANALYSIS

In the 1980s, with the introduction of the IBM PC, serious
computer power became available on the desktop at
reasonable cost. Although initially starting with a clock

rate under 4 MHz, the PC became steadily faster achiev-
ing multi-GHz clock rates with the turn of the century. It
was the advent of fast inexpensive desktop computing that
allowed the next step in RFIC design to take place.

Clearly, something more precise than circuit theory
with its volts and amperes was required. This turned
out to be electromagnetics, which describes circuits in
terms of electric field and magnetic field. We are all
familiar with the static (i.e., unchanging) electric field
surrounding the head of a longhaired youngster touching
a Van de Graph generator. We are also familiar with the
static magnetic field surrounding a bar magnet.

The interplay between electric field and magnetic field
is governed by Maxwell’s equations. For a description of
Maxwell’s equations appropriate for the college-bound
high school senior, see Ref. 1. Maxwell’s equations deal
with more than just static electric and magnetic fields.
They completely describe how changing (i.e., dynamic)
electric and magnetic fields behave. For a quick explana-
tion, Maxwell’s equations state that a changing electric
field generates a magnetic field. It also works in reverse; a
changing magnetic field generates an electric field.

Remember that cellphone transmitting a signal at
900 MHz? Its signal, which consists of changing electric
and magnetic fields interwoven together and each com-
pletely dependent on the other for their existence, changes
direction and then back again 900 million times a second.
How they do this and what happens as a result is
completely covered by Maxwell’s equations.

The mathematical details are discussed later in this
article; and while the top-level concepts are relatively
simple, the detailed math is complicated. To appreciate
the complexity, note that both the electric and magnetic
fields are vector fields. In other words, any computer
analysis must determine both the direction and magni-
tude for both electric and magnetic fields everywhere in
the circuit being analyzed. This is not a trivial problem.

Additionally, if the analysis is for a specific frequency
(i.e., a frequency-domain analysis), the phase of each field
at each point in the circuit must be determined. In an
alternative approach, the EM analysis generates signals
at all frequencies simultaneously. This is EM analysis in
the time domain, and now the magnitudes and directions
of both fields must be determined as a function of time
everywhere in the circuit.

4.1. Volume Meshing EM Analysis

There is tremendous complexity within Maxwell’s equa-
tions. This means that there is also a huge diversity in
methods of solution. Four general approaches have seen
wide application in high-frequency design. All the ap-
proaches rely on meshing the high-frequency circuit into
many small subsections. Maxwell’s equations are then
applied to find the electric and magnetic fields for each
subsection in the entire mesh.

The most general class of techniques relies on meshing
the entire volume of the problem. The approach called
‘‘finite elements’’ meshes the entire volume into small
tetrahedral cells. A technique known as finite-difference
time domain (FDTD), or a related technique known as
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finite integration technique (FIT), meshes the entire
volume into tiny rectangular cells. For both techniques,
when a more accurate solution is required; simply use
more and smaller cells or tetrahedra.

Of course, a finer mesh means the analysis time
increases. As with all EM analyses, analysis time can
easily exceed tens of hours. The analysis time is strongly
related to the number of cells or subsections. Thus, there
is a practical upper limit on the complexity of the circuit
that can be analyzed using electromagnetics. Where this
upper limit occurs depends on the specific EM analysis
used and the type of circuit being analyzed.

The different EM analysis techniques all have their
relative advantages and disadvantages. This is important
to understand as using an EM analysis on an inappropri-
ate type of problem can result in analysis times 10–1000
times longer, if indeed the problem can be done at all.

Volume meshers are ideal for 3D arbitrary structures
that can have any shape and structure whatsoever. A
classic example is a cellphone held close to a human head
(Fig. 5).

A disadvantage of meshing a problem using tetrahedra
is that linear current flow is not well represented. This is
easily seen by viewing a finite-element current distribu-
tion. The current distribution can lack the smoothness
that is characteristic of a true current distribution. In
addition, the high current that is naturally present at any
sharp metal edges can be indistinct, if present at all.

Fortunately, the response of a circuit is not strongly
dependent on the exact current distribution. Thus, useful
data can easily result even if the current distribution is
not exactly calculated. However, an extremely high accu-
racy solution might be elusive.

The finite-element method works in the frequency
domain. In other words, the analysis assumes that there
is a signal at only one specific frequency at any one time.
In order to obtain data at 100 frequencies, 100 analyses
must be performed. There are interpolation approaches
that can provide a spectrally rich dataset after completing
a full analysis at fewer frequencies as discussed below.

FDTD and FIT are time-domain approaches that as-
sume that all frequencies are present in the circuit at the
same time. This is done by exciting the circuit with an
impulse (actually a narrow Gaussian pulse, to avoid
numerical problems). The impulse contains energy at all
frequencies, and the circuit response is analyzed as a
function of time. After the time impulse response is
calculated, it is transformed to the frequency domain. In
this way, a spectrally rich dataset is generated at all
frequencies present in the original impulse input without
need for interpolation.

The advantage of a time-domain analysis is that the
circuit response at all frequencies is determined in a
single analysis. The disadvantage is that the analysis
can handle an impulse input on only one port (i.e., input
or output terminal/connector) at a time. Thus, in order to
completely characterize a circuit with, say, 15 ports, 15
complete time-domain analyses are required. The finite-
element approach also suffers from this same problem.

While both finite-element and the time-domain ana-
lyses can, and are, used for planar circuit analysis, they
are usually much slower than tools specifically designed
for planar analysis. Thus, volume meshing tools should
typically be used for planar circuits only when a specia-
lized planar tool is not available, or if there is an impor-
tant nonplanar aspect to the circuit. In addition, the
volume meshing tools can be used to double-check the
results of a planar tool, assuming that the circuit is not too
complicated.

4.2. Surface Meshing EM Analysis

Silicon and GaAs RFICs, and LTCC circuits are all planar
circuits. In general, use of a volume meshing tool to
analyze these, and other planar circuits, is inappropriate.
Both faster analysis times and higher accuracy are rea-
lized by using EM tools made specifically for planar
circuits. Such tools take advantage of the fact that these
kinds of circuits are mostly planar (with short vias con-
necting circuit on different layers) and embedded in
layered dielectric. In addition, each layer of dielectric
must be uniform within itself, with the possible exception
of very small volumes (e.g., a small hole in a layer of
dielectric). These specializations allow these tools to sub-
section only the surface of the metal in the circuit. This is
far more efficient and accurate than subsectioning the
entire volume of a planar circuit.

There are two basic kinds of surface meshing planar
EM tools: (1) those intended for unshielded circuit analy-
sis and (2) those used for shielded circuit analysis (i.e., a
circuit contained in a conducting box). In both cases, the
circuit metal (and only the circuit metal) is meshed into a
set of small subsections. As with the volume meshers,
smaller subsections mean higher accuracy, but at the cost
of increased analysis time. And also as with the volume
meshers, at some point the number of subsections in-
creases the analysis time to tens of hours, setting an
upper limit to the level of circuit complexity that can be
analyzed. Exactly where this upper level is can vary
widely depending on the type of circuit and specific tool

Figure 5. Volume meshing tools excel for 3D arbitrary geome-
tries. Problems of critical importance can be solved easily.
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being used. No single tool is superior for all planar
circuits.

Both types of surface meshing approaches first calcu-
late the coupling between every possible pair of subsec-
tions, namely, put current on one subsection and calculate
the voltage induced in another subsection. If there are 100
subsections, then the calculated pairwise coupling is
stored in a 100� 100 matrix. The analysis then inverts
the 100�100 matrix to yield the current distribution and
total circuit response. Since this is a frequency-domain
analysis, this process must be repeated at each frequency
of interest. The principal difference between unshielded
and shielded analysis is the means by which they calcu-
late the coupling between subsections. Unshielded EM
analysis calculates the subsection-to-subsection coupling
by means of numerical integration. For shielded analy-
sis, the coupling is calculated by using the fast Fourier
transform (FFT). Each approach has advantages and
disadvantages.

The advantage of the unshielded/numerical integration
approach is that the subsections can be of any shape, size,
or orientation (e.g., triangle or rectangle, or even polygon).
This is because the numerical integration takes place over
the area of the subsection. Since numerical integration is
easily performed over any desired area, any desired size
subsection can be used. The disadvantage of the un-
shielded analysis is that the numerical integration intro-
duces numerical integration error. Special care must be
taken to avoid numerical integration error in the vicinity
of poles, which result from surface waves present in
unbounded media. Depending on the specific circuit, de-
sign requirements, mesh, and frequency of analysis, the
numerical integration error may or may not be important.
Fortunately, this is typically of concern only when high
accuracy is required.

Shielded analyses use a 2D FFT (fast Fourier trans-
form) to calculate the coupling. Recall that in digital signal
processing, a time signal must first be uniformly time-
sampled prior to using the FFT. The same is true with
FFT-based EM analysis, except that the planar surface of
the circuit substrate is first uniformly space-sampled in
two dimensions. This means that the shielded/FFT based
analysis starts with a fine uniform underlying FFT mesh.
The FFT mesh can easily be 1024� 1024 cells, so the
individual cell size can be about the same size as a pixel on
a computer screen. Nevertheless, the principal disadvan-
tage of shielded/FFT analysis is that, like a picture on a
computer screen, the circuit outline is first pixilated so
that its edges follow the fine FFT mesh.

The FFT also brings the shielded analysis its principal
advantage. Because there is no numerical integration,
there is no numerical integration error. The coupling
between each pair of subsections is calculated to full
numerical precision. Thus, the accuracy and dynamic
range of shielded/FFT EM analysis is the highest that
can be obtained. The accuracy of shielded EM analysis is
quantitatively explored below.

Generally, if high accuracy or the effect of a shielding
box might be important, a shielded/FFT analysis should be
used. If accuracy is not of the highest importance or the
effect of shielding sidewalls cannot be allowed, then an

unshielded analysis can be used. There are additional
considerations in selecting the appropriate analysis tech-
nique for a given problem, too numerous to discuss here.
Ideally, a high-frequency planar circuit designer will have
access to both shielded and unshielded tools and will be
able to use each as appropriate. The tradeoff between the
two is very much like the tradeoff between analog cell-
phones (unshielded/numerical integration) and digital
cellphones (shielded/FFT). Many of the same issues arise.

5. COMPANION MODELING

The usual EM-based high-frequency design flow is

1. Design the circuit using circuit theory, optimize to
meet all requirements.

2. Lay out the circuit.

3. Analyze the circuit using EM.

4. If the circuit meets requirements, build the circuit.

5. Otherwise, change (i.e., ‘‘tweak’’) the layout in hopes
of improving performance.

6. Return to step 3 and see if the changes worked.

This design process can be performed manually, or with
the use of automated optimization algorithms. Automated
optimization algorithms that drive an EM analysis should
be used only if the design already yields nearly the desired
response due to the typically long time required for high-
accuracy EM analysis. This design flow represents a huge
advance over that of the 1980s, when a fabrication rather
than EM analysis, was used in step 3. This greatly
increased the time and expense to design completion.

A modification of the abovementioned approach, called
‘‘companion modeling’’ [2], can substantially further
reduce the time and expense. This process adds structure
to the tweaking step, step 5, in the design flow:

5a. Determine a mapping between the critical para-
meters of the circuit theory model and the layout.
For example, associate the length of a transmission
line in the circuit theory model with a specific
dimension in the layout. This process is called
‘‘space mapping’’ [3].

5b. Optimize the circuit theory model to match the EM
analysis results.

5c. Note the changes in the critical parameters of the
circuit theory model. Reverse those changes in the
layout. For example, if the optimized circuit theory
transmission line became 10 mm shorter, then
lengthen that transmission line (in the layout) by
10 mm.

Step 5b is counterintuitive. The circuit theory result meets
all requirements. The initial EM analysis does not. So the
high-frequency designer instinctively wants to optimize
the layout (using EM analysis) to match the circuit theory.
The problem is that any EM-based optimization is very
slow. Unless the result is close, this will be a long and
possibly never-ending process. Instead, step 5b optimizes
the desired circuit theory result to match the not-so-good
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EM result. Now the optimization loop uses the much
faster circuit theory. With proper selection of critical
parameters, an answer is obtained quickly. Then proceed-
ing to step 5c, if a decrease of 10 mm in a transmission-line
length changes the good circuit theory response so as to
match the not-so-good EM result, we reason that an
increase of 10mm should make the not-so-good EM result
nearly match the desired circuit theory response. Just
reverse the changes, and the layout can be quickly
tweaked into the desired response. The entire loop usually
needs to be performed only 2 or 3 times before it is exited
at step 4.

Although companion modeling (a special case of a
general technique known as space mapping) is not pre-
sently widely known, the power of this approach means
that it is likely to become, in some form, the primary
design flow approach for EM-based high-frequency design.

6. DIVIDE-AND-CONQUER ANALYSIS STRATEGY

No matter what approach is used to solve a problem, for
some problem size, the time required becomes too large to
obtain a solution in a reasonable length of time. This can
happen easily when using EM analysis tools. Analysis
times of days or even weeks can be easily seen. Problems
that are too large for computer memory or take too long to
analyze still need a solution of some kind.

Divide-and-conquer strategies are useful in many of
these situations. Figure 6 shows a typical parallel-coupled
line bandpass filter. While this filter is still easily analyzed
as one complete filter, it serves to illustrate the divide-and-
conquer strategy.

This filter is divided into eight subcircuits. Now, rather
than analyzing the entire filter at once, each of the eight
subcircuits is analyzed separately. Because the EM ana-
lysis time is typically proportional to the number of
subsections cubed, performing eight small analyses is
much faster than performing one large analysis.

After the eight subcircuits are analyzed, they are all
connected together by circuit theory nodal analysis and
the S parameters of the two-port filter result. In modern
EM analysis software, this entire process is automatic
once the user has specified the circuit subdivisions. A
disadvantage of this approach is that coupling between
the different sections is not included. Such coupling occurs

only between line segments that are not perpendicular to
the dividing line. Thus, one should not specify any hor-
izontal circuit dividing lines for this particular circuit as
such lines are parallel to the filter’s coupled lines. The
coupling between resonators is critical to the filter perfor-
mance and must be included. Thus, all dividing lines in
this filter are perpendicular to the coupled lines of the
filter.

With the circuit divided as shown, coupling between
nonadjacent resonators is not included. If such coupling is
important, as is the case with elliptic function filters, then
this approach should not be used in a manner that causes
such coupling to be eliminated from the analysis.

Extremely precise de-embedding of tightly coupled
ports is required for success of this approach, as described
in Section 11. If there is any port discontinuity left in any
of the subcircuit ports, that remaining port discontinuity
is inserted in the center of the resonators of the complete
circuit. This disrupts the filter response.

Manual modification of the automatically generated
netlist (which is used by circuit theory to connect all eight
subcircuits together) allows an even faster analysis. Note
that subcircuit S8 is identical to subcircuit S1 (with a
rotation). Thus, switching subcircuit S8 references to sub-
circuit S1 with appropriate attention to node numbering
can eliminate all references in the netlist to subcircuit S8.

By noting other symmetries, only four of the eight
subcircuits need to be analyzed electromagnetically. This
modification further cuts the analysis time by half. Mea-
sured, and calculated results are shown in Fig. 7.

7. ERROR EVALUATION

Accuracy is the primary reason in using EM analysis. If
accuracy is not an issue, then the high-frequency designer
should use circuit theory, which is much faster. Accuracy
directly impacts whether success on first fabrication is
achieved. Because of the critical importance of success on
first fabrication, the issue of accuracy cannot be left to
chance. All handwaving, subjective, nonquantitative
claims of ‘‘high accuracy’’ should be ignored if such state-
ments are made in the absence of hard quantitative data.

Because EM analysis always has some degree of error,
success on first fabrication cannot be guaranteed. In a
complicated circuit, there are many sources of error. Often

s1 s2 s3 s4 s5 s6 s7 s8

1

2

Figure 6. A parallel-coupled line bandpass filter is divided into eight smaller sections for much
more rapid analysis.
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these errors average out, so there is no problem. However,
sometimes the errors add together in the same direction,
sometimes by chance, and sometimes causally. When the
errors add together, the result is a design failure. There is
always a risk of failure. The successful high-frequency
designer works aggressively to minimize that risk. In that
way, rather than getting, say, 5 out of 10 designs to
succeed on first fabrication, the knowledgeable designer
sees 9 out of 10 designs succeed. The competitive advan-
tage is substantial.

An attitude sometimes seen among high-frequency
designers is that several percent error is not a problem.
This can be true, depending on the circuit and on the
requirements. Several percent error in the transmission-
line characteristic impedance for a branchline coupler is
not likely to be a problem. Several percent error in the
velocity of propagation for a 5% bandwidth filter will
require at least one additional fabrication. The informed
designer will know when to, and when not to strive to
realize absolute minimum analysis error.

A widely held, and usually untested, belief is that as
long as the subsection size is small with respect to the
wavelength, then EM analysis error is small. This is
incorrect. In fact, subsection size must be small with
respect to how rapidly (as a function of position) the
current distribution changes. Thus, as described below,
subsection width must be small with respect to linewidth
in addition to being small with respect to wavelength.
Specific quantitative knowledge of EM analysis error is
critical to the design engineer’s success.

The most common approach to accuracy validation
involves the widespread ‘‘good agreement between mea-
sured and calculated’’ (GABMAC) plot, examples of which
are shown in Figs. 3 and 7. While certainly important as a
final reality check, the GABMAC plot is of little value for
quantitative determination of analysis error as differences
can be additionally due to measurement and fabrication
error. Determining the magnitude of the analysis error by
itself in such tests is nearly impossible.

Each of the following tests are easily performed on any
EM analysis. Intended to supplement, not replace, the

usual GABMAC test, these tests use simple circuits that
are easily analyzed on any EM tool and allow precise
quantitative evaluation of analysis error.

7.1. The Stripline Standard

Exact theoretical solutions are known for a small set of
planar problems. Such problems allow the precise evalua-
tion of analysis error. Any and all differences between
calculated data and the exact answer is analysis error.

Stripline is one such problem that has an exact solution
and has been used to precisely evaluate the error of EM
analysis [4]. For example, as applied to a shielded planar
EM analysis, the following empirically determined upper
bounds are found for analysis error

eZ0 �
16

NW
ð1Þ

eV � 2
16

NL

� �2

ð2Þ

where

eZ0 ¼percent error in characteristic impedance
eV ¼percent error in velocity of propagation
NW¼number of cells across width of line
NL ¼number of cells per wavelength along length of line

These upper bounds are met nearly in equality for most of
their range.

Figure 8 shows a performance plot where analysis error
is plotted versus analysis time on a 3-GHz Pentium. For
each data point, NW is doubled. NL is held constant at 1024
cells per wavelength. NW is taken up to 1024, and although
larger values can be evaluated, a larger value of NL would
be required in order to continue to see convergence. Even
as it is, the error convergence starts to slow down for large
NW. It is important to note that the convergence to the
exact correct answer is smooth, the error decreasing by
about half each time NW is doubled.

When the convergence is smooth, Richardson extrapo-
lation [5,6] can be used to arrive at a nearly exact answer

Performance plot for 50 Ohm stripline
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Figure 8. A performance plot shows the precise analysis error
versus analysis time for an exactly known zero-thickness lossless
stripline. Note the logarithmic scale on both axes.
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based on two lower accuracy results. For this dataset,
Richardson extrapolation converges to 0.002% error, one
order of magnitude better. Note that this performance plot
can be viewed as a lower bound (i.e., best possible speed/
accuracy performance) for a given EM analysis. Most
practical circuits are more complicated. If one were able
to generate a performance plot for a more complicated
circuit, the analysis time would be longer, moving the
performance curve to the right. In addition, there would
be more sources of error, thus moving the performance
curve up. Thus the stripline standard performance plot
represents a kind of starting line for the race to analyze a
circuit both as quickly and as accurately as possible.

For metal–insulator–metal (MIM) capacitors [7], com-
mon on RFICs, the following upper bounds are also nearly
met in equality over most of their range:

effi
5:12

1=NAþ 1=NB
ð3Þ

where

e ¼percent capacitance error
NA¼number of cells among capacitor length
NB¼number of cells across capacitor length

These equations may be used to evaluate and simply
subtract the error from a single EM analysis of an MIM
capacitor. In fact, the analysis error of the MIM capacitor
is so well behaved that an EM analysis can be used to
directly determine the amount of capacitance due to
fringing field, usually a very small amount.

7.2. The Zero-Length Coupled Line

Another approach is to use a coupled pair of microstrip
lines. There is no exact solution for such a structure;
however, there is a degenerate case that is of interest for
error evaluation: the zero-length coupled line.

No EM analysis can analyze a zero-length coupled line
directly. Rather, they must analyze a finite length of line
and then de-embed to zero length. The exact answer is
simply that all reflection coefficients and all coupled trans-
mission coefficients must be zero, or �NdB. Because all
EM analyses have error, something other than �NdB
results. This result is the noise floor of the analysis.

Figure 9 shows that the noise floor for a shielded planar
analysis is around �130 dB. Generally analysis results
should not be trusted down to any more than 20 dB above
the noise floor. The noise floor for this specific EM analysis
has been found to range between �100 and �180 dB,
depending on the circuit and mesh size used.

7.3. The Thick Stripline Benchmark

Another benchmark is thick stripline [8]. The charact-
eristic impedance is known for the selected geometry
(Fig. 10) to better than 70.0006%. This upper bound on
the error is estimated by using the thick stripline equa-
tions for the line of Fig. 10, except that the thickness set to
zero. That answer is then compared with the known exact

solution for zero-thickness stripline. It is at zero thickness
that the thick stripline equations have maximum error;
thus the difference at zero thickness is an upper bound on
the thick stripline equation error when using nonzero
thickness. In addition, when the zero-thickness result is
compared to the result with thickness, as in Fig. 10, it is
found that the characteristic impedance changes by 25%
between the two cases.

Thus, we have a structure whose correct answer is
known very precisely and that is also strongly dependent
on the parameter of interest: thickness. This is ideal for a
benchmark. Thickness is modeled in a planar analysis
with multiple sheets [9]. As the number of sheets increase,
and as NW increases, the result should converge to the
exact answer, as seen in Fig. 11. Note once more that the
smooth convergence, with the error decreasing by about
half each time, allows a Richardson extrapolation [5,6] to
provide a nearly exact answer.

The error convergence has been shown to be good for
this specific shielded EM analysis; a similar convergence
test can be performed to quantify the expected error due to
thickness for an actual design situation. In practice, it has
been found that multisheet models for thickness are
needed when either the width of the line, or the gap
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Figure 10. An extremely thick stripline is used to test the
multisheet model for accuracy.
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between lines, is on the order of or less than the thickness
of the lines. In some RFIC situations, this can be common.

Extreme cases of thickness are becoming common as
decreasing loss becomes important in RFIC design. For
example, a 6 mm metal thickness combined with a 2mm
gap between lines would require perhaps half a dozen
sheets for accurate analysis at high frequency. In this
case, it is possible to simulate coupling between such
closely spaced thick lines by using the two-sheet model
and modifying the permittivity and permeability of nearby
dielectric to compensate for the coupling that is otherwise
underestimated by the two-sheet model.

8. ELECTROMAGNETIC INTERPOLATION

When using a frequency-domain analysis, which includes
all the planar approaches described above, a complete
analysis must be performed at each frequency. If data at
100 frequencies are required, then 100 complete analyses
must be performed.

In order to reduce the number of analyses required,
interpolation can be used. Substantial work in this area
has been accomplished since the mid-1990s, with specta-
cular results. A recent (at time of writing) publication in
this area, including an extensive bibliography, is Ref. 10.
Here, we briefly describe only a simple approach to give an
idea of what can be done.

8.1. Linear Interpolation

In high school, we are introduced to linear interpolation,
where we are given two data points: (x0, y0) and (x1, y1). We
then calculate the coefficients a and b of the equation

y¼axþ b ð4Þ

that passes through the two points. We can then perform
an interpolation by using this equation to calculate y for

all desired values of x. While simple algebra is all that is
required, the solution of this problem can also be cast in
the form of a 2� 2 matrix. The solution for a and b is
obtained by inverting the matrix. For EM analysis, x is the
frequency and y is the calculated data (usually S, Y, or Z
parameters), which is complex (real and imaginary, or
magnitude and angle).

8.2. Cubic Spline Interpolation

At the next level, we have the cubic spline. The process is
identical to that above, except that it uses an equation
that is a bit more complicated:

y¼a3x3þa2x2þa1xþa0 ð5Þ

Now there are four unknown a coefficients; thus we
require four data points and we invert a 4� 4 matrix to
solve for the four coefficients. Once that task is done, we
may evaluate the equation for any and all values of x
(frequency) that we desire and realize many data points
after having only calculated data at four frequencies.

8.3. Padé Rational Polynomial Interpolation

The cubic spline has problems for interpolating high-
frequency data. For example, if impedance or admittance
is being interpolated, y might need to go to infinity (i.e., a
pole). At a given frequency (x), and with finite coefficients,
the result of a cubic spline cannot go to infinity. This
suggests that we use a ratio of two polynomials, for
example

y¼
a3x3þa2x2þa1xþa0

b2x2þ b1xþ 1
ð6Þ

where, we have four unknown coefficients in the numera-
tor (providing for three ‘‘zeros’’ in the resulting function
and setting the amplitude of y at x¼ 0) and two unknown
coefficients in the denominator (providing for two poles in
the resulting function). With a total of six unknowns, we
now require six data points. In a manner similar to that
seen for the cubic spline, with six data points, we can write
six linear equations (by multiplying both sides by the
denominator polynomial), resulting in a 6� 6 matrix.
Solution of the matrix yields the six unknown coefficients.

The total number of terms both numerator and denomi-
nator must be less than or equal to the total number of
data points taken. However, their distribution between
numerator and denominator is arbitrary. More recent
research has been directed toward finding a distribution
that is optimum in some way for a given set of data.

This ratio of two polynomials is known as a Padé
rational polynomial. By noting the similarity to the La-
place transform of a lumped circuit, we note that, given a
sufficient number of terms, the Padé rational polynomial
can exactly represent an arbitrary lumped circuit. How-
ever, it cannot exactly represent a distributed circuit.
Thus, for high-frequency circuits, the Padé rational poly-
nomial is generally bandlimited.
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Figure 11. As the number of zero-thickness sheets used to
represent this very thick stripline increases, S11 converges to
the exact answer.
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8.4. Applied Interpolation Issues

As typically applied to EM analysis, at least two analyses
are initially performed. This yields two data points. Then
several interpolations are formed, either with different
numbers of data points, or with a different distribution of
coefficients between numerator and denominator. The
differences between these different interpolations (all
based on the same data) are treated as an estimate of
the interpolation error. While the true interpolation error
can be as much as 20 dB greater than the estimate, the
estimated error does tend to correctly show the frequency
at which the true error is highest. The next data point is
then taken at this highest error frequency. The iterative
algorithm proceeds until the maximum estimated error is
below a user-selected threshold.

Early application of the Padé rational polynomial to
high-frequency EM analysis was limited in bandwidth,
dynamic range, and occasional failure to converge. How-
ever, more recent results now provide a much more robust
implementation. Basically, in addition to the actual high-
frequency circuit data at each frequency, the interpolation
can also make use of the tremendous amount of informa-
tion contained within the method-of-moments (MoM) ma-
trix used by the EM analysis, for example, frequency
derivative information.

The advanced techniques can easily interpolate over a
1000� bandwidth (e.g., from 0.1 to 100 GHz) with analy-
sis at 15–20 frequencies, or over a small bandwidth with
analysis at only four or five frequencies, no matter how
complex the response (see Fig. 12).

Even so, today’s interpolation algorithms do still ex-
hibit failure modes of which the informed designer should
be aware. In one failure mode, the interpolation fails when
an attempt is made to interpolate data that are below the
analysis noise floor. The noise floor depends strongly on
the specific EM technique, specific circuit, specific mesh-
ing, and specific frequency. Observed noise floors range
from 40 to over 180 dB down for the different types of
planar analyses. Special caution should be exercised

whenever interpolation is invoked on data that approach
to within 20 dB of the noise floor.

The second failure mode is seen in shielded analysis.
Early algorithms could fail with only one box resonance.
Modern algorithms are more robust, providing accurate
data even with large numbers of box resonances; however,
the number of data points required for convergence can be
excessive. Thus, even though the resulting data are still
accurate, analysis time can become excessive.

9. CONFORMAL MESHING

As described above, one advantage of the unshielded EM
analysis is that the required numerical integration can be
performed over any arbitrary subsection as desired. In
practice, arbitrary size, shape, and orientation rectangles
and triangles are used. More advanced techniques addi-
tionally include arbitrary polygons.

Shielded analyses use the FFT to calculate the coupling
between subsections. While the FFT provides unsur-
passed accuracy and dynamic range, it requires a fine
underlying uniform FFT mesh. These tiny FFT mesh cells
are joined together into larger rectangular subsections.

In order to increase speed, both shielded and un-
shielded analyses try to maximize use of large subsections.
Large subsections substantially reduce the size of the
matrix, thus speeding the analysis. However, large sub-
sections also decrease analysis accuracy, especially when
the subsections are so large that the natural high edge
current is not allowed to form.

The arbitrary triangles of the unshielded analysis are a
distinct advantage in analyzing arbitrary smoothly cur-
ving circuits. A few triangles can easily form a piecewise
linear representation of a curving edge, especially when
the error introduced by ignoring the high edge current is
acceptable. However, when high edge current must be
included, a large number of narrow rectangular subsec-
tions must be inserted on the conductor edges, rapidly
increasing the subsection count and analysis time.

Merging the small FFT cells of the shielded analysis
can be severely limited by curving geometries. Even the
largest rectangular subsections must still be small, thus
limiting the reduction in the number of subsections. As a
small compensation, the high accuracy yielded by the
small subsections is still seen. To alleviate this bottleneck,
conformal meshing [11] was developed. The tiny FFT cells
are still present, so the accuracy and dynamic range
provided by the FFT remains uncompromised. However,
instead of merging the cells into larger rectangular sub-
sections, the cells are merged into large subsections that
both cover the entire width of a transmission line and
curve to follow arbitrary curving edges. In this way, a
subsection count reduction of 100 times or more can be
achieved. Since matrix solve time increases with the
subsection count cubed, a 100� reduction in subsection
count realizes a 1,000,000� faster analysis.

Normally large subsections that cover the entire width
of a transmission line result in decreased accuracy be-
cause high edge current is not allowed. This is not the case
with conformal mesh because the mesh automatically
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All the remaining data are interpolated. The interpolated data
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includes the high edge current in the conformal subsec-
tions. Thus we simultaneously achieve two seemingly
contradictory goals: the fast analysis of a few large sub-
sections and the accurate analysis of many small subsec-
tions.

Figures 2–4, presented and discussed above, show a
circular 8.25-turn spiral inductor that was analyzed using
conformal meshing. No other form of meshing and no
other technique of analysis has yet been found to success-
fully analyze this inductor, including the effect of conduc-
tor thickness and high edge current. While one other
approach was found to be able to complete an analysis,
the result was overwhelmed with numerical noise due to
the large problem size. Using conformal meshing, the
inductor requires 5 min 9 s per frequency on a 3-GHz
Pentium. Six frequencies were analyzed and interpolated
to provide the plotted data.

Figure 13 shows a four-way power splitter analyzed
using conformal meshing. Note that the high edge current
is well represented, even though the analysis required
only 19 s per frequency on a 3-GHz Pentium.

Conformal meshing marks a major advance in the size
of problem for which numerical EM analysis can achieve
fast and accurate results.

10. SHIELDED ELECTROMAGNETIC ANALYSIS THEORY

Because of the complexity of Maxwell’s equations, there
are innumerable methods of solution, each approach hav-
ing advantages and disadvantages for a given type of
problem. In this section, we describe one approach to the
analysis of planar circuits in a shielded environment using
the method of moments [12]. This particular solution is
detailed in Refs. 13 and 14.

For the geometry of Fig. 14, we can treat the perfectly
conducting sidewalls as a rectangular waveguide propa-
gating in the z direction. The rectangular waveguide TE
(transverse electric) and TM (transverse magnetic) modes
in each dielectric region form a complete orthogonal basis
for any source-free field. We sum all the TE and TM modes
(over the composite summation index i) in each region so
as to match tangential electric fields at the interface

between the two regions (z¼h)

Eð1Þt ¼
X

i

Vi
sin ðkð1Þiz zÞ

sin ðkð1Þiz hÞ
ei ð7Þ

Hð1Þt ¼
X

i

ViY
ð1Þ
i

cos ðkð1Þiz zÞ

sin ðkð1Þiz hÞ
hi ð8Þ

Eð0Þt ¼
X

i

Vi
sin ðkð0Þiz ðc� zÞÞ

sin ðkð0Þiz ðc� hÞÞ
ei ð9Þ

Hð0Þt ¼
X

i

ViY
ð0Þ
i

cos ðkð0Þiz ðc� zÞÞ

sin ðkð0Þiz ðc� hÞÞ
hi ð10Þ

where

Y ðpÞi;TE ¼�jkðpÞi;z =omp

Y ðpÞi;TM ¼�joep=k
ðpÞ
i;z

kðpÞi;z ¼ ðk
2
p � k2

x � k2
yÞ

1=2

kp ¼oðmpepÞ
1=2

1

�1

c

�0

a

b

x

z

h

Figure 14. Shielded electromagnetic analysis views the conduct-
ing sidewalls of the shielding box as rectangular waveguide. The
fields for each layer are written as a sum of waveguide modes.

Figure 13. Conformal meshing allows analysis of this
four-way power splitter including the critical high edge
current in 19 s per frequency on a 3-GHz Pentium.
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kx¼mp/a
ky¼np/b

ei,TE¼N1g1ux�N2g2uy

ei,TM¼N2g1ux�N1g2uy

hI ¼uz�ei

g1 ¼ cos(kxx)sin(kyy)
g2 ¼ sin(kxx)cos(kyy)
N1 ¼ (2/ab)1/2, m¼ 0, na0
N1 ¼ 0, ma0, n¼ 0
N1 ¼ 2(n/b)(ab/(n2a2

þm2b2))1/2, ma0, na0
N2 ¼ 0, m¼ 0, na0
N2 ¼ (2/ab)1/2, ma0, n¼0
N2 ¼ 2(m/a)(ab/(n2a2

þm2b2))1/2, ma0, na0

The modal admittances are those of the standing-wave
modes, which differ from the more usual traveling-wave
modes by the imaginary factor j. The amplitude of the ith
mode (Vi) is determined as described below.

Note that the equations above, and this entire ap-
proach, maintain full validity for any degree of lossy or
conductive substrates. The only change required is that
the characteristic impedances and wavenumbers pre-
sented above become complex.

10.1. Calculating the Coupling between Subsections

The central problem is to determine the voltage on one
subsection (the ‘‘field’’ subsection) caused by current on
another subsection (the ‘‘source’’ subsection). It is this
pairwise coupling that fills the moment matrix for every
possible source–field pair of subsections.

In order to proceed, we must first assume a specific
current distribution for the source subsection. We use the
‘‘rooftop’’ current distribution [15] (Fig. 15). In Fig. 15, the
height indicates the current density over the rectangular
area of the subsection. Several rooftops are overlapped to
yield a piecewise linear approximation to the current in
the direction of current flow (Fig. 16). Rooftops are placed
side by side to yield a stepwise approximation to the actual
current distribution in the direction transverse to current
flow.

A given area must be subsectioned twice, once for
x-directed current and a second time for y-directed current.
Figure 17 shows how the x- and y-directed subsections
overlap. Note that the centers of the x-directed and
y-directed rooftops must be offset. This offset is required in
order to allow current to flow from one rooftop to the next.

We now evaluate the Vi so that the discontinuity in
tangential H field at z¼h equals the rooftop current at the
source subsection. With Js representing the rooftop cur-
rent distribution centered on the source subsection at
(x0,y0), we have

Vi¼ � Zi

ZZ
Jsðx; y; x0; y0Þ .eiðx; yÞdx dy ð11Þ

Z�1
i ¼Y ð0Þi ctn½kð0Þiz ðc� hÞ� � Y ð1Þi ctn½kð1Þiz h� ð12Þ

Note that Zi is just the impedance of the topcover and
ground plane transformed by the intervening rectangular
waveguide to the surface of the substrate (at z¼h) and
connected in parallel. Extension of this technique to
multiple layers requires only the modification of Zi.

When the full forms of the vector fields Js and ei are
inserted above, the expression for Vi becomes complicated;
however, it is simply the sine and cosine integrals. Analy-
tic evaluation of the integrals is tedious but straightfor-
ward. The Vi are then used in Eqs. (7)–(10) to determine
the tangential electric fields everywhere due to the sub-
section current distribution Js.

Within the framework of the method of moments, the Js

(one for each subsection) represent ‘‘basis’’ or ‘‘expansion’’
functions. The total current on a circuit is a sum of all the
Js. To complete the method of moments, we must select
‘‘testing’’ functions. Here, we choose a Galerkin technique,
in that the testing functions are the same as the basis
functions.

Now, given a specific source subsection with current Js

impressed on it, we calculate the voltage on a specific field
subsection by multiplying the tangential electric field by a
rooftop testing function centered on the field subsection
and integrating over the area of the field subsection. This
integration is of the same form as Eq. (11). It is once more
a tedious but straightforward sine and cosine integration
that is performed analytically.

X

Jx

Figure 15. The vertical direction represents the current density
on a rectangular subsection. Current is flowing in the x direction.
This is called a ‘‘rooftop’’ basis function.

Jx

X

Figure 16. The total current from the sum of two overlapping
rooftop basis functions yields a piecewise linear approximation to
the current in the direction of the current flow.

Jx,y

x

Figure 17. When a y-directed rooftop basis function overlaps
half of an x-directed rooftop, current can flow around a corner.
Note how the center of any x-directed rooftop must be offset from
the center of any y-directed rooftop.
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10.2. Solving the Moment Matrix

The process described above is repeated for every possible
pair of source–field subsections. For N subsections, this
fills an N�N impedance matrix, Z. The amplitude of the
current density on each subsection is stored in the N� 1
vector J and the total voltage on each subsection is stored
in the N� 1 vector V. The resulting matrix equation is

V ¼Z J ð13Þ

Typically most of the numerical effort is in inverting the Z
matrix. This operation is of order N3. Values of N up to
30,000 can now be solved in about an hour on a 3-GHz
Pentium. Prior to solving the matrix, we designate a few
subsections as ‘‘port’’ subsections. Port subsections are
subsections to which we plan to make outside circuit
connections. After the matrix is solved, we have

J¼Y V ð14Þ

In order to meet the boundary condition of zero voltage on
a conductor, we set the voltage on all nonport subsections
to zero. Once we do that, we see that we don’t even need to
solve for most of the Y matrix. If solving the matrix with
LU (lower/upper) decomposition, we still must do the full
decomposition. However, nearly the entire back solve step
is no longer needed.

With the nonport subsection voltages set to zero, we
only need the portions of the Y matrix that deal exclu-
sively with port subsections. If there are two port subsec-
tions, the result is a 2� 2 matrix. After converting current
density J to current, and possibly changing signs (when
circuit theory positively directed current is of direction
opposite that of EM analysis positively directed current),
this is actually the Y matrix of the circuit and is the
solution to the problem.

If the current distribution is required, additional back
solve effort is applied, yielding a larger portion of the Y
matrix. For example, if there are N total subsections and
two of these subsections represent ports, we need either a
2�N or a N� 2 portion of the Y matrix. Then we use Eq.
(14) to calculate J for any possible port excitations.

10.3. Application of the Fast Fourier Transform

The summation of Eqs. (7)–(10) over i is actually a two-
dimensional summation over rectangular waveguide
mode numbers m and n for all TE and TM rectangular
waveguide modes. Performing this summation repeatedly
is very slow. It is performed more efficiently by making a
simple trigonometric modification.

Simplifying to one dimension for illustrative purposes,
one form of the required summation for a source subsec-
tion located at x0 and a field subsection located at x1 is

S¼
XM

m¼ 0

Cm cos
mpx0

M
cos

mpx1

M
ð15Þ

For the complete summation, the summation index m goes
to infinity. However, if x0 and x1 are restricted to integers

in the range from 0 to M and we take advantage of the
periodicity of the trigonometric functions, the entire sum-
mation may be performed over the indicated summation
range by appropriate modification of the Cm.

This summation is starting to look like a Fourier cosine
series, except for one problem. We have the product of two
cosines, instead of one. This is easily remedied by rewrit-
ing the summation as the sum of two summations:

2S¼
XM

m¼ 0

Cm cos
mpðx0þ x1Þ

M
þ
XM

m¼ 0

Cm cos
mpðx0 � x1Þ

M

ð16Þ

Both summations are now a cosine series easily and
rapidly summed by specialized FFT (fast Fourier trans-
form) algorithms. In fact a single FFT cosine transform
provides results for all possible values of x0þ x1 and x0� x1

after taking into account the periodicity in M.

10.4. Improving Speed and Memory Requirements

For the actual two-dimensional summation (over all TE
and TM waveguide mode numbers m and n), the 2D cosine
transform is performed using a 2D FFT specialized for the
cosine transform. Because the Cm depend on both the
basis and testing functions, an additional 2D transform is
required each time a different type of source or field
subsection is used. For a single layer, typically three 2D
FFTs are required, one each for x/x, y/y, and x/y coupling.
Depending on the specific basis and testing functions, a
sine transform may be required instead.

Multiple layers are accommodated by modification of
Eq. (12). The modification is such that both extremely thin
and extremely thick layers have no impact on accuracy or
analysis time. This also changes the Cm in the summation
above, so the FFTs must be repeated once more. This
approach, when completely including all coupling between
all layers, easily accommodates up to several hundred
layers.

As mentioned above, all metal must be subsectioned
twice, once for x-directed current, and a second time for
y-directed current. Further, the center of all x-directed
rooftops are offset with respect to the centers of the
y-directed subsections. This offset is realized by restricting
subsection center coordinates to either even or odd values.
This means that the 2D FFTs need be performed for only
half of the values of (x0, y0) and (x1, y1). With further
specialized modification, the size of the required FFTs is
cut by half in both dimensions, resulting in a 4� speed
increase.

Different basis and testing functions require only the
modification of Vi in Eqs. (7)–(10). Other basis functions
that have been implemented in shielded analysis include
vias (for conducting current vertically through layers),
and triangles [16]. Triangles are used to fill in the stair-
case that would otherwise exist when meshing with
rectangular subsections. However, when comparing ana-
lysis results with and without the use of triangles, they
are found to provide an advantage only when the trans-
mission line is one or two rectangular subsections wide. If

APPLIED NUMERICAL ELECTROMAGNETIC ANALYSIS FOR PLANAR HIGH-FREQUENCY CIRCUITS 409



there is symmetry along one centerline axis in the circuit,
the FFTs need to include only half of the m or n modes,
resulting in a further doubling of the FFT speed.

Unshielded analysis must also calculate coupling be-
tween subsections. In this case, it is worthwhile to store
certain intermediate results that depend only on the di-
electric geometry. In shielded analysis, the corresponding
results are always calculated when needed. This is be-
cause the FFT-based calculation of these results is so fast
that storing them for later use would actually slow down
the analysis.

Matrix storage reduction is also possible. The most
significant reduction is realized by noting that the Z
matrix is symmetric. It is relatively simple to organize
LU decomposition so that storage is required for only half
the matrix, cutting memory requirements by half.

Provided extremely low-frequency data are not re-
quired, all calculations can be performed in single preci-
sion, cutting storage requirements by half again. For both
single and double precision, careful attention to avoiding
loss of precision when dividing by the pivot element is
critical. If there is potential loss of precision, then rows
and columns must be pivoted. Rigorous testing for poten-
tial matrix solve problems requires running literally
thousands of cases. Checking for success in only a few
cases is certain to leave hidden problems.

Intel architecture computers utilize a specialized FPU
(floating-point unit) that performs all calculations using
80 bits of precision. One way to minimize numerical
precision problems is to leave the result of continuing
calculations (e.g., dot products) and critical numbers (e.g.,
the pivot element) in the FPU, thus avoiding the precision
loss caused by repeated truncation to single or double
precision.

11. DE-EMBEDDING ELECTROMAGNETIC DATA

Whether derived from electromagnetic analysis or from
measurement, high-frequency data must be properly ‘‘de-
embedded’’ if accurate results are to be obtained. In the
early days of high-frequency measurement, slotted-line
techniques were used. With these approaches, a standing
wave is measured on a length of transmission line (e.g.,
rectangular waveguide). Then, with knowledge of the
transmission-line characteristic impedance, the stand-
ing-wave measurements can be converted into S-para-
meter data.

De-embedding approaches analogous to slotted-line
measurements are in use today in planar EM analyses,
primarily in unshielded environment analyses. While
easily implemented, such slotted-line techniques are com-
promised by the necessity to independently determine the
transmission line characteristic impedance. This is
usually done by a separate 2D cross-sectional EM analy-
sis. Two additional sources of error are thus introduced:
(1) error inherent in the cross-sectional EM analysis and
(2) error due to the determination of the characteristic
impedance.

This second source of error is due to the fact that the
characteristic impedance must be determined from linear

functionals of the cross-sectional fields. For example,
voltage is determined by selecting a path from the line
to ground and integrating the electric field over that path.
While unique for lossless homogeneous media, results can
range over 20% or more for typical inhomogeneous micro-
strip media, depending on which circuit parameters
(power, current, or voltage) are calculated and which
path integrals are taken. This uncertainty in the ‘‘correct’’
value of characteristic impedance translates directly into
error in the final result.

11.1. Modern De-embedding Algorithms

For modern high-frequency measurements, a device under
test (DUT) is placed in a test fixture. The test fixture is
typically microstrip for connections to the DUT, and either
coax or ground–signal–ground (GSG) probepads for con-
nection to the measurement equipment. In order to char-
acterize and remove the effect of the test fixture, a series of
known standards are inserted at the location of the DUT
and measured. Typical standards might include a short
(circuit), open (circuit), load, and through. However, both
slotted-line and many modern de-embedding approaches
suffer from the fact that characteristic impedance must be
independently determined. This is because these ap-
proaches cannot directly measure voltage at any point in
the circuit.

In contrast, shielded EM analyses can determine both
the voltage and current directly and unambiguously at
ports. The shielded analyses use infinitesimal gap voltage
sources at the edge of the substrate; a side view is shown
in Fig. 18. Because the gap source is immediately adjacent
to a perfect ground reference (the sidewall), the voltage is
unique and precisely determined. With both port current
and voltage known uniquely and unambiguously, the port
input impedance is known as well.

11.2. De-embedding the Port Discontinuity

The problem with box sidewall ports is that the port input
impedance also includes fringing fields excited by the port.
The port fringing fields can be viewed as a port disconti-
nuity including both series inductance and shunt capaci-
tance. When loss is present, resistance and conductance
may additionally be part of the port discontinuity. Now,
the de-embedding problem becomes characterization of
the port discontinuity.

− +

V

Figure 18. The shielded electromagnetic analysis uses an in-
finitesimal gap voltage source to excite the circuit, shown here
from the side.
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For the most straightforward de-embedding approach,
the port discontinuity is specialized to pure shunt admit-
tance. This is realized in the EM analysis by forcing
uniform voltage along the length of the gap. This disallows
transverse current at the port, effectively short-circuiting
out any series port inductance. That this assumption is
correct is tested as part of the de-embedding process, as
described below.

The de-embedding procedure [17] first analyzes two
standards, an L length through and a 2L length through.
A schematic of the L length through including port dis-
continuities is shown in Fig. 19. Alternatively, only a
single 2L length through with an internal port at L from
each box wall port may be analyzed. The data for the L
length through is then obtained by exciting the 2L length
box wall ports in an odd mode to determine Y parameters
of the L length through.

To characterize the port discontinuity, first convert the
data for the L and 2L length throughs to ABCD cascading
parameters. Then invert the ABCD parameters for the 2L
length through and pre- and postmultiply the result by the
ABCD parameters for the L length through. This leaves
only a cascade of the port discontinuity with itself; this is
called the double-port discontinuity.

If the 2L line includes a third internal port, as
mentioned above, then data for a single-port discontinuity
can be uniquely determined [18]. However, if the port
discontinuity is specialized to a pure shunt admittance,
then the single-port discontinuity can be determined
only on the basis of the L and 2L length ABCD para-
meters.

If the port discontinuity is a pure shunt admittance,
then A¼D¼ 1.0 and B¼ 0.0. This leaves the C (of the
ABCD parameters) equal to the double-port discontinuity
shunt admittance. The single-port discontinuity is deter-
mined by simply dividing C by 2.

If these conditions on A, B, and D are not met, then
either the port discontinuity is not a pure shunt admit-
tance, or another failure mode (discussed later) has
occurred. If the more general technique described in
Ref. 18 is used, then this self-consistency check is not
possible and de-embedding failure will not be detected
until it is realized that the analysis calculated incorrect
results; however, a general port discontinuity can be
characterized.

Once the port discontinuity has been characterized, the
DUT data are de-embedded by inverting the single-port
discontinuity ABCD matrix and pre- and postmultiplying
the DUT ABCD data.

This de-embedding approach is valid for both lossless
and lossy situations, including metal loss, dielectric loss,
and—under the restrictions noted below—radiation loss.

11.3. Determination of Characteristic Impedance

This de-embedding approach has absolutely no need for
knowledge of the characteristic impedance of the trans-
mission lines, as it deals directly only with the terminal
(port) voltages and currents. However, additional informa-
tion can be obtained by de-embedding the ABCD para-
meters (in the same way the DUT was de-embedded) of the
L length through. Then, by noting the ABCD parameters
for an ideal TEM through line of length L

A B

C D

" #
¼

cosðbLÞ jZ0 sinðbLÞ

j
sinðbLÞ

Z0
cosðbLÞ

2

64

3

75 ð17Þ

we can then determine [19] the ‘‘TEM equivalent’’ charac-
teristic impedance Z0 and wavenumber b of the L length
line by equating (17) with the calculated ABCD parameters
of the L length through. We emphasize that this determina-
tion of the characteristic impedance is not required in any
way for the actual de-embedding process itself.

Once the de-embedded ABCD parameters of the L
length through have been obtained, they can be used (by
inverting them and then pre- or postmultiplying (as
desired) the DUT ABCD parameters) to shift the reference
plane of the DUT data into the box. This is sometimes
done to remove the port connecting transmission lines.

11.4. De-embedding Failure Mechanisms

This de-embedding approach fails if the through stan-
dards allow propagation of more than one transmission-
line mode. This is easily detected in the double-port
discontinuity data as A, B, and D are different from the
values stated above. In addition, the L length line must be
long enough that the port fringing fields on each end do
not interact with each other. A length of at least one
substrate thickness, and preferably two, is usually all that
is required. If this condition is not met, then once more, A,
B, and D are different from the above-stated values.

An additional failure mechanism is sometimes exhib-
ited when radiation is allowed. Shielded analyses approx-
imate radiation by making the topcover resistive, usually
377O per square. The box conducting sidewalls form a
rectangular waveguide. The topcover must be positioned
far enough above the DUT that it is not involved in
fringing fields (i.e., near field) of the DUT. Placing the
topcover above the DUT by about the size of the DUT is
usually sufficient.

A radiation related de-embedding failure mode is seen
when the sidewalls of the box containing the L length
through form a cutoff rectangular waveguide but the
sidewalls of the 2L length through form a propagating
waveguide. Thus, the L length through does not see
radiation loss, but the 2L length through does. The error
introduced is typically small because the radiation loss for
a simple through line is typically small. However, careful

1 2L

Figure 19. The L length through line shown schematically
includes the port discontinuities, shown here as pure shunt
capacitance. The 2L length through has the same port disconti-
nuity and twice the length of the transmission line.
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inspection of the S parameters of an otherwise lossless
passive structure can in this case actually show a small
gain. If high-accuracy S parameters including radiation
loss are important, then one should take care to make sure
that the box containing the L length through is large
enough to allow propagation up to the topcover. This
failure mode is not detected by inspection of A, B, and D
as in other failure modes.

A final failure mechanism occurs if one of the standards
excites a box resonance. This resonance appears in the de-
embedded data and also causes the values of A, B, and D for
the port discontinuity to differ from the values stated above.

For typical high-frequency applications, the port dis-
continuity capacitance is a few tenths of a picofarad.
Occasionally, such a port discontinuity is unimport-
ant for a specific application and de-embedding can be
skipped.

11.5. De-embedding Multiple Coupled Ports

In the case of multiple coupled ports, A, B, and D of the
ABCD matrices above all become, themselves, matrices.
For example, if there are two ports on one side of the box,
both of which are to be de-embedded, the L and 2L length
throughs each become a pair of coupled lines and each
element of the ABCD matrix becomes a 2� 2 matrix.

The approach is fully valid, no matter how many ports
and no matter how tightly coupled they are. Analyses with
several hundred ports, as tightly coupled as desired, are
easily performed. The very high accuracy of this de-
embedding technique for tightly coupled ports is critical
in the success of divide-and-conquer analysis strategies,
as described above.

12. CONCLUSION

The field of applied high-frequency numerical electromag-
netics began in the 1990s and has reached an advanced
state of development. Today, numerical electromagnetics
is considered a necessary part of nearly any high-fre-
quency design. The designer can now complete numerous
design iterations in days, or even in hours, that previously
would have taken weeks or months. Once the design is
complete, success on first fabrication is now regularly
enjoyed.

Future advancements in this field are likely to be
outside the realm of Maxwell’s equations. Specifically,
interoperability with design frameworks, faster compu-
ters, and a maturation of the generally accepted RF design
cycle are all likely to see activity in the near future.
Numerical electromagnetics promises to play an impor-
tant role in the future of both commercial and military
high-frequency design.
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ARTIFICIAL MAGNETIC CONDUCTOR
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Tempe, Arizona

1. INTRODUCTION

An artificial magnetic conductor (AMC) [1,2] is a nearly
lossless reactive surface, usually realized as a printed
circuit board, that presents a reflection coefficient of the
order of þ 1 to incident plane waves and simultaneously
inhibits the propagation of surface waves across its sur-
face over a prescribed band of frequencies (the so-called
bandgap). Because of the in-phase reflection coefficient at
the surface, the total tangential magnetic field is close to
zero over its operational band, thus emulating the proper-
ties of a theoretical perfect magnetic conductor (PMC).
However, whereas a true PMC would allow the grazing
propagation of waves with vertical magnetic field over its
surface while suppressing waves with vertical electric
field, the AMC suppresses propagation of both types of
waves. This combination of properties yields the following
experimentally verified desirable features:

1. The radiation from a proximate, horizontal electric
dipole (a wire antenna) is reflected in phase, aug-
menting the dipole’s gain instead of canceling it, as
would occur over a conventional conducting ground
plane.

2. The input impedance of the dipole is increased.

3. The radiated power along the surface is dramati-
cally reduced, leading to backlobe suppression and
further increased broadside gain.

When properly designed, the AMC surface-wave bandgap
will correspond to the same frequency band over which the
AMC exhibits a high surface impedance, thus enabling
realization of an efficient, electrically thin antenna struc-
ture. Because of features 1 and 2, the AMC is classified as
a high-impedance surface. Because of feature 3, the AMC
can also be classified as an artificially soft surface [3]
since, for an arbitrary point source located at the center of
the AMC, simultaneous cancellation of Ef and Hf over the
surface corresponds to the suppression of radially propa-
gating TE and TM surface waves. Because the suppres-
sion of surface waves occurs over a well-defined frequency
range, the AMC is classified as an electromagnetic band-
gap (EBG) structure. However, because this behavior

results from a texture with periodicity much smaller
than the free-space wavelength and does not involve
periodic structure resonances, the AMC is classified as a
metamaterial or artificial magnetodielectric.

The latter definition is adopted here as the most
appropriate. In Section 2 the artificial anisotropic magne-
todielectric parameters of the AMC are derived from
quasistatic analysis of its physical features. It is then
shown that these parameters are sufficient to completely
explain the features enumerated above. In particular it is
demonstrated that the permittivity and permeability nor-
mal to the surface are the key parameters that control the
surface-wave suppression properties of the AMC. The
degree of control available to the engineer for designing
an AMC, including its thickness, operational frequency,
bandwidth of favorable reflection coefficient, and band-
width of surface-wave suppression, is the subject of
Section 3. Section 4 applies the results of Section 3 to
develop a design approach for typical AMCs. Section 5
places the AMC in the context of earlier and later develop-
ments of other artificial magnetic conductors found in
the literature. Finally, Section 6 highlights more recent
successful applications of the AMC ranging from tunable
antenna ground planes to applications as a suppressor of
crosstalk between collocated antennas.

2. THE AMC AS A TWO-LAYER ARTIFICIAL UNIAXIAL
ANISOTROPIC MAGNETODIELECTRIC

Figure 1 shows the original AMC embodiment, invented at
UCLA in the late 1990s by Sievenpiper et al. [1,2]. It
consists of an electrically thin, planar, periodic structure
with vertical conductors (vias) that terminate on a peri-
odic array of planar conductors [the frequency-selective
surface (FSS)], above a conducting ground plane, that can
be fabricated using low-cost printed circuit technologies.

The normal incidence reflection coefficient of this AMC
surface can be derived immediately from its transmission-
line representation. It turns out that for typical config-
urations the dielectric constant of the substrate is not a
critical parameter because its thickness is so small that
the electric field throughout its volume is nearly zero. The
effect of the vias can likewise be ignored since for a normal
incidence wave the electromagnetic fields are transverse
to them and therefore are nearly invisible (or, stated
another way, the transverse polarizability of thin metallic
cylinders perpendicular to both E and H fields is negligi-
ble). Therefore, the groundplane is a short circuit in the
transmission line of free space, above which, at a distance

Capacitive
 FSS 

Low  
permittivity 

spacer 
Metal backplane Metal vias

t
2
(~λ/50  typ)~

Figure 1. Sievenpiper high-impedance surface.
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t2, there is a large shunt capacitance. The value of the
shunt capacitance is chosen to resonate the short circuit so
that just above the capacitive sheet the short (circuit) is
electrically a quarter-wavelength away at the design
frequency. Clearly the phase angle of the reflection coeffi-
cient is 01 at this frequency and must vary from þ 1801
at DC to � 1801 at the frequency where the short is
electrically a half-wavelength away. The operational
band of the AMC, from the standpoint of favorable reflec-
tion coefficient, is then defined as the frequency band
bounded by the þ and � 901 phase frequencies, since at
those frequencies the radiation from the image of a
horizontal electric dipole does not subtract from the source
radiation. It is also the band of frequencies for which
the wave impedance for lane wave incidence is greater
than that of free space. Figure 2 illustrates these consi-
derations.

The fractional bandwidth of a typical Sievenpiper AMC
structure is defined by its normal incidence reflection
properties using the transmission-line model. The impe-
dance of the transmission line is the dielectric substrate’s
impedance for normally incident TEM waves Z with its
corresponding propagation constant b¼ kd. The input
impedance of the short(-circuit) transmission for normal
incidence is

Zin¼ j Z tanðkdt2Þ ð1aÞ

With the assumption of an electrically thin structure
(tan(kdt2)¼ kdt2), this impedance can be simplified as

Zin¼ jomDm0t2¼ joL ð1bÞ

Therefore, the transmission line can be replaced by its
total series inductance L, which is then in series with the
short circuit forming a tank LC circuit with the FSS
capacitor, of resonant frequency o0¼ (LC)�1/2. (It should
be noted that the inductance involved here has nothing to
do with the via rods; they are essentially transparent to a
normally incident plane wave.)

The reflection coefficient of this simplified circuit tuned
to resonate at a center frequency of o0 can be obtained

easily as a function of frequency:

GðoÞ ¼

jot2mDm0 � Z0 1�
o
o0

� �2
 !

jot2mDm0þ Z0 1�
o
o0

� �2
 ! ð2Þ

Defining fup as the frequency at which the phase of the
reflection coefficient of Eq. (2) crosses � 901, G¼ � j1, and
flow the frequency at which it crosses þ 901, G¼ j1, and
substituting these two values of G into the equation, it is
easy to show that for thin high-impedance surfaces, the
bandwidth BW¼ fup/flow is given by

BW� 1ffiffiffiffiffiffiffiffiffi
BW
p ¼

oþ 90 � o�90

o0
¼2pmD

t2

l0
ð3Þ

Thus, to support a 10% instantaneous bandwidth an AMC
with purely dielectric, nonpermeable (mD¼ 1) substrate
need be only 1

62 th of a wavelength thick. In applications
requiring wide instantaneous bandwidth, for example, to
accommodate an octave frequency range (BW¼2), the
AMC thickness must be over a tenth of a free-space
wavelength thick (t2¼ 0.113 l0). This thickness may be
too large for some applications, and thus magnetically
loaded AMCs (mD41) have been designed. The limiting
case of a Sievenpiper AMC is one whose thickness is a full
l0/4, and whose FSS capacitance has gone to zero. The
exact phase bandwidth for this thick case (maximum
instantaneous bandwidth for an AMC) is 3–1 or 100%
fractional bandwidth.

The transmission-line model of the reflection coefficient
of the AMC just described illustrates the fact that the
AMC derives its in-phase reflection coefficient property
from a ‘‘quarter-wave ground plane’’ effect. This in itself is
not a novel accomplishment since physically thin but
electrically quarter-wave-thick ground-plane structures
are trivial to construct using high-dielectric-constant ma-
terials. However, such structures are useless in practice
for gain enhancement of antennas because the preferred
mode of radiation of a horizontal dipole above a dielectri-
cally clad ground plane is into the surface waves and not
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Figure 2. Transmission-line representation
of the normal incidence reflection properties
of the AMC (a) yields the typical reflection
phase–frequency plot (b). In the example of
(b) the center or resonance frequency is 2 GHz
and the useful reflection coefficient band
extends from 1.65 to 2.35 GHz.
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into free space. The key to the usefulness of the AMC is
therefore that its surface-wave suppression properties
occur in the same band in which the reflection coefficient
is in phase. This can be accomplished only by exploiting its
anisotropic degrees of freedom.

In the following analysis we assume that the periodi-
city of the unit cells in the AMC is very small compared to
the wavelength so that it can be modeled in terms of
effective medium theory, treating the quasielectrostatic
and quasimagnetostatic features separately. We also as-
sume a square lattice, with equal periods in both the x and
y directions. Because of the form of the AMC structure, we
choose to separate the effective medium into two distinct
layers. The ‘‘spacer’’ layer or ‘‘rodded medium’’ layer
consists of a regular array of conducting vias connected
to the conducting backplane. This is covered by a capaci-
tive ‘‘FSS’’ layer, which consists of a regular array of metal
patches. Although the FSS layer can be infinitely thin in
theory, we assign it a finite (and somewhat arbitrary)
thickness in the effective medium representation. Because
of the symmetry of the structure, both layers can be
modeled with uniaxial permittivity and permeability ten-
sors. Figure 3 shows the effective media model layers and
associated permittivity and permeability tensors.

2.1. Effective Medium Model for the Substrate

In order to derive the values for the elements of these
tensors, first consider a medium consisting of an array of
infinite rods. When an electric field exists throughout the
whole space (such as in the low-frequency limit of a wave
traveling through this ‘‘forest’’ of rods), symmetry consid-
erations allow us to concentrate on one unit cell of the
array. In the quasielectrostatic limit, that cell has PEC
plates at z¼ 0 and z¼ þh (arbitrary) and PMC walls all
around, as in Fig. 4.

As Fig. 4 suggests, the actual shape of the PMC
boundary of the unit cell cannot possibly be a significant
factor in the quasistatic effective medium behavior of this

array, and so we take it to be a cylindrical boundary of
equal cross-sectional area. If the array is immersed in free
space, the only polarization vector is that inside the rods,
and thus the only excess current in this space comes from
the rod current @P=@t. Assuming that the rods are metal,
this is purely a conduction current. It creates a circulating
magnetic field inside the unit cell that starts at the surface
of the rod and vanishes on the surrounding PMC surface
(since H tangential to a PMC must vanish). Integration of
the magnetic energy inside the unit cell and setting it
equal to 1

2 I2L yields

L¼
mh

4p
ln

1

a

� �
þ a� 1

� �
; a¼

pa2

d2
ð4Þ

where a is the ratio of the rod’s cross-sectional area, to the
cross-sectional area of the unit cell.

The circuit describing the unit cell is then the capaci-
tance of the cell e0erA/h in parallel with the inductance.
The effective capacitance of that circuit is

Ceff ðoÞ¼
1

jo
Y ¼

1

jo
jo

eDe0A

h
þ

1

joL

� �

¼
eDe0A

h
�

1

o2L

ð5Þ

The effective permittivity is then the effective capacitance
of that circuit divided by the capacitance of the empty unit
cell:

eeff ðoÞ¼ eD �
1

o2e0
mA

4p
ln

1

a

� �
þ a� 1

� � ð6Þ

Thus, at low frequencies it is negative, and it crosses zero
at the so-called plasma frequency, defined as the fre-
quency at which the unit cell resonates.

=

=
=

=

ε2

00

00

00

00

00

00

ε2

ε1

Spacer layer 

Spacer layer: 

ε2t

ε2t

ε2n

µ2t

µ2t

µ2n

µ2

t1µ1 

t2 µ2 

FSS layer
=

=ε1

0 0

00

00

FSS layer:

ε1t

ε1t

ε1n

=
=

00

00

00µ1t

µ1t

µ1n

µ
1

Figure 3. Effective medium model and para-
meters for AMC.
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This medium was analyzed on the basis of its periodic
structure properties by Brown [4], under the assumption
of thin rods arrayed in a square lattice. His solution is
obtained from solving the equation

cos
2pl

l
n

� �
¼ cos

2pl

l

� �
þ

l
2l

sin
2pl

l

� �

ln
l

2pr

� �
þF

d

l

� � ð7Þ

where l is the distance between rods, n is the effective
refractive index referenced to the background in which the
wavelength is measured, and the correction function F can
be approximated by

F
d

l

� �
� 0:15

d=l
0:5

� �2

ð8Þ

Setting eBrown
eff ðlÞ¼n2, the results of Brown’s model can

be compared to the effective medium model. Figure 5
shows the comparison for rods of radius 0.18 mm, spaced
2.4 mm center to center in a Cartesian array. Note the
close agreement. For rods that are not thin compared to
the separation between them (breakdown of Brown’s
equation), the quasistatic analysis above continues to be
self-consistent. However, for rod separations that are not a
small fraction of the wavelength, Brown’s equation cor-
rectly predicts the periodic structure scattering above the
frequency where the effective permittivity crosses zero.
The quasistatic model does not include this phenomenon.
Therefore, in designing an AMC where the negative
values of the normal permittivity are crucial, Eq. (6) and
its derivation can be used. It has the advantage that it
allows the designer to consider the effect of loading the
vias with lumped elements such as series inductors, and
evaluate the effect this would have on the effective med-

ium properties of the AMC. However, for predicting the
AMC performance at frequencies where the normal per-
mittivity of the substrate becomes positive, it is manda-
tory to use Brown’s equation.

The reader might wonder how a thin substrate consist-
ing of this periodic array of vias can be modeled by the
same equations that describe a medium of infinitely long
rods. The answer lies in the terminating metal plates of
the capacitive FSS layer. The current in the via rod
continues onto the FSS metal plates and spreads radially
out within the unit cell all the way to the end of the
periodic cell. Thus the upper metal plates act as a ground
plane mirroring the lower ground plane and thus creating,
by virtue of the theory of images, effectively infinite
rods. That this mechanism is crucial to the proper func-
tioning of AMCs has been proved by electrically discon-
necting the via rods from the FSS layer. In that case the
AMC’s TM surface suppression properties quickly vanish
as the separation between the vias exceeds the height of
the vias.

The transverse permittivity of the rodded medium is
obtained by simply invoking the Clausius–Mosotti for-
mula for a two-dimensional array of infinite metallic
cylinders. The effective property is due to the transverse
polarization of the rods and is simply given by

exx2¼ eyy2¼ eD
1þ a
1� a

� �
ð9Þ

The transverse permeability can be deduced from the
following argument. A TEM wave traveling along the
rods (z direction) must experience exx and myy (or eyy and
mxx) and yet must have a phase velocity equal to that of the
background dielectric:

uphase¼
c

ðeDmDÞ
1=2

ð10Þ

It follows that for this rodded medium

mxx¼ myy¼
eD

exx
mD ð11Þ

Finally, the z-directed permeability of the rodded layer is
deduced by recognizing that a PEC rod excludes the
magnetic field from its interior, thus reducing the cell
permeability and creating an effective unit cell that is
diamagnetic:

mzz¼ ð1� aÞmD ð12Þ

2.2. Effective Medium Model for the FSS

Next we must consider the FSS layer. For the single-
layered ‘‘Cohn square’’ structure that makes up the FSS
layer of the original Sievenpiper embodiment of an AMC
(Fig. 1), the effective permittivity in the x and y directions
comes from the edge-to-edge capacitance induced when-
ever there is a planar component of the electric field. For
both TM waves (magnetic field perpendicular to the plane
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Figure 5. Comparison of the effective axial permittivity of the
rodded medium in the quasistatic approximation (red dashed
curve) and in the periodic solution of Brown (black curve).
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of incidence) and TE waves (electric field perpendicular to
the plane of incidence), there is such a planar electric field,
and so it is expected that both cases experience an effective
transverse (x–y) permittivity. However, the only case
where the magnetic field is affected by the (assumed
extremely thin) metal squares of the FSS is when it has
a component perpendicular to the plane (the TE case). The
eddy currents induced on the squares repel the magnetic
field and allow it to flow only through the gaps between
the squares. Thus it is expected that the TE case will
exhibit a normal permeability that is depressed below the
value of free space. These effective constitutive properties
can be derived rigorously from the classic case of the
periodic strip surface as a shunt obstacle in the transmis-
sion line of free space.

First, for the following derivations we will need to
define the TE and TM impedances and propagation con-
stants for uniaxial anisotropic media where the x- and
y-axis properties are equal and the z (normal to the plane)
properties are different. These expressions are [5,6]

ZTM
n ¼

kTM
zn

oe0exn
ZTE

n ¼
om0mxn

kTE
zn

ð13Þ

kTM
zn ¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mynexn �
kx

k0

� �2exn

ezn

s

kTE
zn ¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mxneyn �
kx

k0

� �2mxn

mzn

s ð14Þ

2.2.1. The TM Case. When a wave with its E field in
the x–z plane and H field in the y direction is incident
at an angle y as shown in Fig. 6 on a Cohn square FSS
in free space, its total tangential E field on the metal
squares goes to zero. It follows that for narrow gaps
between the squares, the total E field in the x direction
in that plane also tends to zero in the gaps aligned with
the x direction. To first order the only relevant field is the
one concentrated in the gaps aligned with the y axis,
implying that the behavior of the Cohn square FSS [7]
must be the same as that from a plane of parallel infinite
strips aligned with the y axis. The solution for this latter
case is well known [8].

According to Ref. 8 considering the plane of the strips a
shunt obstacle, the input admittance for arbitrary angles

of incidence is

Yin¼Y0 . 1þ j .
4d

l0 cos y
. ln csc

pb0

2d

� �� �
ð15Þ

Realizing that kz0 is just 2p=l0 cos y, we have

Yin¼Y0 1þ j
2d

p
kz0 ln csc

pb0

2d

� �� �
ð16Þ

where Y0 is the admittance of free space, d the periodic
unit length, kz0 the propagation constant of the incident
plane wave in the z direction corresponding to a free-space
propagation constant k0¼o/c, and b0 the gap between the
strips.

If, however, the FSS layer were modeled as a material
layer of thickness t1 with uniaxial anisotropic properties,
the input admittance could also be obtained using the
transmission-line equation where the load is the free
space behind the FSS and the transmission line is the
FSS layer

Yin¼Y0

cos kz1t1þ j
kz0=oe0

kz1=oe0ex

� �
sin kz1t1

cos kz1t1þ j
kz1=oe0ex

kz0=oe0

� �
sin kz1t1

ð17Þ

where kz1 is the z-directed propagation constant in the
FSS equivalent material layer, given by

kz1

k0

� �2

¼ myex �
kx

k0

� �2ex

ez
ð18Þ

where ex, ez and my are the relevant constituent parameters
of the material tensor for TM incidence and kx is the
propagation constant in the x direction of the waves in all
the layers. Under the assumption that t1 is small and that
the permittivity of the FSS layer in the z direction and the
permeability in the y direction are 1 (since the ideal FSS is
infinitely thin), Eq. (17) reduces to

Yin¼Y0

1þ j
kz0=oe0

kz1=oe0ex
kz1t1

1þ j
kz1=oe0ex

kz0=oe0
kz1t1

¼Y0
1þ jexkz0t1

1þ j
ðkz1Þ

2t1

exkz0

ð19aÞ
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Figure 6. Incidence of a plane TM wave onto
the Cohn square FSS can be approximated
with the problem of the scattering from a strip
array.
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and since kz2
1¼ k02exð1� ðkx=k0Þ2Þ¼ k02exðkz0=k0Þ2, it fol-

lows that kz2
1=kz0¼ kz0ex and, again assuming kz0t1 very

small compared to 1, Eq. (19a) becomes

Yin¼Y0
1þ jexkz0t1

1þ jkz0t1
� Y0½1þ jexkz0t1� ð19bÞ

Comparing Eq. (19b) to Eq. (16), we conclude that the FSS
layer has an effective x-directed relative permittivity
equivalent to a pure shunt capacitance that is angle-
independent, given by

ex¼
2d

pt1
ln csc

pb0

2d

� �
ð20aÞ

Since the FSS layer is not floating in space but supported
by a dielectric substrate, the result of Eq. (20) is increased
in practice by the average relative permittivity eavg of the
dielectric materials surrounding the FSS and the final
result for the transverse effective relative permittivity is

exx¼
2d

pt1
ln csc

pb0

2d

� �
eavg ð20bÞ

For thin gaps the logarithm term simplifies to ln(2d/pb0). It
should be noted that this result is simply the statement e1
¼CFSS/t1, where CFSS is the capacitance in farads per
square of the FSS sheet.

2.2.2. The TE Case. The TE case is analyzed following a
parallel procedure. The z-directed propagation constant in
the uniaxial medium for TE is given by

kz1

k0

� �2

¼ eymx �
kx

k0

� �2mx

mz

ð21Þ

Knowing that t1 is small, the input impedance for the
material layer model is given by Eq. (22), while the TE
incidence result from Ref. 8 for the FSS as a shunt obstacle
is still given by Eq. (16):

Yin¼Y0

1þ j
kz1=om0mX

kz0=om0

kz1t1

1þ j
kz0=om0

kz1=om0mX

kz1t1

¼Y0

1þ j
kz1

kz0

� �2kz0t1

mx

1þ jkz0mxt1

ð22Þ

But we know that mx is approximately 1 and that kz¼

k0 cos y, so that

Yin � Y0 1þ j
kz1

k0

� �2 kz0t1

cos2 ymx

 !
ð23Þ

Finally, using Eq. (21), and kx¼ k0 sin y, we have

Yin¼Y0 1þ j
kz0t1

cos2 y
ey � sin2 y

1

mz

� �� �
ð24Þ

In order for Eq. (24) to be equivalent to Eq. (16), the
y-dependent terms must vanish. This can happen only if ey
is the inverse of mz:

eyy¼
1

mz strips

¼
2d

pt1
ln csc

pb0

2d

� �
ð25Þ

This relation shows us that the normal permeability of the
strip layer is the inverse of the transverse permittivity
because to the extent that the structure concentrates the
in-plane E field, to the same extent that it squeezes the
normal H field. In other words if we were to consider a
TEM wave guided along the strips of the strip medium, it
would have to travel at the speed of light, yet its concen-
tration of electric field is equivalent to an increased
permittivity. Therefore the squeezing of the H field must
be equivalent to a depressed (diamagnetic) permeability
exactly the inverse of the increased permittivity. The
depression of the normal permeability is therefore a
geometric effect proportional to the ratio of gap area to
blocking metal area. (Note that if we were to ignore the
effective normal permeability of the FSS, we would be
forced to model the FSS as an angle-dependent shunt
capacitance.)

Therefore, since for the case of the Cohn square FSS
the number of gaps per unit cell is double that found in the
strip medium, we can write

mzz¼ 2
eavg

exx
ð26Þ

where it is recognized that the squeezing of the magnetic
field lines is a purely geometric effect and therefore any
enhancement of the transverse permittivity due to the
dielectric supporting the FSS must be ignored. Finally, as
discussed during the derivation above, because the FSS is
thin, ezz, mxx, and myy are all simply equal to unity.

Thus, using an effective medium model, it is possible to
derive closed-form expressions for a two-layer equivalent
uniaxial magnetodielectric medium that should mimic all
the properties of the AMC. This model is summarized in
Fig. 7.

The method of derivation has been detailed above to
allow the engineer to obtain equivalent representations
for alternative designs. For instance, if a different capaci-
tive FSS is used, it follows that the transverse permittivity
of the FSS layer is simply e1¼CFSS /t1. The normal perme-
ability of the FSS, however, is not as easy to determine
since it requires solving the quasimagnetostatic eddy
current problem for determining the blockage of the
magnetic field. As a rule of thumb, any FSS that obtains
its capacitance from maximally blocking metal structures
will obey Eq. (26). Maximally blocking structures are
those where the closed metal paths cover the largest
possible area with minimized perimeter. So, for instance,
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Cohn squares, hexagonal patches, or even closed square
loops are maximally blocking. However, a gapped loop is
the opposite of a maximally blocking structure since at low
frequency the magnetic field can cross through the area
inside the loop, owing to the interruption of eddy current
by the gap. In such low-blockage cases the normal perme-
ability can be estimated by rearranging the metal into
parallel strips, calculating the capacitance of that ‘‘equiva-
lent’’ strip medium and then using Eqs. (20) and (26).

Clearly, two FSS layers attaining the same capacitance,
one using Cohn squares (which maximally block magnetic
flux) and one using multilegged dipoles (with minimal
blockage) will yield extremely different mnormal values. The
consequences of the choice of FSS topology is manifested
in the surface-wave suppression properties of the AMC.

3. ELECTROMAGNETIC PROPERTIES IN TERMS OF THE
EQUIVALENT EFFECTIVE MEDIA MODEL

The effective media model of the AMC is now used to
calculate the surface-wave propagation properties of the
structure. It is shown that the negative axial permittivity
of the lower layer is the parameter responsible for the TM
surface-wave properties and the creation of the lower
band edge, while the highly diamagnetic normal perme-
ability of the upper layer pushes the onset of TE surface
waves above the resonant frequency of the AMC, thus
creating the upper band edge.

The problem of solving the two-layer grounded slab is a
boundary value problem, which can be solved completely
using the wave equation subject to the appropriate bound-
ary conditions. This solution is simplified by using the
transverse resonance method (TRM), whereby the eigen-
value problem for a wave traveling in a preferred direction
can be solved as a resonant transmission line in the
transverse plane. The transverse resonance condition in
the transverse plane is simply

ZupþZdown¼ 0 ð27Þ

where Zup is the input impedance looking up and Zdown the
input impedance looking down the transmission line, as
seen in Fig. 8. The reference plane where the TRM is
applied may be any convenient location along the equiva-
lent transmission line (Fig. 8), and in this analysis it is
chosen to be the outer surface of the AMC.

For a grounded two-layer slab as suggested in Fig. 8,
the TR condition equality becomes

Z0ðZ1 � Z2 tanðkz2t2Þ tanðkz1t1ÞÞ

þZ1ðjZ2 tanðkz2t2Þþ jZ1 tanðkz1t1ÞÞ¼ 0
ð28Þ

where Z0, Z1, and Z2 are the corresponding wave impe-
dances in layers 0 (air), 1, and 2 and the corresponding
propagation constants kz1 and kz2 are as given in Eqs. (13)
and (14). From this point on, the subscripts 0, 1, and 2
will refer to layers 0, 1, and 2, respectively, as shown in
Fig. 8. As a rule, the fictitious thickness of the FSS is set to
t1¼ t2/100.
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3.1. TM Surface Waves

Recognizing that the continuity of Maxwell’s equations
requires a common propagation constant in the x direction,
namely kx, for all the layers, and as we are seeking guided-
wave solutions, we restrict the impedance of the air, layer
0, to that of an evanescent wave, defined as follows:

Z0¼
az

j$e0
ð29Þ

Solving (28) for a, we have

az¼
kz1

ex1

�

kz2

k0ex2
tanðkz2t2Þ cosðkz1t1Þþ

kz1

k0ex1
sinðkz1t1Þ

kz1

k0ex1
cosðkz1t1Þ �

kz2

k0ex2
tanðkz2t2Þ sinðkz1t1Þ

ð30Þ

However, since kx¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0 � k2
z0

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0þ a2
z

q
, and since we

are assuming that the propagation constant of air will be
that of an evanescent wave, we obtain an equation of the
following form:

kxðTMÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0þ aðkz1ðkxÞ; kz2ðkxÞÞ
2

q
ð31Þ

This is a transcendental equation that cannot be inverted
analytically. However, the solution can be illustrated
graphically by inserting a real-valued kx40, into
the right-hand side of (31) and seeing where the curve
y¼kx(TM) intersects the line y¼ kx. The assumption of a
solution of the form e�azz in air implies that only those
solutions with positive az correspond to guided waves. The
absence of such a solution indicates the onset of the
bandgap.

The TM case of the AMC is very similar to the Fakir bed
of nails of King et al. [6]. The constitutive properties
affecting the results are ez, ex, and my. The relevant physical
parameters according to the effective medium model are
substrate permittivity, rod radius, and rod separation (size
of the unit cell). Figure 9a shows a typical solution for a
structure with the following characteristics: t2¼ 1.57 mm,

eD¼ 4.5, via diameter¼ 0.51 mm, periodicity¼ 2.51 mm.
Three frequencies were selected: 4.36, 5.07, and
5.31 GHz. It can be seen that at low frequencies there
are always two intersections with the y¼kx line and
therefore two guided-wave solutions.

As frequency is increased, the y¼ kx(TM) curve slides to
the left, bringing the two solutions closer together until at
the band edge the two coalesce into a single solution that
then disappears (no intersection). In this example then the
lower band edge where TM waves are suppressed occurs
just above 5.07 GHz. Figure 9b shows the effect of changing
the via separation. Changes in both radius and via separa-
tion provide a means for changing the inductance in the
effective medium model, but the separation is the stronger
control parameter. In Fig. 9b a 20% increase in the via
separation moves the band edge to below 5.07 GHz.

It is clear that the appropriate choice of the physical
dimensions determines the negative ezz of the via array
substrate and therefore the position of the TM surface
band edge that may or may not coincide with the þ 901
normal incidence reflection phase point of the AMC. The
solution shown in Fig. 9 has the same characteristics as
the King et al. Fakir structure. As those authors mention
[6], in addition to the first two solutions, there are an
infinite number of additional intersections, with an infinite
number of tangentlike curves (higher-order modes). How-
ever, those intersections correspond to modes of extremely
high reactance, which would exist only extremely close to
the surface. Furthermore, they correspond in the example
to values of kx that exceed the periodic unit limit p/d;
therefore they are not relevant to the physical situation.

3.2. TE Surface Waves

Following the same procedure as for the TM case, the
solution for a is as follows:

az¼ �
k

mx1

�

�
kz2

om0mx2

cotðkz2t2Þ cosðkz1t1Þþ
kz1

om0mx1

sinðkz1t1Þ

kz1

om0mx1

cosðkz1t1Þþ
kz2

om0mx2

cotðkz2t2Þ sinðkz1t1Þ

ð32Þ
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Figure 9. Graphical solution of the trans-
verse resonance equation for TM waves
showing the onset of the bandgap (lack of
intersection) as frequency is increased: (a) via
diameter¼0.51 mm, d¼2.51 mm; (b) via dia-
meter¼0.51 mm, d¼3.05 mm. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Again, setting kx¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0þ a2
z

q
, we have the following trans-

cendental equation:

kxðTEÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0þ aðkz1ðkxÞ; kz2ðkxÞÞ
2

q
ð33Þ

The solution to this transcendental equation can also be
illustrated graphically.

For the TE case, the constitutive parameters involved
in the solution of Eq. (33) are mz, mx, and ey. But since mx is
assumed to be one, and since ey is higher than 1 and
therefore promotes the guidance of surface waves, the only
parameter that can lead to suppression of surface waves is
mz. Figure 10a shows the dependence of this solution on
frequency for an AMC with the following characteristics:
t2¼ 1.57 mm, with a square-shape FSS element supplying
a capacitance of 0.4 pF and printed on an eD¼4.5 dielectric
substrate.

At low frequencies no intersection between the y¼
kx(TE) curve and the y¼ kx line occurs because the total
electrical thickness of the guiding structure is less than a
quarter-wavelength. For this AMC the normal incidence
reflection coefficient resonance occurs at 5.5 GHz. This
means that the electrical thickness of the structure is
l/4 at that frequency, and if this were a conventional
isotropic dielectric structure with high permittivity, TE
surface waves would begin to propagate at that frequency.
However, as Fig. 10 shows, the intersection does not occur
until 6.2 GHz.

To prove that it is the depressed normal mz of the FSS
that is responsible for this upward shift of the TE band
edge, Fig. 10b shows the result for an FSS that blocks less
of the magnetic field; mz has been raised by 20%. Now the
band edge occurs at 6.1 GHz. The structure has the same
characteristics as in the previous example: t2¼ 1.57 mm,
eD¼ 4.5. The reduction in blockage would arise, for in-
stance, by going from a Cohn squares FSS design to a
design that uses overlapping dipoles.

In Fig. 10, on the same graphs the boundary at which az

changes from positive to negative has been denoted. At
those boundaries the curve representing the right-hand
side of Eq. (33) is stopped, because after that point the
solution is an improper mode. The mode goes from proper
to improper near the point at which kx is approximately
equal to k0.

In summary, the surface-wave suppression properties,
and therefore the bandwidth, of the Sievenpiper AMC are
controlled by the negative value of the normal permittivity
of the via array substrate and the depressed normal
permeability of the FSS layer. The position of the band
edges relative to the 7901 phase shift points of the
reflection coefficient is in general arbitrary except for the
fact that the TE band edge can occur only above the 01
phase frequency (the reflection coefficient resonance). The
physical implementation of these structures and the
degree to which the surface-wave suppression bandwidth
can be designed is treated in the next section.

3.3. Reflection Coefficient

The reflection coefficient for a generalized two-layer ani-
sotropic grounded slab can be found through the use of
Eqs. (13) and (14) and an equivalent transmission-line
representation of assumed infinitely wide slabs (Fig. 11).

The input impedance of the AMC is the short circuit
rolled back through the two media of lengths t1 and t2.
Thus, after finding Z12 of Fig. 11, we will use that
impedance as the load impedance for the line of length t1:

ZTE;TM
12 ¼ jZTE;TM

2 tanðkTE;TM
z2 t2Þ ð34Þ
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Figure 10. Graphical solution of the trans-
verse resonance equation for TE waves showing
the onset of guided surface waves as frequency
is increased: (a) typical Cohn square FSS AMC;
(b) after artificially raising mz by 20%. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 11. Equivalent transmission-line representation of a two-
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ARTIFICIAL MAGNETIC CONDUCTOR 421



This yields the desired load impedance of the two-layer
anisotropic medium:

ZTE;TM
load ¼ZTE;TM

1

�
jZTE;TM

2 tanðkTE;TM
z2 t2Þ þ jZTE;TM

1 tanðkTE;TM
z1 t1Þ

ZTE;TM
1 � ZTE;TM

2 tanðkTE;TM
z2 t2Þ tanðkTE;TM

z1 t1Þ

ð35Þ

Now, using this result and the definition of the reflec-
tion coefficient, we can find the generalized reflection
coefficient for a two-layer anisotropic grounded slab
as a function of frequency and angle of incidence
yi¼ a sinðkx=k0Þ.

Since the structure is grounded and assumed lossless,
the magnitude of the reflection coefficient will be 1 for any
frequency and angle of incidence. But clearly the phase of
the reflected wave will change with frequency and angle
since the electrical thickness of the layers will also change.
The reflection coefficient was calculated for an AMC
10 mm thick with anisotropic constitutive parameters at
the center of the band as shown in Table 1.

The corresponding reflection coefficient phase can be
seen in Figs. 12a and 12b for TE and TM waves, respec-
tively, for normal incidence, 451 angle of incidence, and
angles almost grazing parallel to the surface.

Clearly, the curve shapes are similar, all exhibiting a
change in the reflection coefficient phase from þ901 to
� 901, crossing the 01 phase point, which signals total in-
phase reflection. The angle of incidence dependence of the
FSS admittance in the TE case, that is, the presence of
mzo1, is what causes the shift in the curves for that case
(Fig. 12a). It has been pointed out [9] that a more
stationary behavior would be obtained for the TE case if

mzo0 were involved in direct analogy to the negative ez
involved in the TM case. The relevance of these curves to
the performance of an antenna extremely close to the
AMC is not necessarily obvious. Such a proximate an-
tenna has its near field in contact with the AMC so that
the interaction between the antenna and the AMC in-
volves not only reflection of its radiated plane-wave spec-
trum but also coupling of the evanescent portion of that
spectrum to the spectrum of leaky- and surface-wave
modes supported by the AMC. In other words, a complete
picture of the antenna–AMC interaction involves the
complete k-space spectrum of the AMC surface’s complex
impedance and reflection coefficient [10]. This is why both
analyses have been presented above. However, it is true,
on the basis of the reaction theorem [11], that for an
observation point far from the (assumed infinite) surface
of the AMC, the antenna pattern of a current source such
as a horizontal dipole can be entirely determined from the
surface’s TE and TM plane-wave reflection coefficients
(the only electromagnetic property not so determined is
the impedance and therefore the efficiency of the resulting
radiator).

Thus consider the case of an end-fed quarter-wave
horizontal dipole directly over a thick (33-mm) AMC
with a low-dielectric-constant substrate (eD¼ 1.07) de-
signed with a resonant frequency of 1080 MHz (FSS
capacitance of 0.54 pF) and 1-mm-diameter vias 34 mm
apart. The lower (TM) band edge is at 770 MHz and the
upper (TE) band edge at 1380 MHz (a 1.77–1 bandwidth).
In the E plane of the monopole, the TM reflection coeffi-
cient dominates. Figure 13a shows the resulting antenna
pattern for 0.699 GHz (just below the band edge),
1.075 GHz (center of the band), 1.376 GHz (above the
center but still inside the band), and 1.526 GHz ( just
outside the band.) Aþ 3 dB gain increase is seen at the
center of the band when compared to the other in-band
frequencies. Outside the band the gain is lower. In all
cases we have a well-behaved nearly identical dipolelike
pattern. In the H plane the TE reflection coefficient
dominates. The calculated pattern at the same frequencies
is shown in Fig. 13b. There we see a more significant
change in pattern shape with frequency as expected from
the shift in the reflection coefficient phase seen in Fig. 12a.

Table 1. Anisotropic Constitutive Parameters for a 10 mm
Thick AMC Resonating at 2 GHz

Anisotropic Constitutive Parameters

Layer n entr enz mntr mnz

1 876.46 1 1 0.01
2 4.8 B(�450) 1 1
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Figure 12. Reflection coefficient phase
versus frequency as a function of angle of
incidence for an AMC resonant at 2 GHz:
(a) TE case; (b) TM case. (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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The effective medium model allows us to calculate the
reflection coefficient of the AMC outside its operational
band. If we go well above the band, the TM solution admits
of higher-order modes (the modes found by King et al. in
Fakir’s bed of nails). Around 2 GHz the first of these modes
intersects the y¼ kx line with a propagation constant just
below k0; in other words, the mode is leaky. This intersec-
tion manifests itself in the TM reflection coefficient calcu-
lation and leads to an antenna pattern with a sharp cusp,
characteristic of leaky-wave antennas [12].

Figure 14a shows this result. The effective medium
model allow us to not only predict that result but also
devise a method for extinguishing the offending mode
selectively. As is well known, higher-order modes are
extremely sensitive to loss. Therefore adding a small
amount of loss to the substrate (eD¼ 1.07� j0.05) essen-
tially erases the leaky-wave contribution and preserves
the dipolelike pattern outside the band as seen in Fig. 14b.

4. DESIGN PROCEDURE FOR AMCs

Although transverse resonance can be used directly to find
the propagation characteristics of waves in the AMC, it is
a graphical and tedious process. Automatic complex root-
finding routines do not add to our physical insight. Un-
fortunately, the transcendental equations describing the
propagating modes involve trigonometric functions that
cannot be inverted. In this section equivalent-circuit ele-

ments and approximations regarding the electrical size of
the material are used to simplify the equations and thus
enable us to locate the guiding solutions of the effective
medium model.

4.1. Approximation Method for TM Waves

By noting that the FSS layer is simply a capacitor that
contributes the additional phase shift to create a quarter-
wave grounded thin slab, the AMC can be modeled by a
single uniaxial anisotropic layer over which there is an
infinitesimally thin capacitive shunt element. In that case
the transverse resonance equation [Eqs. (30) and (31)]
become

kxTM¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2
0ðkz2
Þ
2

e0exx2 cotðkz2
t2Þ � Ckz2

� �2
þk2

0

vuut ð36Þ

where C is the capacitance of the FSS and of course kz2 is a
function of kxTM per Eq. (14) (as a further approximation
we note that, by definition, the AMC is an electrically thin
structure; thus the product kz2t2o1 and the cotangent
function can be approximated by 1/kz2t2).

In the graphical solution illustrated in Fig. 9, we can
see the close resemblance of the y¼ kxTM curves to secant
functions. Thus the guiding properties arise when a
secantlike curve just grazes the diagonal y¼ kx line.
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Thus the guiding properties of the AMC can be character-
ized by determining the following two parameters that fix
the secant function:

* The value of kx when the secant function approaches
infinity,

* The value of y when kxTM is zero.

The first value must correspond to the pole in kx of
Eq. (36). The pole occurs at

kxTM1¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

myy2ezz2 1�
k0res

k0

� �2
 !vuut ð37Þ

where k0res is the free-space wavenumber at the resonant
frequency.

The second value can be found simply by finding the
y-axis intercept:

kxTMjkx¼ 0¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
k0myy2t2k2

0res

k2
0 � k2

0res

� �2

vuut
ð38Þ

Therefore, in order to find the curve for the lowest-order
mode solution of TM waves, we will use the following
secant function

yðkxÞ¼ ðkxTMjkx¼ 0Þ sec
p

2kxTM1
kx

� �
ð39Þ

where kxTMN and kxTMjkx ¼ 0 are as given in (37) and (38),
respectively. Of course, once we have an analytic expres-
sion as in Eq. (39), the frequency at which an intersection
no longer occurs can be directly determined by recognizing
that the osculation point (the band edge) occurs at the
point where the secant curve has slope equal to one.
Therefore by taking the first derivative of Eq. (39), setting
it equal to 1.0 and then finding the frequency at which
that point exactly equals kx reveals the band edge.

Figure 15 shows the close agreement between the exact
transcendental equation from Eq. (31) and the analytic
secant function from Eq. (39). The error in the prediction
of the band edge, that is, the frequency at which the curve
detaches the 451 line, is only B2%.

4.2. Approximation Method for TE Waves

For the TE case we have already seen that the FSS cannot
be regarded simply as a shunt capacitor, since the normal
component of the permeability is not one. We then proceed
by first rewriting the transcendental equation in the form

kxTE

¼ k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kz1

k0

mxx1

kz1
�

mxx2

kz2
tanðkz1t1Þ tanðkz2t2Þ

� �

mxx1

mxx2

kz2
tanðkz2t2Þþ

mxx1

kz1
tanðkz1t1Þ

� �

2
664

3
775

2

þ 1

vuuuuuut

ð40Þ

Simplifying by assuming that ½tanðkz2t2Þ�=kz2¼ t2 (for
the substrate layer) introduces a small error, which in the
TM case was negligible, but in this case this small error is
accentuated when multiplied by the small values from the
tan(kz1t1) term. Therefore the ratio mentioned above
needs to be fixed to a value to ensure that the solution
stays close to the exact solution. Since guided waves first
appear when kx is near k0, we fix the ratio as follows:

c2¼

tan k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ey2mx2 �

mx2

mz2

r
t2

 !

k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ey2mx2 �

mx2

mz2

r ð41Þ

Now we can assume that the FSS layer has an infinitely
thin thickness, and therefore, the tangent function invol-
ving kz1t1 can be simplified to its argument. Performing
all these simplifications leads to the following version of
Eq. (40):

kx

k0

� �2

¼

1� mxx2c2t1ðk0Þ
2 eyy1 �

kx

k0

� �2 1

mzz1

 !" #2

ðk0Þ
2
ðmxx2c2þ mxx1t1Þ

2
þ1 ð42Þ

Solving for kx, we encounter a second-order polynomial in
kx squared of the form

kx

k0

� �4 b
mz1

� �2

�
kx

k0

� �2

w�
2b
mz1

þ
2ey1b

2

mz1

 !

þ wþ 1� 2bey1þ e2
y1b

2
¼ 0

ð43Þ

where b¼ k2
0my2t1c2 and w¼ ðk0ðmy2c2þ my1t1ÞÞ
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equation (39) for a 1.57-mm AMC resonant at 5.5 GHz with a
substrate dielectric constant of 4.5, rod radius of 0.2 mm, and via
separation of 2.51 mm. (This figure is available in full color at
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The solution of this polynomial will yield four solutions for
guided waves. However, only the real solutions with an
attenuation constant a40 are proper solutions. To complete
our design equations, we have to find the point at which
a¼0, or in other words, where proper solutions begin to
propagate. Hence, using Eq. (32) and using the same approxi-
mations that lead to Eq. (43), this point in kx becomes

kx¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

mz1 k2
0ey1 �

1

my2t1c2

 !vuut ð44Þ

Figure 16 shows the exact solution and our new ap-
proximated design equation (43). The error in the predic-
tion of the TE band edge is less than 0.5%.

4.3. Design of Surface-Wave Bandwidth

The design equations of Sections 4.1 and 4.2 allow us to
more easily determine the surface-wave bandwidth of
operation of an AMC. For the TM waves the objective is
to find the osculation point between the secant function
and the y¼ kx line. In order to find this point using
Eq. (39), we first have to find the value of kx for which
the derivative of the secant function is one. As an inter-
mediate step to this calculation we encounter a quadratic
equation in sine functions that, after a change of variable
of the form U¼ sin(x), can be solved as

U¼
�pðkxTMjkx¼ 0Þ

4kxTM1
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pkxTMjkx¼ 0

4kxTM1

� �2

þ 1

s

ð45Þ

Then, the kx point of interest is the inverse of this sine
function multiplied by a constant,

kxTM¼
2kxTM1

p
arcsinðUÞ ð46Þ

This point indicates the value of kx only where a 451 line is
tangential to the curve. When this value is substituted into
Eq. (39), then the ordinate of this point is found. Therefore,
as this ordinate approaches kxTM itself, we have the desired
intersection. The resulting equation to find the intersec-
tion is still not invertible but its graphical solution allows
us to find all the TM band edges associated with any range
of input physical parameters of the AMC. For instance,
Fig. 17 shows the difference yTM¼KxTM� y(KxTM) versus
frequency for an AMC as the via periodic unit length is
changed. For each periodic unit length the point where the
curve crosses zero is the TM band edge.

For the TE band edge, four roots will be found from
Eq. (43). These solutions are proper guided waves only if
these are real and positive values, and only when they lie
to the left of the kx value (the az¼ 0 boundary) given by Eq.
(44). As an example, Fig. 18 shows the roots of Eq. (43) for
the resonance frequency (f1¼ 5.5 GHz) and for a frequency
11% higher (f2¼ 6.1 GHz). For f1 we have TE surface-wave
suppression since the boundary at which a1¼0 (corre-
sponding to f1) occurs at kx¼ 0 and no real solutions exist.
As frequency increases, the a2¼0 (corresponding to f2)
boundary moves to the right and the complex solutions of
Eq. (43) approach the real axis of the complex plane. The
blue curve of Fig. 18 shows that we have two real solutions
for frequency f2 but that one of them is an improper
solution (lying outside the a240 region) and the other is
just inside the region. Hence, a TE surface wave is excited
for frequency f2 and the TE surface-wave suppression
band edge is found.

4.4. Design Guidelines

In the design of the AMC the first step is to determine the
thickness based on the desired bandwidth of operation
[according to Eq. (3)]. Then the FSS capacitance required
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to obtain resonance at the desired thickness is given by

C¼
1

oresZ0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mtrans2

etrans2

r

� cot
ores

c0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mtrans2etrans2
p

. t2

� �
ð47Þ

where ores is the angular frequency of resonance; Z0 is the
intrinsic impedance of free space; mtrans2 and etrans2 are the
relative transverse permeability and permittivity, respec-
tively, of layer 2 (the via array region); c0 is the speed of
light in free space; and t2 is the thickness of the via array
layer.

If the capacitance required is not too large, a Cohn
squares array can be designed approximately using the
equations for the strip grating [Eq. (20)]. This will give the
engineer a reasonable estimate of the required periodic
unit and gap dimensions. The exact design can then be
fine-tuned using a full-wave electromagnetic solver. If the
required capacitance is large, then equation 20 may give a
periodic unit that is too large (too close to l/4) or a gap
width that is too small to manufacture accurately. Then a
multilayer design is required for use of the parallel-plate
capacitance obtained from overlapping metal plates. The
following rules of thumb for typical AMCs may be used.
Up to a capacitance of 1 pF/square, Cohn squares are
appropriate; to obtain capacitances as high as 15 pF/
square requires overlapping Cohn squares. The choice of
FSS design is also driven by cost considerations, where a
single-layer design has obvious advantages from minimi-
zation of manufacturing steps. To exceed the 1 pF/square
limit in a single layer, interdigital capacitor (ICAP)

designs have been fabricated that offer FSS capacitance
levels up to 5 pF/square [13].

Almost arbitrarily large values of capacitance are
achievable simply by placing the two layers very close to
each other, that is by using a very thin dielectric spacer
with the metal pattern etched one side and registered
appropriately above the first metal pattern on the top of
the substrate. However, it must be realized that then the
manufacturing tolerance on the thickness of the dielectric
spacer becomes the critical parameter in controlling the
resonant frequency of the AMC.

Figure 19 shows the most general case of two-over-
lapping arrays of Cohn squares. Such a design will have
both the original edge-to-edge capacitance and a much
stronger parallel-plate contribution of the form Cp¼ eA/d.
The capacitance per square of the case in Fig. 19 is
deduced by recognizing the equivalent circuit of Fig. 20.

The FSS capacitance would then be

Ceq¼ 2Ceþ
Cp11Cp12

Cp11þCp12
þ

Cp21Cp22

Cp21þCp22
ð48Þ

where Ce is the edge-to-edge capacitance (as in the strip
medium).

As mentioned earlier, a Cohn square FSS is maximally
blocking; therefore Eq. (26) correctly predicts the normal
permeability, and the procedure using Eqs. (43) and (44)
enables a direct prediction of the maximum attainable TE
band edge that results automatically from this choice.

If a maximally blocking design is not required or if
adding series inductance to the FSS is desirable (provid-
ing an additional measure of tuneability) [13], other
shapes, such as overlapping Jerusalem crosses, can be
used. Figure 21 shows the basic cross element, while
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Fig. 22 shows how the overlapping is accomplished in a
two-layer design. In the Jerusalem cross case, the eddy
currents cannot flow around the outer perimeter because
of the breaks in the pattern; therefore only small eddy
currents will be formed on the arms of the cross and in its
center. With the chosen proportions the parallel-plate
capacitance in the overlapping regions can be quite high,
while making the arms thin enough to yield a significant
amount of series inductance.

The design problem is to find the physical dimensions
l1, l2, and l3 of Fig. 21 in order to achieve the capacitance
with a moderate-thickness spacer. The equivalent circuit
is the same as in Fig. 20, except that each Cp11, Cp12, Cp21,
and Cp22 is the result of two parallel-plate capacitors in
parallel. Also since the crosses are set symmetrically in
the center of the cell, then all the capacitances have the
same value and the equivalent capacitor is 2C, where C is
the capacitance of one parallel-plate capacitor.

After designing the FSS to attain the needed capaci-
tance and TE blockage, the next step is to ensure that the
surface-wave suppression band coincides with or exceeds
the 7901 phase reflection bandwidth. The via array in the
substrate controls the lower band edge. Its primary design
parameter is the via spacing or periodic unit cell. This is
because most reasonable via diameters chosen will work

well provided the spacing between the vias is adjusted
properly. Thus we can assume that selection of the via
diameter will be based on manufacturing convenience.
The purpose of the via array is to create a negative ezz such
that the TM waves guided by the substrate are of the
Fakir bed of nails type, and then to place the cutoff of these
waves at the desired band edge frequency. These require-
ments place obvious constraints on the design. It should
be noted that the periodicity of the via array must match
the periodic unit of the FSS metal patches because it is the
termination on a (relatively) large metal plate that allows
the current in the short vias to appear almost uniform
along the length of the via, and thus enable the finite
substrate to behave as the rodded medium with infinitely
long rods.

Since the permittivity is a strong function of frequency,
the right value of inductance for the via array region must
be chosen precisely with respect to the desired bandwidth.
Clearly, if the value of the normal permittivity of the
substrate becomes greater than one inside the desired

ce ce

cp1 cp1cp2 cp2

cece

Cp11 Cp12

Cp22Cp21

E

(a) (b)
Figure 19. Side (a) and top (b) views of a two-
layer FSS with Cohn squares.

Ce

Cp11 Cp12

Cp21 Cp22

Ce

Figure 20. Equivalent circuit of a two-layer FSS with squares as
its element shapes.
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Figure 21. Jerusalem cross element.
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operating band, the substrate will be able to support
conventional TM surface waves. Thus, the first general
guideline to ensure surface-wave suppression is to main-
tain the normal permittivity at o1 within the bandwidth
of interest. Given a choice of substrate dielectric constant,
the normal permittivity is controlled over the band by
controlling the zero-crossing frequency, that is, the fre-
quency at which ezz changes from negative to positive
values. Figure 23 illustrates the effect of the via spacing on
this zero-crossing point for a substrate with a relative
dielectric constant of 4.5.

The vertical lines define the extent of the desired
bandwidth of operation (GBW). In this figure the case in
which the vias are one-ninth of a free-space wavelength

apart (at the reflection phase resonance) gives the most
negative normal permittivity because its zero-crossing
frequency is far above the high-impedance frequency
band of operation. However it also gives the most rapidly
varying value of ezz over the band, and this turns out to
limit the surface-wave suppression bandwidth since the
osculation point will occur at a higher frequency for more
negative values of permittivity. To maximize the TM
bandwidth, we want the slowest possible varying normal
permittivity that nevertheless does not cross 1 inside the
band of operation. For this case a via spacing of the order
of 1

8-wavelength (l/8) would be the best. Clearly, in Fig. 23
the dielectric constant eD of the substrate plays an im-
portant role in determination of the bandwidth because it
controls the asymptotic high-frequency limit of ezz and
therefore the slope of the curve over the bandwidth of
operation.

As a rule of thumb, to maximize the TM bandwidth, it
is advisable to put the zero crossing of ezz as close as
possible to the upper end of the band and to minimize the
slope of the curve. This means that substrate dielectric
constant is chosen as low as possible and the via spacing is
chosen as large as possible within the constraint of not
getting close enough to l/4 in the dielectric where periodic
effects start to alter the zero-crossing frequency. To max-
imize the TE bandwidth, we have to allow for the normal
H field to be blocked as much as possible. FSS consisting of
metal squares are maximally blocking, while FSS consist-
ing of crossed dipoles would be minimally blocking.
Although it is true that interdigitated capacitor designs
enable the creation of high capacitance FSS with only one
side of metal (no need for overlap), such metal arrange-
ments are full of gaps and are not maximally blocking;
therefore they typically result in a reduced TE surface
wave bandgap.

Finally, the blocking performance of the FSS is indi-
rectly affected by the thickness and composition of the via
array substrate because to obtain zero-degree reflection

Figure 22. Two-layer Jerusalem cross FSS.
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coefficient at the desired center frequency the total phase
shift supplied by the FSS and the substrate must be
equivalent to a quarter-wavelength. Therefore, if the
substrate is made too thick, or has too high a dielectric
constant, the FSS capacitance will be too small, and hence
the FSS patches will be too small or the gaps will be too
large to adequately block the normal magnetic field.

It should be emphasized that whenever FSS designs
are used that utilize thin metal lines, slots, or gaps, that
block the current flow on plates, or overlapping regions
that require the current to ‘‘neck down’’ to deliver the
charge to the parallel-plate capacitors, there is bound to be
a significant amount of inductance in series with the
capacitance. This inductance may manifest itself as an
apparent frequency dependence on the capacitance that
raises the capacitance with frequency and therefore re-
duces the bandwidth of the original design by detuning it.
In the extreme case, the inductance can resonate the FSS
capacitance and create multiple high-impedance bands,
each with its own default value of TE band edge [14]. The
use of such inductive FSS also requires additional care in
selection of the periodic unit because the ratio of FSS
capacitance to FSS inductance is affected by the absolute
size of the unit cell. Whereas the capacitance of an over-
lapping FSS is proportional to the area of the cell, the
inductance is clearly proportional to the length of the cell.

5. REVIEW OF MORE RECENT LITERATURE ON AMCs

The operational definition of an artificial magnetic con-
ductor adopted in this article includes the AMC’s response
to both free traveling plane waves (the in-phase reflection
coefficient) and evanescent plane waves (near-field impe-
dance increase and suppression of surface waves)—in
other words, the effect of the AMC on the entire k-space
spectrum of the radiator. Both conditions must be present
for the AMC to constitute a gain-increasing ultrathin
ground plane for low-profile antennas. On purpose we
have avoided classifying the AMC as a photonic bandgap
(PBG) or electromagnetic bandgap (EBG) structure be-
cause such structures typically operate as three-dimen-
sional frequency-selective filters; that is, EBGs and PBGs
usually operate in the frequency range where the perio-
dicity of their inhomogeneities is comparable to a
quarter of the wavelength in the dielectric [15]. In con-
trast, the Sievenpiper family of AMCs operates in the
range of frequencies where the periodicity is a small
fraction of the wavelength. For conventional communica-
tion requirements of bandwidths of the order of 10%, the
periodic unit can be of the order of l/50. Only when the
bandwidth has to be pushed to 2–1 does it become neces-
sary to increase the via separation close to the quarter-
wave point.

These considerations are important when tracing the
heritage and ongoing history of the AMC in the literature.
For instance, the term artificial magnetic conductor has
been applied in the literature to ‘‘quarter-wave ground-
planes’’ rendered thin by the inclusion of FSS layers [16].
However, if the ground plane contains no vias to suppress
TM surface waves, the only useful suppression will occur

when the filtering properties of the FSS come into play,
that is, when the periodic unit of the FSS is comparable to
l/4. Such a structure should simply be classified as a
frequency-selective surface. Similarly, just because a sur-
face exhibits an in-phase reflection coefficient to plane
waves does not mean that it will increase the gain of
proximate horizontal antennas and qualify it as an AMC.
For this reason, references in the literature that consider
and measure only plane-wave reflection coefficients are
not very useful to the designer of AMCs.

Because the Sievenpiper AMC is used as a surface
below the antenna, its ‘‘bulk’’ EBG properties are seldom,
if ever, used and appear to be irrelevant in practice. This
fact is highlighted by the ease with which a horizontal
monopole on the AMC is fed by penetrating the ground
plane, thus exposing the center conductor of a coaxial
cable (coax) line to an array of vias in its near field. The
vias simply play the role of an extension of the coax
transmission line’s (absent) outer conductor. Clearly, any
wave that might be radiated by the exposed center con-
ductor in the via array region is stymied by the large
negative permittivity of that substrate.

There is one structure labeled as PBG in the literature
that is very close in spirit to the AMC, and this is the
uniplanar compact photonic bandgap (UCPBG) [17]. This
structure uses no vias, but its textured ground plane
contains both capacitive patches and inductive segments
of line. Their combination creates a surface that can guide
slow waves up to a resonant forbidden band. Many useful
devices have been constructed using that structure ran-
ging from slow-wave compact filters to ‘‘TEM’’ closed
waveguides. Indubitably the UCPBG could be analyzed
and designed in terms of effective medium theory in the
same way as the AMC subject of this article.

The history of the AMC in its present form can be
directly traced to Ref. 18, where it was shown that the
reflection coefficient band of a tripole array FSS can be
moved arbitrarily low in frequency by overlapping tripole
layers so that the overlap parallel-plate capacitance tunes
the surface. Only plane-wave transmission and reflection
coefficients were measured. In Ref. 19 the tripole layers
are revisited and it is pointed out that the 100% reflection
bandgap disappears at shallow angles of incidence for TM
waves because there are no vias connecting the multiple
overlapping tripole layers. In Ref. 20 a diamond lattice of
multiple overlapping crossed dipole FSS layers connected
to each other with vias is studied. A plane-wave reflection
coefficient bandgap is reported together with a bulk
bandgap assessed by inserting collinear coax probes into
the center of the material.

The first reported measurement of a surface-wave
bandgap appears in Ref. 21. Overlapped tripole and
crossed dipole FSS layers connected with vias were stu-
died for TM surface-wave properties as well as for normal
incidence reflection coefficient properties. TM surface
waves were found to exist inside only a portion of the
reflection bandgap. ‘‘Variation of the symmetry’’ was the
approach used to attempt to modify the size and location of
the bandgap.

After a symposium paper in 1998 [21], Sievenpiper’s
Ph.D. dissertation [1] contains proof of both TE and TM
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surface-wave bandgap properties, and subsequent papers,
including those noted in Section 5 (above), have thor-
oughly examined the extent to which the AMC properties
can be designed and even dynamically altered. Still,
misuse of the AMC happens occasionally as in Ref. 22,
where a patch antenna intended to operate at Ku band
(13–15 GHz) is surrounded by a Sievenpiper AMC (the
PBG of the title), and yet the chosen parameters for the
via array region (via diameter 0.2 mm, spacing 2.44 mm,
and substrate dielectric constant) can be shown to give a
zero-crossing frequency well below the band of operation.
In fact, calculation of the ez properties reveals a normal
permittivity varying from 3.6 to 5.7 (positive!) over the
range where experiments were performed. It is therefore
not surprising that the author’s results were unimpres-
sive. For a correct application of the AMC to patch
antennas, the reader is referred to Rahmat-Samii’s paper
[23], which also reports a circularly polarized curl antenna
with good axial ratio in the bandgap. The patch antenna
had a 3 dB gain enhancement accompanied by skirt sup-
pression and 15 dB suppression of the backlobe. The AMC
was also used for mutual coupling reduction (8 dB im-
provement) in a microstrip patch array.

A careful study of the backlobe suppression properties
of the AMC is found in Ref. 24. The authors show that the
AMC effect on antenna match (S11) essentially follows the
antenna’s own trend in free space. Using the AMC as a
reflector, very high front-to-back shielding in the near
field and somewhat less in the far field are shown. They
also investigated a double (back-to-back) AMC versus the
regular AMC backed by its PEC ground plane and found
that the former has similar backlobe suppression but
incurs more dielectric loss. This is contrasted with a full-
wave simulation of back-to-back PMC surfaces, which
have much poorer backlobe suppression than does the
AMC. This result emphasizes that the AMC is not a PMC
because it also suppresses TE waves.

6. MORE RECENT APPLICATIONS OF AMC

As an example of the versatility of the design procedure
outlined above, we designed three different AMCs whose
7901 phase operating bands are not necessarily coinci-
dent with the surface-wave band. The fabricated designs
are shown in Fig. 24.

The goal of the first design was to set the TM as well as
the TE band edges close to the 7901 band; therefore the
appropriate via separation and magnetic field blockage
were calculated to yield the surface-wave bandwidth given
in Table 2, while the normal incidence reflection band-
width is 3.57–4.01 GHz. The goal of the second design was
to set the TE band edge just above the � 901 phase point
by tailoring the magnetic blockage appropriately, while at
the same time using the via spacing to move the TM band
edge well below the þ 901 phase point. The normal reflec-
tion bandwidth is 3.23–3.33 GHz. The last design is meant
only to block TM surface waves using the via array but to
allow TE waves to propagate by using a low magnetic
blockage (Jerusalem cross) FSS, shown in Fig. 21. Again,
the following normal reflection bandwidth for this case is
3.33–3.64 GHz. Table 2 shows the most important dimen-
sions of the AMCs fabricated as well as their predicted
surface-wave band, defined by the TM and TE band edge.

Figure 25 shows the equivalent circuit for the FSS.
Since in two of these cases the current flow through the
FSS is considerably constricted by the geometry of the

Figure 24. Fabricated AMC designs I, II, and III, from left to
right. A zoomed image shows the design in more detail.

Table 2. Summary of the Most Relevant Parameters of the
Three Different AMCs Designed

Designs

Parameters I II III

CFSS(pF)a 0.915 0.915þLFSS 0.915þLFSS

t2 (mm) 1.5748 1.5748 1.5748
d (mm) 2.5146 8.3312 3.9624
eD 4.5 4.5 4.5
11 (mm)b N/A N/A 0.8382
12(mm)b N/A N/A 2.3114
13(mm)b N/A N/A 0.2286
14(mm)b N/A N/A 1.143
SW BW(GHz) 3.65–4.1 2.85–3.4 3.41–3.5

a ‘‘þ ’’ means that the FSS inductance has to be taken into account.
b‘‘Jerusalem cross’’ dimensions shown in Fig.21.

C

Free Space

t2

L
η, jkdη0, jk0

µr, εr

Figure 25. Equivalent circuit for the AMC when its FSS induc-
tance is relevant.
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pattern, the series inductance of each design must also
be taken into account. As a rule of thumb, Marcuvitz’
[8, pp. 221–228] results for a strip inductive medium
provide a reasonable closed-form estimate for this induc-
tance (with the result that tightly packed Cohn squares
have almost zero inductance). Thus, for design I a purely
capacitive FSS is appropriate, since the inductance from
the FSS is negligible (LFSS¼ 0.03 nH).

For design II we used large Cohn squares that have
little overlap capacitance. In this case, the inductance,
calculated from Marcuvitz’ data [8, pp. 221–228], is not
negligible anymore (LFSSE0.87 nH) and has to be taken
into account in the design. For design III, the FSS
equivalent circuit is a distributed LC circuit, shown in
Fig. 26, where the series inductances can be calculated
using Marcuvitz’ method [8, pp. 284–285], and the capa-
citors are small parallel-plate capacitors. The inductance
from the FSS is manifested in the frequency-dependent
effective capacitance deduced from the circuit from Fig. 26.

The phase of the reflection coefficient was measured
experimentally on a basic Naval Research Laboratory
(NRL) arch setup. Figure 27 shows a typical measurement
test setup for determining the surface-wave properties of
AMCs. A pair of broadband tapered notch antennas is
used for linear polarization where TM waves are attained
when the antennas are oriented in a vertical plane and TE
waves when they are oriented in a horizontal plane.
Therefore a through measurement, where the direct ray
is blocked with absorbing material, only allows waves
tightly attached to the surface to propagate to the receiv-
ing antenna. The results are usually referenced to waves
over metal (making it notoriously difficult to measure the
TE waves). The experimentally and theoretically mea-
sured phase of the normal reflection coefficient is shown
in Fig. 28. We can observe that the inductance tends to
shift the AMC resonance to lower frequencies, and to
narrow the 7901 frequency band. An oddity of such a
plane-wave measurement of the properties of an AMC is

that the magnitude of the reflection coefficient shows a
sharp dip exactly at the resonant frequency. This is not
entirely unexpected since at resonance any losses in the
dielectrics inside a resonator should be magnified. It
appears odd, because every measurement made of the
gain and efficiency of antennas proximate to an AMC have
shown at least a þ 3 dB gain increase at band center. We
must remember, however, that the efficiency of an antenna
is ultimately connected to its ability to couple energy from
its near field into propagating free-space waves and that
the mechanism of that coupling is not measured by the
plane-wave reflection coefficient.

The TM measurements and the predicted TM band
edges for the three designs are shown in Fig. 29. For the
TE surface wave, the fields are zero over the metal;
therefore, when the AMC can support TE wave propaga-
tion, we have the band edge. Figure 30 shows the TE
surface-wave measurements and the theoretically pre-
dicted TE band edges.

A brief review of the latest applications in which AMCs
are used include the following. McKinzie and Fahr [25]
used the AMC as part of a low-profile polarization diver-
sity compact antenna. Two orthogonal bent-wire mono-
poles were placed in close proximity (l0/200) to an AMC
right on top of each other, where l0 is the free-space
wavelength at the AMC’s resonance. The monopoles are
parallel to the surface, and their centers are coincident.
The experiments, compared to a conventional two-port
probe-fed patch antenna, show an improved return loss
bandwidth, a 5–10 dB reduction in mutual coupling, and
improved radiation efficiency.

In applications such us 802.11 and Bluetooth radios,
two antennas located on the same platform must have low
mutual coupling to minimize interference. Rogers et al.
[26] used the AMC as a reactive edge treatment that
reduces the mutual coupling of two antennas mounted
on the top and side of a 16-mm-wide screen surrogate
laptop computer. Two 2.4-GHz AMCs were also placed

L1 L2 L2 L2 L2 L2 L1

L2 L2 L2 L2 L2

C1 C1 C1 C2
. . .

C2 C1 C1

. . .

. . .

. . .

Figure 26. Equivalent distributed LC circuit
for an FSS with two overlapping layers with
Jerusalem crosses as its elements.

Figure 27. Surface-wave measurement test
setup. (Photos courtesy of Titan Aerospace Elec-
tronics Corporation.)
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between the antennas, on the top and side of the surrogate
laptop, so that coupling between the two antennas
is reduced. In the resulting experiments, the coupling

between the antennas (S21), shows isolation of 45 dB,
20 dB above the case without edge treatment. The proper-
ties of the AMC used were calculated using the design
equations in this article and agree with the authors’
measurements, except for a slight increase in the band
center, mentioned by the authors as due to the truncation
of the AMC into a thin strip.

Bandwidth can be increased by magnetically loading
the AMC, as seen in Eq. (3). This increase was demon-
strated in Ref. 27. It is shown that the bandwidth in-
creases by a factor of 44. Thus, the AMC of dimensions
411� 411� 33 mm operated between 240 and 400 MHz.
The magnetic material used was barium cobalt hexafer-
rite with uniaxial permeability mr,xy¼ 30� j1.0 and mr,z¼

1.0� j0.03 at approximately 200 MHz. It was engineered
in such a way that the reflection bandwidth and surface-
wave bandwidth align. In the final design the via array
region was subdivided into two parts. In one of them the
magnetic material was placed as far as possible from the
FSS layer and the vias spaced 9 times closer together than
in the rest of the via array region. No surface-wave
measurements were available at those low frequencies
because of the difficulty associated with the smallness of
the AMC.

Sanchez and Paller [28] propose a new method for
tuning the AMC. Essentially, it changes the parallel plate
capacitance of the FSS by changing its geometry. The
authors used concentric square loops for the upper FSS
layer. The loops are segmented and can be completed by
bridging the gaps using switches, as shown in Fig. 31, and
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Figure 28. Theoretical and measured reflection coefficient phase
of the three AMC design examples. a) Design I. b) Design II and
c) Design III. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 29. TM surface-wave propagation
measurement and theoretically predicted TM
band edges for designs I (a), II (b), and III (c).
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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in this way the density of the overlapping patches can be
changed by turning the switches on and off. There are 2N

tuning states for an N-loop FSS. It is shown that the

surface-wave band will follow the high-impedance band.
By changing the capacitance of the FSS, the surface-wave
suppression properties will also change accordingly.

Sievenpiper et al. [29] use the AMC as a beamsteering
device. By changing the electrical properties of the im-
pedance surface through varactors in the FSS layer, as a
function of position, a reflecting surface with controllable
phase angle of reflection is created. It is shown that
the AMC can therefore be used as a reflecting device
that can steer a microwave beam over a 7401 range in
two dimensions.
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Figure 30. TE surface-wave propagation
measurement and theoretically predicted TE
band edges for designs I (a), II (b), and III (c).
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

Figure 31. Eight-state concentric square loops shaping the top
FSS unit cell. The lower FSS squares are also shown.
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losses in the passband caused by finite conductivity and
probably dielectric losses. Wireless transmission paths,
such as microwave links, satellite links, and broadcast or
mobile communication, are affected by scattering caused
by rain, clouds, and multiple reflections.

The two examples following clearly show how addi-
tional attenuation or losses influence a system:

In a radar system a total loss of 2 dB in the feeder
system and the duplexer wastes 37% of the trans-
mitter power. During the development of the differ-
ent parts, the losses have to be measured very
carefully to minimize the total loss.

Satellite systems quite often operate with cooled front
ends at the receiver because the signals to be picked
up are extremely weak. Therefore the front ends
often operate with noise temperatures of 5 K. An
additional loss of 0.1 dB from an uncooled waveguide
would raise the noise temperature to 7 K.

These examples show how important it is to measure the
losses of the different parts of a transmission system as
accurately as possible to optimize system parameters.

Many different methods and a variety of systems
for measuring attenuation have been developed. The
most important techniques are described in the following
sections.

1. ATTENUATION

1.1. Definition

In the field of loss measurement, the most important
terms are attenuation, insertion loss, mismatch loss, and
voltage loss [1,2]. These terms are discussed in the follow-
ing sections.

1.1.1. Attenuation. According to Beatty [3], attenuation
is defined as the decrease in power level at the load
caused by inserting a device between a Z0 source and
load, where Z0 is the characteristic impedance of the line.
Figure 1 shows the basic idea of such an attenuation
measurement.

Attenuation is mostly expressed by a logarithmic scale
in decibels (dB) or in nepers. The attenuation of a two-port
device is defined as follows [4]:
In decibels:

A¼ 10 log

power delivered to a matched load
by a matched source

power delivered to the same load when
the two-port device is inserted

2
64

3
75 ð1Þ

In nepers:

A¼
1

2
ln

power delivered to a matched load
by a matched source

power delivered to the same load when
the two-port device is inserted

2
64

3
75 ð2Þ

Because log(x)¼ ln(x)/ln(10), the following relationship
between decibels and nepers is valid:

Attenuation in decibels¼ 8:6858� attenuation in nepers:

Attenuation is a property only of a two-port device.

1.1.2. Insertion Loss. In practical applications neither
the source nor the load have an impedance exactly equal
to Z0, the characteristic impedance of a line. Therefore
source and load have a reflection coefficient of rs and rL,
respectively. Let P1 be the power delivered from the source
to the load and P2 be the power absorbed by the same load
when the two-port device is inserted (Fig. 2).

Then the loss is defined by

L1¼ 10 log
P1

P2
ð3Þ

The insertion loss depends on the property of the device
and the reflection coefficients of the source and the load.

1.1.3. Scattering Parameters. Two-port networks, espe-
cially at radiofrequencies, are very well characterized by
scattering parameters.

A two-port device inserted between a source and a load
is shown in Fig. 3.

Source Load

Z0 Z0 Z0

Source
Two-port
device

Z0

Load

Figure 1. Attenuation measurement in a
matched system.

Source Load

rs rL

P1 P2

rL

Source
Two-port
device

rs

Load

Figure 2. Insertion loss measurement in a
nonmatched system.
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The complex wave amplitudes a1, a2, b1, and b2 shown
in Fig. 3 are related as follows:

b1¼ s11a1þ s12a2 ð4Þ

and
b2¼ s21a1þ s22a2 ð5Þ

Setting up the signal flow graph for the configuration in
Fig. 3 and using the nontouching loop rules of Mason [5,6],
the insertion loss is given by the following expression:

LI¼ 20 log
jð1� rss11Þð1� rLs22Þ � rsrLs12s21j

js21j . j1� rsrLj
ð6Þ

For a matched system where rs¼ rL¼0, Eq. (6) delivers
the attenuation

A¼ 20 log
1

js21j
ð7Þ

Equations (6) and (7) clearly show that the insertion loss
LI depends on the property of the two-port device and the
reflection coefficients of the source rs and the load rL.
Otherwise the attenuation is the pure property of the two-
port device.

1.1.4. Voltage Loss. Voltage loss is used only for appli-
cations in the DC-to-UHF part of the spectrum where
voltage is well defined. According to Warner [4], it is
defined as follows:

LV ¼ 20 log
voltage at the input of the two-port device

voltage at the output of the two-port device

� �

ð8Þ

and using the scattering parameters

LV ¼20 log
jð1þ s11Þð1� rLs22Þþ rLs12s21j

js21ð1� rLÞj
ð9Þ

Note that LV is independent of the source reflection
coefficient rs.

When s11¼ 0 and rL¼ 0, the voltage loss is equal to the
attenuation.

1.1.5. Mismatch Loss. At higher frequencies every real
two-port device has an input and output reflection coeffi-
cient that differs from zero. Therefore, there is always a
mismatch between the source and the two-port device and
between the two-port device and the load (Fig. 4). This
reflects part of the incoming and outgoing wave toward

the source and toward the two-port device, respectively,
resulting in additional losses.

The mismatch loss between the source and the two-port
device is expressed as:

Lm1¼ 10 log

power absorbed at the input of the
two-port device

maximal available power from the source

ð10Þ

According to Fig. 3 the mismatch loss is given by

Lm1¼
ð1� jrsj

2Þð1� jr1j
2Þ

j1� rsr1j
2

ð11Þ

Similarly, the mismatch loss between the two-port
device and the load is given by

Lm2¼ 10 log
power absorbed by the load

maximal available power at
the output of the two-port device

ð12Þ

and with the parameters of Fig. 4

Lm2¼ 10 log
ð1� jr2 j

2Þð1� jrLj
2Þ

j1� r2rLj
2

ð13Þ

If several two-port devices are cascaded, the mismatch
loss between them has to be calculated similarly and
taken into account.

2. ATTENUATOR

Apart from the natural losses in devices and transmission
paths, manufactured devices have well-defined losses.
These devices, called attenuators, are used for measure-
ment and for adjusting power levels to a defined value in
transmission systems. Attenuators are probably the most
important devices in measurement systems and therefore
exist in a large number of different forms [7–9], such as
symmetric, coaxial, waveguide, optical, fixed-value, and
variable-loss. The important properties of attenuators are
frequency range, attenuation accuracy, attenuation varia-
tion versus frequency, input and output impedance match
(reflection coefficient), power handling capacity, and phase
linearity.

2.1. Balanced-Line Attenuator

Balanced lines are used especially in telecommunica-
tions and lately in local-area networks and in-house

a2

Source
Two-port
device

b1

rs S11 S22

S21

S12

a1 b2

rL Load

Figure 3. Scattering parameters for a two-port device inserted
between source and load.

Source
Two-port
device

rs r1 r2 rL

Load

Figure 4. Mismatch loss of a two-port device between a source
and a load.
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communications systems. Therefore, there is a demand for
balanced-line attenuators. Chains of symmetric double-T
or double-P circuits, as shown in Fig. 5, are mostly
used [10].

The reference handbooks [10] give formulas and tables
to determine the circuit elements for a given line impe-
dance and different element attenuations. The circuit has
to be symmetric to the ground plane and well matched to
the line impedance. Special techniques are given to opti-
mize the circuit for small frequency dependence.

Variable-value attenuators are commercially available
for different impedances (150O, 120O) in the frequency
range from DC to several megahertz and have attenuation
ranges from 0 to 132 dB.

2.2. Coaxial-Line Attenuator

2.2.1. Fixed-Value Coaxial Attenuator. Coaxial attenua-
tors generally have multioctave bandwidth or frequently
operate from DC to several gigahertz (GHz). Coaxial
transmission lines are generally operated in the trans-
verse electromagnetic (TEM) mode and therefore an ob-
vious solution for attenuators is to use lumped elements
that are small compared to the wavelength. There are four
major constructions: T circuit, P circuit, distributed lossy
line, and distributed thin-film technology.

2.2.1.1. T-Circuit Attenuator. The T-attenuator circuit
is shown in Fig. 6. The values of R1 and R2 are calculated
from the following formulas, where K is the transmission
coefficient [7,10]:

R1¼Z0
K � 1

K þ 1
ð14Þ

R2¼
2Z0K

K2 � 1
ð15Þ

The attenuation in decibels is given by

AðdBÞ¼ 20 log K ð16Þ

Resistive rods for R1 are often used, and disk resistors are
used for R2, or film resistors are used for both R1 and R2.

2.2.1.2. P-Circuit Attenuator. Techniques similar to the
T circuit are used for the P circuit shown in Fig. 7, and the
corresponding formulas are as follows [7,10]:

R1¼Z0
K þ 1

K � 1
ð17Þ

R2¼Z0
K2 � 1

2K
ð18Þ

At higher microwave frequencies the elements of the T
and P attenuators have dimensions comparable to the
wavelength, and therefore the reactance of the elements
becomes more important and thus degrades the perfor-
mance of the attenuator.

2.2.1.3. Lossy-Line Attenuator. Distributed lossy-line
attenuators, explained by Weber [11], have very favorable
performance. As long as the attenuation is not very high,
they have a flat attenuation response and an excellent
impedance match. The center conductor of the transmis-
sion line is made mostly of lossy material using thin film
deposited on a substrate with a circular cross section. The
disadvantage of lossy-line attenuators is that they have a
lower frequency limit depending on their physical length.

2.2.1.4. Thin-Film Attenuator. Distributed thin-film at-
tenuators [12] use a resistive material deposited on a
dielectric substrate for the series and shunt losses (Fig. 8).

Strip transmission lines and narrow ground electrodes
on the longitudinal sides are added to the input and
output terminals. The characteristic impedance and the
attenuation are constant and given as follows [7]:

TART numbered equation (19)

Z0¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffi
D� a

4a

r
ðOÞ ð19Þ

a¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4

aðD� aÞ

r
ðin nepers per unit lengthÞ ð20Þ

R1/2 R1/2

R2

Z ZZ Z

R1/2 R1/2

R1/2

R1 R1

R1/2
Figure 5. Basic symmetric double-T
and double-P attenuation circuits.

R1 R1

R2

Z0Z0

Figure 6. T-attenuator circuit.

Z0Z0

R2

R1 R1

Figure 7. P-attenuator circuit.
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Equation (20) shows that the attenuation is independent
of the resistivity of the film as long as the film is
homogenous. The attenuation depends only on the geo-
metry and therefore is insensitive to temperature
changes.

2.2.2. Variable-Value Coaxial Attenuator. There are
two types of variable attenuators: continuous variable
attenuators and step attenuators. Continuous variable
attenuators have the advantage of being noninterruptive
when changing attenuation. This feature is important
for some measurements, for example, receiver
sensitivity measurements. On the other hand, these
attenuators may sometimes lack accuracy, settability,
impedance match, high insertion loss and have limited
bandwidth.

Step attenuators are very accurate and have the follow-
ing qualities: good reproduceability, low insertion loss,
excellent impedance match, and wide operating band-
width. But most step attenuators are interruptive when
changing the attenuation value.

2.2.2.1. Continuously Variable Attenuator
2.2.2.1.1. Piston Attenuator (Waveguide beyond Cutoff

Attenuation). The piston attenuator is one of the oldest
continuously variable microwave attenuators [13]. It is
used especially as a precision attenuator or for handling
high power levels. This type of attenuator uses a wave-
guide below its cutoff frequency. According to transmis-
sion-line theory, the amplitude of a wave launched into
such a waveguide decays exponentially. So the attenua-
tion is calculable. Most constructions use a circular
cross section and a magnetic coupling that generates the
lowest cutoff higher-order transverse electric mode
(TE11). Figure 9 shows the simplified construction of a
piston attenuator. By sliding the two concentric cylinders
into each other, the physical displacement of the coupling
coil is changed and therefore also the attenuation.
Special care must be taken to avoid unwanted higher
order modes.

Attenuation as a function of wavelength is given per
unit length as [10]

A¼
2p . 20

lc . ln 10

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
lc

l

� �2
s

in decibels per unit length

ð21Þ

where lc is the cutoff wavelength of the waveguide and l is
the free-space wavelength.

If the operating frequency is chosen to be much
lower than the cutoff frequency, the term lc/l is negligibly
small for the operating frequency band, and a flat attenua-
tion frequency response is achieved. The advantages of
cutoff attenuators are that they are calculable and
that high accuracy is achieved (0.001 dB/10 dB for 60 dB
attenuation). For this reason, cutoff attenuators are
often used as standard attenuators. Their main disadvan-
tage is the high insertion loss (15 to 20 dB) because tight
coupling has to be avoided so as not to stimulate higher
modes.

2.2.2.1.2. Resistant Card, T-, or P-Type Attenuator. Sev-
eral constructions of variable attenuators using resistive
cards or resistive films are on the market [9]. The variable
card attenuator operates like a potentiometer. A resistive
film is fixed on a substrate so that the resistance
between the input and the output is varied with a movable
coaxial wiper, and thus the amount of attenuation
changes. This type of attenuator does not have good input
and output impedance matches. More sophisticated
constructions use T- or P-type structures where the
series and the shunt resistors are changed simulta-
neously. Therefore the input and output ports of these
attenuators are quite well matched. The minimum inser-
tion loss is on the order of 4 dB, and they operate up to
several gigahertz.

2.2.2.1.3. Lossy-Line Attenuator. Lossy-line attenuators
use a lossy center conductor partly covered with a
thin sliding shield [7]. This effectively changes the
length of the resistive conductor and thus the attenuation.
Some constructions use microstrip lines with variable
lossy walls [9]. This type of attenuator is limited
in its maximal attenuation because of the length of the
device.

2.2.2.1.4. Pin Attenuator. Pin attenuators change the
loss in either a step or continuous mode. The series
and shunt resistors are by pin diodes, electronic devices
that change their conductivity. The diodes are controlled
by a bias current. Various types of circuits are available,
such as series, shunt, bridged T, and P [9]. Pin attenua-
tors are electronic circuits and therefore may produce
harmonics. Below about 10 MHz, the pin diode exhibits
some rectifying behavior. At much higher frequencies,

a D

Center conductor

Ground electrodes

ρ

l

Figure 8. Distributed thin-film attenuator element.

Movable tube

Circular waveguide

Fixed tube

Coaxial lines

Figure 9. Principle of a piston attenuator.
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the pin diode behaves more like a variable resistor.
Because of the matching circuits for input and output
and the bias network, most devices operate in a
limited frequency band. Attenuation from 2 to 80 dB is
achieved.

2.2.2.1.5. Step Attenuator. Step attenuators always
use a set of fixed attenuators that are switched into a
line by different mechanisms. The steps are mostly 0.1, 1,
and 10 dB. The 0.1-dB steps generally cover a range of
1.1 dB, the 1-dB steps a range of 11 dB, and the 10-dB
steps cover a range up to 110 dB. The step attenuator has
excellent repeatability, covers a wide frequency range
(e.g., DC to 26.5 GHz), has a good impedance match, and
mostly has a flat frequency response of the attenuation
value.

In the turret-type coaxial attenuator a set of coaxial
fixed attenuators is placed in a cylindrical arrangement.
With a rotary motion the different elements (e.g., 0 dB,
10 dB, 20 dB,y) are switched between the junctions of the
transmission line.

Another type of step attenuator uses a variety of fixed
attenuation elements. The different attenuation elements
are cascaded by switches or bypassed. The switches may
be activated manually or electrically.

2.3. Waveguide Attenuator

Waveguide attenuators work mostly in the entire usable
waveguide bandwidth, which is not quite half an octave.
To attenuate a wave propagated in a waveguide, either the
electric or the magnetic field or even both are influenced.
As an example, a resistive card inserted into the wave-
guide parallel to the E field attenuates it. Another tech-
nique uses lossy walls that influence the current in the
waveguide wall. Most of these attenuators are not phase-
invariant.

2.3.1. Fixed-Value Waveguide Attenuator. The wave-
guide flap attenuator (Fig. 10) and the side-vane attenua-
tor (Fig. 11) [7] are very popular.

The flap attenuator is based on a resistive card inserted
in the center of the waveguide parallel to the E field. The
more the card dives into the waveguide, the more the E
field is weakened, and therefore attenuation increases. A
smooth card shape is chosen to minimize the reflection
caused by the discontinuity.

The side-vane attenuator (Fig. 11) influences the E field
similarly. The vane is always completely inside the wave-
guide, but it uses the fact that the E field varies along the
broad side. For the most popular TE10 mode, the E field is
zero at the sidewall and has its maximum in the center of

the waveguide. Therefore the position of the resistive card
defines the attenuation value. A smooth shape minimizes
the reflection of the discontinuity.

Several constructions of lossy-wall attenuators exist.
One version is shown in Fig. 12 [14].

Section 2 with equally spaced slots filled with a lossy
material defines the attenuation. Sections 1 and 3 are
configured to minimize the reflection due to the disconti-
nuity in the wall. The lossy-wall attenuator withstands
high power because the dissipated heat is transferred to
any cooling system.

2.3.2. Variable-Value Waveguide Attenuator
2.3.2.1. Flap and Side-Vane Attenuator. By adding a

mechanism that changes the position of the resistive
card, the fixed-value-flap and side-vane attenuator are
easily transformed into a variable-value attenuator. It is
often used as a settable attenuator.

2.3.2.2. Rotary-Vane Attenuator. The rotary-vane at-
tenuator was invented in the early 1950s by E. A. N.
Whitebread (Elliot H. Brothers, London) and A. E. Bowen
(Bell Telephone Laboratories). It was proposed and devel-
oped as a precision waveguide attenuator [15–19]. The
rotary-vane attenuator consists of three sections of wave-
guide that have a resistive film spanned across the
waveguide, as shown in Fig. 13. The middle section has
a circular cross section and can be rotated with respect to
the two fixed-end sections. Figure 13 illustrates the prin-
ciple of a rotary-vane attenuator. For clarity, the transi-
tions from a round to a rectangular waveguide at both
ends are omitted.

The electric field is perpendicular to all resistive films
whenever the films are aligned. In this case no current
flows in the resistive film, and therefore no attenuation
occurs. If the center part is rotated by an angle y, the
component Esin y in y produce a current flowing in the
resistive film and are absorbed. Thus the resulting

Resistive card
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Figure 10. Principle of a waveguide flap attenuator.

Resistive card
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Figure 11. Principle of a side-vane attenuator.
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attenuation is given by

AðdBÞ¼ � 40 logðcos yÞþA0 ð22Þ

The rotary-vane attenuator has the following advantages:

The attenuation is almost independent of the fre-
quency.

The phase shift is very small. The phase variations are
smaller than 11 up to 40 dB attenuation.

The input and output VSWRs are very low under all
conditions.

The attenuation is not sensitive to the resistive film as
long as its attenuation is high enough.

The attenuation is not sensitive to temperature
changes.

Rotary-vane attenuators are commercially available for
most of the known waveguide bands. They typically have
an accuracy of 2% of the reading in decibels or 0.1 dB,
whichever is greater.

2.4. Attenuator for Optical Fibers

Attenuators have to be adapted to an optical fiber system.
Therefore different attenuators for single-mode or multi-
mode applications are available and mostly operate within

one or two wavelength windows. Various attenuation
techniques are used to reduce the transmitting light,
such as lateral or axial displacement of the fibers or
optical prisms, and inserting absorbing filters.

2.4.1. Fixed- or Adjustable-Value Attenuator. A pair of
lenses is used in most fiberoptic attenuators to collimate
the light of the input fiber and to refocus it to the output
fiber. Any attenuation mechanism, such as absorbing
filters or absorbing glass with variable thickness can be
inserted into the optical beam path. Attention has to be
given to the attenuation mechanism so that there is very
little polarization-dependent loss. Fixed-value attenuators
are commercially available for a range of 3–40 dB with an
accuracy of 0.5–1 dB.

2.4.2. Variable-Value Attenuator. The reflection type
variable attenuator often combines a series of 10 dB steps
for the high values and a continuous variable attenuation
of up to 10 or 15 dB. Figure 14 shows the basic configura-
tion of an optical section [20].

A rod lens collimates the light of the fiber into a spatial
beam that passes two neutral-density filters (ND filters).
The second rod lens focuses the spatial beam into the
output fiber. The ND filter must have high uniformity,
little attenuation change with time, and flat spectral
transmittance. This is achieved by vacuum-depositing Ni

θ

E

E

E

Fixed end section

Rotated section

Fixed-end sectionEsinθ Ecosθ

Figure 13. Principle of a rotary-vane
attenuator.
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Figure 14. Basic configuration of an optical
section.
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and Cr alloys onto a glass substrate. The ND filters are the
reflecting type. To avoid multiple reflections and to ensure
that the light is not reflected into the input lead, the two
filters are inclined at a small angle with respect to the
optical axis.

Commercially available attenuators of this type
have an insertion loss of about 3.5 dB, a range of up to
65 dB, and an accuracy of about 70.5 dB per 10 dB.
They are available for wavelengths of 850, 1300, and
1550 nm.

2.5. Calculable Attenuation Standards

Many attenuators have been described in the previous
sections, but only a few are suitable as attenuation
standards. An attenuation standard is a device that can
be traced to the SI units by an unbroken chain. The
application of the described standards depend on the
frequency band and the technique used in the measure-
ment system.

2.5.1. Kelvin–Varley Divider. The Kelvin–Varley divi-
der (KVD) was described for the first time by Varley
in 1866 [21]. It is a resistive voltage divider and
operates from DC up to several hundred kilohertz. Figure
15 shows an example of a four-decade Kelvin–Varley
divider.

Each decade consists of 11 equal resistors except for the
last decade, which has only 10. The decades are connected
by switches that always span two resistors. The value of
the resistors of each following decade is reduced by a
factor of 5. The four-decade Kelvin–Varley divider allows
varying the output-to-input voltage ratio from zero to one
in steps of one part in 104. The unloaded KVD has a
constant input impedance that is independent of the
switch setting, whereas the output resistance varies
with the setting. The original type of KVD (Fig. 15)
requires either very large or very small resistance values
because each decade needs 5 times larger values. Due to

stray capacitance, the divider reacts similarly to an RC
filter. For example, a 100 kO input impedance limits the
3 dB bandwidth to about 100 kHz. To avoid large resis-
tance values, modified constructions with a resistor shunt-
ing the decades have been developed.

Two major errors determine the accuracy: deviations of
the resistors from nominal values and the resistances of
the switch contacts and leads. The first three or four
decades are the most sensitive, and therefore these resis-
tors often are adjustable. Several calibration techniques
have been developed and are described in the literature
[22,23].

Today commercially available Kelvin–Varley dividers
have up to seven decades, have an absolute linearity of 71
part in 107, and long term stability of 71 part in 106 per
year.

2.5.2. Inductive-Voltage Divider. The inductive-voltage
divider (IVD), also called a ratio transformer, is an
exceptionally accurate variable attenuation standard.
It consists of a number of very accurately tapped auto-
transformers. The autotransformers are connected
together by high quality switches. The IVD operates
from 10 Hz to about 100 kHz, and the greatest accuracy
is achieved at about 1 kHz. In 1962 Hill and Miller
[24] described a multidecade IVD with seven decades
and a resolution of 1 part in 107. Figure 16 shows the
principle of a seven-decade IVD with a setting of
0.4324785. The output-to-input voltage ratio can be set
from zero to one.

The tapped autotransformers are constructed by wind-
ing exactly equal lengths of copper wire on a high perme-
ability toroidal core. A superalloy having an extremely
high permeability (4100,000) and low hysteresis loss is
preferred as a core material. For an exact division of the
tapped autotransformer, it is not necessary to have a 100%
coupling between the ten inductors [4]. But the 10 self-
inductances and the 45 mutual inductances have to be
exactly equal.
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The following error sources limit the accuracy of
IVDs:

Inequality in the series resistances and the leak-
age inductances of the sections in each autotrans-
former

Inhomogenities in the magnetic cores

Distributed admittances between the windings

Internal loading caused by the later stages

Impedances of the connecting leads and switch
contacts

Variations in the input voltage, frequency, and ambient
temperature

With careful design, these errors can be minimized.
Programmable binary IVDs with 30 bits, a resolution of
1 part in 109, and a linearity of 0.1 ppm have been
developed [25].

IVDs with eight decades and an accuracy of four parts
in 108 are commercially available.

2.5.3. Intermediate-Frequency Piston Attenuator. The IF
piston attenuator is based on the same principle as the
attenuator previously described for RF, but it is designed
to operate at a specific, fixed frequency, mostly 30 or
60 MHz. As Eq. (21) shows, attenuation depends on the
cutoff wavelength lc, the free-space wavelength l, and the
displacement of the two coils. The waveguide dimensions,
which can be determined, define the cutoff wavelength,
and the displacement can be measured very precisely.
Therefore the IF piston attenuator is used as a calculable
standard. Figure 17 shows a simplified diagram of an IF
piston attenuator.

The standard IF piston attenuator consists of a high-
precision circular cylinder that has excellent conductivity,
a fixed coil, and a movable coil mounted on a piston. The
piston attenuator operates in the H11 (TE11) mode that has
the lowest attenuation. A well-designed metal strip filter

in front of the fixed coil attenuates the higher modes. To
allow smooth movement and to avoid any scratches, the
plunger carrying the moving coil is insulated. Equation
(23) expresses the attenuation per unit length more
precisely

A¼
s11

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
lc

l

� �2

. 2 �
d
r

s

ð23Þ

in nepers per unit length, where lc¼ 2pr/s11, lc is the
cutoff wavelength, l is the free-space wavelength, s11

the first zero of the Bessel function J1¼1.8411838, r the
radius of the cylinder, and d is the skin depth.

Highly accurate standard attenuators use a laser inter-
ferometer to accurately determine the displacement of the
coil. Yell [26,27] and Bayer [28] developed extremely
accurate IF piston attenuators with a dynamic range of
120 dB, a resolution of 0.0001 dB, and an accuracy of
0.0002 dB/10 dB over the linear range of 90 dB.

2.5.4. Rotary-Vane Attenuator. The principle of the
rotary-vane attenuator is described in Section 2.3.2.2.
Because the attenuation is given by the equation

AðdBÞ¼ � 40 logðcos yÞþA0 ð24Þ
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where A0 is the insertion loss at a setting of y¼0, the
device can be used as a calculable primary standard.

The rotating angle y of the center vane has to be
determined very precisely, especially for higher attenua-
tion values. As an example, a rotational angle accuracy of
70.0011 results in an attenuation accuracy of 70.01 dB at
a setting of 60 dB. Especially precise optical readouts have
been developed by national standards laboratories [29–31]
to allow an angular resolution of 70.0011. Following
are the main error sources for precision rotary-vane
attenuators:

Misalignment of the end vanes

Insufficient attenuation of the central vane

Incorrect readout of the rotational angle

Eccentricity of the rotor

Leakage of the rotating joints

Internal reflections at the ends of the three vanes

Careful design of the attenuator results in an accuracy
of 70.0015 dB up to 16 dB at 10 GHz.

2.5.5. Comparison of Attenuation Standards. The
attenuation standards mentioned previously are used
in various precision measurement systems, such as
RF, IF, or LF substitution. The standards have very
different accuracy depending on the attenuation setting.
Figure 18 shows a comparison of different precision

attenuation standards used in national metrology labora-
tories [32].

2.5.6. Optical Attenuation Standards. Imamura [33]
shows one solution of a calculable optical attenuation
standard that is used to calibrate precision attenuators.
The key element is a rotating disk with a well-defined
opening. The device operates as an optical chopping
system (Fig. 19).

As long as the response of the detector is slow compared
to the rotational speed o, the ratio of P1 to P0 defines the
attenuation. In this case the attenuation depends only on
the opening angle y (in radians) and is given by the
following equation:

A¼ � 10 . log
P1

P0
¼ � 10 . log

y
2p

ð25Þ

An opening angle of 361 defines an attenuation of 10 dB.
Special care has to be paid to the diffraction of light at the
edges of the disk openings and the stability of the light
source and the sensor. The overall accuracy is estimated to
be 70.008 dB for 10 dB attenuation.

3. MEASUREMENT OF ATTENUATION

Various kinds of measurement systems are used depend-
ing on the frequency range, the type of attenuator, the
required accuracy, and the available standards. Most of
the modern attenuation measurement systems are com-
puter- or microprocessor-controlled. They use the same
principle as the manual systems but operate much faster.
If maximum accuracy is required, manually controlled
measurement systems are often preferred.

3.1. Low-Frequency Measurement Systems

Low-frequency attenuation measurements are used
mainly in communication systems where voice, video,
and data have to be transmitted with as little distortion
as possible. Dedicated test systems have been developed
for testing and adjusting the communication systems
working either with coaxial lines (50 or 75O) or balanced
lines (124, 150, or 600O).

3.1.1. Direct Measurement. Operation of communica-
tion systems requires a great number of test systems for
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which low-cost test systems that are easily handled were
developed. The systems are based on current, voltage, or
power measurement and operate in a frequency band from
200 Hz up to 30 MHz. The test system (Fig. 20) consists of
a tuneable generator with a known constant output level
and a wideband voltmeter or a high-sensitivity, selective
superheterodyne receiver.

Many test systems can be switched to operate in either
coaxial-line (50 or 75O) or balanced-line (124, 150, or
600O) configuration. In the balanced-line mode the test
systems have a limited frequency range of 200 Hz to
several MHz depending on the impedance selected. In
the selective-level meter mode, bandwidths of 25 Hz–
3.1 kHz are used, and the dynamic range achieved is on
the order of 80 dB. The attenuation measurement accu-
racy in the frequency range indicated is about 1 dB.

3.1.2. Low-Frequency Substitution Method. The LF sub-
stitution method is based on a precisely calibrated low-
frequency reference attenuator used in a parallel or a
serial configuration (Fig. 21).

Because the attenuation of the device under test (DUT)
is compared with that of the reference attenuator, neither
the output level of the generator nor the absolute level
indication of the receiver have to be known. The only
requirements are that generator and receiver remain
stable during measurements. The accuracy is determined
mainly by the calibration of the reference attenuator.

3.2. Radiofrequency and Microwave Measurement Systems

In radiofrequency and microwave ranges many different
measurement principles are known. They all have their
own characteristics; one is meant to measure low values of
attenuation, another to measure high values, a third to
achieve highest accuracy. The most popular measurement
principles are discussed in the following sections.

3.2.1. Power Ratio Method. The power ratio method
[4,40] (Fig. 22) is very simple for measuring attenuation.

It is commonly used as long as maximum accuracy is not
required.

The method is based on the linearity of the power
meter or the receiver used. First the power P1 of the
generator is measured without the device under test
(DUT) and then P2 is measured with the DUT inserted.
The attenuation of the DUT is calculated by the ratio of
P2 to P1:

AðdBÞ¼ 10 log
P2

P1
ð26Þ

To measure attenuation, the insertion points have to be
matched by either tuners or matching pads. The square-
law characteristic of the power sensors and the noise limit
the dynamic range to about 40 dB. If a tuned receiver is
used instead of a power meter, the measurement range is
extended to about 100 dB.

Several error sources influence the accuracy:

The stability of the generator and the detector system

The frequency stability of the generator

The matching at the insertion points

The square-law region of the detector system

The crosstalk for high-attenuation measurement

Commercially available systems using a tuned receiver
achieve a measurement uncertainty of 0.1 dB at 50 dB
attenuation. These systems are easily automated by con-
trolling the instruments with a computer.

In national standards laboratories very sophisticated
systems have been developed resulting in an accuracy of
0.06 dB at 50 dB attenuation [34,35].

3.2.2. Voltage Ratio Method. The voltage ratio method
makes use of high-resolution AC digital voltmeters (AC
DVMs) available now. Because the AC DVMs work up to
only several MHz, the RF signals have to be downcon-
verted to low frequency. Figure 23 shows the principle of a
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voltage ratio system working at an audiofrequency of
50 kHz.

If a synthesizer locked to the same reference frequency
is used as a signal generator and local oscillator, a
very stable audiofrequency fa (e.g., 50 kHz) is generated.
The audiofrequency signal is amplified and measured
with an AC DVM. If U1 is the voltage measured with
the two insertion points clamped together and U2 is
the voltage with the DUT inserted, the attenuation is
given by

AðdBÞ¼ 20 log
U2

U1

� �
þC ð27Þ

where C is the correction factor in decibels for the non-
linearity of the amplifier and the DVM.

The dynamic range of the direct system is about 20–
30 dB. More sophisticated systems achieve an uncertainty
less than 0.001 dB for 20 dB attenuation. By adding a
gauge block technique, for example, a calibrated step
attenuator (10, 20, 30 40, 50, 60, 70 dB) in series with
the DUT in the RF path, the range is extended to 90 dB
with excellent accuracy of 0.001 dB [32].

The error sources which limit the measurement un-
certainty are

The matching of the insertion points

The generator output level stability

The AF amplifier stability

The AF amplifier and AC DVM linearity

The mixer linearity

The gauge block attenuator stability and reproduce-
ability

The crosstalk for high attenuation measurement

3.2.3. IF Substitution Method. The IF substitution
method [4,40] (Fig. 24) gives good accuracy, operates
over a large dynamic range, and is used up to very high
frequencies. Most systems operate in a parallel substitu-
tion mode.

The signal passing through the DUT is mixed to an IF
of 30 or 60 MHz. This signal is compared with the signal of
the 30-MHz reference oscillator and the standard attenua-
tor by a narrowband 30 MHz receiver (mostly with syn-
chronous detection). In the first phase the insertion points
are clamped together, and the standard attenuator is
adjusted until there is no switching signal (i.e., 1 kHz)

detectable any longer. The reading A1 of the standard
attenuator is taken. In a second phase the DUT is
inserted, the standard attenuator is adjusted so that the
signal of the standard attenuator equals the signal of
the mixer, and the reading A2 is taken. The attenuation
of the DUT is given by the difference A2 minus A1 between
readings.

A piston attenuator, an inductive-voltage divider, or a
high-precision resistive attenuator can be used as a
standard attenuator.

In national standards laboratories very-high-precision
piston attenuators with a resolution of 0.0001 dB over a
100 dB range have been used in a parallel substitution
system. The accuracy achieved is better than 0.001 dB per
10-dB step [27,32,36].

Accuracy of about 0.002 dB and a dynamic range of
100 dB have been achieved by using a seven-decade 50-
kHz inductive voltage divider in a parallel substitution
system [37].

Weinert [38] proposed a parallel IF complex vector
substitution system using a high precision IF attenuator.
The system has a single-step dynamic range of 140 dB and
a display resolution of 0.001 dB.

The following error sources limit the accuracy and the
dynamic range:

The matching at the insertion points

The level stability of the signal source

The mixer linearity

The noise balance

The level stability of the IF reference oscillator

The standard attenuator resolution and stability

The crosstalk for high attenuation measurement
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3.2.4. RF Substitution Method. In the RF-substitution
method [4,40] (Fig. 25), the reference standard attenuator
and the DUT operate at the same frequency. Because
the attenuation of the reference standard is compared
either in a series or in a parallel substitution system with
the DUT, the results are independent of the receiver
characteristics. A rotary-vane attenuator, a piston at-
tenuator, or a chain of well-matched and precisely cali-
brated attenuators (e.g., step attenuator) is used as a
reference standard.

In the first step the insertion points are clamped
together, and the reference standard is adjusted to a value
A1 according to the estimated attenuation of the DUT. The
receiver shows the reading U1. In the second step the DUT
is inserted, and the reference standard is adjusted to get
the same reading U1 at the receiver A2. The attenuation of
the DUT is calculated as the difference between the two
decibel readings of the reference attenuator, A1 minus A2.

3.2.5. Scalar Measurement. All attenuation measure-
ment systems described in the previous sections provide
scalar measurements. There are many commercial scalar
network analyzers available (Fig. 26) [8,39]. These analy-
zers measure the input reflection and the attenuation of
the device under test. Because mostly wideband detectors
are used, the magnitude of only two quantities can be
determined.

The signal of the sweep generator is divided by a power
splitter or a directional coupler into reference and mea-
surement paths. The directional bridge or coupler mea-
sures the reflected wave of the DUT. The analyzer forms
the ratio A/R, which is proportional to the input reflection
coefficient of the DUT. Using a third detector, the attenua-
tion is measured by calculating the ratio B/R. Most scalar
network analyzers are microprocessor- or computer-con-
trolled and offer simple correction methods. The calibra-
tion for reflection measurements is frequently done by

using open and short circuits, and a connect through
normalization is used for the transmission path. Because
these analyzers are broadband systems, they operate
very fast and are easily expandable to highest frequencies.
Commonly used scalar network analyzers operate
from 10 MHz to 18 GHz or 26 GHz, and often their fre-
quency range can be extended to 50 GHz in coaxial lines
and to 110 GHz in waveguides. The dynamic range is
limited to about 75 dB by the square-law characteristic
of the detectors and noise. The measurement accuracy
achieved is quite reasonable, for example, 0.6 dB measur-
ing a 30-dB attenuator. The insertion points have to be
well matched.

The following errors influence the measurement
uncertainty:

The harmonics of the sweep generator

The matching of the insertion points

The square-law characteristic of the detectors

The sweep generator level stability

3.2.6. Vector Measurement. Vector measurements en-
able characterization of a two-port circuit completely. In
addition to the magnitude, the phase of the scattering
parameters is also determined. There are two major
concepts for measuring the complex parameters of a two-
port device: the vector network analyzer and the six-port
technique.

Modern vector network analyzers [8,39,40] measure all
four scattering parameters—s11, s21, s12, and s22—without
the necessity of turning the DUT around. Therefore they
are symmetrical (Fig. 27) and measure in both directions.

The basic concept looks similar to that of the scalar
network analyzer. The signal of the generator is divided
into reference and measurement paths. In forward mea-
surements, the directional bridge A determines the re-
flected signal, bridge B determines the transmitted signal,
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and vice versa for the reverse case. Instead of using diode
detectors, the signals are downconverted to an intermedi-
ate frequency and analyzed in magnitude and phase.
Synthesized sweep generators and synchronous detection
are being used to obtain high accuracy for magnitude and
phase measurements. Because the complex signals are
measured, the main errors due to component imperfec-
tions may be corrected. Frequently a 12-term error model
is applied to correct the source and load match, the bridge
characteristics, the transmission leakage crosstalk, and
downconverter characteristics. In the first phase well-
known standards (e.g., open, short, line) are measured,
and the 12 error parameters are determined. In the second
phase the DUT is measured and the data corrected
according to the calculated error terms. Several different
techniques for measuring the error parameters are used,
such as open–short–load, transmission–reflect line, and
line–reflect line. Each technique uses different kinds of
reference standards, such as short and open circuits, well-
defined lines, and known loads.

Excellent performance is achieved by using the 12-term
error correction technique. For example, at 20 GHz, load
and source match better than � 38 dB return loss, trans-
mission tracking is better than 0.06 dB and crosstalk is
less than � 104 dB. As a result a 30 dB attenuator can be
measured at 20 GHz with an uncertainty of 0.07 dB.

Vector network analyzers are commercially available in
coaxial configurations in frequency bands from about
100 kHz to 50 GHz and in waveguides up to 110 GHz.
Some specially dedicated systems operate in waveguides
up to 1000 GHz.

The measuring uncertainty is defined mainly by the
following parameters:

Accuracy of the reference standards

Stability of the generator and of the detection system

Stability of the connection cables

Repeatability of the connectors

Accuracy of the built-in software to calculate the error
parameters and DUT scattering parameters

The six-port technique is another method for measur-
ing the complex scattering parameters of a device. The
magnitude and the phase of the signal are calculated from
four scalar power measurements made with detectors
arranged as shown in Fig. 28 [8,40].

The four power sensors gather enough information to
calculate the magnitude and phase of the reflection of the
DUT and the power launched into it. The calibration of the
six-port device is rather complicated because a set of
quadratic equations has to be solved. The quadratic
equations can be linearized and solved for both calibration
and measurement [8,40].

The simplicity of the detection system is an advantage
of the six-port device especially for wideband applications
and very high operating frequencies. Compared to the
vector network analyzer, the six-port device requires more
calibration and more complicated mathematics.

Two six-port devices connected in the configuration
shown in Fig. 29 are required to provide attenuation
measurements.

The dividing circuit includes phase adjustments to
obtain different ratios b1/b2 at the terminals of the DUT.
Using state-of-the-art power sensors the dynamic range of
a dual six-port device is as large as 60 dB.
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Figure 27. Principle of a vector network analyzer.
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Figure 28. Principle of six-port technique for reflection measure-
ment.
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To achieve maximum accuracy, through-connection,
reflection line (TRL) calibration is frequently used. Be-
cause the six-port device determines the complex para-
meters during the calibration process, the test ports
appear to be well matched. The measurement uncertain-
ties are primarily limited by the calibration standards,
mainly the reflection standard (short or open). Real-time
operation is limited by the computing time and the
response time of the power sensors.

3.3. Fiberoptics

Three main methods [41,42] are used for attenuation
measurements: the insertion loss technique, the cutback
technique, and the backscattering method. The first two
methods perform two-point (end-to-end) measurements
and the last performs a one-ended characterization.
Some of the methods are standardized [43,44].

3.3.1. Insertion Loss Method. The insertion loss techni-
que consists of a stable laser source and a stable, accurate,
optical power meter. The power P2 of the laser source is
sent into the DUT (e.g., an optical fiber), and the power P3

is measured at the far end. The attenuation is given by the
ratio of the two power levels as

AðdBÞ¼ 10 log
P3

P2

� �
ð28Þ

To achieve more accurate measurements in the first
phase, the power of the source is directly measured and is
remeasured in the second phase with the DUT inserted.
More sophisticated measuring systems use a configura-
tion shown in Fig. 30.

A second power sensor measures the power level of the
source instantaneously by a power divider. In this config-

uration the power stability of the source is less important
because P1 is always used as a reference. By using cooled
detectors, a dynamic range of r90 dB is achieved.

The accuracy of the measurements are determined by
the following factors:

The power level and wavelength stability of the source

The calibration and stability of the power sensors

The reproduceability of the connectors

The linearity of the detectors

The measurement uncertainties for the insertion loss
technique are on the order of 0.9 dB including the con-
nector reproduceability. Sophisticated systems reach over
a limited dynamic range of 50 dB and uncertainty of
0.2 dB.

3.3.2. Cutback Method. The cutback method [41,45]
(Fig. 31) is the most accurate technique, but it is destruc-
tive. This method was developed to measure the attenua-
tion of fibers as a function of the wavelength. Using a light
source combined with a monochromator, a fiber can be
tested at any wavelength from 800 to 1600 nm with a
spectral width of 3 nm. The light from the source is
projected into the fiber by a lens.

The power P2(l) is measured at the far end of the fiber
(test length lt) by using a cooled detector. Then the fiber is
cut back to a short length of 2–3 m without changing the
projecting conditions, and the power P1(l) is recorded.
If the power loss in the short length of fiber is assumed to
be negligible, the attenuation is given by the following
equation:

AðlÞ¼ 10 log
P2ðlÞ
P1ðlÞ

ð29Þ

Assuming a uniform fiber, the attenuation coefficient per
unit length of the fiber is given by

aðlÞ¼
AðlÞ
ðlt � lrÞ

ð30Þ

where lt and lr are given in kilometers. The achieved
uncertainty for cable length of several kilometers is about
0.02 dB/km for multimode fibers and 0.004 dB/km for
single mode.

3.3.3. Backscattering Method. The backscattering
method is a one-ended measurement based on Rayleigh
scattering in an optical fiber [41,46]. Figure 32 shows
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Figure 30. Principle of the insertion loss
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Figure 29. Principle of a dual six-port for s-parameter measure-
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the principle of an optical time-domain reflectometer
(OTDR).

A laser pulse is projected into the fiber by a coupler, and
the backscattered power is measured. The backscattered
power is related to the attenuation loss of the fiber, and
the measured time delay is related to the distance in the
fiber. The attenuation is calculated by using two values of
the backscattered power at different time delays (different
locations along the fiber). The OTDR has the advantage of
providing attenuation and reflection information along
the fiber. A typical recording is shown in Fig. 33.

The length of the pulse is responsible for the deadzone,
where no measurement is possible. A lead-in fiber allows
masking of the deadzone. From the measured data
details in the fiber path, such as connector loss or splice
loss, irregularities of attenuation and defects can be
analyzed.

Commercially available OTDRs have a dynamic range
of about 35 dB and cover distances up to 65 km depending
on the fiber loss. A well-calibrated OTDR can produce a
measurement uncertainty of about 0.02 dB/km.

4. ERRORS AND UNCERTAINTIES IN ATTENUATION
MEASUREMENTS

Whenever measurements are made, the results differ
from the true or theoretically correct values. The differ-
ences are the result of errors in the measurement system,
and it should be the aim to minimize these errors.
In practice there are limits because no measurement
instruments operate perfectly. A statement of measure-
ment uncertainty reflects the quality of the measured
results, and it has to be accompanied by a statement of
confidence.

The International Committee for Weights and Mea-
sures (CIPM) [47] has published a guide for expressing
uncertainty in measurements which has been adopted by
the European Cooperation for Accreditation of Labora-
tories (EA) [48]. According to the guide, uncertainty is
grouped in two categories: type A and type B:

Type A evaluation is the result of statistical analysis of
a series of repeated observations and therefore in-
cludes random effects.

Type B evaluation is by definition other than type A, for
example, judgment based on data of calibration
certificates, experiences with instruments, and man-
ufacturers’ specifications.

4.1. Type A Evaluation of Uncertainty Components

Random effects result in errors that vary unpredictably.
For an estimate of the standard deviation s(qk) of a series
of n readings, qk is obtained from

sðqkÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ðn� 1Þ

Xn

k¼ 1

ðqk � �qqÞ2
s

ð31Þ

where �qq is the mean of n measurements.
The random component of uncertainty is reduced by

repeating the measurements. This yields the standard
deviation of the mean sð �qqÞ

sð �qqÞ¼
sðqkÞffiffiffi

n
p ð32Þ

The standard uncertainty of the input estimate �qq is the
experimental standard deviation of the mean (for nZ10)

uð �qqÞ ¼ sð �qqÞ ð33Þ

4.2. Type B Evaluation of Uncertainty Components

Systematic effects that remain constant during measure-
ments but change if the measurement conditions are altered
cannot be corrected and therefore contribute to uncertainty.
Other contributions arise from errors that are not possible
or impractical to correct for, such as from calibration
certificates or manufacturers’ specifications. Most of these
contributions are adequately represented by a symmetrical
distribution. In RF metrology three main distributions are
of interest: normal, rectangular, and U-shaped.
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4.2.1. Normal Distribution. Uncertainties derived from
multiple contributions are assumed to be normally dis-
tributed. Accredited calibration laboratories issue calibra-
tion certificates calculated for a normal distribution and a
minimum level of confidence of 95% (approximate cover-
age factor k¼ 2). The standard uncertainty associated
with the estimate xi is given by

uðxiÞ¼
uncertainty

k
ð34Þ

4.2.2. Rectangular Distribution. This means that there
is equal probability that the true value lies between limits.
This is the case for most manufacturers’ specifications
that give a semi-range limit ai:

uðxiÞ¼
aiffiffiffi

3
p ð35Þ

4.2.3. U-Shaped Distribution. This distribution is appli-
cable to mismatch uncertainty [49]. Because the phases of
the reflection coefficients (of source, DUT, load) in scalar
measurement are not known, the mismatch loss has to be
taken into account as an uncertainty. The mismatch
uncertainty is asymmetric to the measured result, and
normally the larger of the two limits M¼ 20 log
(1�|GG|GL|) is used. The standard uncertainty is calcu-
lated as

uðxiÞ¼
Mffiffiffi

2
p ð36Þ

4.3. Combined Standard Uncertainty

The combined standard uncertainty for uncorrelated
input quantities is calculated as the square root of
the sum of the squares of the individual standard

uncertainties:

ucðyÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm

i¼ 1

u2
i ðyÞ

s
ð37Þ

4.4. Expanded Uncertainty

The expanded uncertainty U defines an interval in which
there is the true value with a specified confidence level.
Normally accredited calibration laboratories are asked to
use the coverage factor k¼ 2 (approximately 95% confi-
dence level), giving

U¼ k .ucðyÞ

4.5. Uncertainty in Attenuation Measurement

Let us assume a simple attenuation measuring setup,
shown in Fig. 34, consisting of a generator, two matching
circuits, and a receiver. In the first phase, when the two
insertion points are clamped together, the receiver mea-
sures P1(f) (often called a normalization). In the second
phase the DUT is inserted, and the receiver reads the
values P2(f).

Attenuation as a function of the frequency is calculated
from the ratio of the two sets of readings:

Aðf Þ¼ 10 log
P2ð f Þ

P1ð f Þ

� �
ð38Þ

The following errors contribute to the uncertainty of the
measurement:

The statistical errors of n repeated measurements (type
A) are given by the arithmetic experimental stan-
dard deviation:

sðAÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

ðn� 1Þ

Xn

k¼1

ðAk �
�AAÞ2

s
ð39Þ

( �AA is the arithmetic mean of the measurements)

The standard uncertainty is calculated from

usðAÞ¼ sð �AAÞ¼
sðAÞffiffiffi

n
p ð40Þ

The generator level stability aG is taken from the manu-
facturer’s specification and is assumed to be rect-
angularly distributed. The uncertainty is calculated
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as follows:

uG¼
aGffiffiffi

3
p ð41Þ

The receiver level linearity and stability aR is taken
from the manufacturer’s specification. The uncer-
tainty is calculated as

uR¼
aRffiffiffi

3
p ð42Þ

The noise level of the receiver influences the measure-
ment of high attenuation values. It is given in the
manufacturer’s specification and contributes to the
uncertainty as

uN¼
aNffiffiffi

3
p ð43Þ

The crosstalk of the measurement system aI is deter-
mined by measurements and regarded as limits, and
therefore contributes to the uncertainty as

ul¼
alffiffiffi

3
p ð44Þ

Two mismatch losses have to be taken into account, one
during the normalization (often also called calibra-
tion) phase and the second while measuring the
DUT.

4.5.1. Normalization Phase. The maximum mismatch
loss [49] is calculated from the reflection coefficients of
the source and the receiver as

MC¼20 logð1� jrGjjrLjÞ ð45Þ

As in scalar measurements, the phases of the reflection
coefficients are unknown. The mismatch loss contributes
to the measurement uncertainty and is normally assumed
to be U-shaped-distributed:

uC¼
MCffiffiffi

2
p ð46Þ

4.5.2. Measurement Phase. There are two mismatch
losses [49] that have to be considered: one between the
generator and the input of the DUT and the other between
the output of the DUT and the receiver. In addition, for
small attenuation values the interaction between the
input and the output connections has to be considered.
The maximum limits of the mismatch loss that have to be
used for the uncertainty are given by

Mm¼ 20 log

j1� jrGs11j � jrLs22j

�jrGrLs11s22j � jrGrLs21s12jj

1� jrGrLj
ð47Þ

The uncertainty is given by

um¼
Mmffiffiffi

2
p ð48Þ

The total uncertainty is calculated either from linear
values or from decibel values as long as they are small:

ucðAÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

s þu2
Gþu2

Rþu2
Nþu2

l þu2
Cþu2

m

q
ð49Þ

The expanded uncertainty is calculated using a coverage
factor k¼ 2 (approximately 95% confidence level) as

UðAÞ¼ k .ucðAÞ¼ 2 .ucðAÞ ð50Þ

The uncertainty has to be calculated for all the measure-
ment frequencies to find the maximum value of the
uncertainty.
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Attenuators are linear, passive, or active networks or
devices that attenuate electrical or microwave signals,
such as voltages or currents, in a system by a predeter-
mined ratio. They may be in the form of transmission-line,
stripline, or waveguide components. Attenuation is
usually expressed as the ratio of input power (Pin) to
output power (Pout), in decibels (dB), as

Attenuation ðAÞ¼ 10 log10

Pin

Pout
¼ 20 log

Ein

Eout
¼ 20 log

E1

E2

ð1Þ

This is derived from the standard definition of attenuation
in Nepers (Np), as

Attenuation ðAÞ¼ aDx¼ � ln
jE2j

jE1j
ð2Þ

where a is attenuation constant (Np/m) and Dx is the
distance between the voltages of interest (E1 and E2).
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Figure 1 illustrates this concept. The relation between
Np and dB is

1Np¼8:686 dB ð3Þ

Here the load and source are matched to the characteristic
impedance. The decibels are converted to the attenuation
ratio as follows: Pin=Pout¼ log�1

10 dB=10 or Vin=Vout¼

log�1
10 dB=20.
The most commonly used method in attenuators is to

place resistors at the center of an electric field. Due to the
electric field, there is current induced, resulting in ohmic
loss.

1. APPLICATION

There are many instances when it is necessary to reduce
the value, or level, of electrical or microwave signals (such
as voltages and currents) by a fixed amount to allow the
rest of the system to work properly. Attenuators are used
for this purpose. For example, in turning down the volume
on a radio, we make use of a variable attenuator to reduce
the signal. Almost all electronic instruments use attenua-
tors to allow for the measurement of a wide range of
voltage and current values, such as voltmeters, oscillo-
scopes, and other electronic instruments. Thus, the var-
ious applications in which attenuators are used include
the following:

* To reduce signal levels to prevent overloading
* To match source and load impedances to reduce their

interaction
* To measure loss or gain of two-port devices
* To provide isolation between circuit components, or

circuits or instruments so as to reduce interaction
among them

* To extend the dynamic range of equipment and
prevent burnout or overloading equipment

2. TYPES

There are various types of attenuators based on the
nature of circuit elements used, type of configuration,
and kind of adjustment. They are as follows:

* Passive and active attenuators
* Absorptive and reflective attenuators
* Fixed and variable attenuators

A fixed attenuator is used when the attenuation is con-
stant. Variable attenuators have varying attenuation,
using varying resistances for instance. The variability
can be in steps or continuous, obtained either manually
or programmably. There are also electronically variable
attenuators. They are reversible, except in special cases,
such as a high-power attenuator. They are linear, resis-
tive, or reactive, and are normally symmetric in impe-
dance. They include waveguide, coaxial, and striplines, as
well as calibrated and uncalibrated versions. Figures 2–4
show fixed, manual step, and continuously variable com-
mercial attenuators, respectively.

Based on their usage, IEEE Std 474 classifies them as

Class I
Class II
Class III
Class IV

Standard
Precision
General-purpose
Utility

Typical commercial attenuators are listed below:

WA 1 (0–12.4 GHz), WA 2 (0–3 GHz), coaxial, fixed
attenuators: 1–60 dB; 5 Wav./1 kW peak

Figure 1. Concept and definition of attenuation.

Figure 2. Fixed coaxial attenuator. (Courtesy of Weinschel As-
sociates.)

Figure 3. Manual step attenuator. (Courtesy of Weinschel
Associates.)
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WA 115A manual step attenuators: 0–18 GHz, 0–9 dB,
1-dB steps

VA/02/100 continuously variable attenuators, resistive,
0–2 GHz, 5 W av./0.5 kW peak

HP 84904L programmable step attenuator, direct cur-
rent (DC) to 40 GHz, 0–11 dB, 1-dB steps

HP 84906 K programmable step attenuator, DC to
26.5 GHz, 0–90 dB, 10-dB steps

HP 84904L programmable step attenuator, DC to
40 GHz, 0–70 dB, 10-dB steps

HP 8495B manual step attenuator, DC to 18 GHz,
0–70 dB, 10-dB steps

HP 355F programmable step attenuator, DC to 1 GHz,
0–120 dB, 10-dB steps

HP 8493A coaxial fixed attenuator, DC to 12.4 GHz
Based on their utility, military attenuators are classi-

fied as:

Class I
Class II

Class III
Class IV

For use as a primary standard
For use as a secondary standard, and in lab
and precision test equipment
A—with lumped constant or distributed
shunt and series elements
B—with lossy-line pads
For use in general field equipment
For use in equipment where precision and
stability are secondary considerations

Typical military specifications for fixed coaxial attenua-
tors are as follows:

Mil-A-3933/1: attenuators, fixed, coaxial line, DC to
3 GHz, class IIA, low power

Mil-A-3933/2: attenuators, fixed, coaxial line, 1–4 GHz,
class IIB, medium power

Mil-A-3933/10: attenuators, fixed, coaxial line, DC to
18 GHz, class III, medium power

Mil-A-3933/26: attenuators, fixed, coaxial line,
0.4–18 GHz, class IV low power

3. SPECIFICATIONS

To specify an attenuator, the purpose of the attenuator
should be known. Attenuators are used to provide protec-

tion, reduce power, and extend the dynamic range of the
test equipment. In choosing an attenuator, the frequency
range of operation should be considered since the accuracy
depends on the frequency. Attenuation involves placing
resistive material to absorb the signal’s electric field. This
means, there will always be some reflection. So, attenua-
tors must be designed to minimize reflection. This is
quantified in terms of voltage standing-wave ratio
(VSWR). Another factor to be considered is the insertion
loss, which is the ratio of power levels with and without
the component insertion. If it is a variable step attenuator,
the step size is to be known. Thus, the parameters avail-
able in the specs are as follows:

dB rating

VSWR

Accuracy

Power rating

Stepsize (if variable)

Frequency band

Degree of stability (measured by the change in attenua-
tion due to temperature, humidity, frequency, and
power level variations)

Characteristic impedance of attenuator

Repeatability

Life

Degree of resolution (difference between actual
attenuation and measured value)

The definitions of various parameters used in selecting
attenuators are given below.

3.1. Electrical Parameters and Definitions (from MIL-HDBK-
216)

Attenuation. A general transmission term used to in-
dicate a decrease in signal magnitude. This decrease
in power is commonly expressed in decibels (dB) as

Attenuation ðAÞ¼ 10 log10

Pin

Pout

Deviation of Attenuation from Normal. Difference in
actual attenuation from the nominal value at
231C and an input power of 10 mW at a specified
reference frequency or frequency range. When used
in a frequency range, it involves the frequency sensi-
tivity.

Frequency Sensitivity. This is the peak-to-peak varia-
tion in the loss of the attenuator through the specified
frequency range.

Frequency Range. Range of frequency over which the
accuracy of attenuator is specified.

Insertion Loss. Amount of power loss due to the inser-
tion of the attenuator in the transmission system. It
is expressed as a ratio of the power delivered to that
part of the system following the attenuator, before
and after the insertion.

Figure 4. Continuously variable attenuator. (Courtesy of
Weinschel Associates.)
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Characteristic Insertion Loss. This is the insertion loss
in a transmission line or waveguide that is reflection-
less in both directions from the inserted attenuator.

Power-Handling Capabilities. Maximum power that
can be applied to the attenuator under specified
conditions and durations without producing a perma-
nent change in the performance characteristics that
would be outside of specification limits.

Power Sensitivity. This is the temporary variation in
attenuation (dB/W) under steady-state conditions
when the input power is varied from 10 mW to
maximum input power.

Stability of Attenuation. Capability of attenuator to
retain its parameters when subjected to various en-
vironmental conditions.

Operating Temperature Range. Temperature range of
the attenuator can be operated with maximum input
power.

Temperature Sensitivity. Temperature variation in at-
tenuation [dB/(dB� 1C)] over the operating range.

Input VSWR. This is the level of reflected signal cre-
ated at the attenuator input when the output is
terminated with a load with the same characteristic
impedance as the source.

Output VSWR. This is the level of reflected signal
created at the attenuator output when the input is
terminated with a load with the same characteristic
impedance as the source.

4. PASSIVE ATTENUATORS

4.1. Resistance Networks for Attenuators

Typically T, pi, or L designs are used for attenuators.
Figure 5 shows four commonly used symmetric (input and
output resistors of equal value) configurations. The for-
mulas for the resistance values in ohms for these pads
when the characteristic resistance R0¼ 1O are given

below. If R0 is other than 1O, multiply each of the
resistance values (a, b, c, 1/a, 1/b, and 1/c) by R0, where

a¼
10dB=20 � 1

10dB=20þ 1
ð4Þ

b¼
2� 10dB=20

10dB=10 � 1
ð5Þ

c¼ð10dB=20 � 1Þ ð6Þ

Simple wirewound resistors are used in audio applica-
tions. Nonreactive wirewound resistors, such as mica
card, Aryton–Perry winding, woven resistors are used for
high frequencies. For coaxial applications (over 26.5 GHz),
thin-film resistors are used. For higher frequencies, dis-
tributive resistive films, such as nichrome alloy film, on a
high-quality ceramic substrate, such as alumina or sap-
phire, is used. An unsymmetrical pad is shown in Fig. 6,
and the formulas for this pad are

j¼
R1 � kR2

kþR2
ð7Þ

k¼
R1R2

2

ðR1 � R2Þ

� �1=2

where R1 > R2 ð8Þ

Minimum loss ðdBÞ¼ 20 log
ðR1 � R2Þ

R2

� �1=2

þ
R1

R2

� �1=2
( )

ð9Þ

Figure 5. Symmetric pads with matched impe-
dances: (a) T pad; (b) pi pad; (c) bridged T pad;
(d) balanced pad.

Figure 6. Unsymmetric matching L attenuator.
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Typical values for the pads in Fig. 5 are shown in Table 1,
and those of Fig. 6 are shown in Table 2.

For a broadband match between impedances R1 and R2,
use the minimum-loss L pad (Fig. 6).

4.2. Power Dissipation within a T Pad

Table 3 lists values of power dissipation within a T pad.
The values are for an input of 1 W; for other input powers,
multiply the values by the input power.

5. INSERTION LOSS

An attenuator is used to introduce attenuation between a
source and a load. Due to the introduction of the attenua-
tor, there is change in the current. This loss is designated
as insertion loss, which depends on the configuration.

Usually, the load and source impedances are matched.
Figure 7 illustrates this concept. If IL0 is the load current
without the attenuator pad and IL is the current with the
attenuator pad, then the ratio IL/IL0 is called the insertion
loss, one of the parameters of the attenuates. Figure 7a
shows the source and load connected without an attenua-
tor, and Fig. 7b shows the same system with an attenua-
tor. (The quantities IL, Rin, and Rout depend on the
attenuator configuration.) The quantities insertion loss
(IL), input resistance (Rin), and output resistance (Rout)
depend on the attenuator configuration. The value of each
of the three resistors of the T (Fig. 8) and pi (Fig. 9)
attenuators can be chosen independently of others. This
enables the three-design criteria of input resistance, out-
put resistance, and insertion loss to be met. In many
situations, the only function of the pad is to provide
matching between source and load; and although attenua-

Table 1. Resistance Values for Attenuator Pads When R0¼1 Xa

dBb a b 1/b 1/a c 1/c a 1/a

0.1 0.0057567 86.853 0.011514 173.71 0.011580 86.356 0.0057567 173.71
0.2 0.011513 43.424 0.023029 86.859 0.023294 42.930 0.011513 86.859
0.3 0.017268 28.947 0.034546 57.910 0.035143 28.455 0.017268 57.910
0.4 0.023022 21.707 0.046068 43.438 0.047128 21.219 0.023022 43.438
0.5 0.028775 17.362 0.057597 34.753 0.059254 16.877 0.028775 34.753
0.6 0.034525 14.465 0.069132 28.965 0.071519 13.982 0.034525 28.965
0.7 0.040274 12.395 0.080678 24.830 0.083927 11.915 0.040274 24.830
0.8 0.046019 10.842 0.092234 21.730 0.096478 10.365 0.046019 21.730
0.9 0.051762 9.6337 0.10380 19.319 0.10918 9.1596 0.051762 19.319
1.0 0.057501 8.6668 0.11538 17.391 0.12202 8.1954 0.057501 17.391
2.0 0.11462 4.3048 0.23230 8.7242 0.25893 3.8621 0.11462 8.7242
3.0 0.17100 2.8385 0.35230 5.8481 0.41254 2.4240 0.17100 5.8481
4.0 0.22627 2.0966 0.47697 4.4194 0.58489 1.7097 0.22627 4.4194
5.0 0.28013 1.6448 0.60797 3.5698 0.77828 1.2849 0.28013 3.5698
6.0 0.33228 1.3386 0.74704 3.0095 0.99526 1.0048 0.33228 3.0095
7.0 0.38248 1.1160 0.89604 2.6145 1.2387 0.80727 0.38248 2.6145
8.0 0.43051 0.94617 1.0569 2.3229 1.5119 0.66143 0.43051 2.3229
9.0 0.47622 0.81183 1.2318 2.0999 1.8184 0.54994 0.47622 2.0999

10.0 0.51949 70.273c 1.4230 1.9250 2.1623 46.248c 0.51949 1.9250
20.0 0.81818 20.202c 4.9500 1.2222 9.0000 11.111c 0.81818 1.2222
30.0 0.93869 6330.9c 15.796 1.0653 30.623 3265.5c 0.93869 1.0653
40.0 0.980198 2000.2c 49.995 1.0202 99.000 1010.1c 0.980198 1.0202
50.0 0.99370 632.46c 158.11 1.0063 315.23 317.23c 0.99370 1.0063
60.0 0.99800 200.00c 500.00 1.0020 999.00 100.10c 0.99800 1.0020
70.0 0.99937 63.246c 1581.1 1.0006 3161.3 31.633c 0.99937 1.0006
80.0 0.99980 20.000c 5000.0 1.0002 9999.0 10.001c 0.99980 1.0002
90.0 0.99994 6.3246c 15.811 1.0001 31.622 3.1633c 0.99994 1.0001

100.0 1.0000 2.0000c 50.000 1.0000 99.999 1.0000c 1.0000 1.0000

aIf R0a1O, multiply all values by R0. (From Ref. data for Radio Engineers, 1985.)
bFor other decibel values, use formulas in text.
cThese values have been multiplied by 103.
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tion will be introduced, this may not be a critical design
parameter. This allows a simpler type of pad to be
designed, requiring only two resistors; it is known as an
‘‘L pad.’’

Figure 10 shows an L attenuator, which can be derived
from either a T or a pi attenuator, simply by removing one
of the resistors. As shown, different configurations are
required depending on whether RS4RL or RSoRL.

5.1. T Attenuator Insertion Loss

The T attenuator contains resistors R1, R2, and R3; these
form a T configuration, as shown in Fig. 6. Insertion loss is
usually measured in dB, defined as IL(dB)¼ �20 log IL or
|20 log IL|, the amount of attenuation required. The in-
sertion loss IL is given as

ILðdBÞ ¼
IL

IL0
¼

R3ðRSþRLÞ

ðRSþR1þR3ÞðR2þR3þRLÞ � R2
3

ð10Þ

The input and the output of resistances of the attenuator
are given by

Rin¼R1þ
R3ðR2þRLÞ

R2þR3þRL
ð11Þ

and

Rout¼R2þ
R3ðR1þRSÞ

R1þR3þRS
ð12Þ

In many cases, the attenuator also has to match the load
and the source impedance. In this case, R1¼R2¼R and
Rin¼Rout¼R0. Thus

R0¼Rþ
R3ðRþR0Þ

ðR3þRþR0Þ
ð13Þ

and the insertion loss is given by

IL¼
R3

R3þRþR0
ð14Þ

and

R¼R0
1� IL

1þ IL
ð15Þ

Table 2. Resistance Values and Attenuation for L Pada

R1/R2 j k dB

20.0 19.49 1.026 18.92
16.0 15.49 1.033 17.92
12.0 11.49 1.044 16.63
10.0 9.486 1.054 15.79
8.0 7.484 1.069 14.77
6.0 5.478 1.095 13.42
5.0 4.472 1.118 12.54
4.0 3.469 1.155 11.44
3.0 2.449 1.225 9.96
2.4 1.833 1.310 8.73
2.0 1.414 1.414 7.66
1.6 0.9798 1.633 6.19
1.2 0.4898 2.449 3.77
1.0 0 N 0

aFor R2¼ 1O and R14R2. If R2a 1O, multiply values by R2. For ratios not

in the table, use the formulas in the text. (From Ref. data for Radio

Engineers, 1985.)

Examples of use of table:

If R1¼50O and R2¼ 25O, then R1/R2¼ 2.0, and j¼ k¼ 1.414� 25O¼
35.35O.

If R1/R2¼1.0, minimum loss¼0 dB.

For R1/R2¼ 2.0, the insertion loss with the use of j and k for matching is

7.66 dB above that for R1/R2¼0.

Table 3. Power Dissipation in T Pada

dB
Watts, Input

Series Resistor
Watts, Shunt

Resistor
Watts, Output
Series Resistor

0.1 0.00576 0.0112 0.005625
0.3 0.0173 0.0334 0.016113
0.5 0.0288 0.0543 0.025643
0.7 0.0403 0.0743 0.034279
0.9 0.0518 0.0933 0.0421
1.0 0.0575 0.1023 0.0456
1.2 0.0690 0.120 0.0523
1.4 0.0804 0.11368 0.0582
1.6 0.0918 0.1525 0.0635
1.8 0.103 0.1672 0.0679
2.0 0.114 0.1808 0.0718
2.2 0.126 0.1953 0.0758
2.4 0.137 0.2075 0.0787
2.6 0.149 0.2205 0.0818
2.8 0.160 0.232 0.0839
3.0 0.170998 0.242114 0.085698
3.2 0.182 0.2515 0.0870
3.4 0.193 0.2605 0.0882
3.6 0.204 0.2695 0.0890
3.8 0.215 0.2775 0.0897
4.0 0.226 0.285 0.0898
5 0.280 0.3145 0.0884
6 0.332 0.332 0.0833
7 0.382 0.341 0.0761
8 0.430 0.343 0.0681
9 0.476218 0.33794 0.0599527

10 0.519 0.328 0.0519
12 0.598 0.3005 0.0377
14 0.667 0.266 0.0266
16 0.726386 0.23036 0.0182460
18 0.776 0.1955 0.0123
20 0.818 0.1635 0.0100
30 0.938 0.0593 0.0010
40 0.980 0.0196 0.0001

aFor 1 W-input and matched termination. If input a1w, multiply values by

Pin. (From Ref. data for Radio Engineers, 1985.)
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and

R3¼
2R0IL

1� ðILÞ
2

ð16Þ

Example 1 (T Attenuator). A T-type attenuator is required
to provide 3� 0 dB insertion loss and to match 50O input
and output. Find the resistor values,

using the following equations:

R¼R0
1� IL

1þ IL
¼ 50

1� 0:708

1þ 0:708

� �
¼ 8:55 O

R3¼
2R0IL

1� ðILÞ
2
¼

2� 50� 0:708

1� ð0:708Þ2
¼ 141:6O

Check:

IL¼
R3

R3þRþR0
¼

141:6

141:6þ 8:55þ 50
¼0:708

5.1.1. The Pi Attenuator Insertion Loss. Figure 9 shows
a pi attenuator formed by resistors Ra, Rb, and Rc.
The insertion loss and conductances Gin and Gout are
given by

IL¼Gc
GSþGL

ðGSþGaþGcðGbþGcþGLÞ �G2
c

ð17Þ

Gin¼Gaþ
GcðGbþGLÞ

GbþGcþGL
ð18Þ

Gout¼Gbþ
GcðGaþGSÞ

GaþGcþGS
ð19Þ

where G¼1/R; thus GL¼ 1/RL and so on.
The same pi attenuator can be realized using a T

attenuator with R1, R2, and R3 values using the Y–D

Figure 7. Definition of characteristic insertion loss: (a) original
setup without attenuator; (b) original setup with attenuator
between source and load.

Figure 8. T attenuator configuration.

Figure 9. Pi attenuator configuration.

Figure 10. L attenuator configuration:(a) RsoRI; (b) Rs4RI.
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transformation:

Ra¼
R1R2þR1R3þR2R3

R2
ð20Þ

Rb¼Ra
R2

R1
ð21Þ

Rc¼Ra
R2

R3
ð22Þ

The selection between pi and T is based on the value of
resistors that can be used in practice. With matching
source and load impedances, the values of the pi attenua-
tor are

Ra¼Rb¼R0
1þ IL

1� IL
ð23Þ

and

Rc¼R0
1� ðILÞ

2

2IL
ð24Þ

Example 2 (Pi Attenuator). Repeat Example 1 using a pi
attenuator

using the following equations:

RA ¼RB¼R0
1þ IL

1� IL
¼ 50

1þ 0:708

1� 0:708

� �
¼ 292:46O

RC¼R0
1� ðICÞ

2

2IL

 !
¼ 50

1� ð0:708Þ2

2�0:708

 !
¼ 17:61O

5.1.2. The L Attenuator Insertion Loss. An L attenuator
can be derived from a T or pi attenuator by removing one
resistor. As shown in Fig. 10, two configurations are
obtained depending on RS4RL or RSoRL. Simple circuit
theory shows that for RS4RL, we have

RS¼Rin¼R1þ
R3RL

R3þRL
ð25Þ

and

RL¼Rout¼
R3ðR1þRSÞ

R3þR1þRS
ð26Þ

from which it can be shown that

R1¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RSðRS � RLÞ

p
ð27Þ

and

R3¼
R2

S � R2
1

R1
ð28Þ

and when we put R2¼ 0, the insertion loss is calculated
as

IL¼
R3ðRSþRLÞ

ðRSþR1þR3ÞðR3þRLÞ � R2
3

ð29Þ

Example 3. Design an L attenuator to match a 300-O
source to a 50-O load and determine insertion loss. Here
RS4RL using the following equation:

R1¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RSðRS � RLÞ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
300ð300� 50Þ

p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
300� 250
p

¼ 273:86O

Using the following equation:

R3¼
R2

S �R2
1

R1
¼

3002 � 273:862

273:86
¼ 54:775O

RL¼
R3ðRSþRLÞ

ðRSþR1þR3Þ
ðR3þRLÞ �R2

3

¼
54:775 ð300þ 50Þ

ð300þ 273:86þ 54:775Þð54:775þ 50Þ � ð54:775Þ2

¼ 0:305

RLðdBÞ¼ � 20 log 0:305¼ 10:3 dB

For RSoR1, we have

Rin¼
R3ðR2þRLÞ

R2þR3þRL
ð30Þ

and

Rout¼R2þ
R3RS

R3þRS
ð31Þ

and

R2¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RLðRL � RSÞ

p
ð32Þ

and

R3¼
R2

L � R2
2

R2
ð33Þ

The corresponding insertion loss is

IL¼
R3ðRSþRLÞ

ðRSþR3ÞðR2þR3 �RLÞ �R2
3

ð34Þ

Example 4. Design an L attenuator to match 50-O source
to 75-O load and determine the insertion loss RSoRL,
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using the following equation:

R2¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RLðRL � RSÞ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
75 ð75� 50Þ

p
¼ 43:3O

using the following equations:

R3¼
R2

L �R2
2

R2
¼

752 � 43:32

43:3
¼ 86:6O

RL¼
R3ðRSþRLÞ

ðRSþR3ÞðR2þR3þRLÞ � R2
3

¼ 0:0123¼ 38:2 dB

6. FIXED ATTENUATORS

Fixed attenuators, commonly known as ‘‘pads,’’ reduce the
input signal power by a fixed amount, such as 3, 10, and
50 dB. For example, an input signal of 10 dBm (10 mW)
passing through a 3-dB fixed attenuator will exit with a
power of 10 dBm � 3 dB¼7 dBm (5 mW). Figure 2 shows a
fixed coaxial commercial attenuator. A typical datasheet
for a fixed coaxial attenuator is as follows (courtesy of
Weinschel Associates):

Frequency
Attenuation
Accuracy

VSWR

Input power
Connectors
Length
Diameter
Weight
Power sensitivity

Temperature stabi-
lity

0–3 GHz
50 dB
70.10 dB (DC)

70.15 dB (0–2 GHz)
70.13 dB (0–3 GHz)

1.15 (0–1 GHz)
1.20 (1–3 GHz)

1 W av., 1 kW peak at � 301–701C
Type N; St. St.; m, f
68 mm (2.7 in.)
210 mm (0.83 in.)
100 g (3.6 oz)
o0.005 dB/dB�W; bidirectional

in power
o0.0004 dB/dB� 1C

6.1. Applications

Fixed attenuators are used in numerous applications.
In general, they can be classified into two distinct cate-
gories:

1. Reduction in signal level

2. Impedance matching of a source and a load

Those in the first category are used in the following
situations:

* Operation of a detector in its square-law range for
most efficient operations.

* Testing of devices in their small signal range.

* Reduction of a high-power signal to a level
compatible with sensitive power measuring equip-
ment, such as power sensors and thermistor
mounts.

Those in the second category are used in the following
situations:

* Reduction of signal variations as a function of fre-
quency. The variations here are caused by a high
VSWR. The attenuator provides a reduction in these
variations and a better match.

* Reduction in frequency pulling (changing the source
frequency by changing the load) of solid-state sources
by high reflection loads.

6.2. Types

Based on construction, fixed attenuators are available in
coaxial, waveguide, and stripline configurations. The var-
ious types are:

1. Waveguide vane

2. Rotary vane (fixed)

3. Directional coupler

4. T or pi

5. Lossy line

6. Distributed resistive film

6.2.1. Coaxial Fixed Attenuators. T or pi configurations
are most commonly used both at low and high frequencies.
At low frequencies, normal wirewound resistors are used.
At high frequencies, thin-film resistors are used. Figures
11 and 12 show T and pi fixed attenuators. Thin-film
resistors designed for microwave frequencies are used in
place of carbon resistors. These resistors employ a ni-
chrome alloy film on a high-quality ceramic substrate to
ensure a firmly bonded film with low-temperature coeffi-
cients. This type of construction makes the resistors
extremely stable at high frequencies. The skin effect of
these resistors is excellent, used extensively in the micro-
wave applications.

The T and pi configurations are obtained by placing the
resistors in series on the center conductor and in shunt,
contacting both the center and outer conductor. Thus, the
T configuration can be fabricated with one shunt flanked
by two series resistors and the pi configuration, with one
series flanked by two shunt resistors. The series resistors
in the T and pi configurations have less than 1 W capacity,
thereby severely limiting the use at high-power applica-
tions, unless an elaborate heatsinking is provided. Power
attenuators usually have huge sinks to handle high-power
applications.

6.2.2. Resistive Card Attenuator. In a fixed dissipative,
waveguide-type resistive card attenuator, the card is
bonded in place (Fig. 13). It is tapered at both ends to
maintain a low-input and low-output VSWR over the
useful waveguide band. Maximum attenuation per
length is obtained when the card is parallel to the E field
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and at the center, where the TE10 mode is maximum.
The conductivity and the dimensions of the card are
adjusted, by trial and error, to obtain the desired attenua-
tion, which is a function of frequency. The attenuation
increases with increase in frequency. In power applica-

tions, ceramic-type absorbing materials are used instead
of a resistive card.

7. VARIABLE ATTENUATORS

A variable attenuator has a range, such as 0–20 dB or
0–100 dB. The variation can be continuous or in steps,
obtained manually or programmably.

7.1. Step Attenuators

A series of fixed attenuators are mechanically arranged to
offer discrete-step variation. The fixed attenuators are
arranged in a rotatable drum or in a slab for switching
between contacts. This arrangement provides discrete
values of attenuation in each position and a high relia-
bility factor. The step size can be 0.1, 1, or 10 dB. Sta-
tionary coaxial contacts provide the input and output of
the device. These are used in applications requiring broad-
band flatness with low VSWR and satisfactory resettabil-
ity over ranges from 0 to 120 dB. Their application range is
DC to 18 GHz.

Figure 11. T/pi fixed attenuator configuration: (a) T section;
(b) pi section.

Figure 12. T/pi fixed-attenuator con-
struction.

Figure 13. Fixed resistive card attenuator configuration.
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7.2. Manual Step Attenuators

Figure 3 shows a manual step attenuator. A typical
datasheet looks as follows:

Frequency
Attenuation
Stepsize

VSWR

Connectors
Height
Depth
Width

0–4, 0–8, 0–12.4, 0–18 GHz
0–9, 0–60, 0–69
1, 10, 1 dB, respectively, for the range given

above
1.20, 1.25, 1.40, 1.50 for the frequency

ranges given above
1.25, 1.30, 1.45, 1.60, for the frequency
range given above

N/SMA; St. St.
83 mm (3.3 in.)
79 mm (3.1 in.) (excludes shaft and knob)
65, 65, 118 mm (2.6, 2.6, 4.7 in.) for the

three attenuation ranges given above

7.3. Continuously Variable Attenuators

Figure 4 shows a continuously variable attenuator. Typi-
cal specs are

Frequency
Connectors
Zero loss
Attenuation

1–18 GHz, 1 W av./1 kW peak
St. St., M, F; type N, SMA
Typically 0.5–1 dB
0–9, 0–60, 0–69 dB

The various types of continuously variable attenuators are

Lossy wall

Movable vane (Flap)

Rotary vane

Variable coupler

Absorptive type

Coaxial resistive film

Variable T

Waveguide below cutoff (piston)

7.4. Programmable and Solenoid Attenuators

7.4.1. Programmable. These are rapid switching at-
tenuators with high accuracy and repeatability, useful
for remote and computerized applications. Switching
speeds can be as low as 30 ns. Two varieties of the
programmable attenuators are the step-controlled and
voltage-controlled types. The attenuation is varied by
controlling the electrical signal applied to the attenuator.
These signals can be in the form of either a biasing current
or binary digit. The biasing can be pulses, square waves,
or sine waves. A typical datasheet for coaxial program-
mable step attenuator is as follows:

Frequency
Attenuation
Maximum VSWR

DC to 40 GHz
0–11 dB, in steps of 1 dB
1.3–12.4 GHz

1.7–34 GHz
1.8–40 GHz

Insertion loss

Repeatability
Power rating average
Peak
Maximum pulse width
Life

0.8 dBþ 0.04 GHz
0 dB setting

0.03 dB
1 W
50 W
10 ms
5 million cycles per section

minimum

7.4.2. Solenoid. A typical datasheet would be as follows:

Voltage
Speed
Power
RF connectors
Shipping weight

20–30 V
o20 ms
2.7 W
2.4 mm, F
291 g (10.3 oz)

7.5. Lossy Wall Attenuator

Figure 14 shows lossy wall variable attenuator. It consists
of a glass vane coated with a lossy material, such as
aquadag or carbon. For maximum attenuation, the vane
is placed in the center of the guide’s wide dimension,
where the electric field intensity is the maximum. A drive
mechanism with a dial then shifts the vane away from the
center so that the degree of attenuation is varied. This
needs calibration by a precise attenuator. To match the
attenuator to the waveguide, the vane can be tapered at
each end; usually a taper of lg/2 provides an adequate
match. Thus, it is frequency sensitive and the glass di-
electric introduces appreciable phase shift.

Attenuation may also be obtained by inserting a resistive
element through a shutter. The plane of the element lies in
the distribution of the electric field across the wide dimen-
sion of the waveguide and the result is a degree of attenua-
tion, which increases with the depth of insertion. However,
due to the discontinuity, there is reflection of energy.

7.6. Movable-Vane (Flap) Attenuator

Figure 15 shows a waveguide variable, dissipative at-
tenuator. The card enters the waveguide through the
slot in the broad wall, thereby intercepting and absorbing
a portion of the TE10 wave. The card penetration, and
hence the attenuation, is controlled by means of the hinge
arrangement to obtain variable attenuation. The ratings
are typically 30 dB and are widely used in microwave
equipment. However, the attenuation is frequency sensi-
tive and the phase of the output signal is a function of card
penetration and hence attenuation. This may result in
nulling when the attenuator is part of a bridge network.
Since it is not simple to calculate the loss in dB, this type
of attenuator has to be calibrated against a superior
standard. To overcome these drawbacks, a rotary-vane
attenuator is used.

7.7. Rotary-Vane Attenuator

The rotary-vane attenuator is a direct-reading precision
attenuator that obeys a simple mathematical law,
A¼ � 20 log cos2 y¼ � 40 log cos ydB. As such, it is fre-
quency-independent, which is a very attractive criterion
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for an attenuator. A functional diagram illustrates the
operating principle of this attenuator. It consists of three
sections of waveguide in tandem as shown (Fig. 16). A
rectangular-to-circular waveguide transition containing a
horizontal attenuator strip is connected to a rotatable
circular waveguide containing an attenuator strip. This
in turn is connected to a circular-to-rectangular wave-
guide transition containing a horizontal attenuator strip.

The incoming TE10 mode is transformed into the TE11

mode in the circular waveguide by the rectangular-to-
circular waveguide transition with negligible reflections.
The polarization of the TE11 mode is such that the e field is
perpendicular to the thin resistive card in the transition
section. As such, this resistive card has a negligible effect
on the TE11 mode. Since the resistive card in the center
can be rotated, its orientation relative to the electric field

of the incoming TE11 mode can be varied so that the
amount by which this mode is attenuated is adjustable.

When all the strips are aligned, the electric field of the
applied wave is normal to the strips and hence no current
flows in the attenuation strips and therefore no attenua-
tion occurs. In a position where the central attenuation
strip is rotated by an angle y, the electric field of the
applied wave can be resolved into two orthogonally polar-
ized modes; one perpendicular and one parallel to the
resistive card. That portion which is parallel to the
resistive slab will be absorbed, whereas the portion, which
is polarized perpendicular to the slab, will be transmitted.

7.8. Variable Coupler Attenuator

These are basically directional couplers where the at-
tenuation is varied by mechanically changing the coupling
between two sections. This is accomplished by varying the
spacing between coupled lines. These attenuators have a
large range, high power handling capability, and retain
calibration over a range of ambient conditions. They have
a higher insertion loss at lower frequencies (Fig. 17).

7.9. Absorptive Attenuator

Figure 18 shows an absorptive variable attenuator. At-
tenuation is obtained by using a lossy dielectric material.
The TEM electric field is concentrated in the vicinity of the
center strip of the stripline. When the absorbing material
is inserted in the high-field region, a portion of the TEM
wave is intercepted and absorbed by the lossy dielectric.
Thus, the attenuation increases. Since the characteristic
impedance of the stripline changes with the dielectric

Figure 14. Lossy wall attenuator configuration:
(a) minimum attenuator; (b) maximum attenuator.

Figure 15. Movable-vane (flap) variable attenuator configura-
tion.
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material insertion, the SWR tends to increase as the
attenuation increases. To minimize this, the ends of the
lossy material are tapered to provide a smooth impedance
transformation into and out of the lossy section. SWR
values of 41.5 are possible over a limited frequency range.
In general, the SWR deteriorates at low frequencies. The
attenuation increases with increasing frequency for a
fixed setting. This is another disadvantage, since this
makes the calibration a cumbersome procedure. Compen-
sation techniques are occasionally used to reduce this
variation with frequency.

7.10. Coaxial Resistive Film Attenuator

Figure 19 shows a coaxial resistive film attenuator. In this
configuration, if r is the RF resistance per unit length, by
adjusting the length l, the series resistance R¼ rl of the
center conductor is changed; thus, the attenuation is
variable. If I is the conduction current on the center
conductor, the voltage drop is V¼RI¼ Irl. If Ei is the
input voltage, then the output voltage is E0¼Ei� rlI and
the attenuation is

A¼ 20 log
Ei

Ei � rlI
ðdBÞ ð35Þ

7.11. Variable T

The variable T attenuator is the same as the fixed
attenuator except that the resistors are variable
(Fig. 20). All three resistors are variable simultaneously
to give good input/output VSWR.

7.12. Waveguide below Cutoff or Piston Attenuator

The simple principle of cutoff below frequency is used in
the piston or the cutoff attenuator. The cylindrical wave-
guide used is operating at a frequency below cutoff. For
high-power applications, a coaxial configuration is used. A
simple waveguide cutoff attenuator is shown in Fig. 21. A
metal tube, acting as a waveguide, has loops arranged at
each end to couple from the coaxial lines into and out of
the waveguide. One of the loops is mounted on a movable
plunger or hollow piston so that the distance between the
loops is variable. The input coupling loop converts the
incoming TEM wave into the TE11 mode in the circular
guide, while the output loop converts the attenuated TE11

mode back to TEM. The attenuator can be matched by
adding Z0 resistors. The attenuation is given as

AðdBÞ¼ 54:6
l

lc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f

fc

� �2
s

ð36Þ

By choosing the diameter such that lc5lo, and hence
f/fc51, this equation reduces to

AðdBÞ¼ 54:6
1

lc
ð37Þ

This was obtained from

a¼
2p
loc

Np=m or a¼
54:6

loc
dB=m where 1 Np¼ 8:686 dB

ð38Þ

[If loc¼ 10 cm, and lo is much greater (10 times or
more—in this case, 1 m or more), the attenuation

Figure 16. Rotary-vane attenuator configuration.

Figure 17. Variable coupler attenuator configuration. Figure 18. Absorptive-type variable attenuator configuration.

464 ATTENUATORS



increases 5.45 dB per cm of outward movement of the
plunger.]

The sliding cylindrical conductors allow length l to be
varied, which varies the attenuation, since attenuation A
¼ al, where a is the attenuation constant due to the cutoff
effect, and l is the length of the circular guide. The cutoff
wavelength is lc¼ 1.706D, where D is the diameter of the
waveguide. Thus the attenuation is

AðdBÞ¼ 54:6
l

lc
¼32

l

D
ð39Þ

or

DAðdBÞ¼
32

D
Dl ð40Þ

The attenuation is independent of frequency; it depends
only on the physical dimensions and hence can be accu-
rately controlled by maintaining tight tolerances on the
length and diameter of the circular guide. With DA
linearly proportional to Dl, the cutoff attenuator is easily
calibrated and hence particularly useful as a precision
variable attenuator.

The cutoff attenuator is one of the most widely used
precision variable attenuators in coaxial measurement
equipment. This is a reflective-type attenuator, since the
waveguide is essentially dissipationless. The signal is
reflected rather than absorbed. For higher attenuation
(410 dB), the SWR at both ports is very high (430). This
can cause problems in certain applications.

This type of attenuator is very useful, but has the
disadvantage of high insertion loss. Due to the nature of
cutoff, the insertion loss is high, up to 15–20 dB. If this loss
is overcome, piston attenuators are one of the most accu-
rate attenuators available. Values of 0.001 dB/10 dB of
attenuation over a 60 dB range are common. A good
input/output match is obtained using inductive loops
within the waveguides. Excellent matching is obtained
over the entire range of attenuation due to inductive loop
coupling. Figure 22 shows a commercially available stan-
dard variable piston attenuator and the various calibration
curves. It contains an accurately dimensioned tube acting

as a circular waveguide, below cutoff TE11 mode. Typical
specifications are (courtesy of Weinschel Associates)

Frequency
Mode
Range

VSWR
Connectors
Accuracy

Resolution

30 MHz
TE11 cutoff
0–120 dB

12.5 dB zero insertion loss
1.2 max in 50-O system
Type N, panel-mounted
0.01 dB from 0 to 15 dB

0.005 dB/10 dB from 15 to 100 dB
0.01 dB/10 dB from 100 to 120 dB

0.001 dB direct-reading digital indicator

7.12.1. Laser Piston Attenuator. Figure 23 shows a laser
piston attenuator. The heart of this instrument is a precise
stainless steel circular waveguide, operated in the TE11

cutoff mode. Laser light, traveling between two antennas
in the center of the circular waveguide, measures directly
the changes in actual separation of the two antennas along
the same path as the TE11 mode propagates. The laser
signal is converted to attenuation in dB and corrected for
skin effect, the refractive index of air, and changes relative
to temperature of the waveguide and pressure. The speci-
fications are (courtesy of Weinschel Associates)

Operating
frequency

Waveguide
mode

Incremental
attenuation
range

Minimum
insertion
loss

Resolution
Attenuation

readout
Connectors
VSWR (input

and output)
Accuracy

Weight

Accessories

Dual frequency 1.25 MHzþ
0.05 MHz and 30.0 MHzþ
0.1 MHz

TE11, below cutoff

100 dB

10 dB nominal

0.0001 dB for D dB, 0.002 dB for total loss
Front panel 7-digit LED or remotely

via IEEE bus
Type N jacks
1.2 max at 1.25 and 30 MHz in 50-O

system
0.001 dB/10 dBþ 0.0005 dB between

15 and 115 dB total loss
Net: 77 kg (170 lb); shipping: 145 kg

(320 lb)
Power supply, controller, calibration

tape, two power cables, one 22-wire
power cable, instruction/maintenance
manual

Figure 19. Coaxial resistive film attenuator configuration.

Figure 20. Variable T attenuator.

Figure 21. Coaxial variable cutoff attenuator configuration.
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8. ACTIVE ATTENUATORS

8.1. pin Diode Attenuators

The normal diode junction consists of a p-type material
brought together with an n-type material to form the
familiar pn junction. The pin diode is distinguished from
the normal pn junction type by an area called an intrinsic
region sandwiched between the pþ -doped and nþ -doped

silicon layers. This intrinsic layer has almost no doping
and thus has a very large resistance. When a variable DC
control voltage forward-biases the pin diode, the DC bias
or control current causes it to behave as almost a pure
resistance at RF frequencies, with a resistance value that
can be varied over a range from 1O to 10 kO. As the bias
current is increased, the diode resistance decreases. This
relation makes the pin diode ideally suited as a variable

Figure 22. (a) Standard variable piston attenuator and (b–d) calibration curves. (b) Typical VSWR
versus frequency of SPA-2 attenuator with frequency. (c) Typical variation of insertion loss of SPA-
2 attenuator with frequency in a 50-O system. (d) Deviation versus indicated incremental
insertion. Typical deviation from linearity for the model SPA-2 operating frequency is 30.0 MHz.
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attenuator for leveling and amplitude modulating a RF
signal.

These attenuators provide local oscillator, IF, and RF
signal level control throughout communications, measure-
ment, and control circuits. One example is the reduction in
the output of a receive mixer in a code-division multiple-
access (CDMA) base station prior to the IF amplifier. Also,
to provide one step of transmit level control with little
degradation of the noise figure (NF), it could be used in a
CDMA handset transmit chain between the mixer (upcon-
verter) and the bandpass filter (Fig. 24). Since the at-
tenuator is purely passive, it produces no additive noise
and the NF is essentially its insertion loss. Even in the
attenuator mode, the effect on the noise figure would be
minimal.

In personal communication service (PCS) systems, the
base stations may be fed from multiple picocells that are
physically separated from it by up to 100 ft or more of
coaxial cable. The signal levels coming into the base station
will vary depending on the cable length and individual
transponder power. It is desirable to keep the signals at
uniform levels coming into the base station; to do so, it may
be necessary to attenuate the stronger signals. An attenua-
tor can be easily inserted for this purpose.

The upper end of a receiver’s linear dynamic range is
determined by the largest signal it can handle without
being overdriven and producing unacceptable levels of
distortion caused by device nonlinearities. Inserting an
attenuator before a low-noise amplifier (LNA) in the
presence of strong, in-band signals produces better recep-
tion by preventing them from overdriving the receiver’s
front end. This effectively shifts the dynamic range

upward by the amount of attenuation. It must be remem-
bered that when inserted into the system, the attenuator
will also present a load and a source impedance to the
previous and succeeding stages, respectively, hence the
importance of the attenuator impedance match.

RF variable attenuators are used to control the trans-
mitting and receiving signal power levels to prevent
strong–weak adjacent signals from seriously degrading
the bit error rate (BER) of digital mobile communication
systems, such as TDMA or CDMA. Figure 25 shows the
basic RF functional block diagram of a typical digital
cellular phone system, where variable attenuators are
required.

8.2. Characteristics of the pin Diode

The approximate high frequency equivalent circuit of a
pin diode is shown in Fig. 26. Here, RI is the effective
resistance of the intrinsic (I) layer, given by

RI ¼
k

Ix
DC

ð41Þ

where IDC is the DC bias current in mA, and k and x are
device-dependent empirical constants. Although shown as
a variable, this resistance is constant with respect to the
RF signal. The high-frequency resistance function is
plotted in Fig. 27 for the Hewlett-Packard HPND-4165
diode. For a specific diode design, the exponent X is
usually a constant. For the HPND-4165, X is typically
0.92. The constant k and therefore RI, however, are highly
dependent on the fabrication and process control and its
value can vary by as much as 3:1 from diode to diode. For
analog applications, such as a variable attenuator, where
repeatable attenuation with bias current is desired, the
variation of RI must be controlled. The HPND-4165 is

Figure 23. Laser piston attenuator. (Courtesy of Weinschel
Associates.)

Figure 24. CDMA handset transmit application.

Figure 25. Functional block diagram of a digital cellular phone,
using variable attenuators.

Figure 26. pin diode high-frequency equivalent circuit.
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precisely controlled in manufacturing, and resistance
values at specific bias points are specified and the slope
of resistance versus bias matched with narrow limits.
The specification limits of these parameters are shown
in Table 4.

8.3. Applications

The pin diode is ideally suited to switch and attenuate RF
signals. Since the pin diode is a RF variable resistor, the
logical application is that of a variable attenuator. This
attenuator may be either a step or a continuously variable
type. Two of the simplest circuits are the series and shunt
attenuators shown in Figs. 28 and 29.

Attenuation in the series pin circuit is decreased (more
power appears at the output) as the RF resistance of the
diode is reduced. This resistance is reduced by increasing
the forward bias control current on the diode. The opposite
occurs for the shunt configuration. The attenuation in the
shunt circuit is decreased when the RF resistance of
the diode increases because less power is absorbed in the
diode and more appears at the output. If the control bias is
switched rapidly between high and low (zero) values, then
the circuit acts simply as a switch. When used as a switch,
the attenuation that exists when the switch is ON is called

insertion loss. The attenuation provided when the switch
is OFF is called isolation. If the diode is a pure resistance,
the attenuation for the series and shunt circuit can be
calculated as

AðseriesÞ¼ 20 log 1þ
RI

Z0

� �
ð42Þ

AðshuntÞ¼ 20 log 1þ
Z0

2RI

� �
ð43Þ

where Z0¼RG¼RL¼ circuit, generator, and load
resistance, respectively. In reviewing these equations, it
is seen that the attenuation is not a function of frequency
but only a ratio of circuit and diode resistances, which is a
great advantage. As the bias on the diode is varied, the
load resistance experienced by the source also varies.
These circuits are generally referred to as reflective
attenuators because they operate on the principle of
reflection.

Many RF systems require that the impedance at
both RF ports remain essentially constant at the design
value Z0. Four such circuits and their pin diode counter-
parts are shown in Fig. 30. All four circuits operate
on the principle of absorbing the undesired RF signal
power in the pin diodes. In circuits (a), (b), and (c), the
control current variation through each diode is arranged
in such a way that the impedance at both RF ports remain
essentially constant at the characteristic impedance
(Z0) of the system while the attenuation can be varied
over a range of less than 1 dB to greater than 20 dB. In
circuit (d), the input impedance is kept constant by using a
distributed structure with a large number of diodes. The
impedance variation of each diode is also shaped so that
the diodes in the center of the structure vary more than
those near the ports. The resulting tapered impedance

Figure 27. Typical RF resistance versus DC bias current for
HPND-4165.

Table 4. HPND-4165 pin Diode Specifications

Parameter HPND-4165 Test Conditions

High-resistance limit, RH 1100–1660O 10mA
Low-resistance limit RL 16–24O 1 mA
Maximum difference in

resistance versus bias slope x

0.04 10mA and 1 mA

Figure 28. Series pin RF attenuator or switch:
(a) complete circuit; (b) idealized RF equivalent
circuit.
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structure results in an essentially constant impedance at
the ports, while the overall attenuation can be varied up to
a range of 40–80 dB, depending on the length of the
structure.

A pin diode pi attenuator such as that in Fig. 30a is
often selected when designing a variable attenuator. The
basic pi fixed attenuator is shown, along with its design
equations, in Fig. 31. Shunt resistors R1 and the series

resistor R3 are set to achieve a desired value of attenua-
tion, while simultaneously providing an input and output
impedance that matches the characteristic impedance Z0

of the system.
Three pin diodes can be used as shown in Fig. 32 to

replace the fixed resistors of the pi circuit to create a
variable attenuator. The attenuator provides good perfor-
mance over the frequency range of 10 MHz to over

Figure 29. Shunt pin RF attenuator or switch:
(a) complete circuit; (b) idealized RF equivalent
circuit.

Figure 30. Constant impedance pin
diode attenuators: (a) pi attenuator; (b)
bridged T attenuator; (c) T attenuator; (d)
resistive line attenuator.
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500 MHz. However, the use of three diodes as the three
variable resistors in a pi attenuator results in a complex
unsymmetric bias network. If resistor R3 is replaced by
two diodes, as shown in Fig. 33, the resulting attenuator is
symmetric and the bias network is significantly simplified.
Vþ is a fixed voltage, and Vc is the variable control
voltage, which controls the attenuation of the network.
The only drawback to using two series diodes in place of
one is the slight increase in insertion loss. Resistors R1

and R2 serve as bias returns for series diodes D2 and D3.
Resistors R3 and R4 are chosen to match the specific
characteristics of the pin diodes used. Properly selected,
they will provide the correct split of bias current between
series and shunt diodes required to maintain a good
impedance match over the entire dynamic range of at-
tenuation.

The pin diode variable attenuator is an excellent circuit
used to set the power level of an RF signal from a voltage
control; it is used widely in commercial applications, such
as cellular phones, PCN (personal communication net-
works), wireless LANs (local-area networks), and portable
radios.

8.4. GaAs NMESFET Attenuator

The GaAs N-semiconductor metal semiconductor field
effect transistor (NMESFET) is used in microwave at-
tenuator designs. The metal–semiconductor FET (MES-
FET) is a field-effect transistor that operates on the
principle that the gate-to-source voltage controls the drain
current. The MESFET is a device extension of a JFET,
where the gate structure is a Schottky MN (metal–N
semiconductor) junction.

In GaAs NMESFET attenuator designs, the devices
are operated either in the linear region where the device
is modeled as a voltage variable resistor or as an ON/OFF

switch in conjunction with thin-film nichrome resistors
to provide appropriate levels of attenuation. The
channel resistance of the GaAs NMESFET is known to
follow the classical theory for a FET in the linear region of
operation. With the FET biased in the linear region, the
resistance varies inversely to the gate voltage as shown
below:

Rds¼Rds0
1

1� ðVg=VpÞ

� �
ð44Þ

Figure 31. Fixed pi attenuator.

Figure 32. Three-diode pi attenuator.

Figure 33. Wideband four-diode II attenuator.
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where Vg¼ gate bias voltage (V), Vp¼pinchoff voltage (V),
and Rds0¼ channel resistance (O) with Vg¼ 0 V.

As the gate voltage approaches the pinchoff voltage, the
resistance becomes very high (relative to 50O). Conver-
sely, as the gate voltage approaches zero, so does the
channel resistance. For each attenuator configuration,
two independent gate bias voltages are used; one to
control the series MESFETs and one to control the shunt
MESFETs. The T attenuator configuration is shown in
Fig. 34, with one voltage controlling the series resistance
arms, and another the shunt resistance arm. Table 5 gives
the resistor values of the series and shunt resistances in a
Z0¼ 50O system. The channel resistances of the MES-
FETs are matched as closely as possible for these resis-
tances. A matched condition at the input and output port
to Z0 occurs when

Z2
0¼R2

1þ 2R1R2 ð45Þ

The resulting matched attenuation is

A¼ 20 log
R1þR2þZ0

R2

� �
ð46Þ

The pi attenuator configuration is shown in Fig. 35, with
one voltage controlling the shunt resistance arms, and
another the series resistance arm. Table 6 gives the values
of the series and shunt resistances for different levels of
attenuation in a Z0¼ 50O system. Shunt resistor R1 and
series resistor R2 provide an input and output impedance
that matches the characteristic impedance Z0¼ 50O of the
system, while setting the desired level of attenuation. The

design equations are

R1¼Z0
K þ 1

K � 1

� �
ð47Þ

R2¼
Z0

2
K �

1

K

� �
ð48Þ

AðdBÞ¼ 20 log K ð49Þ

where K is the input to output voltage ratio.
GaAs NMESFET digital attenuators allow a specific

value of attenuation to be selected via a digital n bit
programming word. In these designs, the NMESFET
operates as an ON/OFF switch and is used in conjunction
with nichrome thin-film resistors to provide the desired
level of attenuation. Figure 36 shows the circuit config-
urations used for individual attenuator bits. The switched
bridged T attenuator consists of the classical bridged T
attenuator with a shunt and series FET. These two FETs
are switched on or off to switch between the two states.
The attenuation in dB is given by

AðdBÞ¼ 20 log
Z0þR2

R2

� �
ð50Þ

where Z2
0¼R1R2.

The performance is determined by the FET character-
istics in the on and off states and the realizability limit on
required resistance values and their associated parasitics.
The switched T or pi attenuators are similar in principle to
the switched bridged T attenuator except for the circuit
topology. These attenuators are normally used for high
attenuation values. To obtain smaller values of attenua-
tion, the thin-film resistors are replaced with appropriate
channel resistances.

There are GaAs NMESFET digital RF attenuators on
the market with excellent performance, in both step and
continuously variable types. The variable or programma-
ble class allows a specific value of attenuation to be
selected from an overall range via an N-bit programming
word. They are more flexible than step attenuators, as
they allow any amount of attenuation to be set, but the
cost is greater circuit complexity. Both types have a bypass
state when no attenuation is selected, and the attenuation
is just the insertion loss of the device. An example of each
type is presented.

Figure 34. MESFET T attenuator.

Table 5. T Attenuator Resistor Values for Different Levels
of Attenuation

Attenuation (dB) R1 (O) R2 (O)

2 5.73 215.24
4 11.31 104.83
6 16.61 66.93
8 21.53 47.31

10 25.97 35.14
12 29.92 26.81
14 33.37 20.78
22 42.64 7.99
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The RF Microdevices RF 2420 is a multistage mono-
lithic variable or programmable attenuator that has as
attenuation programmability over a 44 dB range in 2-dB
steps. The attenuation is set by 5 bits of digital data.
A functional block diagram of the RF 2420 is shown in
Fig. 37. It consists of five cascaded, DC-coupled attenuator
sections, each with its own logic translator. The logic
translator converts the one-bit control signal, which uses
logic levels approximating standard TTL logic, to the
voltage levels required to switch the attenuator stage
FETS. The RF input and output signal lines are biased
at approximately VDD, and therefore external DC blocking
capacitors are required. An external VDD bypass capacitor
is also required.

A functional schematic of the RF portion of one at-
tenuator section is shown in Fig. 38. A MESFET
bridges the series resistor in a resistive pi attenuator,
and two more MESFETs are connected as a double-pole
single-throw (DPST) RF switch connecting the shunt
branches of the pi attenuator to RF ground. In the
bypass state, the bridge MESFET is in its high conduc-
tance state, and the DPST switch is open, so that the
pi-attenuator is effectively removed from the circuit. When
the attenuator bit is selected, the bridge MESFET is
put into its low conductance state or cutoff state and the
shunt FETs are put into their on state, so that the pi
attenuator is connected into the RF series path. This
attenuator has only moderate variation across a broad
band of operation from 100 to 950 MHz, as illustrated in
Fig. 39.

Furthermore, the attenuation varies smoothly and
consistently with attenuator switch settings. Other fea-
tures of the device are single 3–6-V supply operation, and

4 dB insertion loss, and the input and output have a
low-VSWR 50-O match. All these features make the RF
2420 an excellent component for communications systems
that require RF transmit power control by digital means.
Typical applications are in dual mode IS-54/55 compatible
cellular transceivers and TETRA systems. Figure 40
shows the complete schematic details of the RF 2420 being
employed in a typical RF/IF switching attenuator applica-
tion.

The RF Microdevice RF 2421 is a GaAs MESFET-
switched step attenuator. It has a single-step digitally
controlled attenuation of 10 dB. A functional block
diagram of the device is shown in Fig. 41. The supply
voltage range required is 2.7 V to 6 V DC. The input and
output of the device have a low-voltage standing-wave
ratio (VSWR) 50-O match, and the RF output can drive up
to þ 16 dBm. It has 1.0 dB of insertion loss over the
specified 500 MHz–3 GHz operating frequency range. The
resistors are nickel chromium (nichrome) and provide
excellent temperature stability. The RF ports are rever-
sible, which means that the input signal can be applied to
either port. The attenuation control pin has an internal
pulldown resistor that causes the attenuator to be turned
off when it is not connected. Figure 42 illustrates the RF
2421 being used to set the RF signal level in a commu-
nications system.

8.5. MOSFET Attenuators

Active voltage attenuators have many useful applications
in analog integrated circuit design. Some of the applica-
tions are in the feedback loops of finite gain amplifiers
and in the input stages of transconductance amplifiers.
In discrete circuit design, the most popular way to
design a finite-gain amplifier with precisely controlled
gain, high linearity, and low output noise is to use
operational amplifier and a voltage attenuator in the
feedback loop. Here the voltage attenuator consists of
two resistors connected in series as shown in the classical
noninverting and inverting op amp gain configurations
of Fig. 43. Resistor attenuators are not useful in inte-
grated circuit design because of their large areas, low
input impedance, large power dissipation, and parasitic
capacitances, and precise resistance values cannot be
realized.

Three MOS active voltage attenuator configurations
useful for the realization of finite-gain amplifiers in mono-

Figure 35. MESFET pi attenuator.

Table 6. Pi Attenuator Resistor Values for Different Levels
of Attenuation

Attenuation (dB) R1 (O) R2 (O)

2 436 11.61
4 221 23.85
6 150.5 37.35
8 116.14 52.84

10 96.25 71.15
12 83.54 93.25
14 74.93 120.31
22 58.63 312.90
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lithic circuits are presented. The attenuators are two
single-input attenuators and a summing attenuator that
has two inputs. These attenuators are simple in structure,
consisting only of MOSFETs. Therefore, they are easy to
fabricate in standard CMOS semiconductor processes. The
attenuation factor is precisely controlled over a wide range
of gains because it ideally depends only on the ratios of the
dimensions of the MOSFETs.

Attenuator I, shown in Fig. 44, is an active linear
voltage attenuator consisting of two n-channel MOSFETs
fabricated in a common substrate. The capability to fabri-
cate the MOSFETs in a common substrate has several
advantages. First, both n-channel and p-channel attenua-
tors can be monolithically fabricated in a standard CMOS
process. Second, the required area of the attenuator is
much smaller. As seen in Fig. 44, the substrate is common
for both MOSFETs and is connected to the source of the
bottom transistor M1. The circuit operates as a linear
voltage attenuator when M1 is in the ohmic region and M2
is in the saturation region.

The operating conditions of the MOS attenuators in
this section are derived as in the following equations,

where

Vin

Vout

VDD

VB

VBB

VTON¼VTON1¼

VTON2

VT2

V1

V2

g
f
ID

W
L
W1,W2

L1,L2

K0

mn

CoX

Input voltage
Output voltage
Drain supply voltage
Bias supply voltage 1
Bias supply voltage 2
Zero bias threshold voltage of M1

and M2
Threshold voltage of M2 due to

body bias effect
Input voltage 1
Input voltage 2
Body effect parameter
Barrier potential
Drain current
Width of channel
Length of channel
Width of channels 1,2
Length of channels 1,2
Device constant, mn CoX
Mobility of electron
Gate oxide capacitance per unit area

The zero-bias threshold voltage of both MOSFETs is
VTON1¼VTON2¼VTON. The proper operating conditions
will be met, provided

VTONoVinoVDDþVT2 ð51Þ

Figure 36. GaAs digital attenuator circuit configuration.

Figure 37. RF 2420 functional block diagram.
Figure 38. Functional schematic of RF 2420 (one attenuator
section).
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where

VT2¼VTONþ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþVout

p
�

ffiffiffiffi
f

p� 	
ð52Þ

Since M1 is operating in the ohmic region and M2 is in the
saturation region, the drain current of each MOSFET is
given by

ID1¼K
0 W1

L1
V1 � VTON �

Vout

2

� �
Vout ð53Þ

and

ID2¼K
0 W2

2L2
ðVI � VT2 � VoutÞ

2
ð54Þ

Equating the two drain currents, the relationship between
Vin and Vout is obtained as

2R Vin � VTON �
Vout

2

� �
Vout

¼ Vin � VTON � Vout � g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþVout

p
�

ffiffiffiffi
f

p� 	n o2

ð55Þ

where

R¼
W1=L1

W2=L2
ð56Þ

If each MOSFET in the attenuator is fabricated
in a separate substrate and the substrate of each

Figure 39. Attenuation and frequency re-
sponse characteristics of RF 2420 5-bit digital
RF attenuator.

Figure 40. RF 2420 RF/IF switching attenuator schematic.
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MOSFET is connected to its source (g¼ 0), the DC transfer
characteristic relating Vin and Vout becomes a linear
equation:

Vout¼ a ðVin � VTONÞ ð57Þ

where a is the small-signal attenuation factor.
In this case, a is

a¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffi
R

Rþ 1

r
¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W1=L1

W1=L1þW2=L2

s

ð58Þ

Equation (57) is a special case of Eq. (55), when the bulk
effect term due to g is ignored. When the substrate is
separate, the small-signal attenuation factor from Eq. (58)
is precisely determined by width/length ratios. If the
substrate is common, the relationship between the
input and output is still very linear as given by Eq. (55)
even though the equation appears to be a nonlinear
quadratic.

Figure 45 shows the typical DC transfer characteristic
of the attenuator consisting of M1 (12� 10 mm2) and M2
(3� 10 mm2) when the substrate is common (ga0) and VDD

¼ 5 V. The DC transfer characteristic exhibits a high
degree of linearity for the input range 2–5 V. The small-
signal attenuation factor (a), which is the slope of the DC

transfer characteristic is 0.07824 at an input quiescent
voltage of 3.5 V.

A finite-gain amplifier consisting of an ideal op amp
and attenuator I in the feedback loop is shown in Fig. 44.
Since the op amp is assumed ideal, we obtain

Vin¼Vout¼ aVin¼ aV 0out ð59Þ

or

V 0out¼
1

a
V 0in ð60Þ

Thus, the DC transfer function of the amplifier is the
inverse function of the DC transfer function of the at-
tenuator in the feedback loop. Thus, the transfer function
between the input V 0in and the V 0out of the amplifier is given
by Eq. (55) when Vout is replaced by V 0in and V 0in by V 0out.
The small-signal voltage gain

AV ¼
V 0out

V 0in
¼

1

a

� �

is the reciprocal of the attenuator’s attenuation factor in
the feedback loop. Figure 46 illustrates the DC transfer
characteristic of the finite-gain amplifier.

Two slightly different linear inverting voltage attenua-
tor configurations consisting of two n-channel MOSFETs
are shown in Fig. 47. These circuits operate as a linear
inverting voltage attenuator when both transistors are in
the saturation region. Assuming the zero-bias threshold of
both of the MOSFETs is VTON, the condition will be met,
provided

VoutþVT2oVBoVDDþVT2 ð61Þ

and

VTONoVinoVoutþVTON ð62Þ

Figure 41. RF 2421 functional block diagram.

Figure 42. RF 2421 single-step 10-dB attenuator application.
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Under this condition, the drain currents of the transistors
are given by

ID1¼K 0
W1

2L1
ðVin � VTONÞ

2
ð63Þ

ID2¼K 0
W2

2L2
ðVB � Vout � VT2Þ

2
ð64Þ

where

VT2¼VTONþ gð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþV0

p
�

ffiffiffiffi
f

p
Þ ð65Þ

Since the two drain currents are the same for the circuit,
the DC transfer function relating Vin and Vout is found by
equating Eqs. (63) and (64):

Voutþ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþVout

p
�

ffiffiffiffi
f

p� 	

¼ � R1VinþfVBþ ðR1 � 1ÞVTONg

ð66Þ

where

R1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W1=L1

W2=L2

s

ð67Þ

If g¼ 0 in Eq. (66), which corresponds to the case of circuit
(b) in Fig. 47, where the substrate is separate, the DC
transfer characteristic reduces to a linear equation:

Vout¼ aVIþfVB � ðaþ 1ÞVTONg ð68Þ

In this case, the small-signal attenuator factor is

a¼ � R1 ð69Þ

which is precisely determined by the width/length ratios
of the MOSFETs. From Eqs. (66) and (68), it is noted that
the output DC operating voltage is controlled by VB,
independent of the attenuation factor.

The DC transfer characteristic between Vin and Vout

calculated from Eq. (66) for the common substrate case,
R1¼ 0.1149 and VB¼ 3.993, and the DC transfer charac-
teristics calculated from Eq. (68) for the separate sub-
strate case, R1¼ 0.1 and VB¼ 3.449 are shown in Fig. 50
for the range restricted by Eq. (62). The parameter values
(g¼0.525 V1/2, f¼ 0.6 V, and VTON1¼VTON2¼VTON¼

0.777 V) were used in the calculation. The DC transfer
function given by Eq. (66) for the common substrate case
appears nonlinear, but the degradation from linearity due
to practical values of g is not significant. The small-signal
attenuation factor a, the slope of transfer characteristic in
Fig. 48, is �0.1. The high degree of linearity supports the
usefulness of both configurations in precision attenuator
or finite-gain amplifier applications.

Figure 49 shows a finite-gain amplifier with attenuator
II in the feedback loop of an op amp. Assuming that the op
amp is ideal, we obtain

V 0out¼
1

a
V 0in ð70Þ

The transfer function of the amplifier is the inverse
function of the transfer function of the attenuator in the
feedback loop. The DC transfer function of the amplifier is
given by Eq. (66) when Vin is replaced by V 0out and Vout is
replaced by V 0in. If the substrate is separate, Vin replaces
V 0out and Vout replaces V 0in in Eq. (68); then

V 0out¼
1

a
V 0I �

1

a
fVB � ðaþ 1ÞVTONg ð71Þ

where the small-signal attenuator factor a¼ �R1.
A summing attenuator is necessary to realize versatile

multiple-input finite-gain amplifiers in integrated cir-
cuits. Figure 50 shows a two-input active linear inverting
voltage summing attenuator that consists of two attenua-
tors cascaded. For the summing attenuator, VBB is used to
control the output DC operating voltage, and input signals
are designated as V1 and V2.

Figure 43. Op amp noninverting (a) and in-
verting (b) gain configuration.

Figure 44. (a) Circuit and block diagram of attenuator I
consisting of two n-channel MOSFETs, and (b) block
diagram of amplifier consisting of an op amp and attenua-
tor.
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As for the inverting attenuator, the summing attenua-
tor works when all the MOSFETs M1–M4 are operating in
the saturation region. The DC transfer characteristics are
found by equating the drain currents in the saturation
region for each transistor. Assuming that the zero-bias
threshold voltages for the four MOSFETs are matched at
VTON, the four transistors are in the saturation region,
provided

2 VTONþ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþVTON

p
�

ffiffiffiffi
f

p� 	� 	
þVoutoVBBoVDDþVT4

ð72Þ

VTONoV1oV0þVTON ð73Þ

VTONoV2oVBþVTON ð74Þ

By equating the drain currents of M3 and M4 given by

ID3¼K 0
W4

2L3
ðV2 � VTONÞ

2
ð75Þ

and

ID4¼K 0
W4

2L4
ðVBB � VB � VT4Þ

2
ð76Þ

where

VT4¼VTONþ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþV0

p
�

ffiffiffiffi
f

p� 	
ð77Þ

The DC transfer function between V2 and VB is obtained
as

VBþ g
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþVB

p
�

ffiffiffiffi
f

p� 	

¼ � R2V2þfVBBþ ðR2 � 1ÞVTONg

ð78Þ

where

R2¼

ffiffiffiffiffiffiffiffiffiffiffiffi
W3L4

L3W4

s

ð79Þ

Similarly, it can be shown that the DC transfer function
between V1 and V0 is obtained as

V0þ gð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fþV0

p
�

ffiffiffiffi
f

p

¼ � R1V1þfVBþ ðR1 � 1ÞVTONg

ð80Þ

where

R1¼

ffiffiffiffiffiffiffiffiffiffiffiffi
W1L2

L1W2

s

ð81Þ

If g¼ 0 in Eqs. (78) and (80), the equations become linear.
This is realized if each transistor is fabricated in a
separate substrate and the substrate of each transistor
is connected to its source. In this case, the attenuation

Figure 45. DC transfer characteristic of attenuator I (a¼
0.07824).

Figure 46. DC transfer characteristic of amplifier (AV¼1/a¼
12.78).

Figure 47. Circuit and block diagrams of linear inverting voltage
attenuators consisting of two n-channel MOSFETs.

Figure 48. DC transfer characteristics of attenuator II linear
inverting voltage attenuators.
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factors are given by a1¼ �R1, and a2¼ �R2. Even when
ga0, which is the case when the substrates are common,
the transfer characteristics between V1 and V0 and be-
tween V2 and V0 are nearly linear as shown in Fig. 53 for
practical values of g. In the calculation of Fig. 51, g¼
0.5255 V1/2, f¼ 0.6 V, and VTON¼ 0.777 V were used,
which are standard for a 2m CMOS process and R1¼

0.1149 and R2¼0.1290 were set such that the small-signal
attenuation factors for V1 and V2 are both � 0.1. The
operating points were set by VBB¼ 5.712 V such that V0Q

¼ 2.5 V (VBQ¼ 3.993 V) when V1Q¼V2Q¼ 2.5 V.
Summing and subtracting amplifier configurations

using the inverting attenuator and the inverting summing
attenuator are shown in Fig. 52.

Circuit (a) in Fig. 52 functions as a summing amplifier
and the circuit (b) functions as a subtracting amplifier,
with controllable weights. Assuming ideal op amps and
attenuators, we obtain

V� ¼ a1V1þ a2V2þfVBB � ða1þ a2þ 2ÞVTONg ð82Þ

Vþ ¼ aV0þfVB � ðaþ 1ÞVTONg ð83Þ

Equating V� and Vþ, the output is given by

V0¼
a1

a
V1þ

a2

a
V2þ

1

a

fVBB � VB � ða1þ a2 � aþ 1ÞVTONg

ð84Þ

From Eq. (84), the circuit in Fig. 52a is a summing
amplifier with a wide range of available gain from each

input. Similarly, for the circuit in Fig. 52b, we obtain

Vþ ¼ a1V0þ a2V2þfVBB � ða1þ a2þ 2ÞVTONg ð85Þ

V� ¼ aV1þfVB � ðaþ 1ÞVTONg ð86Þ

Equating Vþ and V�, the output is given by

V0¼
a
a1

V1 �
a2

a1
V2 �

1

a1

fVBB � VB � ða1þ a2 � aþ 1ÞVTONg

ð87Þ

From Eq. (87), the circuit in Fig. 52b is a subtracting
amplifier with a wide range of available gain for each
input.

The active attenuator and the active summing attenua-
tor have many desirable characteristics such as small size,
nearly infinite impedance, low power dissipation, and
precisely controllable attenuation ratio with excellent
linearity. These attenuators and the finite-gain amplifiers
obtained from these attenuators and op amps will find
increased applications in analog integrated circuits.

8.6. Noise

Noise in a communication system can be classified in two
broad categories, depending on its source. Noise generated
by components within a communication system, such as
resistive, extender, and solid-state active devices, com-
prise internal noise. The second category, external noise,
results from sources outside a communication system,
including atmospheric, manmade, and extraterrestrial
sources.

Figure 49. Amplifier consisting of op amp and attenuator II in
the feedback loop.

Figure 50. Circuit and block diagram of summing attenuator.

Figure 51. DC transfer characteristics of summing attenuator.
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External noise results from the random motion of a
charge carrier in electronic components. The three types are

1. Thermal noise: caused by random motion of free
electrons in a conductor or semiconductor excited
by thermal agitation

2. Shot noise: caused by random amount of discrete
charge carriers in such devices as thermionic tubes
or semiconductors in devices

3. Flicker noise: produced by semiconductors by a
mechanism not well understood and is more severe
the lower the frequency

Atmospheric noise results primarily from spurious
radiowaves generated by the natural discharges within
the atmosphere associated with thunderstorms. Manmade
noise sources include high-voltage power-line discharge
and computer-generated noise in electric motors.

Other noises include

* Generation–recombination noise: due to free carriers
being generated and recombining in semiconductor
material. They are random and can be treated as a
shot noise process.

* Temperature fluctuation noise: the result of the
fluctuating heat exchange between a small body,
such as a transistor, and its environment due to the

fluctuations in the radiation and heat conduction
processes.

9. RECENT TRENDS

Figure 53 shows a 4-dB step, 28-dB variable attenuator for
a 1.9-GHz personal handy phone system transmitter
fabricated using silicon bipolar technology with fT of
15 GHz. The GaAs MESFET variable attenuator is con-
figured with resistive pi attenuators and GaAs switches as
shown. Step accuracy within 1.2 dB and total vector
modulation error of less than 4% were realized for
� 15 dBm output. The attenuator consumes 21 mA with
2.7 V power supply and occupies 1.1� 0.5 mm. This unit is
being developed. This shows the technology trend.

Figure 54 shows the top view and cross section
of a prototype optical microwave attenuator that can be

Figure 52. (a) Summing amplifier; (b) subtracting
amplifier.

Figure 53. Variable attenuator using GaAs MESFET CONTþ /
CONT� ¼VDD/GND in attenuation mode and CONTþ /
CONT� ¼GND/VDD in through mode.

Figure 54. Microstrip–slotline attenuator on a silicon substrate
with an override ferrite slab.
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controlled by illuminating the silicon substrate. The
maximum attenuation is 30 dB using laser diode illumina-
tion. It is a microstrip line whose substrate consists of
silicon and ferrite slabs. The ferrite slab is overlaid
on the microstrip. There is a slot on the ground plane
under the strip. A white light from a xenon arc lamp with a
parabolic mirror is focused by a lens to the silicon
surface through the slot. The intensity of the light is not
uniform along the slot direction. Due to the light, elec-
tron–hole pairs are induced and the permittivity and
conductivity of the silicon are changed, which vary the
phase and amplitude of the microwave. With 240 mW
optical power illumination, an attenuation in the range
of 17–26 dB was obtained in the frequency range from 8 to
12 GHz.
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BACKSCATTER

PYOTR YA. UFIMTSEV

University of California at
Irvine

Irvine, California

The scattering of waves from an object is a diffraction
process that transforms the incident wave into the waves
propagating from the object in all possible directions. The
backscatter, or backscattering, is the scattering of waves
back toward the source of the incident wave. This process
substantially depends on material properties of the scat-
tering object, its shape, size, and spatial orientation
relative to the incident wave, as well as on the frequency
and polarization of the incident wave. One distinguishes
three frequency regions with different physical properties
of scattered waves. They are quasistatic, resonance, and
quasioptical regions.

1. QUASISTATIC SCATTERING

In the quasistatic region (sometimes called the Rayleigh
region), the wavelength l of the incident wave is much
greater than the maximum linear dimension l of the
scattering object (lbl). At a certain time t, the scattered
field at small distances (r5l) from the object is approxi-
mately the static field created by dipoles and multipoles
induced by the incident wave in the scattering object at
the same time t. Far from the object, the scattered field is
an outgoing spherical wave. Its average power flux density
(over one period of oscillations) relative to that of the
incident wave, or radar cross section (RCS), is determined
by the object’s volume rather than the shape of the object,
and it is proportional to l� 4. Specifically, this dependence
explains the blue color of the cloudless sky during the day.
This color is due to the predominance of blue light
scattered by small inhomogeneities of the air caused by
fluctuations of its density. The violet light, which is
shorter in wavelength, undergoes stronger relative scat-
tering and as a result suffers higher attenuation while
propagating through the atmosphere. Analytical expres-
sions for quasistatic RCS of some scattering objects can be
found in Refs. 1–3. For example, the axial RCS of perfectly
conducting bodies of revolution is determined by the
following approximation (p. 145 of Ref. 1)

s �
4

p
k4V2 . 1þ

e�t

pt

� �2

ð1Þ

where k¼ 2p/l is the wavenumber, V is the object’s
volume, and t is the characteristic length-to-width ratio
of the object. The quantity t is found for each object’s
shape by the allowing the axial dimension of the object to

go to zero so as to obtain the correct result

s¼
64

9p
k4a6 ð2Þ

for the circular disk with radius a. Table 8.2 in Ref. 2
(Vol. 2, pp. 558–561) contains explicit expressions for RCS
found in this manner for a variety of bodies of revolution.
The first term in this table (Eq. 8.1-87a on p. 558) contains
a misprint. The letter b should be replaced by h.

In this frequency region, the scattered field can be
expressed in terms of a convergent series in positive
integer power of the wavenumber k¼ 2p/l. The expansion
coefficients are found from the solution of the recursive
system of boundary value problems in potential theory
(pp. 848–856 of Ref. 4). In practice it is possible to find only
a few first coefficients. Direct numerical methods are
efficient tools for the solution of quasistatic scattering
problems [5–7].

2. RESONANCE SCATTERING

In the resonance frequency region, linear dimensions of
scattering objects are comparable to the wavelength of the
incident wave. Eigenoscillations excited by the incident
wave in the scattering object can substantially influence
the scattering properties. Frequencies of these oscillations
are complex quantities. Their imaginary parts determine
both the internal (thermal) losses inside the object and the
external losses that are due to radiation into the sur-
rounding medium. A major contribution to RCS is given by
the radiation of those eigenoscillations, whose eigenfre-
quency real part and polarization are close to the incident
wave frequency and polarization. If the quality factor of
these oscillations is quite large, the amplitude and the
intensity of the scattered wave sharply increase as the
frequency of the incident wave approaches the real part of
the frequency of eigenoscillations. This phenomenon is
referred to as ‘‘resonance scattering.’’ It reveals itself, for
example, in scatterings from thin metallic half-wave-
length long wires and narrow strips (pp. 293–303 of
Ref. 2). These scatterers are used, in particular, to create
a chaff clutter for radars. Analytical and numerical data
for scattering by thin wires are collected in Chap. 12 of
Ref. 3. Recent analytical results for resistive wires are
presented in Ref. 8.

The resonance scattering from wires can also be ex-
plained as being due to the constructive interference of
multiple current waves arising from the wire ends. This
process is investigated in detail in Refs. 9, 10, and 30. The
total current generated by the incident plane wave in the
perfectly conducting wire (Fig. 1) equals

JðzÞ¼J0ðzÞþ
X1

n¼ 1

½Jþn ðzÞþJ�n ðzÞ� ð3Þ
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with the time dependence exp(–iot) assumed and sup-
pressed here and later. The term J0(z) is the current
induced by the incident wave in the infinitely long wire
(–NrzrþN). The terms Jþn ðzÞ and J�n ðzÞ are multiple
current waves. Waves Jþn ðzÞ run in the positive z-direction
from the left wire end z¼ � l to the right end z¼ þ l.
Waves J�n ðzÞ run in the negative z direction from the right
end z¼ þ l to the left end z¼ � l. The total length of the
wire is L¼ 2l. When the wave J�n ðzÞ reaches the opposite
end it undergoes diffraction and transforms into the wave
J�nþ 1ðzÞ. At the end points of the wire the total current and
its components satisfy the conditions

Jð�lÞ¼ 0; Jþ1 ð�lÞ¼ � J0ð�lÞ; J�1 ðlÞ¼ � J0ðlÞ ð4Þ

Jþnþ 1ð�lÞ¼ � J�n ð�lÞ; J�nþ 1ðlÞ¼ � Jþn ðlÞ; n¼ 1; 2; 3; . . .

ð5Þ

In thin wires (kao0.2, a is the wire radius), the multiple
current waves are described by the following approximate
expressions

J þ2nðzÞ ¼ � J�1 ð�lÞ½cðkLÞeikL�2n�2c½kðlþ zÞ�eikðlþ zÞ

Jþ2nþ 1ðzÞ¼Jþ1 ðlÞ½cðkLÞeikL�2n�1c½kðlþ zÞ�eikðlþ zÞ

J�2nðzÞ¼ � Jþ1 ðlÞ½cðkLÞeikL�2n�2c½kðl� zÞ�eikðl�zÞ

J�2nþ 1ðzÞ¼J�1 ð�lÞ½cðkLÞeikL�2n�1c½kðl� zÞ�eikðl�zÞ

ð6Þ

with n¼ 1,2,3,y. Function c(kz) is defined in Refs. 10 and
30 as

cðkzÞ¼

2 ln
i

gka

ln
2ikz

gq
� Eð2kzÞe�2ikz

ð7Þ

where

q¼ ðkaÞ2; g¼ 1:781 . . . ; lnðiÞ¼ ip=2

and

EðxÞ¼ �

Z 1

x

eit

t
dt¼CiðxÞþ iSiðxÞ ð8Þ

Functions Ci(x) and Si(x) are the well-tabulated cosine and
sine integrals, respectively. For small arguments (x51),
function E(x) reduces to E(x)¼ ln(gx)� ln(i)þO(x) and
ensures the equality c(0)¼ 1. Equation (6) shows that all
multiple edge waves starting with secondary waves
(n¼2,3,4,y) are expressed approximately by the same
function c(x). As a result, the substitution of expressions
(6) into Eq. (3) leads to the geometric series

X1

n¼ 2

½Jþn ðzÞþJ�n ðzÞ� ¼ f ðk; z; l;aÞ
X1

m¼ 0

f½cðkLÞeikL�2gm

¼
f ðk; z; l;aÞ

D

ð9Þ

which contains the resonance denominator D(ka, kL)¼
1� [c(kL)eikL]2. The equation D(ka, kL)¼ 0 defines the
complex resonant frequencies ores¼ ckres¼o0resþ io00res,
where c is the light velocity in vacuum. Due to the
radiation loss, the quantity o00res¼ ImðoÞ is always negative
ðo00reso0Þ. Therefore, for real frequencies (o00 ¼ 0), the de-
nominator D(ka, kL) does not vanish. But it acquires
minimum values when the frequency of the incident
wave is close to the real part of the resonant, frequency
ðo � o0resÞ. This occurs when kLEnp or LEnl/2 with
n¼ 1,2,3,y and results in the current resonance. Under
the normal incidence (the direction of the incident wave is

z = −l  z = + l

z

Figure 1. A thin wire excited by an incident wave. The radius of
the wire is small compared with the wavelength. Such a wire can
support traveling waves arising due to the multiple edge diffrac-
tions. A constructive interference of these waves results in the
resonance behavior of the surface current and scattered field.

A
(2l)2
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Figure 2. Integral cross section of thin wires (from Ref. 11). This
quantity has the maximum (resonance) values for wires with the
total length L¼2lE(2nþ1)l/2, n¼0,1,2,3,y. Along such wires
from one end to another, each multiple edge wave acquires the
phase shift of (2nþ1)p. Due to reflection at the end, it acquires an
additional phase shift of p. As a result, this wave becomes
equiphased with all other multiple edge waves. This leads to
the resonance behavior for the current and scattered field.
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perpendicular to the wire axis), only the odd resonances
(n¼ 1,3,5,y) are realized, due to the symmetry of the
incident field ½Einc

z ð�zÞ¼Einc
z ðzÞ�. Figure 2, taken from a

classic paper [11], illustrates the resonance behavior of
scattering from thin wires. The incident wave direction
is perpendicular to the wire axis. The quantity A in
Fig. 2 is the total power of the field scattered in all
directions. The maximum scattering occurs in the direc-
tions perpendicular to the wire and therefore in the
backscattering direction as well. In Fig. 2, the quantity
w¼ 1/[2|ln(ka)|] depends on the wire radius a, 2l¼L is the
wire length, and a¼ kl.

A similar interference of a specular reflection with
surface diffracted rays (Fig. 3) explains the backscattering
from perfectly conducting spheres and prolate spheroids
at the upper end of the resonance region (p. 149 of Ref. 2
and pp. 822–848 of Ref. 4). However, an important differ-
ence exists between the resonances in scattering from
wires and spheres. The resonance backscattering from
wires is caused by the current resonance in the wires
and it is accompanied by a simultaneous increase of the
scattered field in other directions. This is a true resonance
effect. The resonance scattering from spheres and spher-
oids is a simple equiphase interference in the single
(backward) direction without the field increase in other
directions. Additional data for the resonance backscatter-
ing can be found in Ref. 4 (pp. 822–848). As in the case of
quasistatic scattering, direct numerical methods are also
efficient for RCS calculations in the resonance frequency
region [5–7].

3. QUASIOPITCAL SCATTERING

In the quasioptical frequency region, which is often re-
ferred to as the high-frequency region, linear dimensions
of scatterers are much greater than the wavelength of the
incident wave. For example, this occurs in the scattering of
decimeter and centimeter radar waves by such objects as
ships, airplanes, and missiles. In contrast to the quasi-
static and resonance frequency regions, the scatterings by
objects in the quasioptical region are determined mainly
by the objects’ local properties rather than by their whole
volume.

Large dimensions and complex shapes of scattering
objects allow the existence of various types of scattered
fields. Some of them are illustrated in Fig. 4. Geometric

optics rays and beams (A) reflected from the object provide
the main contributions to backscattering. Diffraction of
the incident wave at edges and at lines of curvature
discontinuity or material discontinuity creates edge waves
(B and C), which can be interpreted as diffracted rays.
They represent the second-order contributions [12–15].
Diffracted waves arising from corners provide the third-
order contributions [12–14]. At the shadow boundary on a
smooth scattering surface, the incident wave excites
creeping waves (D), which propagate along the shadow
side of the object and radiate surface diffracted rays (E).
Due to continuous radiation of these rays, the creeping
waves attenuate exponentially and for this reason the
contribution of surface diffracted rays (E) to backscatter-
ing is small [12,13]. However, for the objects with dimen-
sions comparable to the wavelength, surface diffracted
rays can give appreciable contributions, as it is mentioned
already in the previous section (see also Fig. 3). Diffracted
waves propagating along the scattering object can un-
dergo multiple diffractions at geometric and material
discontinuities and can transform into other types of
waves. This process creates high-order contributions to
backscattering [12–15]. A visual description of scattering
from large objects, simple quantitative estimations of
some contributions to backscattering, and relevant refer-
ences are presented in Ref. 16.

High-frequency asymptotic methods are widely used to
predict scatterings in this frequency region. They include
geometric optics (GO) and its extension, geometric theory
of diffraction (GTD); physical optics (PO) and its exten-
sion, physical theory of diffraction (PTD); and various
modifications and extensions of GTD and PTD. These
asymptotic techniques are discussed in ELECTROMAGNETIC

WAVE SCATTERING and RADAR CROSS SECTIONS. The present
article supplements these and concentrates mainly on
the physical optics. This method is not so precise as
GTD, PTD, and their extensions, but it allows useful
estimations for the scattered fields in many practical
problems that cannot be treated with other techniques.

1

2

Figure 3. Backscattering from a body of revolution. The total
scattered field consists of two components. One of them is a
specular reflected ray (1); the other is a beam of diffracted rays
(2) radiated by creeping waves traveling along the shadow side of
the scattering body. The equiphase interference of these two
components results in the resonance like increase of the scattered
field.

B

B

C 

C 

E
E

E

D

D

A

Figure 4. Backscattering from a convex opaque object. The main
contributor to the scattered field is beam A reflected from the
front planar facet of the object Edge waves B are created at the
edges. Edge waves C are created at the curvature discontinuities.
At the shadow boundary, the incident wave excites creeping
waves D, which propagate along the object’s surface and radiate
surface diffracted rays E. Additional creeping waves are excited at
the curvature discontinuities.
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Direct numerical methods, in their classical forms, are not
efficient in the high-frequency region. Various combina-
tions of these methods with the asymptotic techniques (so-
called hybrid methods) represent a promising direction in
the prediction of high-frequency scattering [17]. Addi-
tional information about numerical, hybrid, and asymp-
totic techniques used for the solution of scattering
problems can be found in Ref. 6,13, and 18 and in the
Further Reading list at the end of this article.

3.1. Geometric Optics Approximation

GO is used for approximate estimations of backscattering
in many practical problems. The basic notion of GO
involves the concept of rays. A ray is an infinitely narrow
stream of the wave field moving with the light velocity
along the lines perpendicular to the phase fronts. These
lines are called ray trajectories. In free space they are
straight lines. Electric and magnetic vectors of the ray
field are perpendicular to each other and to the direction of
propagation. GO reflected rays obey simple rules [19,20]:
(1) the reflected ray lies in the incidence plane which
contains the incident ray and the normal to the scattering
surface at the reflection point (Fig. 5), (2) the angle of
reflection equals the angle of incidence (Snell’s reflection
law), and (3) the power inside an elementary hypothetical
tube confined by neighboring rays is constant.

GO is a good approximation for the field reflected from
large smooth scattering objects. It provides the leading
term in the exact high-frequency asymptotic expansion of
the reflected field. The reflection coefficient is found from

the solution of an appropriate canonical problem. For
opaque homogeneous objects, this is the Fresnel reflection
coefficient, which determines the amplitude and phase of
plane waves reflected from a planar boundary of a semi-
infinite homogeneous medium [2, pp. 474–479]. For opa-
que objects coated with thin layers, the canonical problem
is the reflection of plane waves from an infinite planar
layer. This canonical layer is tangential to the scattering
object (Fig. 6). It is homogeneous in the directions parallel
to its surface and has the same material structure in
depth as a real layer at the reflection point T. The
canonical layer is placed on the planar boundary of a
homogeneous medium with the same material properties
as a real object at the tangency point. This implies that the
field on a real coated object is determined exclusively by
its local properties in the vicinity of the reflection point.
Nonlocal contributions from various waves propagating
along the object are not treated with this approach.
Creeping and traveling waves [2, pp. 120 and 130] are
examples of such waves.

According to this GO approach, the backscattering RCS
of smooth coated objects equals

s¼ jrð0Þj2 . pR1R2 ðm
2Þ ð10Þ

where r(0) is the reflection coefficient for the normal
incidence (y¼ 0) and R1, R2 are principal radii of the
curvature of the scattering surface at the reflection point
T. In the case of isotropic objects and coatings, the reflec-
tion coefficient r(0) does not depend on the incident wave
polarization. Equation (10) is not valid for objects with
planar faces when R1¼R2¼N. It also fails for objects that
contain ruled elements (cylindrical, conical) with a recti-
linear generatrix whose radius of curvature is infinite. In
this case, the rays reflected by the object form the so-called
reflected beams, which undergo the transverse diffusion
while propagating from the object and for this reason lose
their geometrical optics structure in the far zone.

3.2. Physical Optics Approximation

This method goes back to Macdonald [21] and is based on
three concepts: GO, canonical planar layer, and equiva-
lency principle.

The first step in the physical optics (PO) approximation
is to use GO for the description of fields right on the
scattering surface where GO approximation is still valid.
The second step is to calculate the scattered field outside
the object using the equivalency principle described in the
following. Tangential components (n�E, n�H) of electric
and magnetic vectors of the total field on the scattering
surface (with the external unit normal n) can be inter-
preted as equivalent magnetic and electric currents

jm¼ � n�E ðV=mÞ

je¼n�H ðA=mÞ
ð11Þ

In the PO approach, the equivalent currents are defined
in the GO approximation. The total electromagnetic field
on the scattering object is considered approximately as the

n

Figure 5. Reflection from a planar surface. The reflected ray lies
in the plane that contains the incident ray and the unit normal
vector n to the reflecting surface.

n

θ

Canonical Layer

Opaque object
with a layer

Figure 6. A scattered field at the reflection point on a coated
scattering object is equal asymptotically (with kR1,2-N) to the
field that would be reflected from a tangential layer with the same
material properties. Due to losses, the contributions of rays and
waves propagating along the object (inside the coating) become
small and can be neglected.
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sum of the GO incident and reflected waves (EGO
¼E inc

þ

E ref, HGO
¼H inc

þH ref). Thus, the PO surface currents
are defined as

jPO
e ¼n�HGO

jPO
m ¼ � n�EGO

ð12Þ

This equation defines equivalent currents only on the
illuminated side of the opaque scattering object. On the
shadow side, these currents are assumed to be zero. In the
particular case of perfectly conducting objects, the mag-
netic current does not exist ðjPO

m ¼0Þ due to the boundary
condition n � E¼0, and the electric current equals
jPO
e ¼ 2n�Hinc according to the GO approximation.

The scattered field is found by the integration of
equivalent currents over the scattering surface S. Geome-
try of a sample scattering problem is shown in Fig. 7,
where the quantity r is the distance between the integra-
tion (r, y, f) and observation (R, W,j) points. In the far zone
ðR4kr2

maxÞ, the scattered field determined as

EW¼Z0Hj¼ ikðZ0Ae
WþAm

j Þ

Ej¼ � Z0HW¼ ikðZ0Ae
j � Am

W Þ

ð13Þ

Ae;m
¼

1

4p
eikR

R

Z

S

je;me�ikr cos OdS ð14Þ

cos O¼ cos W cos yþ sin W sin y cosðj� fÞ ð15Þ

Here, Ej,W is the electric field intensity (V/m), Hj,y is the
magnetic field intensity (A/m); Ae is the electric potential
vector (A), Am is the magnetic potential vector (V), and
Z0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
ffi 377 ðOÞ is the impedance of vacuum.

The PO approximation for the scattered field follows
from Eqs. (13) and (14) when the PO approximation given
by Eq. (12) is used for equivalent surface currents and the
integration region is restricted to the illuminated part of
the scattering surface. The line G shown in Fig. 7 is the
boundary between the illuminated and shadow sides of
the scattering surface S. The PO approach is usually

applied to large convex objects. However, it is also applic-
able to concave objects when the multiple GO reflections
are taken into account.

3.2.1. Accuracy of PO. Approximate estimations for
the PO scattered field [Eq. (13)] can be found by the
application of asymptotic techniques to the integrals [Eq.
(14)] with the PO currents [Eq. (12)]. The first term of the
asymptotic expansion found in this way is correct for the
fields scattered by smooth convex objects and planar
plates in the specular directions predicted by GO. All
higher-order terms in the PO asymptotic expansion are
incorrect. Only two exceptions exist when PO provides the
exact solution. The first is the scattering from the infinite
perfectly conducting plane. The second is the scattering
from the semiinfinite perfectly conducting paraboloid of
revolution illuminated by the plane wave incident along
the symmetry axis (22). In the latter case, the scattered
field consists of only the GO reflected rays. Reference 22
also shows that PO provides the correct second term in the
high-frequency asymptotic expansion for the specular
backscattering from any convex perfectly conducting
bodies of revolution when the incident wave propagates
in the direction parallel to the symmetry axis.

The first term of the PO asymptotic expansion for the
field scattered by smooth convex objects in specular direc-
tions represents the GO reflected rays [2, pp. 50–62].
Therefore, for such objects the PO value of RCS in spec-
ular directions is asymptotically (with k-N) equivalent
to the GO estimation. However, it is well known that GO is
valid only away from the forward direction, i.e., from the
shadow boundary of the incident rays. But PO is more
general than GO and is applicable in the vicinity of this
direction. All known results show that the first term of the
PO asymptotic expansion for the field scattered in the
forward direction is correct and leads to the following RCS
for large opaque objects:

s¼ 4p
A2

l2
ðm2Þ ð16Þ

Here, the quantity A is the area of the scattering object
projection on the plane perpendicular to the direction of
the incident wave propagation.

Reference 23 contains similar PO estimations for thin
semitransparent plates. The field on the plate surface is
defined by complex reflection and transmission coefficients
which depend on the incidence angle (g) and polarization
of the incident wave. The incident wave with an arbitrary
linear polarization can be decomposed into two indepen-
dent waves with orthogonal polarizations. A decomposi-
tion is chosen such that either the electric or magnetic
vector of the incident wave is parallel to the plate. In the
first case, denote the reflection and transmission coeffi-
cients for the electric vector as re(g) and te(g), respectively.
Similar coefficients, rh(g) and th(g), for the magnetic vector
describe the plate when the magnetic vector of the
incident wave is parallel to the plate. Reference 2
(pp. 479–499) contains instructions for the calculation
of these coefficients. Two directions of scattering are of

n
z

x

y

r

Γ

R

ρ

Ω

P

S

Figure 7. Schematics of a scattering problem: S is the surface of
the scattering object; the dashed part of this surface (with the
boundary G) is located in the shadow region which is hidden from
the incident rays.
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greatest interest. The first is the direction of specular
reflection, W¼ p� g, and the second is the forward direc-
tion, W¼ g (Fig. 8). According to (23), the PO approxima-
tions of RCS in the specular direction are given by

seðp� gÞ¼ 4p
A2

l2
jreðgÞj2

shðp� gÞ¼ 4p
A2

l2
jrhðgÞj2

ð17Þ

and in the forward direction by

seðgÞ¼ 4p
A2

l2
j1� teðgÞj2

shðgÞ¼ 4p
A2

l2
j1� thðgÞj2

ð18Þ

where the quantity A is the same as in Eq. (16). This is the
area of the plate projected on the plane perpendicular to
the direction of the incident wave. Equations (17) and (18)
are applicable for planar plates of an arbitrary shape
under the condition Abl2. This means that the grazing
angles (gEp/2) cannot be treated with these equations.

Known results for perfectly conducting plates (|re,h(g)|
¼ 1, |te,h(g)|¼ 0) show that PO estimations given in Eqs.
(17) and (18) are correct. These equations also give the
correct result, sh(p/2)¼0, for perfectly conducting plates
under the grazing incidence. In this case, the incident
wave does not undergo diffraction because its electric
vector is perpendicular to the plate surface. PO describes
satisfactorily the field scattered from large conducting
plates not only in the specular and forward directions
corresponding to mainlobes in the directivity pattern, but
also in the directions of neighboring sidelobes. However,
PO fails to predict a field level in minimums of
the directivity pattern (Figs. 7–19 and 7–20 on p. 509 of
Ref. 2) and does not satisfy the reciprocity principle.

The PO currents given by Eq. (12) are discontinuous on
the shadow boundary of a scattering surface. The PO field

contains spurious waves from such a boundary in the case
of smooth scattering surfaces (Fig. 9). A similar current
discontinuity on scattering objects with edges results in
edge waves. If the scattering edge is visible from the
observation point, such an edge wave does exist. The PO
edge waves coming from invisible edges are spurious
shooting-through waves (Fig. 10). Such shooting-through
waves do not occur in the backscattering direction. All PO
spurious waves can be removed by neglecting the corres-
ponding terms in the asymptotic expansion of the integral
in Eq. (14). For real edge waves, even the first-order term
of their PO asymptotic expansion is incorrect. This defect
is remedied in PTD by the inclusion of the field radiated
by the so-called nonuniform currents arising from the
diffraction of the incident wave at edges [14,15,30].

One should emphasize a special role of PO in PTD. PO
is a constitutive part of PTD. Therefore, the PO’s first- and
higher-order asymptotic terms are integral parts of the
PTD asymptotic expansions for the total scattered field.
For example, the terms with coefficients (3d/16a) in the
PTD equations (99) and (100) of (15) are exactly the PO’s
second-order terms in the asymptotic expansion of the
field scattered by a perfectly conducting cylinder of finite
length.

3.2.2. Polarization of the PO Scattered Field. In general
cases, components EW and Ej in Eq. (13) have different
amplitudes and phases. This results in the elliptic polar-
ization of the scattered field even in the case when the
incident wave is linearly polarized. This means that
the electric vector of the scattered field rotates with
the angular frequency o¼ k � c and its endpoint traces
an ellipse. The direction of rotation (clockwise or

z
ϑ

ϑ = γ

S

ϑ = π − γ  
   

A

Figure 8. Directions of the forward (W¼ g) and specular (W¼
p� g) scattering from the plate S. The dashed line A denotes the
projection of the plate S.

1
2

Figure 9. The PO current given by Eq. (12) is discontinuous at
the shadow boundary of the scattering surface. This leads to
spurious waves (1 and 2) in the case of a smooth scattering
surface.

1 2

3

Figure 10. A scattered field is generated by the induced surface
currents. Any approximations for these currents can result in the
appearance of nonphysical components in the scattered field. In
particular, the PO currents create spurious shooting-through
edge waves (1, 2, and 3) passing through an opaque object.
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counterclockwise) is determined by the phase shift
between components EW and Ej. The lengths of the
elliptical axes are determined by the amplitudes of these
components. Due to diffraction, the scattered field can
contain an electric field component perpendicular to the
incident wave polarization. This phenomenon is known as
depolarization, or cross-polarization.

The PO field scattered by arbitrary perfectly conduct-
ing objects in the backscattering direction does not contain
the cross-polarized component [2, p. 56]. It is assumed
only that no multiple GO reflections occur on the object’s
surface. This PO result is correct for scattering objects
with certain symmetry. These are objects with a symmetry
plane parallel to both the electric (or magnetic) vector of
the incident wave and the direction of its propagation.
Each element of such a scattering object may create the
cross-polarized component. But because of the symmetry,
the cross-polarized components from symmetric elements
cancel each other in the backscattering direction (Fig. 11).
A convex smooth body of revolution whose symmetry axis
is parallel to the incident wave direction is a simple
example of such an object. A symmetric plate, illuminated
by the plane wave whose electric (or magnetic) vector and
direction of propagation are parallel to the symmetry
plane, is another example where the backscattered field
does not contain a cross-polarized component (Fig. 12).

As stated previously, the first term of the PO
high-frequency asymptotic expansion represents the GO
reflected ray. This ray contains the cross–polarized com-
ponent when the electric vector of the incident ray makes
any angle different from 01 and 901 with the incidence
plane at the reflection point. This is the case when PO
correctly describes depolarization of the scattered field in
the high-frequency asymptotic limit (k-N). However, PO
fails to predict all depolarization effects caused by the
diffraction part of equivalent surface currents.

3.2.3. Bistatic RCS. Bistatic RCS determines the power
flux density of electromagnetic waves scattered by the
object in an arbitrary direction. The angle between
the directions to the transmitter and receiver is called

the bistatic angle. Monostatic, or backscattering, RCS is a
particular case of bistatic RCS when the bistatic angle
equals zero. Some PO results for bistatic RCS have
already been discussed. This section addresses the inter-
relationships between bistatic and monostatic RCS.

Using PO, one can prove the following statement:

For perfectly conducting bodies which are sufficiently smooth,
in the limit of vanishing wavelength, the bistatic cross section
is equal to the monostatic cross section at the bisector of the
bistatic angle between the direction to the transmitter and
receiver. [1, pp. 157–160; 2, p. 11]

There is a simple physical explanation for this result.
As already stated, the first term of the PO asymptotic
expansion for the field scattered by smooth objects exactly
equals the GO expression for the reflected rays. The
monostatic RCS caused by these rays is given by
Eq. (10). In the case of perfectly conducting objects, this
equation reduces to

s¼pR1R2 ð19Þ

It should be noted that this equation is valid also for the
bistatic RCS, which therefore does not depend on the
bistatic angle b¼ 2W (Figs. 5 and 6). This follows directly
from Eqs. (5.32), (6.19), and (6.20), given by Fock [19,
Chap. 8]:

EðrÞ¼
1

2
Eð0Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
R1R2

p eiks

s

HðrÞ¼
1

2
Hð0Þ

ffiffiffiffiffiffiffiffiffiffiffiffi
R1R2

p eiks

s

ð20Þ

These expressions describe the field reflected by smooth
convex objects at a far distance (sbR1,2) from the reflec-
tion point for any incidence angle (0rWop/2). In the case
of reflection from concave surfaces, the reflected field
acquires the additional phase shift of (� p/2) in passing
through a focus of reflected rays. Vectors E(0) and H(0)

Ecr Ecr

E inc

EE

S

y

x

Figure 11. Backscattering without depolarization from a sym-
metric perfectly conducting surface S. The incident wave direc-
tion is parallel to the symmetry plane y–z. Vectors Ecr are the
cross-polarized components of the reflected field. Due to the
symmetry, they cancel each other.

E incS

y

x

Figure 12. Backscattering without depolarization from a per-
fectly conducting plate S. The incident wave direction is parallel
to the symmetry plane y–z. Cross-polarized components scattered
by the left and right parts of the plate are symmetric and
completely cancel each other.
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denote the reflected field at the reflection point. Expres-
sions (20) clearly show that the GO reflected field really
does not depend on the incidence angle. As a result,
the bistatic RCS does not depend on the bistatic angle
and is the same as the monostatic RCS at the bisector
direction that is perpendicular to the scattering surface
at the reflection point. Thus, the cited equivalence be-
tween the bistatic and monostatic RCS is a pure GO effect
and is fulfilled asymptotically (with k-N) only in the
ray region, away from the shadow boundary behind the
scattering object. It is also clear that this equivalence is
not valid when the scattered field contains multiple
reflected rays arising from concave parts of the scattering
surface. Reference 1 (pp. 160–183) presents additional
results for bistatic RCS of some typical objects found using
PO and other approximations.

In the case of coated smooth objects, Eq. (20) leads to
the bistatic RCS

sðWÞ¼ jre;hðWÞj2pR1R2 ð21Þ

where the reflection coefficients re,h(W) depend on the
polarization and direction of the incident wave. Therefore,
the asymptotic equivalence between bistatic and mono-
static RCS can be valid only for those bistatic angles
where |re,h(W)|¼|re,h(0)|.

This discussion relates to the situation where the
bistatic scattered field is produced by a single scattering
source (the reflection point). The field scattered by com-
plex objects can have many sources (scattering centers) on
the object’s surface. Figure 13 illustrates the bistatic
scattering from the center located at the point (xn, yn, zn).
The origin of Cartesian coordinates is somewhere inside
the scattering object. The z axis is directed along the
bisector of the bistatic angle b. In the far zone, the bistatic
scattered field can be represented as the sum of partial
contributions from all scattering centers [4, pp. 983–988]:

uðbÞ¼
eikR

R

X

n

vne�2ikzn cosðb=2Þ ð22Þ

Here, u is either the electric or magnetic vector of the total
scattered field; R is the distance from the origin to the
observation point. Vector vn determines the amplitude and

polarization of the wave generated by the nth scattering
center. Suppose that vectors vn and the number of scatter-
ing centers are constant inside the 0rbrbmax. Assume
also that coordinates zn of scattering centers do not
depend on the bistatic angle b, while coordinates xn and
yn can be functions of this angle. Under these conditions,
the monostatic field scattered in the bisector direction
equals

uð0Þ¼
eikR

R

X

n

vne�2ikzn ð23Þ

Comparisons of Eqs. (22) and (23) show that the bistatic
RCS, s(b, k), at the frequency o¼ c �k will be equal to the
monostatic RCS, s[0, k cos(b/2)], at the frequency o¼
c �k � cos(b/2). This equality requires the additional as-
sumption that each vector vn is constant in the frequency
band [c �k cos(b/2)rorc �k]. The derivation, some appli-
cations, and restrictions of this equivalence relation are
presented in Ref. 4 (pp. 983–988). In particular, this
reference notes that this equivalence is not true for the
bistatic scattering from spheres when the bistatic angle
exceeds one degree and the sphere radius is less than 6l.
Before applying this equivalence in practice, we must first
check carefully that all assumptions made in this scatter-
ing model are really fulfilled. One can expect that this
approximate model can be reasonable only for small
bistatic angles.

3.2.4. PTD as an Extension of PO. PTD is a natural
extension of PO [14,15,24,30]. In PTD, the PO current
given by Eq. (12) is considered as the uniform component
( j0) of the total surface current and is supplemented by
the additional, nonuniform component ( j1). In contrast to
the PO current that has the GO origin, the nonuniform
current is caused by diffraction at smooth bendings, sharp
edges, corners, and any other geometric discontinuity and
material inhomogeneity on the scattering surfaces. Creep-
ing and edge current waves are examples of such a
current. The field generated by the nonuniform current
represents the PTD contribution to the scattered field.
Exact analytical expressions for nonuniform currents are
not available. Therefore, one has to find their high-fre-
quency approximations by the solution of appropriate
canonical problems. In this manner, Fock developed spe-
cial functions that describe the nonuniform current on
smooth convex objects in the vicinity of the shadow
boundary [19]. The Sommerfeld solution of the wedge
canonical problem is used for the asymptotic description
of the nonuniform current near perfectly conducting edges
[14,15,24,30]. The concept of uniform and nonuniform
currents plays a key role in PTD and those hybrid
techniques that combine direct numerical methods with
high-frequency asymptotic approximations [6,17,18]. Re-
ference 15 shows that PTD properly defines the leading
term in the high-frequency asymptotic expansions for
primary and multiple edge waves. A close connection
exists between PTD and GTD. The latter automatically
follows from the PTD integrals when they are evaluated

R

x

y
(x , yn , zn)

R

z
β/2

β/2

n 

Figure 13. Geometry of the bistatic scattering problem. A solid
winding line represents a scattering object with many scattering
centers (xn, yn, zn). The scattering direction forms the angle b
with the direction of the incident wave.
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by the stationary phase technique [15, pp. 136–138]. Some
PTD results are presented in the next section.

4. BACKSCATTERING RCS OF SIMPLE SHAPES

This section contains examples of PO estimations for RCS
of simple objects. Whenever possible, these estimations
are accompanied by more precise PTD counterparts that
include the contributions of primary edge waves gener-
ated by the nonuniform edge currents. Only objects with
symmetry of revolution are considered. All given data are
taken from Refs. 15, 16, and 30. Exact, numerical solu-
tions of scattering problems for bodies of revolution can be
found, for example, in Refs. 6, 18, and 25.

4.1. Semitransparent Disk

The geometry of this scattering problem is shown in Fig. 8.
The backscattering direction is determined by the sphe-
rical coordinates W¼ p� g, j¼ � p/2. The disk radius is
denoted by the letter a. The incident wave can have either
E or H polarization. In the first case, the electric vector is
perpendicular to the incidence plane and parallel to the
disk face. The disk properties are described by the reflec-
tion and transmission coefficients, re(g), te(g), with respect
to the electric vector. In the case of H polarization, the
magnetic vector of the incident wave is perpendicular to
the incident plane and parallel to the disk face. The
reflection and transmission coefficients, rh(g), th(g), deter-
mine the magnetic vector on the front (z¼ � 0) and rear
(z¼ þ 0) faces of the disk, respectively. According to
Eq. (67) in (23), the backscattering RCS is given by

sPO
e ðgÞ¼ jreðgÞj2pa2½J1ð2ka sin gÞ�2 cot2 g

sPO
h ðgÞ¼ jrhðgÞj2pa2½J1ð2ka sin gÞ�2 cot2 g

ð24Þ

where J1(x) is the Bessel function and the incidence angle
is restricted by the values 0rgop/2. For perfectly con-
ducting disks, one should put re(g)¼ � 1 and rh(g)¼ þ 1.
Then, in the case of the normal incidence (g¼ 0), Eq. (24)
reduces to

sPO
e ¼ sPO

h ¼ pa2ðkaÞ2 ð25Þ

Figure 7-24 on p. 514 of Ref. 2 shows that this equation is
in good agreement with the exact results when kaZ5.
Note also that Eq. (18), with A¼ pa2 cos g, determines the
PO bistatic RCS of this disk for the forward direction
(W¼ g). PTD estimations for RCS of a perfectly conducting
disk are presented in Chaps. 2 and 5 of Ref. 14. See also
pp. 514–521 of Ref. 2. Some important corrections in the
PTD expressions for bistatic scattering from a disk are
given in Ref. 24. Contributions of multiple edge waves to
forward scattering are presented in Ref. 15 (pp. 149–151).

4.2. Circular Cone

Geometric parameters of a perfectly conducting cone are
shown in Fig. 14. The incident wave direction is parallel to
the symmetry axis of the cone. The PO backscattering

RCS is given by Eqs. (17.06) and (17.09) in (4) [see also
Eqs. (2.4.7) and Eq. (2.4.10) in Ref. 30]

sPO¼ pa2 .
1

ka
tan2 a sin kl� tan aeikl

����

����
2

ð26Þ

where the cone length equals l¼a cot a. To clarify the
physics in this equation, we rewrite it as

sPO¼pa2 i

2ka
tan ae�ikl � tan aþ

i

2ka
tan a

� �
eikl

����

����
2

ð27Þ

The first term (with exponential e� ikl) is related to the
wave scattered by the cone tip. Comparison with the exact
solution [3, Fig. 18.15, p. 691] shows that this PO approxi-
mation is quite satisfactory for all cone angles (0rarp/2).
The second term (with the exponential eikl) describes the
edge wave contribution. This PO approximation is incor-
rect. PTD takes into account the additional contribution
from the nonuniform (diffraction) currents located near
the cone edge and provides a more accurate result, given
by Eqs. (17.06) and (17.08) in Ref. 14 [see also Eqs. (2.4.7)
and (2.4.9) in Ref. 30]

sPTD¼ pa2 .
1

ka
tan2 a sin klþ

2

n
sin

p
n

cos
p
n
� cos

2a
n

eikl

�������

�������

2

ð28Þ

where n¼ 3
2 þ a=p. When the cone transforms into the disk

(a-p/2, l-0) the previous expressions reduce to

sPO¼ sPTD¼ pa2ðkaÞ2 ð29Þ

which coincides with Eq. (25).

4.3. Paraboloid

The directrix of a paraboloid is given by the equation
r¼2pz where p¼a tan a (Fig. 15). The length of the
paraboloid equals l¼a2/(2p)¼ (a/2)cot a. The angle a is
formed by the symmetry axis z and the tangent to the
directrix at the point z¼ l. The radius of the paraboloid
base equals a. The incident wave propagates in the
positive direction of the z axis. According to Eq. (18.02)

l

2a
α

Figure 14. Backscattering from a truncated cone. The base
diameter of the cone (2a) is large compared to the wavelength.
The length of the cone (l) can be arbitrary. In the limiting case l¼
0, the cone transforms into a disk.
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in Ref. 14 (see also Sect. 2.5 in Ref. 30), the PO back-
scattering RCS of a perfectly conducting paraboloid equals

sPO¼4pa2 tan2 a sin2 kl ð30Þ

This equation can be written in another form as

sPO¼pa2 tan2 a . je�ikl � eiklj2 ð31Þ

which is more convenient for the physical analysis. The
term with the exponential e� ikl gives the correct contribu-
tion of the specular reflection from the paraboloid tip.
The term with the exponential eikl represents the edge
wave contribution and is wrong. PTD includes the addi-
tional contribution from the nonuniform edge currents
and provides the correct result, given by Eq. (18.04) in
Ref. 14 [see also Eq. (2.5.4) in Ref. 30]

sPTD¼ pa2 tan aþ

2

n
sin

p
n

cos
p
n
� cos

2a
n

e2ikl

�������

�������

2

ð32Þ

where n¼ 3
2 þ a=p. When the paraboloid transforms

into the disk (a-p/2 and l-0), these expressions reduce
to Eq. (29).

4.4. Truncated Sphere

The geometry of this scattering problem is shown in
Fig. 16. The angle a is formed by the tangent to the sphere
generatrix and the symmetry axis. The sphere radius
equals r¼a/cos a, where a is the base radius. The length
of the truncated sphere equals l¼r � (1� sin a). It is
assumed that lrr. The PO backscattering RCS of a
perfectly conducting sphere equals [14, Eq. (19.05); 30,
Eq. (2.6.2)]

sPO¼ pa2 1

cos a
�

i

2ka
� tan a�

i

2ka

� �
e2ikl

����

����
2

ð33Þ

In this equation, the first two terms represent the specular
reflection from the sphere, and both are correct. The third
term (with the exponential e2ikl) gives the contribution

from the edge and it is wrong. With kab1, Eq. (33)
simplifies to

sPO¼pa2 1

cos a
� tan ae2ikl

����

����
2

ð34Þ

When a¼ 0, the latter gives the RCS of a hemisphere,
s¼ pa2. The PTD backscattering RCS is determined by
Eq. (19.12) in Ref. 14 [Eq. (2.6.8) in Ref. 30]

sPTD¼ pa2 1

cos a
þ

2

n
sin

p
n

cos
p
n
� cos

2a
n

e2ikl

�������

�������

2

ð35Þ

where n¼ 3
2 þ a=p. When the sphere transforms into the

disk (a-p/2,r-N,l-0), Eqs. (34) and (35) reduce exactly
to Eq. (29).

4.5. Circular Cylinder with Flat Ends

The diameter and length of a perfectly conducting cylinder
are assumed to be large as compared with the wavelength
of the incident wave. PO and PTD estimations for back-
scattering RCS are developed in Chap. 3 of Ref. 14. They
are also presented in Ref. 2 (pp. 308–312). PTD asymptotic
expressions for bistatic RCS are given in Ref. 15 (pp.
152–154).

5. BACKSCATTERING FROM COMPLEX OBJECTS
AND STEALTH PROBLEMS

Computer codes based on GTD, PTD, and on their hybri-
dizations have been developed for prediction of high-
frequency scattering from complex perfectly conducting
objects. Relevant references can be found in Refs. 16 and
18 and in special issues of Proc. IEEE (1989), IEEE Trans.
Anten. Propag. (1989), and Annales des Telecommunica-
tions (1995), which are mentioned in the Further Reading
list. Note also the XPATCH code (based on the shooting-
and-bouncing ray technique and PTD), which allows the
calculation of backscattering from complex geometries.
Information about this code is published in IEEE Trans.

l

α

2a

Figure 15. Backscattering from a truncated paraboloid. The
base diameter of the paraboloid (2a) is large compared to the
wavelength. The length of the paraboloid (l) can be arbitrary. In
the limiting case l¼0, the paraboloid transforms into a disk.

l

2a

α

Figure 16. Backscattering from a truncated sphere. The base
diameter of the sphere (2a) is large compared to the wavelength.
The length of the sphere (l) can be arbitrary. In the limiting case l

¼0, the sphere transforms into a disk.
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Anten. Propag. Mag. 36(1):65–69 (1994). Computer codes
interfaced with graphical utilities of workstations can
display three-dimensional chromatic views of scattering
centers and magnitudes of their contributions to RCS.
This is the end result of complicated computations. How-
ever, a part of this can be obtained without any computa-
tions. Nature can show us the location of all scattering
centers if we bring a small metallized model of the
scattering object into an anechoic optical chamber and
illuminate the model by the light. Bright shining points
(scattering centers) seen on a scattering object are exactly
those from which the radar waves will be reflected toward
the radar, if we look at the object from the light source
direction. (The following text is taken from Ref. 16 and
slightly modified.)

The locations of these points do not depend on the
frequency of incident electromagnetic waves, and they are
determined completely by the location of the light source
(the radar), the observer, and the scattering object. These
shining points obey the Fermat principle. This means that
the path along the ray between the source, the reflection
point, and the observer is extremal (minimal or maximal)
in comparison with similar paths corresponding to neigh-
boring points on the object’s surface. A more detailed
description of the Fermat principle is presented, for ex-
ample, in Sect. 3.3.2 in Ref. 20.

Waves reflected from discrete shining points located on
the smooth parts of the scattering object represent the
usual geometric optics reflected rays. Waves reflected from
discrete shining points located on edges, tips, and corners
are diffracted rays. The farthest shining points on a
smooth object—those located on the boundary between
visible and invisible sides of the object—create surface
diffracted rays.

As the orientation of the object is changed, the shining
points move along the object. Some of them can merge
with each other and create a brighter point. In this case
our eyes (i.e., the radar) are located on a caustic that is the
envelope of merged rays.

We can also observe bright shining lines and bright
shining spots on the object, which contain an infinite
number of continuously distributed shining points. Their
important property is that the optical path through a
shining point from the source to the observer is constant
for all of these points. It is assumed here that the source
and observer are far from the scattering object. All
waves reflected from these points reach the observer
with the same phase. From the mathematical point of
view, each such point is a stationary point of the infinite
order; the derivatives (of any higher order) of the wave
phase along the shining line (or along the shining spots)
are zero at these points.

Shining spots and lines located on smooth parts of the
scattering surface generate powerful reflected beams
(such as those radiated by reflector antennas) that repre-
sent the strongest contributors to RCS. Shining edge lines
create edge-diffracted beams whose contributions can be
comparable with those from ordinary reflected rays.

It is difficult to model in optics the electromagnetic
properties of realistic scattering surfaces for the radar
frequency band. But the optical modeling can be used to

identify the scattering centers and to control them by an
appropriate shaping of the scattering surface. As it is well
known, one of the basic ideas of the current stealth technol-
ogy is to use an appropriate body shaping and to shift all
reflected beams and rays away from the directions to the
radar. See, for example, Refs. 2 and 16, and the radar cross-
section handbooks mentioned in the reading list. Some
interesting details about the development of stealth tech-
nology in the United States are presented in Refs. 26–28.

The second idea of stealth technology is traditional: to
use radar absorbing materials (RAMs) and composite
structures in order to reduce the intensity of reflected
beams and rays. References 2,16, and 29, and radar
handbooks (mentioned in the reading list) describe funda-
mental concepts used in the design and application of
RAMs. We present here some details taken from Ref. 16.
In order to use RAMs efficiently, it is necessary to place an
electric (magnetic) RAM in the region where the average
electric (magnetic) field is maximal. Location of these
regions in the vicinity of real objects depends on many
factors, such as the radar frequency, geometry, size, and
electrical properties of the object, as well as properties of
materials intended for absorption. Identification of such
regions and optimization of the RAM parameters to mini-
mize RCS is a very complex problem. Its solution is
attainable only in some simple cases. Most of these relate
to absorbing layers on an infinite metallic plane. From the
physical point of view such absorbing layers can be
considered as open resonators that can support eigenos-
cillations. Frequencies of eigenoscillations are complex
quantities. Their imaginary part is responsible for the
loss inside the resonator and radiation from the resonator.
It turns out that the minimal reflection from such reso-
nators happens when the frequency of an incident wave is
close to the real part of the resonator eigenfrequency.

Note that thin electric RAMs are not efficient when
applied on metallic objects. This is due to the boundary
condition; the tangential component of the electric field is
very small on the metal surface. On the contrary, magnetic
absorbing materials can be applied directly to the surface
of a metallic object. This is an important advantage of
magnetic materials over electric ones.

However, any RAMs (electric, magnetic, and hybrid)
homogeneous in the direction parallel to the reflecting
plate are not efficient for grazing incidence (yE901, in
Fig. 5). In this case, the reflection coefficient tends to unity
independently of the incident wave polarization when
y-901. This is a fundamental limitation of ordinary
RAMs. They do not work against grazing incident waves.
That is why ordinary RAMs do not reduce forward scat-
tering. Actually, the RAM terminology is justified only for
incidence angles that are not too far from y¼ 0 and when
the reflection coefficient is small enough.

There is another reason why RAMs are not efficient
against the forward scattering. Any large opaque scatter-
ing objects act like a lens focusing the scattered field in the
forward direction. As shown in Refs. 15, 23, and 30, the
forward scattering can be interpreted as the shadow ra-
diation generated by the black bodies (perfectly absorbing
objects whose reflection coefficient equal zero). In Ref. 23
(see also Refs. 15 and 30), it was established that the total
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power of the shadow radiation in all directions equals one-
half of the total power scattered by a perfectly reflecting
body (of the same shape and size as the black body). This
fundamental law means that the total power of the scat-
tered field cannot be reduced with application of any radar
absorbing coatings more than by a factor of 1/2.

Various geometric and material inhomogeneities on the
scattering surface can partially transform the incident
wave into surface waves propagating along absorbing
layers. This may be used to further reduce the RCS.
However, this idea has two essential defects: (1) any
inhomogeneity creates an additional undesirable scat-
tered field and (2) it is not a simple problem to design
an absorbing layer that would allow the propagation of
surface waves. To support surface waves with electric
vector parallel to the incidence plane, the surface impe-
dance must be inductive. But the surface impedance must
be capacitive to support surface waves with the electric
vector perpendicular to the incidence plane. This means
that the surface impedance, and therefore the absorbing
layer, must depend on the radar polarization with respect
to the incidence plane. But this plane is different at
different points of the scattering surface and different at
the same point when the scattering object changes its
orientation with respect to radar. It is very difficult and
probably impossible to design such an absorber, especially
against radars with circular polarization. However, for
some chosen orientations of the object and for an appro-
priate polarization of the incident wave, this might not be
a hopeless problem.

Development of efficient hybrid techniques and compu-
ter codes to predict RCS of large complex objects with
realistic materials and research efforts to overcome the
abovementioned physical limitations in RCS reduction
represent challenging problems for future stealth technol-
ogy. One can expect that future advanced computer codes
will contain as necessary constitutive components the
known high-frequency techniques (such as GTD, PTD,
and the uniform theory of diffraction) extended for coated
and composite objects. Diffraction coefficients used in
these techniques can be determined by the numerical
solution of appropriate canonical problems. Direct numer-
ical methods should be used for calculation of scattering
from those elements of the scattering object that cannot be
treated by high-frequency methods. Diffraction interac-
tion between the object’s elements handled by high-fre-
quency techniques and by direct numerical methods can
be described by the surface integral equations.
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FURTHER READING

This section contains short comments on some related references.

P. C. Fritch, ed., Radar Reflectivity, special issue of Proc. IEEE

53(8) (Aug. 1965). [The first attempt to sum up basic results in
the field of RCS. Includes a comprehensive subject index, about
1500 titles (pp. 1025–1064).]

J. W. Crispin Jr. and K. M. Siegel, eds., Methods of Radar Cross

Section Analysis, Academic Press, New York, 1968. [Includes a
short historical survey of high-frequency approximations. Con-
tains results of such approximations for monostatic and bi-
static RCS of simple objects. States a strategy of RCS
calculations for complex objects. Some results are conveniently
summarized in tables. Table 5 on p. 147 contains expressions
for RCS in the Rayleigh region (for objects small in comparison
with wavelength). High-frequency monostatic and bistatic
RCS are given in Tables 7 and 8 on pp. 168, 169, 171.]

G. T. Ruck, D. E. Barrick, W. D. Stuart, and C. K. Kirchbaum,
Radar Cross-Sections Handbook, Plenum Press, New York,
1970. [This is a real encyclopedia of RCS, which includes most
results obtained before 1970. It contains numerous theoretical
and experimental results for both perfectly conducting and
absorbing objects. The physical theory of diffraction (PTD) is
mentioned here as the Sommerfeld–Macdonald technique.
Equation (5.1-54), presented on p. 351, for the bistatic RCS
of an ellipsoid is incorrect. In the particular case when an
ellipsoid transforms into a sphere, this equation does not
provide the bistatic RCS for the sphere, s¼pa2. Instead it
leads to the wrong quantity s¼pa2/(1þ cosb)2, where b is the
bistatic angle.]

J. J. Bowman, T. B. A. Senior, and P. L. E. Uslenghi, eds.,
Electromagnetic and Acoustic Scattering by Simple Shapes,
Hemisphere Publishing, New York, 1987. (Contains a compre-
hensive collection of theoretical results for RCS of simple
objects which allow the exact solutions of diffraction problems.
Both low-frequency and high-frequency approximations are
presented as well.)

M. Skolnik, ed., Radar Handbook, McGraw-Hill, New York, 1970.
(Contains many results of measurements and calculations for
RCS. Calculations were carried out mostly by the physical
optics approach and GTD. Analytical expressions for RCS are
not given.)

W. R. Stone, ed., Radar Cross Sections of Complex Objects,
special issue of Proc. IEEE 77(5) (May 1989); W. R. Stone,
ed., Radar Cross Sections of Complex Objects, special issue
of IEEE Trans. Anten. Propag. 37(5) (May 1989). [These
two references contain many theoretical results concerning
RCS for complex objects (perfectly conducting objects with
complex shapes and simple objects with complex boundary
conditions).]

W. R. Stone, ed., Radar Cross Sections of Complex Objects, IEEE
Press, New York, 1989. (This book consists of a collection of

articles. It includes expanded versions of about half of the
papers published in two previously mentioned special issues. It
also contains papers written especially for this book and
reprints of some earlier key papers.)

J. M. Bernard, G. Pelosi, and P. Ya. Ufimtsev, eds., Radar Cross

Sections of Complex Objects, special issue of French journal
Annales des Telecommunications 50(5–6) (May–June 1995)
(published in English with abstracts translated into French).
(Contains the asymptotic analysis of RCS for higher-order
curved surfaces, physical theory of slope diffraction, PO and
PTD analysis of trihedral corner reflectors, a selective review
of some numerical methods for electromagnetic scattering, and
some other results.)

The following three books contain additional information on RCS.
They include concise descriptions of basic exact and approx-
imate techniques for prediction of RCS, they introduce meth-
ods of RCS enhancement and reduction, and they contain a
large number of calculated and measured data for RCS of
many typical simple and complex objects. The books comple-
ment each other, with emphasis on different aspects in the field
of RCS.

A. L. Maffett, Topics for a Statistical Description of Radar

Cross Section, Wiley, New York, 1989. (This book treats
the subject of RCS with special emphasis on statistical
aspects and applications. It reflects broad interests of the
author: from historical background and perspective through
analytical and numerical methods of RCS calculation and
RCS measurements to elements of detection theory, investiga-
tion of anisotropic layers, and the inverse problem for aniso-
tropic materials with diagonal permittivity and permeability
tensors.)

A. K. Bhattacharyya and D. L. Sengupta, Radar Cross Section

Analysis and Control, Artech House, Boston–London, 1991.
[The book concentrates on deliberate changes of RCS (en-
hancement and reduction). It contains a useful table (p. 108)
that represents in concise form the comparison of different
methods available for RCS analysis, with discussion of their
advantages, disadvantages, and possible applications. It also
complements other books by inclusion of the Maluzhinets
function, which plays a fundamental role in the theory of
scattering by absorbing objects with sharp edges or with
impedance discontinuities. The computer code for the calcula-
tion of this important function is provided in the appendix of
the book.]

E. F. Knott, J. F. Schaffer, and M. T. Tuley, Radar Cross Section,
2nd ed., Artech House, Boston–London, 1993. [This book
presents updated material that covers most aspects of RCS:
radar fundamentals, radar detection, RCS prediction, RCS
reduction, radar absorbing materials, and RCS measurements.
Chapter 14 can be especially useful for a brief review. It
contains a table (p. 562) with RCS estimations, as well as the
RCS data presentation formats and data reduction recipes.]

P. Ya. Ufimtsev, Comments on diffraction principles and
limitations of RCS reduction techniques, Proc. IEEE

84:1830–1851 (1996). (RCS reduction techniques are discussed
briefly from the physical point of view. Attention is concen-
trated on the physical structure of radar waves scattered
from large objects. Possible passive and active techniques to
control and reduce reflected beams, rays, and shadow radiation
as well as potential limitations of these techniques are con-
sidered. In particular, it is emphasized that grazing reflected
rays and shadow radiation cannot be eliminated by absorbing
materials.)

R. C. Hansen, ed., Geometrical Theory of Diffraction, IEEE Press,
New York, 1981. (This book consists of a collection of articles. It
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contains key papers on GTD, asymptotic solutions of some
canonical problems, and applications-oriented papers.)

Many scattering objects contain nonmetallic materials, com-
posites, and various layered structures. To simplify the solu-
tion of scattering problems for such objects, it is often practical
to apply approximate boundary conditions. These conditions
are enforced on the external surface of the object and contain
important information about the internal structure of the
scattering object. As a result, this approximation allows one
to substantially reduce the spatial region under investigation.
The two following books present the development and applica-
tions of this approximation technique.

T. B. A. Senior and J. L. Volakis, Approximate Boundary Condi-
tions in Electromagnetics, The Institution of Electrical Engi-
neering, London, 1995.

D. J. Hoppe and Y. Rahmat-Samii, Impedance Boundary Condi-

tion in Electromagnetics, Taylor & Francis, Washington, DC,
1995.

P. Ya. Ufimtsev, Theory of Edge Diffraction in Electromagnetics,
Tech Science Press, Encino, CA, 2003. [Among the fundamen-
tal results of this theory are the following: (1) The theory of
black bodies that is important for understanding of physics of
diffraction, especially of scattering at large bistatic angles.
This theory also determines the diffraction limit for reduction
of the total scattered power by application of radar absorbing
coatings. (2) PTD estimations of RSC for bodies of revolution.
(3) Extension of PTD for scattering objects with concave ele-
ments. (4) Analysis of diffraction problems (wedge, strips, di-
poles) based on the parabolic equation method. (5)
Investigation of multiple edge diffraction at a single strip and
at an open resonator formed by two strips. Exact and asymp-
totic expressions are found for the current on the strip and for
the far field that are valid for arbitary directions of incidence
and observation. These expressions allow the calculation of the
current and the far field with arbitrary high precision].

BANDPASS FILTERS

JAIME RAMIREZ-ANGULO

New Mexico State University
Las Cruces, New Mexico

A bandpass filter is an electrical device that passes the
spectral components of an electrical signal around a cer-
tain frequency f0 with little or no attenuation, while it
mostly rejects other spectral components (Fig. 1). Band-
pass filters are common building blocks of many electronic
systems. They find applications in diverse fields such as
communications, audio, instrumentation, and biomedi-
cine. To illustrate a typical application of a bandpass fil-
ter, consider the simultaneous transmission of n signals in
one communications channel using frequency multiplex-
ing techniques. The signals can share the same channel
because their individual frequency spectra are shifted so
that they occupy nonoverlapping regions (or bands) of the
frequency spectrum. Frequency modulation is used to
shift the baseband spectrum of each of the signals (cen-
tered originally at zero frequency or dc) to center frequen-
cies f01, f02, y , f0n (Fig. 2). In order to avoid overlapping,

the center frequencies must have a minimum separation
of at least the bandwidth of the signals. Bandpass filters
are used on the receiver side in order to select or ‘‘filter
out’’ only one of the signals transmitted in the channel. A
process called demodulation is used to shift the spectrum
of the selected signal back to baseband (to a zero center
frequency).

1. IDEAL BANDPASS FILTERS

Ideally, a bandpass filter is characterized by its center fre-
quency f0 and its bandwidth BW. The bandwidth is defined
in terms of upper and lower passband edge frequencies fp1

and fp2, respectively, and given by BW¼ fp2� fp1. Typical-
ly, fp1 and fp2 specify frequency points at which the gain
decreases by a factor

ffiffiffi
2
p

. The frequency response plot of
Fig. 1 shows the gain A as a function of frequency f of an
ideal bandpass filter. An important parameter of a band-
pass filter is its selectivity factor SF, which is expressed by
SF¼ f0/BW. The selectivity is a measure of the filter’s abil-
ity to reject frequencies outside its passband. It is also
a relative measure of the reciprocal bandwidth. Highly
selective filters (also denoted narrowband filters) have a
bandwidth that constitutes only a small fraction of f0. Nar-
rowband filters with large selectivity factors (e.g., SF450)
are commonly required in communication systems. For
ideal bandpass filters, the frequency range is divided into
three regions: the passband region where the gain is ap-
proximately constant ( fp1ofofp2) and the lower and up-
per stopbands ( fofp1 and f4fp2, respectively), where the
gain is ideally zero or the attenuation or reciprocal gain is
infinite. The ideal bandpass filter has sharp transitions
between the passband and the two stopbands.

A

ffp1 f0 fp2

BW

T( f )

Figure 1. Frequency response of ideal bandpass filter.

ff0nf03f02f01

A

Figure 2. Spectrum of n signals in a communication channel.
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2. PRACTICAL BANDPASS FILTERS

The typical frequency response of a practical passband
filter is shown in Fig. 3. It has a relatively constant gain
possibly with fluctuations (ripple) with maximum ampli-
tude Ap within the passband. The passband edge frequen-
cies fp1 and fp2 are defined, in this case, as the minimum
and maximum frequencies with gain, A�Ap. The center
frequency f0 is commonly the center of geometry of the
passband edge frequencies: f0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
fp1fp2

p
. In a practical fil-

ter, there is a gradual transition between the passband
and the upper and lower stopbands. Therefore, besides the
passband and stopband there are also two transition
bands. Two frequencies fs1 and fs2, each denoted lower
and upper stopband edge frequencies, respectively, define
the stopbands in a practical bandpass filter. Stopband re-
gions are characterized by a small gain with maximum
value, 1/As, where As is the stopband attenuation. Pass-
band ripple Ap and stopband attenuation As are commonly
specified in a logarithmic unit denoted decibel according to
As (dB)¼ 20 log As. Practical bandpass filters can have
monotonic decreasing gain or equal gain fluctuations
(ripple) within both the passband and the stopband.

3. MATHEMATICAL CHARACTERIZATION OF A
BANDPASS FILTER

The simplest bandpass filter is the second-order filter. It is
characterized by the input–output relation or transfer
function:

Tð f Þ¼
jBWf

f 2
0 þ jBWf � f 2

ð1Þ

This transfer function is a complex function with magni-
tude and phase. The magnitude (frequency response) ob-
tained from Eq. (1) has the form

jTð f Þj ¼
BWfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð f 2
0 � f 2Þ

2
þ ðBWf Þ2

q ð2Þ

The pole–zero plot (in the complex frequency plane also
known as the s plane) of a second-order bandpass filter is
shown in Fig. 4. It has a zero at the origin (shown as a
circle) and two complex conjugate poles (shown as marks).

The selectivity is associated with the relative distance of
the poles from the imaginary axis in the s plane. The dis-
tance from the origin to the poles corresponds to the center
frequency in radians, o0¼ 2pf0.

4. BANDPASS FILTER IMPLEMENTATIONS

Depending on the center frequency and selectivity, there
exist several possible implementations of bandpass filters.
In general, the higher the selectivity and the center fre-
quency, the more complex the filter becomes. Two very
important aspects are miniaturization and compatibility
with very large scale integration (VLSI) systems technol-
ogy. These have dictated the evolution of bandpass filters
and of most other electronic circuits. Compatibility refers
to the fact that the filter can be fabricated on a CMOS in-
tegrated circuit as a part of a VLSI system in CMOS tech-
nology. This technology allows for the fabrication of very
complex analog and digital electronic systems with hun-
dreds of thousands or even millions of transistors on a
single integrated circuit. CMOS compatibility is crucial
in order to reduce manufacturing costs and to increase
system reliability. Automatic tuning and low power con-
sumption are also important aspects for bandpass filters.
Tuning consists in the process of adjusting the filter’s re-
sponse to compensate for unavoidable fabrication toler-
ances in the values of the filter elements. These tolerances
cause the filter’s response to deviate from the ideal (nom-
inal) response. Low power is important for portable equip-
ment like cellular phones and bioimplantable devices.

4.1. Passive Filters

For many years, most filters were exclusively implement-
ed as passive RLC circuits using resistors, inductors,
and capacitors [1]. Figure 5 shows an example of a reso-
nant RLC circuit used as a bandpass filter. This filter is
characterized by the transfer function of Eq. (1) with

s-plane×

×

Figure 4. Pole–zero plot of second-order bandpass filter.

As

Ap
A

BW

ff0fp1 fp2 fs2fs1

T( f )

Figure 3. Practical bandpass filter.

R

vIN

vOUT

C+
− L

Figure 5. Second-order RLC bandpass filter.
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f0
0 ¼ 1=2p ��1=

ffiffiffiffiffiffiffi
LC
p

and BW¼ 1/(CR). The transfer function
of this circuit has the pole–zero plot shown in Fig. 4. Ce-
ramic filters based on bulk electromechanical resonance
phenomena in piezoelectric materials have been used in
the radio frequency range specially for requirements of
high selectivity and accurate center frequency. Inductors
have several problems: (1) they have large physical di-
mensions and cannot be integrated unless their value is
very small, (2) they are temperature-dependent, and (3)
their value is subject to large manufacturing tolerances.
They also have poor characteristics at low frequencies,
and their value tends to change with time. RLC passive
filters cannot be automatically tuned at the manufactur-
ing stage. Additionally, RLC and ceramic filters are not
compatible with CMOS VLSI technology.

4.2. RC Active Filters

In the 1960s, RC active filters using operational amplifi-
ers, capacitors, and resistors led to the implementation of
highly selective low-cost filters without inductors (Fig. 6).
These filters are known as RC active filters [2]. They con-
stituted the first step toward filter miniaturization. RC
active filters were mass-produced in miniaturized form
using thin-film and/or thick-film technology. These filters
still required individual tuning. This was automatically
done using computer-controlled laser beams that burn
sections of resistor material to change the resistance and
achieve the desired filter response. Within a short time,
RC active filters replaced most inductor-based filters in
the audio frequency range.

4.3. Monolithic Analog Filters

In the mid-1980s, RC active filters were replaced by fully
integrated switched-capacitor filters [3]. These use only
switches, operational amplifiers, and capacitors and can
be fabricated in CMOS VLSI technology (see Fig. 7).
Switched-capacitor filters require no tuning and can op-
erate at center frequencies up to a few hundred kilohertz.
Starting in the mid 1970s, surface acoustic wave (SAW)
filters—another family of filters—were developed to
implement filters for center frequencies spanning from
10 to several hundred megahertz. These filters are min-
iaturized filters that also require no tuning. They are
based on the controlled propagation of electromechanical
waves on the surface of a piezoelectric crystal with very
small dimensions. SAW filters are not compatible with
CMOS technology. But because of their excellent perfor-
mance characteristics and low cost, they are currently

being used to implement the intermediate frequency filter
of most televisions.

More recently, electronically tunable elements in
CMOS technology have allowed the integrated circuit im-
plementation of active filters for center frequencies up to a
few tens of megahertz. These filters are compatible with
CMOS VLSI technology. Most of these implementations
are based on electronically tunable elements called oper-
ational transconductance amplifiers (transconductors or
OTAs) and include on-chip automatic tuning circuitry [4].
The tuning circuit continuously (or periodically) monitors
the filter’s response and electronically adjusts the gain of
the OTAs to tune the frequency response of the bandpass
filter. This family of filters is known as OTA-C filters (see
Fig. 8). They require no tuning and can be integrated as
part of a VLSI system [5]. Figure 8a shows a conventional
‘‘voltage mode’’ filter, while Fig. 8b shows a ‘‘current mode’’
filter where input, output, and intermediate variables are
represented by electrical currents rather than voltages
as it is done in conventional ‘‘voltage mode’’ filters [6]. In
analog signal processing systems, the range above
100 MHz is still based, to a large extent, on passive RLC
filters. At these frequencies, high-quality, small-dimen-
sion inductors are available. A very recent trend for
the implementation of high-frequency high-selectivity
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Figure 7. Second-order switched-capacitor filter.
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Figure 6. Second-order RC active filter.
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Figure 8. Second-order OTA-C bandpass filter: (a) voltage-mode
implementation; (b) current-mode implementation.
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integrated analog filters is based on microelectromechan-
ical (MEM) structures, which are based on electromechan-
ical resonance. This approach has shown potential for the
implementation of bandpass filters operating in the radio
frequency range and with very high selectivity factors
similar to those achievable with ceramic and SAW struc-
tures. These MEM-based filters, unlike the SAW filters,
are CMOS VLSI–compatible.

4.4. Digital Filters

Currently, the availability of low-cost digital circuitry in
VLSI systems has made it convenient to replace many
traditional analog functions by digital ones and to process
signals in the digital domain rather than in analog form.
Successful implementation of digital filters for center fre-
quencies up to a few megahertz, as standalone units or as
part of a VLSI system has been achieved. Digital filters
are fully integrated filters that are compatible with CMOS
technology and require no tuning [7]. Their characteristics
(f0, BW, or Q) can be easily reprogrammed for many dif-
ferent applications. A digital filter consists basically in
various addition, multiplication, and delay operations ap-
plied to an ordered sequence of numbers that represent
the digitized values of a signal. These digitized values are
obtained by sampling the signal at regular time intervals
(t¼T, 2 T, 3 T, y) and transforming the sampled values
into binary codes. In digital filters, present values x(n)¼
x(nT ) and past values x(n� 1)¼ x((n� 1)T ), x(n� 2)¼
x((n� 2)T ) . . . of both input and output signals are pro-
cessed. The steps performed on these digitized values lead
to an output sequence y(n), y(n� 1), y(n� 2), . . . , which
can be transformed by means of a digital-to-analog
converter into a filtered output signal y(t). A digital filter
is, therefore, an algorithm or sequence of mathematical
steps that relates input and output sequences by means of
multiplication, addition, and delay operations. A digital
filter is mathematically characterized by a difference
equation. There are two types of digital filters: finite im-
pulse response (FIR) filters, where the current value of the
output signal y(n) depends only on the current and past
values of the input signal; and infinite impulse response
(IIR) filters, where the current value of the output signal
depends also on past values of the output signal. For
example, the difference equation of a second-order FIR

filter is expressed by

yðnÞ¼a0xðnTÞ þa1xðn� 1Þþa2xðn� 2Þ ð3Þ

while the difference equation of a second-order IIR digital
filter has the form

yðnÞ¼a0xðnÞþa1xðn� 1Þþa2xðn� 2Þ

� b1yðn� 1Þ � b2yðn� 2Þ
ð4Þ

where a0, a1, a2, b1, and b2 are multiplying coefficients;
x(n) and y(n), stand for x(t¼nT) and y(t¼nT), are the
current values of the input and output signals; and
x(n� 1), x(n� 2), y(n� 1), and y(n� 2) correspond to the
two previous values of the input and output signals, re-
spectively. The values of the multiplying coefficients and
the sampling frequency, fs¼ 1/T, determine the selectivity
and center frequency of the digital filter and can be easily
reprogrammed. Figures 9a and 9b illustrate the block
diagram of second-order FIR and IIR filters, respectively.

High-speed digital filters can be implemented using
special-purpose VLSI hardware in the form of digital sig-
nal processors [6] or as relatively low-speed filters using
software in general-purpose digital systems such as com-
puters or microprocessors.
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BANDSTOP FILTERS

CHIU H. CHOI

University of North Florida
Jacksonville, Florida

A bandstop filter (also known as band-reject, band-
elimination, or notch filter) suppresses a band of frequen-
cies of a signal, leaving intact the low- and high-frequency
bands. A bandstop filter specification can be expressed as
shown in Fig. 1. In the stopband from f3 Hz to f4 Hz, the
attenuation is at least As dB. In the passbands (below f1

Hz and above f2 Hz), the maximum attenuation is Ap dB.
The bands from f1 to f3 and from f4 to f2 are called the
transition bands. The filter requirement is said to be
geometrically symmetric if f1 f2¼ f3 f4.

An approach to designing a circuit (a bandstop filter)
with a frequency response that satisfies the bandstop
requirements shown in Fig. 1 is described below. It consists
of two steps: the approximation of the requirements by a
transfer function and the synthesis of the transfer function.

In the approximation part of the design process, it is
desirable to find a transfer function with a frequency
response that satisfies the bandstop requirements. To
find that transfer function, first convert the bandstop
requirements into the normalized lowpass requirements.
For the case that the bandstop requirements are sym-
metric, the corresponding normalized lowpass require-
ments are shown in Fig. 2. The normalized passband
frequency Fp¼ 1 and the passband attenuation is Ap dB.
The normalized stopband frequency is

Fs¼
f2 � f1

f4 � f3

and the stopband attenuation is As dB.

With such lowpass requirements, we can obtain the
corresponding lowpass transfer function TLP(s). (See LOW-

PASS FILTERS for more information about how to obtain the
transfer function.) The bandstop filter transfer function
TBS(s) is obtained by making the transformation

TBSðsÞ¼TLPðsÞj
s¼

Bs

s2 þ ð2pf0Þ
2

where B is the bandwidth of the bandstop filter defined
as

B¼ 2pð f2 � f1Þ

and f0 is the center frequency of the bandstop requirement
defined as

f0¼
ffiffiffiffiffiffiffiffi
f1f2

p
¼

ffiffiffiffiffiffiffiffi
f3f4

p

To use this method when the requirement is not sym-
metric for the case where f1 f24f3 f4, we form a more
stringent requirement by either decreasing f2 or increas-
ing f4, so that the symmetrical condition is met. The
bandstop transfer function that satisfies the new require-
ments must also satisfy the original requirements. In case
f1 f2of3 f4, we either increase f1 or decrease f3 and then
apply the same procedure.

A simple example is provided to illustrate this con-
cept. For the bandstop requirements As¼ 25 dB, Ap¼

3.01 dB, f1¼1 kHz, f2¼ 100 kHz, f3¼ 8 kHz, and f4¼

12.5 kHz; the corresponding normalized lowpass require-
ments are As¼ 25 dB, Ap¼ 3.01 dB, Fp¼ 1, and Fs¼ 22.
Choosing a single-pole Butterworth approximation, the
lowpass transfer function for the normalized lowpass
requirements is

TLPðsÞ¼
1

sþ 1

which meets the stopband requirements easily. The band-
stop transfer function is obtained by the transformation

TBSðsÞ¼
1

Sþ 1

����
S¼

2pð100� 103�1� 103Þs
s2 þð2p100� 103Þð2p1� 103Þ
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Figure 1. Bandstop filter specification.
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Figure 2. Normalized lowpass requirements.
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which simplifies to

TBSðsÞ¼
s2þ 3:948� 109

s2þ 6:220� 105sþ3:948� 109

Note that the single-pole lowpass function has been
transformed to a two-pole bandstop function. The above
bandstop transfer function is in the so-called biquadratic
form, which is an expression of the form

s2þa1þa2

s2þ b1sþ b2
ð1Þ

There are a number of ways to synthesize and biquadratic
function as an active network, such as the Friend biquad
circuit [1,5], the Boctor circuit [2], and the summing four-
amplifier biquad circuit [3,5]. The Friend or Boctor circuit
uses one operational amplifier. The summing four-ampli-
fier biquad circuit is much easier to tune. When a1¼ 0, the
Bainter circuit can be used. The Bainter circuit [4] is
shown in Fig. 3. For higher performance circuits, see Ref. 5
for the description of different bandstop circuit topologies.

The transfer function is

VoutðsÞ

VinðsÞ
¼

s2þ
R12

R11R21R31C1C2

s2þ
1

R31C1
þ

1

R32C1

� �
sþ

1

R22R31C1C2

Comparing with Eq. (1), we obtain

a1¼ 0; a2¼
R12

R11R21R31C1C2

b1¼
1

R31C1
þ

1

R32C1
; b2¼

1

R22R31C1C2

Choose C1¼C2¼ 1, R12/R11¼K, R31¼R32. Solving for the
other values, we obtain

R21¼
Kb1

2a2
; R22¼

b1

2b2
; R31¼

2

b1

The impedance scaling method can be used to scale the
values of R and C into the practical ranges. In general, a
higher-order bandstop transfer function can be factorized

into a product of biquadratic functions. Each biquadratic
function can be synthesized by using the Bainter or other
circuits. By cascading all the circuits together, the band-
stop filter is realized.
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1. INTRODUCTION

Since the late 1980s, the wireless communication market
has expanded explosively mainly driven by increasing
needs for high-performance, low-cost personal wireless
communication equipments. Worldwide intensive re-
search is being done in process technologies, circuit
designs, system architectures, and communication stan-
dards to meet such demands. Technology advances in sil-
icon germanium (SiGe) heterojunction bipolar transistors
(HBTs) have created innovations in the semiconductor in-
dustry. The RF performance improvement of SiGe HBT by
adding germanium to the base of the device will have a
strong impact on modern radiofrequency integrated cir-
cuit (RFIC) design. Since IBM introduced the first com-
mercial silicon germanium (SiGe) BiCMOS process in
1997, more and more SiGe products have emerged in the
market, such as cellphones, wireless LAN, global position-
ing system (GPS) ICs, TV turners, hard-disk-drive ICs,
and optical carrier ICs. The estimated worldwide SiGe
market growth is expected to exceed $2.5 billion by the
end of 2006 [1].

In this article, BiCMOS technology development focus-
ing on the most recent achievements of SiGe BiCMOS
technology is reviewed first. Several important figures of
merit of SiGe device for RFIC designers such as fT, fmax,
BVCEO (collector–emitter breakdown voltage with open
base), and NFmin are discussed in detail. Next, from the
RFIC designer’s point of view, we begin with the stringent
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Figure 3. Bainter circuit.
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system requirements of typical modern wireless commu-
nication standards. Commercial available technology op-
tions for RFIC are compared according to performance,
power consumption, level of integration, and cost, with
special emphasis on GaAs, RF CMOS, and SiGe BiCMOS.
As a result, SiGe BiCMOS is an optimal device technology
for implementing high-performance, low-power, and high-
integration RFIC products. As important integration
elements in the SiGe BiCMOS process, passive devices
are also explored with respect to their impacts on RFIC
design. This is expected to be followed by the design of key
wireless system building blocks using SiGe BiCMOS
technology. The most recently reported results of SiGe
low-noise amplifiers (LNAs), power amplifiers (PAs), and
integrated voltage-controlled oscillators (VCOs) are re-
viewed. Finally, future trends of RF integrated system
adopting SiGe BiCMOS technology are discussed with re-
spect to SiGe HBT technology (e.g., SiGe:C), integration
level [e.g., RF SoC (RF system on chip)], and performance
of on-chip passive devices (e.g., substrate transfer tech-
niques).

2. BiCMOS DEVICES

It is well known that bipolar devices offer superior perfor-
mance attributes for analog and RF circuits compared
with plain CMOS [2]: more reliably modeled, less compo-
nent variation, exhibiting better device-to-device match-
ing, lower noise, increased bandwidth, easier matching
to off-chip RF passive components, higher gain for a
given layout size and power consumption level, and
greater transconductance for a given current level. CMOS
devices are also preferred because of their excellent
switching performance with very high OFF-state resistance
and lack of voltage drop when in the ON state. BiCMOS is a
technology combining MOSFETs and bipolar devices into
integrated circuits, which was proposed as early as 1969
[3]. Since then, BiCMOS technology has been applied to
digital logic applications, which utilize the characteristics
of high-speed bipolar and low-power CMOS on the same
chip and RF and mixed-signal applications, which utilize
bipolar RF and analog performance and CMOS digital in-
tegration capability. But as CMOS power supply voltage
scaled down, the performance gap between bipolar and
CMOS in digital logic began to narrow. Consequently,
since the early 1990s there have been very few reports
on developing BiCMOS for digital applications [4]. As

inspired by performance improvement of GaAs technolo-
gy using heterojunction structure, germanium is intro-
duced to the base of silicon BJT to form silicon germanium
(SiGe) heterojunction bipolar transistors (HBTs) with
enhanced RF performance. Since SiGe-based BiCMOS
technology is currently a topic of great interest for
research and wireless products development, our discus-
sions will focus mainly on SiGe BiCMOS technology and
its impact on RFIC design.

Table 1 demonstrates technology milestone for SiGe
BiCMOS early development in IBM, a leader in SiGe
BiCMOS technology. After that IBM introduced the first
commercial silicon germanium (SiGe) BiCMOS process in
1997.

The essential operational differences between the SiGe
HBT and the Si BJT are best illustrated by considering a
schematic energy band diagram (Fig. 1). Two approaches
are generally applied [7]. In the first approach, a graded
germanium profile creates an electric field in the base re-
gion to accelerate the carriers that are diffusing from the
emitter to the collector junction. In the second approach,
the mobility of the minority carriers is increased in the
base and the base resistance is reduced. Both approaches
result in a higher fT and lower base resistance.

A scanning electron microscopy (SEM) cross-sectional
view of a 0.2-mm self-aligned selective epitaxial growth
(SEG) SiGe HBT by ultrahigh vacuum/chemical vapor
deposition (UHV/CVD) is shown in Fig. 2 [8], including
an enlarged view of the active region, the key part of the
SiGe HBT.

Device parameters such as fT, fmax, NFmin, and BVCEO

are important figures of merit considered by RFIC design-
ers for specific applications. fT (short-circuit unity current

Table 1. SiGe BiCMOS Technology Early Development History from IBM Onward

Year Key Technology

1982 UHV/CVD growth technique developed
1986 UHV/CVD epitaxial base silicon transitors fabricated
1987 SiGe based HBTs fabricated using MBE
1988 Graded-baseSiGe polyemitter HBTs demonstrated, utilizing learning of double-polysilicon bipolar transistors
1993 Analog LSI circuit (1 gsps, 12 bits DAC) demonstrated, utilizing CMOS base processing
1993 SiGe HBTs with fT4100 GHz fabricated
1994 BiCMOS process in 200-mm CMOS fabricated, aligning processing with CMOS base
1996 RF technology with passive components, models, and design kit

Source: Ref. 5.
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Figure 1. Engineered band diagram of SiGe HBT [6].
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gain frequency) and open emitter) to influence the dynam-
ic range of device operation. The product of fT and BVCEO

is referred to as the Johnson limit [12], which is an im-
portant figure of merit for high-frequency device. Many
commercial foundries offer SiGe HBTs with several differ-
ent BVCEO values by using selective collector implantation
optimized for both high-speed and wide-dynamic-range
applications. We will discuss it later in SiGe RFIC power
amplifier design.

Table 2 summarizes major SiGe HBT figures of merit
that are important for RFIC applications. In addition, as
with CMOS technologies, progressive vertical and lateral
scaling of SiGe HBT results in better performance at lower
power as indicated in Table 2.

Compared with III–V technologies, SiGe HBTs based
on silicon substrate can inherently integrate with silicon
CMOS, and standard silicon CMOS processes are by far
one of the cheapest IC processing technologies available.
Obviously, it is a cost-effective and processing-compatible
way for SiGe BiCMOS processes to integrate the SiGe
HBT into existing silicon CMOS core processes. That’s ex-
actly the method adopted by successful SiGe BiCMOS
foundries. Historically, two different integration approach-
es have been used in SiGe BiCMOS processes [13]:

base-during-gate (BDG) integration and base-after-gate
(BAG) integration. In the former approach, the HBTs are
fabricated during the CMOS process (e.g., the IBM 0.5-mm
SiGe BiCMOS process). In BAG, the HBTs are fabricated
after the CMOS process to decouple the CMOS thermal
cycle from the bipolar (e.g., IBM 0.25- and 0.18-mm SiGe
BiCMOS) processes. The BAG approach is used in the
most advanced SiGe BiCMOS technology such as 0.25 and
0.18 mm generations because it’s difficult to fabricate HBT
during a high thermal cycle of CMOS in these generations.
fmax (maximum unity power gain frequency) are the pa-
rameters determining the frequency bandwidth of the de-
vice. fT and fmax have been significantly improved over
200 GHz in the state-of-art SiGe BiCMOS 0.13-mm gener-
ation as shown in Fig. 3 [9].

In practical design, a good rule for high-quality RFIC
design is fdesigno 1

10 fT. According to this rule, when fT is
over 200 GHz, SiGe HBT can be used for ultra-high-speed
optical network applications that were previously the
realm of III–V technologies.

The noise figure (NF), a standard metric of system noise
performance, is defined as the degradation of signal-to-
noise ratio (SNR) of an input signal as it passes through
the system; NF is minimized when the device is presented
with an optimized source reactance. A simplified formula
for a SiGe HBT device is given as [6]

NFmin¼ 1þ
1

b
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2gmrb

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

b
þ

f

fT

� �2
s

ð1Þ

where b is the device current gain, gm is the device trans-
conductance, rb is the base resistance, and f is the opera-
tion frequency. From this formula, the key to lower the
noise figure is to reduce rb and increase fT [6]. Most re-
cently reported SiGe transistors have fT > 350 GHz [10]
and NFmin 	 0:4 dB at 10 GHz [11].

BVCEO refers to the collector–emitter breakdown volt-
age with an open base. This parameter is quoted in device
specifications of IC technology together with BVCBO (col-
lector–base breakdown voltage with an Passive elements
such as inductors, capacitors, and resistors are also inte-
grated into a typical SiGe BiCMOS process. Metallization
and back-end processing in IC processes produce several
metal layers utilized to build these passive components. A

Figure 2. SEM cross-sectional view of a self-aligned SEG SiGe
HBT [8].

Table 2. IBM SiGe HBT Development across Four
Generations

Parameter 0.5mm 0.25mm 0.18mm 0.13mm

Beta 100 100 200 400
VA (V) 65 75 120 4150
BVCEO (V) 3.35 3.35 2.5 1.9
BVCBO (V) 10.5 10.5 7.5 6
Peak fT (GHz) 47 47 120 210
Peak fmax (GHz) 65 65 100 185
NFmin (dB) 0.8 0.8 0.4 o0.3

Source: Refs. 13 and 14.
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Figure 3. SiGe HBT fT/fmax improvement across generations [9].
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SEM cross-sectional view of a SiGe BiCMOS processes
with the passives and metallization is shown in Fig. 4 [8].
High-quality-factor (Q) on-chip passive components
are difficult to acquire in silicon substrate technology
compared with III–V technology because of high silicon
substrate loss. For example, it has been particularly
challenging to achieve integrated inductors with Q values
of 15–20 in the silicon process. Typical Q values for induc-
tors in standard BiCMOS process can maximally reach
about 10 (for inductances 41 nH) [13]. In modern ad-
vanced SiGe BiCMOS processes, two types of methods are
usually adopted to improve the performance of integrated
inductors by decreasing metal series resistance and
reducing substrate loss effects [14]: (1) additional thick
top metal layer, copper metallization, deep-trench isola-
tion, lightly doped substrate and (2) thick dielectric be-
tween inductor and substrate. Improved performance
of passives in the IBM 0.18-mm SiGe BiCMOS process
can be found in Table 3 [15]. We will discuss passive com-
ponents for RFIC design using SiGe BiCMOS technology
in Section 3.3.

3. BiCMOS RADIOFREQUENCY INTEGRATED CIRCUIT
DESIGN

In the late 1980s, the first CMOS baseband analog and
digital chips for the first-generation GSM (Group Special
Mobile, now known as Global System Mobile) were fabri-
cated in a 1.2-mm CMOS technology. Together with the
progress of silicon bipolar technology (cutoff frequency fT

above 10 GHz) and worldwide spread use of mobile digital
phones, a new and exciting area, radiofrequency integrat-
ed circuit (RFIC) technology, was created [7]. RF design
moved from the PCB (printed circuit board) with discrete
components to large-scale integration in silicon technolo-
gy. Until recently, single-chip radio integration capabili-
ties based on SiGe BiCMOS technology have been
demonstrated [9]. A true single-chip radio supporting mul-
tiband, multistandard, and broadband communication
may not just be a dream in the near future.

As stated above, RFIC is a relatively new area in con-
trast to other types of analog or microwave circuits. RFIC
design has borrowed from both analog design techniques
used at low frequencies and high-frequency design tech-
niques used at microwave frequencies. However, RFIC de-
sign as a multidisciplinary area requires knowledge of
many other areas besides integrated circuits, such as
semiconductor device physics, wireless communication
standards, signal and communication theory, microwave
engineering, and system architectures.

From the circuit designer point of view, well-developed
low-frequency analog circuit design and analysis tech-
niques are fundamental knowledge references. Classical
circuit building blocks can be used as prototypes or start-
ing references for RFIC design. S parameters, shielding,
impedance matching, and standing-wave ratios, which are
important microwave system design concepts, are not to-
tally but partially adopted in RFIC design. With the in-
creasing of integration level of RFIC, new RFIC design has
gradually acquired its own features [7]. The 50-O imped-
ance matching culture has been stepped away. SPICE-like
tools and system-level simulation packages including
noise analysis have been adopted for highly integrated
RFIC due to high-frequency substrate crosstalk and par-
asitic coupling.

3.1. Representative Wireless System Requirements

The rapidly growing commercial wireless personal and
data communication market has been the strongest force
driving the rapid development of RFIC technology. Since
the early 1980s, the industry has undergone several gen-
erations of revolutionary changes. Figure 5 [16] schemat-
ically presents the scope of RFIC technologies in terms of
the interplay among commercial wireless communication
applications, available spectrum, and the kinds of elemen-
tal and compound semiconductors likely to be used.

From Fig. 5, we can find that modern RFIC designers
are confronting with a wide range of system requirements
with respect to different kinds of wireless applications.
Table 4 compares some important specifications of several
representative wireless communication standards.

Table 3. 0.18-lm SiGe BiCMOS Passive Device
Performance from IBM Onward

Component

Resistors Rs (O/square)a TCRb (ppm/1C)
Subcollector 8.1 1430
nþ diffusion 72 1910
pþ diffusion 105 1430
pþ polysilicon 270 50
p polysilicon 1600 �1178
TaN 142 �750

Capacitors Cp (fF/mm2) VCC
d (þ5/�5 ppm/V)

MIMc 1 o45
MOS 2.6 �7500/�1500

Inductor L (nH) maximum Q at 5 GHz
Al–spiral inductor 4¼0.7 18

Varactor tuning range Q at 0.5 GHz
CB junction 1.64:1 90
MOS accumulation 3.1:1 300

Source: Ref. 15.
aSheet resistance.
bTemperature coefficient of resistance.
cMetal–insulator–metal.
dVoltage coefficient of capacitance.

Figure 4. SEM cross section of a SiGe BiCMOS processes [8].
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It is clear that application-orientated system specifica-
tions vary in frequency, transmitter output power, receiv-
er minimum sensitivity, and modulation schemes. In order
to address such a broad application market, RFIC design-
ers must satisfy constraints of not only performance but
also flexibility and cost.

3.2. Technology Trends and Options for RFIC

Semiconductor technologies commercially available for
RFIC design can be categorized as silicon and III–V com-
pounds according to substrate type. Several semiconduc-
tor devices are based on these materials, including the
silicon bipolar junction transistor (Si BJT), SiGe HBT, RF
CMOS, GaAs metal semiconductor field-effect transistors
(MESFETs), and GaAs and InP high-electron-mobility
transistors (HEMTs). Each type of device has its own ad-
vantages or disadvantages as shown in Table 5.

Table 5 lists the key figures of merit normally consid-
ered by RFIC designers for various RF application stan-
dards. Obviously, no device technology does well in
everything. Fortunately, different RF components require
different device parameters. For example, the low-noise
amplifier (LNA) needs devices with low-noise characteris-
tics, the voltage-controlled oscillator (VCO) employs de-
vices with low 1/f noise, and the power amplifier (PA)
requires devices with high output power and high break-
down voltage. As a result, commercial wireless transceiv-
ers typically utilize a combination of different device
technologies.

From the early 1980s, GaAs-based III–V compound
technology has been the choice for RF and microwave ap-
plications because of their high level of performance for

GHz (gigahertz-range) frequency. Compared with silicon,
they have higher electron mobility and saturation drift
velocity, which means high device speed and a low noise
figure. Because they are wide-bandgap materials, they
also have high breakdown voltage, which is useful in high-
power applications. The semiinsulating property of the
III–V materials provides high device isolation and low di-
electric loss for high-frequency integrated circuits. This
property also decreases the loss of integrated passive com-
ponents. The increased quality factor of passive elements
can greatly improve the performance of the overall RF
system. However, III–V technologies also suffer from
inherent problems such as cost, integration level, and
reliability issues. The III–V material wafer is normally
smaller and more expensive than silicon. In addition,
much effort should be taken to reduce leakage current
and increase uniformity and yield. The overall high cost of
III–V compounds is a tradeoff for their high performance.

Advances in silicon bipolar technology in the late
1980s, particularly in increasing the cutoff frequency, cre-
ated an epoch in silicon RFIC. Some low-GHz RF front-end
building blocks formerly implemented in GaAs technology
have been replaced by silicon bipolar devices, while GaAs
is still employed for low-noise amplifiers, power amplifi-
ers, and RF switching, which belong to the high-frequency
area near the antenna. But the vertical diffusion depth of
base and the mobility of carriers in silicon set a limit of
30 GHz cutoff frequency for the bipolar transistor, which
confines this bipolar component to the low-GHz front-end
and analog mixed-signal area [7]. As discussed before,
inspired by the heterobipolar approach in GaAs techno-
logies, the SiGe HBT was introduced as an enhanced
bipolar approach with superior RF performance.

Table 4. Comparison of Wireless Communication Standards

Standard System
Frequency

(MHz)
Data Rate

(mbps)
Peak Transmit
Power (dBm)

Minimum
Sensitivity (dBm)

Modulation
Scheme

DECTa Coreless 1800 0.552 24 �83 GFSK
GSM Cellular 900 0.014 33 �102 GMSK
CDMA Cellular 900/1900 0.014 23 �104 BPSK/QPSK
WCDMA Cellular 2000 2 27 �117 M-PSK
802.11b Data 2400 11 20 �80 PSK-CCK
802.11a/802.11g Data 5200 54 23 �82 OFDM
Bluetooth Data 2400 0.723 0 �70 FSK
UWB Data 3100B10600 4100 — — —

aDigital Enhanced Cordless Telecommunications.
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Figure 5. Commercial wireless communica-
tion applications [16].
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Several practical RFIC design advantages for SiGe
HBT are summarized as follows [18]:

* Low DC power consumption
* High breakdown voltage
* Improved noise performance with higher fT and

lower rb

* Superior performance in 1/f noise characteristics over
MOSFETs and MESFETs

* Higher early voltage VA and bVA

* Improved linearity over that in SiBJTs

With RF performance comparable to that of GaAs tech-
nology, LNA and PA, high-RF performance demanding
blocks have been designed using SiGe technology rather
than GaAs technology. We will investigate such a trend in
detail later in this article. Besides the abovementioned
high device performance, SiGe HBT can potentially be in-
tegrated with CMOS on the same silicon substrate (SiGe
BiCMOS). This high integration ability creates the possi-
bility of implementing a true single-chip RF system.

In the mid-1990s, at approximately the same time
when SiGe HBT technology emerged, and driven by the
tendency of increasingly shrinking microprocessor size,
the scaling of CMOS resulted in marked improvement in
RF performance at submicrometer feature size. Conse-
quently, CMOS has become a viable option for RFIC de-
sign. Foundries also provide RF CMOS process optimized
for RF applications [19]. But RF CMOS technology
achieves the same performance level using novel circuit
techniques, which may need higher power consumption or
larger chip die size compared with SiGe BiCMOS.

The optimum technology option for RFIC in terms of
performance, cost, and market is the first line for success-
ful RFIC product developments. But for practical RFIC
designers, this is always complicated by various applica-
tion performance requirements (Table 4) regarding differ-
ent building blocks, various device characteristics
(Table 5), system cost, and market factors. For a whole
RF system, a combination of technologies may achieve op-
timum system performance and cost compromise. In ad-
dition, this multidimensional decision function is strongly
related with the development of device, circuit, and sys-

tem technology. The cost of SiGe BiCMOS technology will
be gradually lowered with its wider applications. Combin-
ing performance, integration, and cost advantages togeth-
er, SiGe BiCMOS should be one of the most promising
technologies for RFIC design.

3.3. RFIC Passive Design in SiGe BiCMOS Technology

Passive components also play important roles in RFIC de-
sign. To reduce board-level components, passive devices
should be integrated on chip as active devices. Integrated
inductors, capacitors, varactors, and resistors have been
developed based on the existing SiGe BiCMOS fabrication
processes while avoiding any significant process altera-
tions.

3.3.1. Inductor. RFIC designs require high-perfor-
mance passive components, particularly the on-chip in-
ductors. Integration of spiral inductors has numerous
challenges. In particular, high Q (inductor quality factor),
high self-resonance frequency, and low cost must be bal-
anced in order to provide a competitive inductor. Circular
and rectangular spirals are two popular shapes for on-chip
inductors. The circular spiral is known to provide some-
what higher Q, while the rectangular version is more
area-efficient [20]. For both of these inductor configura-
tions, the bulk of the spirals are usually implemented in
the topmost available metal, and connection to the center
of the spiral is made with a crossunder of some lower level
of metal.

Losses in inductors are due primarily to currents flow-
ing in the inductors. Substrate and radiation losses also
exist. The quality factor Q and the self-resonance frequen-
cy are the most common figures of merit. Q is used to de-
scribe loss performance of inductors. Many factors can
influence the Q value, such as operating frequency,
conductor metal conductivity, substrate resistivity, and
geometric characteristics of inductor [21,22]. Q is frequen-
cy-dependent, increasing with the frequency up to a peak
value, and drops at higher frequencies, owing to the fact
that the reactance of input impedance dominated by the
inductance at lower frequency rolls off at higher frequency
because of the parasitic capacitances, which consist of the
overlap capacitance between the spiral and underpass,

Table 5. Comparison of Various Semiconductor Device Technologies

Performance Metrics SiGe HBT Si BJT Si CMOS III–V MESFET III–V HBT III–V HEMT

Frequency response þ 0 0 þ þ þ þ þ

1/f and phase noise þ þ þ � � � 0 � �

Broadband noise þ 0 0 þ þ þ þ

Linearity þ þ þ þ þ þ þ þ

Output conductance þ þ þ � � þ þ �

Transconductance/area þ þ þ þ � � � þ þ �

Power dissipation þ þ þ � � þ 0
CMOS integration þ þ þ þ N/A � � � � � �

Output power density þ 0 � þ þ þ þ þ

Breakdown voltage þ 0 � þ þ þ þ þ þ

Passive performance � � � þ þ þ

IC cost 0 0 þ � � � �

Key: þþ excellent; þ very good; 0 good; � fair; �� poor.

Source: Refs. 6 and 17.
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fringing capacitance between adjacent metal lines, and
substrate capacitance between metal layer and grounded
substrate.

In practical integrated inductor design, the geometric
characteristics, such as linewidth, line spacing, number of
turns, and inner diameter, should be carefully chosen to
optimize the inductor Q at operating frequencies. The rise
of Q is usually found with increasing linewidth, while
there is no wide variation in inductance. This is because of
the fact that the resistance of inductor decreases with in-
creasing linewidth. The inner diameter also affects the in-
ductor Q. The contribution of innermost turn to the total
inductance is very small. The main effect of the innermost
turn is on resistance. For this reason, hollow spirals are
commonly used in RF applications to increase the Q factor.
Increasing the number of turns of a given inductor always
yields higher inductance. This increase in inductor design,
as the increase of linewidth, spacing between the turns, or
the inner diameter, may result in larger area. Usually, the
larger the area, the higher the parasitic capacitance, and
the lower the self-resonance frequency. Therefore, it is
important to ensure that the self-resonance frequency is
beyond the operating frequency range.

3.3.2. Capacitor. Besides inductors, capacitors with
high Q at the operating frequency are also essential for
the integration of RF circuits. The design goal is to achieve
both a small series resistance for a high Q and a high ca-
pacitance/area ratio to minimize the area consumption.
Three basic types of capacitors have been developed
in SiGe technology: MOS (polysilicon gated capacitors
on single-crystal silicon), PIP (polysilicon–insulator–
polysilicon), and MIM (metal–insulator–metal)/MOM
(metal–oxide–metal) capacitors. Each has its own place
for use in different application spaces depending on ca-
pacitance desired and performance at the application fre-
quency.

MOS capacitors are simply built from the gate oxide.
These devices consist of silicided gate polysilicon, thin
gate oxide, and FET well-doped silicon. They have the
highest capacitance density among all the capacitors ow-
ing to the ultrathin oxide. But the Q value of these capac-
itors is relatively poor because of the high resistance
of the doping. PIP capacitors are fabricated in double-
polysilicon BiCMOS processes [23]. The capacitor struc-
ture is formed using pþ -doped gate polysilicon as the bot-
tom plate, a deposited oxide layer for the capacitor
dielectric, and silicided extrinsic base polysilicon as the
top electrode. The drawback of MOS and PIP capacitors is
low quality factor (Q) due to high-resistance plates and
capacitive losses at RF frequencies. This limits their use
at RF. They are typically used for power supply bypass
and decoupling. In contrast, MIM or MOM capacitors
can be built using two interconnect layers with a very
small series resistance for high Q. These capacitors are
achieved by using a thin oxide film to form the capacitors
in place of the thick intermetal dielectrics. MIM or MOM
capacitors are preferred in narrowband applications, such
as resonators, filters, and tank circuits, where high Q is
needed [24].

3.3.3. Varactor. Voltage-variable capacitors (varactors)
are required for tuning circuit designs, such as voltage-
controlled oscillators (VCOs) for on-chip carrier frequency
generation. The key figures of merit for varactors are (1)
tunability (Cmax/Cmin), (2) CV linearity for VCO gain vari-
ation, (3) quality factor Q, (4) tolerance, and (5) capaci-
tance density. Two basic types of varactors are supported
by SiGe BiCMOS technology: MOS varactors and junction
varactors.

An accumulation-mode MOS varactor is achieved by
connecting the drain and the source only, while adding the
control voltage on the bulk [25]. The capacitance of this
varactor is high in accumulation and decreases sharply as
the device enters and goes further into depletion. This re-
sults in excellent tunability. However, it has the drawback
of a narrow range across which the capacitance varies
significantly from a low value to a high value. This in turn
could limit the tuning range of the VCOs based on such
varactors. Junction varactors are offered as an alternative
to provide wider capacitance variation range and also
more linearity. The collector–base (CB) junction varactor
provides wider capacitance variation while maintaining a
relatively high Q.

3.4. Wireless System Key Building Blocks

Figure 6 gives us a general view of RF heterodyne trans-
ceiver system. Some important building blocks that are
necessary in all types of transceiver are listed in Table 6,
with their main features and technology requirements.
During practical RFIC design, several tradeoffs must be
made under product performance and cost constraints.
These tradeoffs have been summarized in the ‘‘RF design
hexagon’’ as shown in Fig. 7 [26]. We will discuss some
tradeoffs in the design of each building block.

3.4.1. Low-Noise Amplifiers (LNAs). The LNA is one of
the key building blocks in the RF system. In the receiving
chain closest to the antenna, the LNA receives a variety of
signals coming from the antenna, and its function is to
boost the signal without adding much noise. Since the
LNA is at the first stage of receiving chain, its noise per-
formance is the most critical for the entire receiver. Be-
cause of the wide amplitude range of the receiving signal,
low noise and high linearity are both important figures of
merit for LNA design [27]. The third-order input intercept
point (IIP3) is the most common parameter used to mea-
sure circuit linearity by applying the two-tone test. The
noise figure (NF) is often used to measure system noise
performance. Application-dependent system specifications
such as minimum detectable signal (MDS) or minimum
sensitivity and spurious-free dynamic range (SFDR) can
be determined from IIP3 and NF [26].

From the perspective of LNA designers, a seemingly
simple structure with a few components means easy de-
sign, but the tradeoffs complicate the design. A matching
network needs to be designed to satisfy both noise and
power matching. The progressive decrease of supply
voltage and maximum allowed power consumption with
an almost constant dynamic range requirement of the
system leads to great challenges in modern LNA design.
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Additionally, the LNA must provide enough gain to de-
crease the noise contributions from the following stages
and consequently minimize the overall system noise. How-
ever, maximum gain is often limited by system linearity
performance [28].

Noise figure (NF), DC power consumption (PDC), power
gain, and IIP3 are the most important design consider-
ations for the LNA. They can be summarized into two fig-
ures of merit: gain/(PDC �NF) and IIP3/PDC. The results of
comparing these two parameters for the best reported re-
sults in silicon and GaAs technology at 2 GHz [29] have
indicated the potential advantage of SiGe technology for
LNA, if DC power dissipation is a major consideration.

Table 7 summarizes the most recently reported results
of RF LNA using SiGe BiCMOS technology, demonstrat-
ing a competitive noise figure and linearity compared with
GaAs technology for various wireless applications.

3.4.2. Power Amplifier (PA). The power amplifier is the
last building block in the transmitter chain of a transceiv-
er system. Its function is to amplify the signal power to a
level that is high enough for signal propagation through

an appropriate antenna into the air. It is one of the most
challenging building blocks in a transceiver system.

The typical figures of merit of a practical power ampli-
fier are efficiency, linearity, output power, ruggedness, and
power gain. The most commonly used metric for efficiency
is power-added efficiency (PAE), which indicates how pow-
er drawn from the supply is efficiently converted to RF
power delivered to the load. The linearity of PA is usually
specified as an adjacent-channel power ratio (ACPR) in
dBc (decibels with respect to carrier), a measure of the
spectral ‘‘spillover’’ due to amplifier nonlinearity into an
adjacent frequency band by a digitally modulated wave-
form. Ruggedness is the ability to survive power mismatch
conditions at the output using specific DC and RF drive
conditions. Output power is defined by a wireless standard
(see Table 4) and often exhibits a wide range of variation
for mobile applications. Power gain is implicitly set by the
maximum power generated by the preceding stage of
the power amplifier together with output power require-
ments [37].

The linearity varies with different signal modulation
schemes employed by different wireless standards (see

Table 6. Features and Requirements for Basic Wireless Building Blocks

Building Blocks Main Features Technology Requirements

LNA Low-noise figure Low NFmin, low HBT Rb

Gain per stage High early voltage
High linearity High fT/fmax

Mixer High linearity High early voltage
High port isolation High fT/fmax

Carrier leakage Isolation technologies (DT)
Small mismatch

VCO Low-phase noise High-Q passives farther from carrier
Low-1/f-noise HBT closer to carrier

Tuning range (frequency/V) Varactor tuning range (C/V)
Low gain (Kv) variation

Synthesizer Low-phase noise Same as VCO
Low reference spurs Small FET asymmetry
Power consumption Small gate length for low supply operation
Chip area Reduced area

PA Power-added efficiency Low loss matching and interconnect circuits (high-Q inductor, thick metal)
Gain per stage Maximum available gain HBT
Robustness High-breakdown-voltage HBT

Source: Ref. 15.
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Figure 6. A general RF transceiver system.
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Table 4). For wireless standards such as GSM, DECT, and
Bluetooth employing constant envelope modulation
schemes, nonlinear power amplifier (classes C, D, E, and
F) can be used. For other wireless standards such as
WLAN and WCDMA employing variable envelope modu-
lation schemes, linear power amplifier (class AB) is typi-
cally used. Linearity can be a tradeoff with power-added
efficiency in a practical power amplifier design, where
nonlinear amplifiers often achieve higher efficiency than
do linear ones [37].

In a practical RF power amplifier design several chal-
lenges are presented [29]. The PA must satisfy all the fig-
ures of merit discussed above under the constraint of cost
for specific applications; the current trend toward de-
creased power supply (from 5 to 3 V and even lower) has
also made it difficult to maintain the required output pow-
er and efficiency due to impedance matching limitations;
power-added efficiency should not degrade significantly
with a wide range of output power.

Key device figures of merit for RF power amplifiers are
fmax (bandwidth and high power gain), linearity, and
breakdown voltage. Currently available technologies for
RF commercial power amplifier are GaAs, SiGe, and
CMOS. Because of the high linearity, efficiency, output
power, and breakdown voltage, GaAs has been the domi-
nant technology for the RF power amplifier since the early
1990s. However, GaAs amplifiers have the disadvantages
of relatively high cost, low substrate thermal conductivity,
and low integration ability with CMOS technology. More
recent SiGe HBT technology with high fmax, improved
ruggedness, high linearity, and relatively high breakdown
voltage has made SiGe a technology contender for RF
power amplifier applications. As discussed before, SiGe
devices can be engineered to have even higher breakdown
voltage but with the compromise of lower fmax. In portable
wireless applications, a progressively reduced power sup-
ply makes breakdown voltage less critical, where SiGe can

be a good choice [29]. In addition, SiGe BiCMOS provides
the ability to integrate the power amplifier with some re-
lated logic power amplified functions (implemented by
CMOS). High-quality passive components offered by com-
mercial SiGe BiCMOS processes enable the manufacture
of fully integrated RF power amplifiers, including on-chip
impedance matching and filtering.

The power amplifier is probably one of the last building
blocks to be integrated into a single radio chip. By far, the
only reported real single radio chip including PA is Blue-
tooth [38], which is a relatively low-RF performance de-
manding wireless standard.

More recently a significant amount of research effort
has been taken to design RF power amplifiers using
SiGe BiCMOS technology (see Table 8), which have
demonstrated competitive power efficiency and linearity
compared with GaAs technology for various wireless
applications.

3.4.3. Integrated Voltage Controlled Oscillator (VCO).
The voltage-controlled oscillator (VCO) is a very impor-
tant building block in the RF system and is often inte-
grated into a phase-locked loop (PLL) or frequency
synthesizer to serve as a frequency reference in a trans-
ceiver system [47]. For example, it is used as a local oscil-
lator together with a mixer to downconvert the received
RF signal to an IF signal. Typical figures of merit for
VCO are frequency of oscillation, phase noise, frequency
tuning range, output power, gain variation, and thermal
stability. Phase noise is perhaps the most important
characteristic of a VCO. Ideally, a VCO output signal is
expected to have all signal power concentrated in one
discrete frequency; however, all practical VCOs suffer
from spectrum impurity. Phase noise is any noise that
changes the frequency or phase of the oscillator signal and
is usually specified in dBc/Hz, meaning noise power in a
1 Hz bandwidth with respect to carrier power.

A good equation for relative phase noise of a VCO can
give us some insight into its function [48]:

1

4Q2

Do
o0

� �2 Pnoise

Pcarrier
ð2Þ

Here, Q is the open loop quality factor, Do is the frequency
offset, o0 is the center frequency, Pnoise is the spectral
density of each noise source, and Pcarrier is the spectral
density of the carrier. From this equation, there are
several rules for decreasing the phase noise: (1) use
high-Q passive components, (2) maximize the oscillation

Table 7. Some Recently Reported SiGe BiCMOS LNAs Compared with GaAs LNAs

Technology Frequency (GHz) Noise Figure (dB) Gain (dB) IIP3 (dBm) Power Dissipation (mW) Ref.

0.5 mmGaAs PHEMT 2.14 1.0 15.0 þ7.3 25.5 30
0.5 mmSiGe BiCMOS 2.5 1.6 12.0 þ8 20.625 31
0.5 mmSiGe BiCMOS 2.0 1.15 18.0 þ15.8 N/A 32
0.5 mm SiGeBiCMOS 1.96 1.9 15.3 þ7.6 13.5 33
0.2 mmSiGe BiCMOS 23 4.1 21.0 N/A 50 34
0.35mmSiGe BiCMOS 5.2–6.6 2.3 17.0 �7 13 35
0.5 mmSiGe BiCMOS 0.88 1.4 15.7 þ10.3 11.7 36

Noise Power

Linearity Frequency

Supply

Voltage
Gain

Performance

&

Cost

Figure 7. RFIC design hexagon [26].
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swing, and (3) minimize the number of active and lossy
passive devices in the oscillation path. Consequently,
high-Q passive components such as inductors and varac-
tors are critical limiting factors for the performance of
VCO. Fully integrated VCO suffers from low-quality
on-chip inductors and varactors. In addition to phase
noise, frequency tuning range and VCO gain variation
parameters also require high-quality passive components.
Because of the lower 1/f noise of SiGe HBT compared
with that of GaAs or Si CMOS, SiGe HBT is preferred
for 1/f noise-sensitive circuits such as VCO. As discussed
previously, more recent advances of SiGe BiCMOS
passive device technology have greatly increased VCO
performance. Table 9 summarizes the most recently
reported VCO design using SiGe BiCMOS and GaAs
technology.

4. FUTURE TRENDS

According to ITRS (International Technology Roadmap for
Semiconductors) 2003 [16], the challenges for future RF
transceivers using BiCMOS technology include the follow-
ing: aggressive scaling of passive elements (capacitors and
inductors); reducing the cost of BiCMOS technology while
improving power and performance tradeoffs; improving
signal isolation as more functions are integrated on a sin-
gle chip; increasing difficulty with integrating bipolar de-
vices in aggressively scaled CMOS nodes due to conflicting
thermal budget requirements; improving the performance
of active devices to levels that enable reconfiguration of
the RF transceiver in a software-defined radio, a funda-

mental architectural simplification of the RF transceiver
such as the direct synthesis and/or direct analog-to-digital
conversion of the RF signal; enabling the scaling of bipolar
power supply to reduce power consumption versus CMOS
technology; and integrating new materials in a cost-effec-
tive manner to realize the high-Q inductors and high-den-
sity metal–insulator–metal (MIM) capacitors.

Future challenges can be summarized as follows: SiGe
HBT device performance improvement, RFIC design
technique development, and on-chip passive component
performance and isolation enhancement.

4.1. SiGe HBT Device Performance Improvement

Carbon doping of SiGe HBTs (SiGe:C) is rapidly becoming
the preferred approach for commercial SiGe technologies
as a means to effectively suppress boron outdiffusion dur-
ing fabrication [6], consequently facilitating management
of the overall thermal budget and profile control. Contin-
uous lateral and vertical scaling, novel device structure
design, and improved fabrication techniques will further
enhance SiGe HBT peak fT and fmax. Improved device per-
formance has led to optical and communication applica-
tions at frequencies greater than 20 GHz. The further
increased performance of SiGe HBT also makes it possi-
ble to design a reconfiguring RF transceiver in a software-
defined radio, which implements most of RF functions in
the digital domain.

4.2. RFIC Design Technology Development

RF system-on-chip (RF SoC) usually means that RF ana-
log/digital circuits are all integrated with memory blocks

Table 9. Some Recently Reported SiGe BiCMOS VCOs Compared with GaAs VCOs

Technology
Frequency

(GHz)
Tuning

Range (GHz) Phase Noise
Power

Supply (V)
Power Dissi
pation (mW) Ref.

GaAs HBT 5 0.290 �118 dBc/Hz at 1 MHz 3.5 13.2 49
0.35mmSiGe 4.7 0.509 �107 dBc/Hz at 1 MHz 3 54 50
0.35mmSiGe 11 0.5 �85 dBc/Hz at 100 kHz 3.3 N/A 51
0.35mmSiGe 47 7.05 �104 dBc/Hz at 1 MHz 5.5 290 52
0.25mmSiGe 2.3 N/A �102 dBc/Hz at 100 kHz 3 15.6 53
0.35mmSiGe 20 0.600 �85 dBc/Hz at 1 MHz 3.6 43.2 54
0.4 mmSiGe 28 4.1 �84.2 dBc/Hz at 1 MHz 5 129 55
0.18mmSiGe 6/9 0.3/0.45 �106 dBc/Hz at 1 MHz/ �104 dBc/Hz at 1 MHz 1.8 19.44 56

Table 8. Some Recently Reported SiGe BiCMOS PAs compared with GaAs PAs

Technology
Frequency

(GHz)
Maximum output

power (dBm) Linearity (ACPR)
Maximum
PAE (%)

Supply
Voltage (V)

Linear
Gain (dB) Ref.

GaAs HBT 1.95 24 �42 dBc at 5 MHz 36 3.5 48 39
�55 dBc at 10 MHz

SiGe 1.88 30 �46 dBc at 1.25 MHz 41 3.4 23 40
0.35mmSiGe 5 31.5 N/A 24 N/A 20.6 41
SiGe 2.4 27.5 N/A 47 3.3 35 42
0.25mmSiGe 1.95 24 �30.7 dBc at 5 MHz 30 3.3 24 43

�41.3 dBc at 10 MHz
0.18mmSiGe 2.2 10 N/A 25 1.3 13 44
SiGe 0.824B0.849 28.2 �53.6 dBc at 885 kHz 45 2.5 28 45

�60.6 dBc at 1980 kHz
0.25mmSiGe 5.3 25 N/A 24 2.4 26 46
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and microprocessors as a single-chip radio. High integra-
tion ability with superior RF performance has made SiGe
BiCMOS a preferred choice for future RF SoC implemen-
tations [18]. IBM has demonstrated a highly integrated
SoC design using 0.18-mm SiGe BiCMOS technology [9]
(see Fig. 8). Multistandard and multiband wireless hand-
sets employing RF SoC technique will not be a dream in
the near future. Future developments of RFIC CAD tech-
niques may change the RFIC design methodology to dig-
ital cell library–like designs (see Fig. 9) [57]. After picking
up existing RF/analog cell libraries or IPs (intellectual
properties) for different building blocks (e.g., LNA, PA,
VCO) according to various applications (e.g., GSM,
CDMA), future RF system designers can simply assemble
them together to functionalize the whole system. Conse-
quently, RFIC design will be an easy and quick instead of

tedious and complicated process. Available highly accu-
rate RF/analog models that support scaling will enable RF
SoC simulations, including all on-chip coupling parasitic
effects.

4.3. On-Chip Passive Component Performance and Isolation
Enhancement

The performance of active devices has been improved
significantly, as discussed earlier. In contrast, relatively
slow development of passive components will be the key
bottleneck in the future RFIC designs. This is mostly the
result of high RF loss of silicon substrate, which leads to
not only low-Q passive devices but also large coupling
through substrates. A lot of research has been done on
substrate technologies for RF applications. A good review
of modern substrate transfer techniques for RFIC, such
as silicon-on-insulator (SoI), silicon-on-glass (SoG), and
silicon-on-anything (SoA) is given in Ref. 58. Microma-
chining techniques have also been applied to RFIC to
produce high-performance passive devices [59].

5. CONCLUSION

In this article, we have reviewed the advances of SiGe
BiCMOS technologies. SiGe BiCMOS technology has ex-
hibited many advantages over other existing RF semicon-
ductor technologies, such as III–V compounds and RF
CMOS, which will have a strong impact on future RFIC
design. RFIC designs using SiGe BiCMOS technology are
discussed in terms of passive components and some key
RF building blocks. Future trends of RF integrated system
adopting SiGe BiCMOS technology are also summarized.
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BIOLOGICAL EFFECTS OF RADIOFREQUENCY
ENERGY AS RELATED TO HEALTH AND SAFETY

KENNETH R. FOSTER

University of Pennsylvania
Philadelphia, Pennsylvania

1. BIOLOGICAL EFFECTS OF RADIOFREQUENCY FIELDS—
AN ONGOING CONTROVERSY

The biological effects of radiofrequency (RF) and micro-
wave energy is a large and heterogeneous subject that
spills over into biophysics, medicine, and engineering—
and more recently, epidemiology, risk assessment, law,
and public policy. The primary scientific literature on bi-
ological effects of RF fields contains several thousand pa-
pers, including many written in the 1960s or before.

This article examines biological effects of RF fields
(3 kHz–300 GHz) with emphasis on potential hazards,
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specifically, effects that a person would perceive as ad-
verse to health and safety. Its approach is tutorial rather
than comprehensive, and its perspective follows that of
major international exposure limits [established by IEEE
and ICNIRP (International Committee on Non-Ionizing
Radiation Protection)]. Its main emphasis will be on un-
equivocal effects that are potentially hazardous, which are
principally thermal in nature. A concluding section will
review major areas of controversy. Issues related to elec-
tromagnetic compatibility, for example, the interaction of
RF fields with medical devices, are excluded from discus-
sion. Additional sources are included in an annotated bib-
liography (see Further Reading section following the
numbered references list).

2. EXPOSURE AND DOSE

In toxicology, exposure is the concentration or a potentially
toxic agent in the external environment of a subject, and
dose is the concentration of the substance in target tis-
sues. For RF fields, the corresponding quantities are field
levels external to the body, and those induced within body
tissues by the exposure. The bioeffects literature refers to
assessment of both quantities as ‘‘dosimetry.’’ Exposure is
very different from risk, which is the probability of an ad-
verse effect in an exposed individual and the severity of
the effect.

The coupling between RF fields and the human body
depends on the characteristics of the field (including fre-
quency, polarization, and field strength) as well as the
electrical characteristics of the biological target. Because
of the wide range in these characteristics over the fre-
quency range considered here, these coupling properties
are quite diverse.

2.1. Bulk Electrical Properties of Tissue

The bulk electrical properties (dielectric properties) of
tissue determine the propagation characteristics of

RF fields inside tissue; for a review, see Ref. 1. The
bulk properties consist of the permittivity e and con-
ductivity s. It is convenient to define the complex
conductivity s*:

s
 ¼ sþ joee0 ð1Þ

where o is the frequency [in radians per second (rad/s)]
and e0 is the permittivity of space (a constant). The real
and imaginary parts of s* are shown in Fig. 1 for several
representative soft tissues [2].

The dielectric properties of tissues exhibit dispersions
(variations with frequency) due to the charging of cell
membranes, dipolar losses in tissue water, and other ef-
fects. Charging of cellular membranes is chiefly responsi-
ble for the dispersion observed in tissue at megahertz
(MHz) frequencies and below, while dipolar relaxation of
tissue water is the dominant source of dispersion above
B1 GHz. Above B100 MHz, tissue water content is the
chief factor determining the dielectric properties of soft
tissues.

2.2. Quantities Used to Characterize Exposure

Depending on the exposure scenario, different quantities
are useful in characterizing exposure and dose. These in-
clude

1. For assessing external fields:

a. External field strength Eo, measured in volts/
meter (electric field) or amperes per meter (A/m)
(magnetic field) (used principally at frequencies
below 100 MHz1 or in the near-field region of
antennas).

b. Incident power density S, in W/m2 (used principally
at frequencies above 0.5 GHz or in the far fields of
radiators).
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Figure 1. Dielectric properties of selected tissues: conductivity F and oe0e0 (both in S/m) of
selected tissues at 371C. (Data from Ref. 2.)

1All frequency ranges in this discussion are approximate.
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2. For assessing internal fields:

a. Current density within the body Ji (in A/m2), used
principally in the frequency range up to 10 MHz; a
related measure is internal field strength Ei (V/m),
which is related to the current density by Ohm’s
law

Ji¼ sEi ð2Þ

b. Total current passed into tissue J., used chiefly to
characterize contact currents, principally in the fre-
quency range up to 100 MHz.

c. Internal electrical field strength Ei, specifically, the
electric field induced within body tissues, the in-
duced current density Ji in A/m2.

d. Specific absorption rate (SAR), defined as the power
dissipation in watts per kilogram of tissue. In terms
of the electric field Ei in the tissue

SAR¼
sjE2

i j

r
ð3Þ

where r is the density (kg/m3) of the tissue. The SAR can
be expressed as a point value at a given instant in time, a
value averaged over a specified time and distance, or a
value averaged over the whole body of an animal (the
whole-body SAR).

Under most circumstances, the SAR is the preferred
dosimetric quantity for RF fields, particularly over the
frequency range 100 kHz–10 GHz, and journal editors and
referees typically insist that this information be included
in papers submitted for publication. However, the SAR
becomes less useful at frequencies above 10 GHz, where
the energy is absorbed close to the tissue surface and the
incident power density can be a more appropriate measure
of exposure. The SAR is also less useful below 100 kHz,
where little energy is absorbed by the tissue from the ex-
ternal field and contact currents become the dominant
source of hazard.

Another parameter is specific-energy absorption (S.A.),
the total absorbed energy in a pulse per kilogram of tissue,
used principally for pulsed fields in the frequency range
300 MHz–10 GHz.

The SAR can be determined in a number of ways:

* By measuring the transient rate of temperature in-
crease in the exposed object. A SAR of 1 W/kg pro-
duces a rate of temperature increase of 0.0151C/min
in high-water-content tissues. The rate of tempera-
ture increase can be measured using small tempera-
ture sensors, notably ‘‘nonperturbing’’ fiberoptic
probes that are designed specifically for measure-
ments in RF fields. Another approach is thermal
imaging of the surface of the exposed object using
an infrared camera, typically using phantom models
to mimic animals. In either case, it is important to
correct for effects of heat conduction in measure-
ments of the rate of temperature increase.

* By modeling the exposure situation by computer, to
determine the rate of absorption of the incident en-
ergy in the exposed object.

* By measuring the internal electric field in the ex-
posed object with a small probe (taking care to avoid
electrical artifacts).

Additional information may be necessary to characterize
exposure, including the peak field strength or peak inci-
dent power density (for pulsed fields) or other description
of the modulation characteristics of the field.

Inadequate dosimetry has been a longstanding
problem in bioeffects studies. Many earlier studies report-
ed only the incident field intensity, but did not determine
the absorbed power in the exposed animals, and conse-
quently the studies are difficult or impossible to interpret.
Inadequate dosimetry is a particularly noticeable
problem in numerous bioeffects studies in the Russian
scientific literature, which frequently lacks even rudimen-
tary information about the frequency and intensity of
exposure.

A related problem has been the difficulty in distin-
guishing effects due to heating of the sample from those
due to the fields themselves, that is, distinguishing ther-
mal from nonthermal effects, due to the difficulty in ade-
quately controlling temperature during an experiment.
With careful experimental design, these problems are now
solvable. However, adequate dosimetry and temperature
control remain difficult and expensive to achieve. Typical-
ly, bioeffects studies, particularly those involving exposure
of large animals and humans, require specially designed
facilities and extensive engineering support including in
some cases elaborate computational studies to determine
exposure (Fig. 2).

3. COUPLING CONSIDERATIONS

The coupling between external fields and body tissues
depends on the characteristics of exposure, which vary
greatly in different exposure scenarios, as well on the
geometry and electrical characteristics of the exposed
subject.

There are numerous ways in which human subjects can
be exposed to RF energy. The exposure scenarios can often
be classified in one of three ways, which entail significant
technical differences in determining exposure, described
in the following text.

3.1. Contact Currents

In this exposure scenario, RF currents are passed into the
body when a subject touches a conductive object in the
presence of a field. Contact currents are a major potential
occupational hazard in some occupational settings. For
example, contact currents induced by touching broadcast
transmission towers or secondary metallic structures
(buildings, guywires, fencing, etc.) near the towers can in-
duce hazardous contact currents.

The magnitude of the contact current is a function of
source impedance and the impedance of the subject to
ground, and is not simply related to the field strength in
the vicinity of the subject. Contact currents can be mea-
sured by placing an ammeter between the source and the
subject.
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3.2. Near-Field or Partial-Body Exposure

In localized regions near RF sources, very high RF fields
can exist, possibly at acutely hazardous levels. Sources
include medical equipment [such as magnetic resonance
imaging (MRI) scanners], industrial equipment (e.g., in-
duction heaters or microwave drying equipment), and ra-
dar and broadcast transmitters. Exposures to RF fields
from such equipment typically occur in the near fields of
RF sources, and to parts of the body. Partial-body exposure
(albeit at thermally innocuous levels) is an everyday oc-
currence to a user of a mobile telephone or other portable
transmitter.

Because of the complex electrical interaction between
the transmitting antenna and the subject’s body, exposure
assessment in near-field exposures is a difficult matter.
Exposure is typically determined using computer model-
ing or physical measurements on ‘‘phantom’’ models
whose electrical properties approximate those of tissue
at the pertinent frequency [3]. The measurements can in-
clude thermal measurement of SAR or direct measure-
ment of the local field using small electrical probes
inserted into the model. Figure 3 shows a commercial
apparatus that employs a robot to move a small electric
field probe about a ‘‘phantom’’ model of the head, which
has become the most widely used method to measure
SARs produced in the human head by mobile telephone
handsets.

3.3. Far-Field Exposure

In a typical far-field exposure scenario, plane-wave energy
is incident on large areas of the subject’s body. This expo-
sure scenario is important because of public concern about
possible health hazards from broadcast transmitters, as
well as in some occupational exposure settings, for exam-
ple, for workers near radar transmitters.

Far-field exposure can be modeled by computer or mea-
sured experimentally, and, in comparison to with near-
field exposures, is comparatively easy to accomplish. Con-
sequently, a large literature exists on the subject (e.g., see
Ref. 4). Initial studies, beginning in the 1960s, modeled
the human body and experimental animals using homo-
geneous spheroids exposed to plane-wave irradiation.
More recent studies have employed detailed anatomical
models of the body with millimeter spatial resolution. A
variety of thermal measurements have also been reported,
most commonly for measurement of whole-body SAR [4].

As with other exposure scenarios, the coupling between
an incident field and the body depends strongly on the
frequency and other characteristics of the field. Figure 4
shows the whole-body average SAR in an isolated ellipsoid
modeling an adult human, exposed to plane-wave irradi-
ation of varying polarization. Below B70 MHz, the SAR is
proportional to the square of the frequency, and most of
the energy is deposited near the body surface. This model
exhibits a maximum near 70 MHz due to an electrical res-
onance, reflecting the antenna properties of the model.
At higher frequencies, the whole-body SAR decreases
(for a given incident power density) because the energy
is deposited close to the surface. In addition, various parts
of the body exhibit their own resonances; for example, the
human head exhibits an antenna resonance at approxi-
mately 1 GHz. If the model is placed in contact with

Figure 3. Commercial instrument used to measure SAR distri-
bution produced by a mobile telephone in model of a human head.
The robot arm moves an electric field probe inside a phantom
model filled with a liquid whose electrical properties resemble
those of a tissue. (From Ref. 3 with permission; available at
http://www.dasv4.com/welcome.html.)

Figure 2. Eleanor R. Adair, noted bioeffects investigator [and
immediate past chair of the ICES (formerly known as IEEE
C95.1) standards committee] in microwave anechoic chamber
used for RF bioeffects studies at Brooks Air Force Base, Texas.
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ground, the induced currents (particularly those near the
point of contact with ground) are increased as a result of
image effects. Similar resonances occur in animals, but at
higher frequencies reflecting the smaller body size, and
with different SAR levels for a given incident exposure
level (Fig. 5).

At sufficiently high frequencies, the wavelength of the
incident energy is much smaller than the dimensions of
the model and the exposure approaches the ‘‘quasioptical’’
regime. In this case, the distribution of energy within the
body is similar to that produced by a plane wave incident
on an absorbing surface. For a plane wave incident on a
plane surface of tissue, the SAR as a function of depth x
into the tissue is given by

SAR¼
I0T

rL
e�x=L ð4Þ

where T is the fraction of energy transmitted in the tissue
(the remaining part of the incident energy being reflected)
and L is the energy penetration depth. In terms of the
relative permittivity and conductivity of the tissue (e0, s),
these quantities are

T¼ 1�

ffiffiffiffi
e

p
� 1ffiffiffiffi

e

p
þ 1

����

����
2

L¼
�c

2oImð
ffiffiffiffiffiffiffiffi
e
e0
p

Þ

ð5Þ

where e
 ¼ e0 � ðjs=2pf e0Þe


¼ e0 � (js/2pfe0) and c is the ve-

locity of light. Energy penetration depths of microwaves

into soft tissue such as muscle range from about 1 cm at
1 GHz to a few tenths of a millimeter at 100 GHz (Fig. 6).

4. INTERACTION MECHANISMS

The energy of photons of radiofrequency and microwave
fields is several orders of magnitude (at least) below that
needed to disrupt the weakest chemical bonds and create
free radicals. Consequently, RF fields are nonionizing, in
contrast to ionizing radiation such as X rays or ultraviolet
light, which disrupt chemical bonds and create highly re-
active free radicals.

Nevertheless, RF fields can interact with biological sys-
tems, most obviously by exerting forces on charges in tis-
sue [5]. These forces act in the presence of random thermal
agitation, which will overwhelm the effects of the fields if
the forces are too small. The absorbed power in tissue will
also generate heat and increase the local temperature, an
obvious thermal mechanism for biological effects.

4.1. Thermal Mechanisms

Thermal mechanisms arise from the deposition of power
in the biological system (as opposed to nonthermal effects,
which result from direct interaction with the electric or
magnetic fields).

4.1.1. Direct Effects of Temperature Increase. Biochemi-
cal reactions typically vary in rate by about 3%/1C. How-
ever, some biological structures (e.g., thermal receptors in
the human body or infrared receptors in some snake spe-
cies) respond to very small changes in temperature, as lit-
tle as a few hundredths of a degree or less. Thus, even
modest temperature increases, particularly if they persist
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over appreciable times, can elicit biological effects. Several
classes of thermal effects can be identified.

4.1.2. Effects of Thermal Load on the Body. An addition-
al heat load on the body due to exposure to RF energy can
also elicit effects due to thermoregulatory responses. The
natural rate of power generation in the human body (the
basal metabolic rate) is about 1 watt per kilogram of body
mass. Addition of heat by a RF field at levels comparable
to or above this rate can produce significant physiological
effects even in the absence of thermally damaging tem-
perature increases anywhere in the body. These changes
can be interpreted as normal thermoregulatory responses,
and may explain, in part, various subtle physiological ef-
fects that have been reported in animals subjected to mod-
erate levels of RF energy exposure. With typical values of
the conductivity of tissue, field levels inside the body rang-
ing from 100 V/m (3 kHz) to 30 V/m (1 GHz) will produce a
SAR of 1 W/kg.

4.1.3. Effects of Local Temperature Increases. At SAR
levels somewhat above 1 W/kg, depending on the duration
of exposure, rate of cooling of the tissue by bloodflow, and
other factors, local heating effects in tissue can become
significant or even damaging. These include a variety of
biological changes and, at sufficient heating levels, frank
tissue damage.

4.1.4. Effects Due to Rate of Temperature Increase. Some
thermal mechanisms depend on the rate of temperature
increase (as opposed to the magnitude of increase). Pulsed
microwave energy will generate acoustic transients in tis-
sue by transient heating of tissue water with correspond-
ing thermal expansion. These transients, under
appropriate exposure conditions, can be perceived by hu-
man subjects as ‘‘clicks,’’ the so-called microwave auditory
effect. This typically requires that the head of the subject
be exposed to microsecond pulses of RF energy with a car-
rier frequency near 1 GHz, and peak field intensities

above 10,000 W/m2. The pulses produce transient increas-
es in tissue temperature of a few microdegrees, at a rate of
about 11C/s. This is sufficient to produce acoustic tran-
sients in the head in excess of 100 dB peak sound pressure
[6]. The subject perceives these acoustic transients
through normal hearing mechanisms.

Under more extreme exposure conditions, changes in
membrane potentials and stimulation of cell membranes
can occur, also related to the rates of temperature increase
[7]. For example, mice exposed in the head to intense mi-
crowave pulses, leading to brain temperature increases of
a few tenths of a degree within one second, exhibit a va-
riety of involuntary body movements and other ‘‘stun’’
phenomena [8]. The extreme exposure levels needed to
produce such effects are far above those encountered in
realistic environments, and to achieve them generally re-
quires that the animals be placed inside waveguides that
are connected to high-powered military transmitters.

4.2. Nonthermal Mechanisms

Electric fields can exert forces on charges, and magnetic
fields exert torques on magnetic dipoles in biological sys-
tems. This gives rise to several classes of ‘‘nonthermal’’
interaction mechanisms. (Whether the mechanisms result
in observable biological effects under realistic exposure
conditions is a different question, however.) Examples are
described below.

4.2.1. Membrane Excitation. The dominant hazard
mechanism for low-frequency currents is shock and other
membrane excitation phenomena. Above a few kilohertz,
the threshold current needed to excite membranes in-
creases rapidly with frequency. With a few exceptions,
over the entire frequency range considered in this article,
the thresholds for producing biologically significant
heating are lower than those for directly exciting cell
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membranes (Fig. 7). Consequently, the dominant hazard
mechanisms at RFs are thermal in nature.

4.2.2. Electroporation. Electric fields can create pores
in cell membranes (electroporation) by inducing electrical
breakdown. This requires membrane potentials of B1 V,
which in turn requires tissue field strengths that can ex-
ceed 104–105 V/m, which would be thermally damaging if
sustained for more than brief periods. However, electrop-
oration can be produced in the absence of thermal damage
using brief pulses of RF fields, typically with carrier fre-
quencies below 1 MHz. Electroporation is considered to be
a factor in some kinds of electrical injury [9].

4.2.3. Field-Induced Forces. Electric fields exert forces
on ions and torques on permanent dipoles, as well as
forces and torques on induced dipoles (dielectrophoretic
forces). Magnetic fields exert torques on magnetic dipoles.
These forces are opposed by viscous drag from the
surrounding medium, and occur in the face of random
thermal agitation.

Dielectrophoretic forces on cells are well documented,
and have important applications in biotechnology. How-
ever, biophysical considerations show that the forces to be
expected on cells from RF fields at normal environmental
levels are far too weak to overcome naturally occurring
thermal agitation.

4.3. Other Proposed Mechanisms

Various scientists, including some prominent physicists,
have suggested mechanisms for biological effects of weak
RF fields. These include various quantum phenomena,
nonlinear effects such as creation of solitons, and kinetic
effects including disruption of ‘‘bound’’ water and excita-
tion of molecular resonances (to name only a few proposed
mechanisms). These theories remain speculative, and of-

ten are susceptible to criticism, for example, for failing to
consider the effects of thermal agitation or viscous drag or
other dissipative processes [10]. This remains a highly
uneven and, in many places, highly contentious literature.

5. POTENTIAL ADVERSE EFFECTS OF RADIOFREQUENCY
FIELDS IN HUMANS

This subject is wide and, particularly as it relates to pos-
sible chronic health effects in humans, very controversial.
This article first considers the well-established hazards
of RF energy, which underlie major exposure standards
for electromagnetic fields. It then comments on possible
effects of chronic exposure to RF and microwave fields on
humans.

5.1. Thermal Death

Numerous studies have been conducted, beginning in the
early 1960s, to determine lethal levels of exposures to RF
and microwave energy for animals. The exposure level, in
terms of incident power density, that will kill an animal
varies considerably depending on species, frequency of the
field, environmental conditions, pretreatment by drugs or
other physiological manipulation, and other factors. In
part this reflects the different absorption characteristics of
different species for RF energy, and in part physiological
differences among species, such as different capabilities
for thermoregulation. Prior to death, animals typically
exhibit circulatory failure and other signs of extreme heat
stress, and the thresholds for lethality typically correlate
with an increase in body temperature of several degrees
above normal [11]. Clearly, similar effects would occur in a
human, in the unlikely circumstance that he or she were
exposed at comparable levels.

5.2. Perception and Pain

Thresholds for perception of contact currents have been
measured for humans at several frequencies (Table 1).
At frequencies below B10 kHz, subjects report ‘‘mild tick-
ling or pricking’’ sensations near the threshold for percep-
tion; at higher frequencies subjects report ‘‘faint warmth’’
[12], evidently reflecting two different mechanisms
for perception (direct stimulation of membranes at low
frequencies and cutaneous perception of warmth at higher
frequencies).

The thresholds for perception of microwave energy
have been measured by Blick et al. [13] over a wide range
of microwave frequencies. These experiments used brief
(10-s) exposures to microwave energy over an area of
0.024 m2 on the backs of human volunteers (Table 2)
[13]. The estimated increase in skin temperature at the
threshold for perception is about 0.071C over this entire
frequency range [14]. The threshold for perception de-
creases with increasing frequency because of the shorter
penetration depth into tissue and corresponding increase
in SAR near the skin surface. Thresholds for pain under
similar exposure conditions are approximately 100 times
higher, and correspond to peak temperature increases of
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several degrees Celsius at the surface of the skin [15].
These thresholds clearly reflect thermal phenomena.

5.3. Burns

Burns and other thermal damage are clear potential
hazards of RF and microwave energy. Typically, human
tissues can tolerate temperatures up to B431C for pro-
longed periods without damage; progressively higher tem-
peratures will cause thermal damage in progressively
shorter times [16].

While RF burns are an obvious potential hazard, few
such injuries are reported. The exposures are very painful,
causing the victim to withdraw from exposure before ther-
mal injury occurs. Serious injuries generally require ex-
treme exposure levels in which damage occurs quickly, or
circumstances in which the victim is unable to voluntarily
leave the area of exposure. There is a scattering of reports
of burns produced by microwave ovens whose interlock
mechanisms (which turn off the microwave power when
the door is opened) have failed, and of burns to patients
from medical treatments involving RF and microwave en-
ergy. There have been at least two reported cases of in-
fants being placed deliberately in microwave ovens and
suffering severe burns [17].

5.4. Other Adverse Thermal Effects

Many thermal effects have been demonstrated in animals,
and analogous effects can be anticipated in humans as
well. Deleterious effects include the following:

1. Cataracts. These are an established hazard of
microwave energy, and have been reported occasionally
in humans exposed to high intensity microwaves. Catar-
acts can be produced in animals at high exposure levels,
generally 41000 W/m2, where they are associated with
temperature increases of several degrees in the eye. Such
exposure levels are similar to those capable of producing
skin burns. Occasional claims of cataract from low-level

microwave exposure have not been substantiated by ani-
mal studies and remain controversial [18].

2. Adverse Reproductive Effects. Development abnor-
malities have been convincingly demonstrated in animals
exposed to microwave energy at near-lethal levels. These
effects are associated with significant increases in body
temperature, which is itself a well-established cause of
birth defects [19,20]. Heating the testes to microwave en-
ergy to induce temporary sterility has been explored in
China as a means of contraception. Some men have re-
ceived more than 100 treatments, each raising the surface
temperature of the scrotum to 40–421C. No significant ab-
normalities were reported in a follow-up study in these
men after cessation of treatment [21].

3. Behavioral Disruption. This has been observed in
several species of animals exposed to microwaves at
whole-body exposures of 4–6 W/kg, at several frequencies
above 100 MHz [22]. In such studies, the animals are
trained to carry out a task (e.g., pressing a lever to obtain
food pellets) and exposed to microwave energy. At suffi-
cient exposure levels, the animals stop performing the as-
signed task and begin a different behavior, typically one
associated with thermoregulation (in rats, spreading sali-
va on the tail). The threshold SAR for behavioral disrup-
tion is approximately 4 W/kg in several species, and does
not vary greatly with frequency (Table 3). The effect is re-
versible; that is, no lasting effects are observed in the an-
imals after the exposure is terminated. Consequently it is
not considered deleterious, although exposures that are
sufficient to produce behavioral disruption are undoubt-
edly close to those that would be thermally injurious if
sustained for sufficient lengths of time.

5.5. Mobile Phones and Health

The hazards discussed above are principally (if not exclu-
sively) thermal in nature, and require high exposure lev-
els. Much public and legal controversy has concerned the
possibility of hazards from use of mobile telephones or

Table 2. Thresholds for Perception of Microwave Energy by Humans

Frequency (GHz)

Threshold for Perception
(10 s Exposure, 0.024 m2

Exposure Area) (W/m2)
Approximate Energy

Penetration Depth (m)

Approximate Temperature
Increase at Skin Surface

(1C) at Threshold

2.45 630 0.01 0.06
7.5 195 0.003 0.05
10 196 0.002 0.07
35 88 4�10� 4 0.08
94 45 1�10� 4 0.05

Source: Adapted from Ref. 33.

Table 1. Ranges of Threshold Currents for Indirect Effects, Including Children, Women, and Men

Threshold Current (mA) at Frequency

Indirect Effect 50/60 Hz 1 kHz 100 kHz 1 MHz

Touch perception 0.2–0.4 0.4–0.8 25–40 25–40
Pain on finger contact 0.9–1.8 1.6–3.3 33–55 28–50
Painful shock/let-go threshold 8–16 12–24 112–224 Not determined
Severe shock/breathing difficulty 12–23 21–41 160–320 Not determined

Source: From Ref. 25.
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living near cellphone base stations. The exposure levels
encountered in these two situations are very different, but
both are far below any threshold for a thermal hazard.

Certainly the most visible public issue has been the
possibility that use of mobile telephones can cause brain
cancer. Since the issue was first raised (by a nonscientist on
a U.S. television show in 1992), several epidemiology stud-
ies have been completed, together with several long-term
animal studies designed as cancer assays. The results so
far have failed to identify a link between use of mobile
telephones and cancer. A review of the literature published
in 1999 found the evidence for a causal relationship be-
tween RF radiation from cellphones and cancer to be ‘‘weak
to nonexistent’’ [23]. However, given the long time that it
takes brain tumors to develop (years to decades between
initiation and clinical diagnosis), the studies completed to
date have only limited ability to address the question of
possible long-term effects from use of mobile telephones.

A number of studies have been conducted to address
health issues other than cancer. Many of them have re-
ported effects of using mobile telephones on neurological
function, response time, sleep, and other functions in hu-
man subjects. However, the effects have generally been
insignificant, with no clear health significance. Reviews of
the issue by a number of expert committees have generally
concluded that no convincing evidence exists for a hazard
from mobile phones or their base stations, but also that
numerous open questions still remain.

6. TWO MAJOR WESTERN EXPOSURE LIMITS

Government and nongovernment agencies throughout
the world have established guidelines for human expo-
sure to electromagnetic fields. The rationale for two
major Western limits [Institute of Electrical and Electron-
ics Engineers (IEEE) standard C95.1-1999 [24] and the
International Commission on Non-Ionizing Radiation Pro-
tection (ICNIRP) guideline [25]] is now considered (see
also Table 4). The IEEE committee has recently been
renamed International Committee on Electromagnetic
Safety (ICES).

The standards are complex, and readers should refer to
the original documents for authoritative statements of the
limits. They have similar rationales but differ in many
particulars. ICNIRP limits include ‘‘basic restrictions,’’
which are limits on absorbed power (or other measure of
internal field) based directly on adverse health effects, and
‘‘reference levels,’’ which are limits on external field
strength designed to ensure that the basic restrictions
are not exceeded.

Each standard has two tiers: for ‘‘controlled’’ and ‘‘un-
controlled’’ environments (IEEE) or for occupational
groups and the general public (ICNIRP). The ‘‘controlled’’
limits in IEEE C95.1 are intended for environments in
which the exposed subjects are aware of the potential for
exposure, and correspond roughly to occupational expo-
sure guidelines in ICNIRP.

Table 4. Comparison of ICNIRP and IEEE Limits for Contact Current

A. ICNIRP Reference Levels for Time-Varying Contact Currents from Conductive Objects

Exposure Characteristics Frequency Range Maximum Contact Current (mA)

Occupational exposure r2.5 kHz 1.0
2.5–100 kHz 0.4f a

100 kHz–110 MHz 40
General public exposure r2.5 kHz 0.5

2.5–100 kHz 0.2f a

100 kHz–110 MHz 20

B. IEEE Induced and Contact Radiofrequency Currentsb

Maximum Current (mA)

Frequency Range Through Both Feet Through Each Foot Contact

3–100 kHz 0.9f a 0.45f a 0.45f a

100 kHz–100 MHz 90 45 45

aFrequency in kilohertz.
bLimits for uncontrolled environments; limits for controlled environments are higher by a factor of B2.

Table 3. Thresholds for Behavioral Disruption in Different Animals

Species and Conditions
225 MHz

(Continuous-Wave) 1.3 GHz (Pulsed)
2.45 GHz

(Continuous-Wave) 5.8 GHz (Pulsed)

Norwegian rat power density SAR — 10 mW/cm2 (2.5 W/kg) 128 mW/cm2 (5.0 W/kg) 20 mW/cm2 (4.9 W/kg)
Squirrel monkey power density SAR — — 45 mW/cm2 (4.5 W/kg) 40 mW/cm2 (7.2 W/kg)
Rhesus monkey power density SAR 8 mW/cm2 (3.2 W/kg) 57 mW/cm2 (4.5 W/kg) 67 mW/cm2 (4.7 W/kg) 140 mW/cm2 (8.4 W/kg)

Source: Adapted from Ref. 34.
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6.1. Limits to Whole-Body SAR

Both the IEEE and ICNIRP limits are designed to limit
the whole-body average SAR to 0.4 W/kg (‘‘controlled’’ or
occupational) or 0.08 W/kg (‘‘uncontrolled’’ or general pub-
lic limits). The rationale, as described in ICNIRP is [25]

Established biological and health effects in the frequency
range from 10 MHz to a few GHz are consistent with respons-
es to a body temperature rise of more than 11C. This level of
temperature increase results from exposure of individuals un-
der moderate environmental conditions to a whole-body SAR
of approximately 4 W kg�1 for about 30 minutes. A whole-body
average SAR of 0.4 W kg�1 has therefore been chosen as the
restriction that provides adequate protection for occupational
exposure. An additional safety factor of 5 is introduced for ex-
posure of the public, giving an average whole-body SAR limit
of 0.08 W kg� 1.

The IEEE and ICNIRP limits are compared for one ex-
posure situation (general public for ICNIRP, uncontrolled
environments for IEEE) in Fig. 8. The antenna resonance
in the human at 70 MHz accounts for the lower limits near
that frequency in both limits.

6.2. Limits to Partial-Body SAR

For the head and trunk, ICNIRP limits for partial body
exposures are 2 W/kg (general public) and 10 W/kg (occu-
pational), averaged over any 10 g mass of contiguous tis-
sue. Limits elsewhere in the body are a factor of 2 higher.
The corresponding limits in the present IEEE limit are 1.6
and 8 W/kg, averaged over 1 g of tissue (but is anticipated
to change with a new edition of the limit to be released in
2003).

6.3. Contact Currents

The limits in these two standards are compared in Fig. 8.
The ICNIRP limits are somewhat more restrictive, but
both sets of limits are clearly rather similar.

7. CONTROVERSIES AND UNRESOLVED ISSUES

The literature on biological effects and health hazards of
RF energy is complex and frequently inconsistent and
controversial even among scientists. Several areas of con-
troversy are discussed below.

7.1. Many Reported Biological Effects of RF Energy

The scientific literature abounds with reports of biological
effects of RF energy, including some at low exposure levels
that the investigators considered ‘‘nonthermal.’’ The stud-
ies vary greatly in biological endpoint, exposure level,
quality, and relevance to health and safety. Many of the
studies are controversial, due to technical criticisms of the
studies or the inability of other studies to confirm the ini-
tial findings [26].

Faced with an inconsistent and incomplete literature
(the normal state of affairs in environmental health
issues), health agencies typically employ a ‘‘weight of
evidence’’ approach, using panels of experts to evaluate
critically all relevant information. These panels normally
give little weight to studies that are technically deficient
or whose relevance to health is unclear. Health agencies
typically point to the incompleteness of the scientific
literature and the existence of open questions. For
example, a 1999 review by the Royal Society of Canada
concluded [27]

Scientific studies performed to date suggest that exposure to
low intensity non-thermal RF fields do not impair the health of
humans or animals. However, the existing scientific evidence
is incomplete, and inadequate to rule out the possibility that
these non-thermal biological effects could lead to adverse
health effects. Moreover, without an understanding of how
low energy RF fields cause these biological effects, it is difficult
to establish safety limits for non-thermal exposures.

7.2. Reports of Adverse Health Effects of RF Energy at Low
Exposure Levels

A major factor in the public controversy about the safety of
RF energy is the existence of a scattering of reports in the
medical literature of associations between adverse health
outcomes and presumed exposure to RF energy. For ex-
ample, there is one report of clusters of testicular cancer
cases among police officers using radar guns [28]. One in-
vestigator has reported an increase in cancer mortality in
Polish soldiers whose job classifications suggest exposure
to RF radiation, compared to other soldiers used as con-
trols [29]. A more recent epidemiology study by a French
investigator reported an association between nonspecific
health symptoms and residence near a mobile base
station [30].

Perhaps even more perplexing, the medical literature
of the former Soviet Union and its former Warsaw Pact
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allies contains numerous reports of adverse health effects
in people exposed to RF energy. For example, Russian
physicians have identified a ‘‘neurasthenic’’ syndrome
among workers in radio equipment factories, which is
characterized by diverse and nonspecific symptoms such
as fatigue, anxiety, headache, and impotence [31]. The ex-
posures to these subjects was undocumented, but almost
certainly the levels of RF energy were far below Western
exposure limits.

So far, these reports have carried little weight in West-
ern assessments of possible health risks of RF energy, in
part because of technical deficiencies in the studies and in
part because of lack of independent confirming evidence.
However, these reports would certainly tend to convince
many nonscientists that health hazards do exist from low-
level exposures to RF energy.

7.3. Large Variations in Exposure Limits to RF Energy
throughout the World

The underlying philosophy in setting exposure limits to
RF and microwave energy varies greatly in different coun-
tries, and there is a corresponding large variation in ex-
posure limits. These limits can be classified as ‘‘science-
based’’ (in that they were designed to avoid identified
hazards, on the basis of detailed analysis of the relevant
scientific literature) and ‘‘precautionary’’ (not designed to
exclude particular hazards). The limits for general public
exposure to 2000 MHz energy (similar to that emitted by
many mobile telephone base stations) are compared in
Table 5.

7.4. Science-Based Limits

One group of science-based limits consists of the IEEE and
ICNIRP limits discussed above.

A very different group of science-based limits is in effect
in Russia and most of its former Warsaw Pact allies. These
limits are far lower (as much as 100 times, if the limits are
expressed in terms of incident power density) than the

ICNIRP and the IEEE limits (as well as those of many
other Western countries). The Russian standards clearly
reflect a conviction that prolonged exposure to low-level
RF fields causes health problems of many sorts. It has so
far proved impossible to reconcile these two sets of limits,
in part because of the brief nature of the Russian reports
(may of which lack sufficient technical detail to permit ex-
pert evaluation) and in part because of technical limita-
tions of the studies (which seldom provide information
about exposure) [32]. This situation goes back for many
years and is not likely to be resolved anytime soon.

7.5. Precautionary Limits

More recently, Italy, Switzerland, and a few other coun-
tries have adopted strict limits for RF exposure that are
even below those of Russia. To a large extent, these limits
reflect public fears about the safety of mobile telephone
masts (whose exposure levels are invariably far below
ICNIRP and other Western limits). These limits are not
science-based, but are justified by the precautionary prin-
ciple, and thus are designed to be highly restrictive due to
uncertainty about the safety of RF energy at low exposure
levels.
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Many problems in electrical engineering require solution
of integral or differential equations that describe physical
phenomena. The choice as to whether integral or differ-
ential equations are used to formulate and solve specific
problems depends on many factors, whose discussion is
beyond the scope of this article. This article strictly
concentrates on the use of the finite-difference method
(FDM) in the numerical analysis of boundary value pro-
blems associated with primarily static and to some extent
quasistatic electromagnetic (EM) fields. Although all ex-
amples presented herein deal with EM-related engineer-
ing applications, some numerical aspects of FDM are also
covered. Since there is a wealth of literature in numerical
and applied mathematics about the FDM, little will be
said about the theoretical aspects of finite differencing.
Such issues as the proof of existence or convergence of the
numerical solution will not be covered, while the appro-
priate references will be provided to the interested reader.
Instead, the coverage of FDM will deal with the details
about implementation of numerical algorithms, compact
storage schemes for large sparse matrices, the use of open
boundary truncation, and efficient handling of inhomoge-
neous and anisotiopic materials.

The emphasis will be placed on the applications of
FDM to three-dimensional boundary value problems
involving objects with arbitrary geometric shapes
that are composed of complex dielectric materials. Exam-
ples of such problems include modeling of discrete passive
electronic components, semiconductor devices and their
packages, and crosstalk in multiconductor transmission
lines. When the wavelength of operation is larger than
the largest geometric dimensions of the object that is
to be modeled, static or quasistatic formulation of the
problem is appropriate. In electrostatics, for example,
this implies that the differential equation governing the
physics (voltage distribution) is of Laplace type for the
source-free environment and of Poisson type in regions
containing sources. The solution of such second-order
partial-differential equations can be readily obtained
using the FDM.
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Although the application of FDM to homogeneous
materials is simple, complexities arise as soon as inhomo-
geneity and anisotropy are introduced. The following
discussion will provide essential details on how to over-
come any potential difficulties in adapting FDM to
boundary value problems involving such materials. The
analytical presentation will be supplemented with abun-
dant illustrations that demonstrate how to implement the
theory in practice. Several examples will also be provided
to show the complexity of problems that can be solved by
using FDM.

1. BRIEF HISTORY OF FINITE DIFFERENCING IN
ELECTROMAGNETICS

The utility of the numerical solution to partial-differential
equations (or PDEs) utilizing finite-difference approxima-
tion to partial derivatives was recognized early [1]. Im-
provements to the initial iterative solution methods,
discussed in Ref. 1, by using relaxation were subsequently
introduced [2,3]. However, before digital computers be-
came available, the applications of the FDM to the solu-
tion of practical boundary value problems was a tedious
and often impractical task. This was especially true when
a high level of accuracy was required.

With the advent of digital computers, numerical solu-
tion of PDEs became practical. They were soon applied to
various problems in electrostatics and quasistatics such as
in the analysis of microstrip transmission lines [4] among
many others. The FDM found quick acceptance in the
solution of boundary value problems within regions of
finite extent, and efforts were initiated to extend their
applicability to open region problems as well [5].

As a point of departure, it is interesting to note that
some of the earliest attempts to obtain the solution to
practical boundary value problems in electrostatics in-
volved experimental methods. They included the electro-
lytic tank approach and resistance network analog
technique [6], among others, to simulate the finite-differ-
ence approximations to PDEs.

Finally, it should be mentioned that in addition to the
application of FDM to static and quasistatic problems, the
FDM was also adapted for use in the solution of dynamic,
full-wave EM problems in time and frequency domains.
Most notably, the use of finite differencing was proposed
for the solution to Maxwell’s curl equations in the time
domain [7]. Since then, a tremendous amount of work on
the finite-difference time-domain (or FDTD) approach was
carried out in diverse areas of electromagnetics. This
includes antennas and radiation, scattering, microwave
integrated circuits, and optics. The interested reader can
consult the authoritative work in Ref. 8, as well as other
articles on eigenvalue and related problems in this en-
cyclopedia, for further details and additional references.

2. ENGINEERING BASICS OF FINITE DIFFERENCING

It is best to introduce the FDM for the solution of engi-
neering problems, which deal with static and quasistatic
electromagnetic fields, by way of example. Today, just

about every elementary text in electromagnetics—as well
as newer, more numerically focused introductory EM text-
books—will have a discussion on FDM (e.g., pp. 241–246 of
Ref. 9 and Sect. 4.4 of Ref. 10) and its use in electrostatics,
magnetostatics, waveguides, and resonant cavities. Re-
gardless, it will be beneficial to briefly go over the basics
of electrostatics for the sake of completeness and to provide
a starting point for generalizing FDM for practical use.

3. GOVERNING EQUATIONS OF ELECTROSTATICS

The analysis of electromagnetic phenomena has its roots
in the experimental observations made by Michael Fara-
day. These observations were cast into mathematical form
by James Clerk Maxwell in 1873 and verified experimen-
tally by Heinrich Hertz 25 years later. When reduced to
electrostatics, they state that the electric field at every
point in space within a homogeneous medium obeys the
following differential equations [9]

r� ~EE¼ 0 ð1Þ

r . e0er
~EE¼ rv ð2Þ

where rv is the volumetric charge density, e0 (E8.854�
10�12 F/m) is the permittivity of freespace, and er is the
relative dielectric constant. The use of the vector identity
r�rf�0 in Eq. (1) allows for the electric field intensity, ~EE
(V/m), to be expressed in terms of the scalar potential
~EE¼ � rf. When this is substituted for the electric field in
Eq. (2), a second-order PDE for the potential f is obtained

r . ðerrfÞ¼ � rv=e0 ð3Þ

which is known as the Poisson equation. If the region of
space, where the solution for the potential is sought, is
source-free and the dielectric is homogeneous (i.e., er is
constant everywhere), Eq. (3) reduces to the Laplace
equation r2f¼ 0.

The solution to the Laplace equation can be obtained in
several ways. Depending on the geometry of the problem,
the solution can be found analytically or numerically using
integral or differential equations. In either case, the goal is
to determine the electric field in space due to the presence
of charged conductors, given that the voltage on their
surface is known. For example, if the boundaries of the
charged conductors are simple shapes, such as a rectan-
gular box, circular cylinder, or sphere, then the boundary
conditions (constant voltage on the surface) can be easily
enforced and the solution can be obtained analytically. On
the other hand, when the charged object has an irregular
shape, the Laplace equation cannot be solved analytically
and numerical methods must be used instead.

The choice as to whether integral or differential equa-
tion formulation is used to determine the potential de-
pends heavily on the geometry of the boundary value
problem. For example, if the charged object is embedded
within homogeneous medium of infinite extent, integral
equations are the preferable choice. They embody the
boundary conditions on the potential f at infinity and
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reduce the numerical effort to finding the charge density
on the surface of the conductor (see Sect. 5.2 or 4.3 of Ref. 9
or 10 for further details).

On the other hand, when the boundary value problem
includes inhomogeneous dielectrics (i.e., er varying from
point to point in space), the surface integral equation
methods are no longer applicable (or are impractical).
Instead, such problems can be formulated using volu-
metric PDE solvers such as the FDM.

It is important to note that similar considerations (to
those stated above) also apply to the solution of the
Poisson equation. In this case, in addition to the integra-
tion over the conductor boundaries, integration over the
actual sources (charge density) must also be performed.
The presence of the sources has the same effects on PDEs
and FDM, as their effects must be taken into account at all
points in space where they exist.

3.1. Direct Discretization of Governing Equation

To illustrate the utility and limitations of FDM and to
introduce two different ways of deriving the numerical
algorithm, consider the geometry shown in Fig. 1. Note
that for the sake of clarity and simplicity, the initial
discussion will be restricted to two dimensions.

The infinitely long, perfectly conducting circular cylinder
in Fig. 1 is embedded between two dielectrics. To determine
the potential everywhere in space, given that the voltage on
the cylinder surface is V0, the FDM will be used. There are
two approaches that might be taken to develop the FDM
algorithm. One approach would be to solve Laplace (or
Poisson) equations in each region of uniform dielectric

and enforce the boundary conditions at the interface be-
tween them. The other route would involve development of
a general volumetric algorithm, which would be valid at
every point in space, including the interface between the
dielectrics. This would involve seeking the solution of a
single, Laplace-type (or Poisson) differential equation:

r . ðerðx; yÞrfÞ¼ erðx; yÞ
@2f
@x2
þ
@2f
@y2

� �

þ
@er

@x

@f
@x
þ
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@y

@f
@y

� �
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0
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rðx; yÞ
e0

8
>><

>>:

ð4Þ

which is valid everywhere, except for the surface of the
conductor.

The numerical approach to solving Eq. (4) starts with
the approximation to partial derivatives using finite dif-
ferences. This requires some form of discretization for the
space (area or volume in two or three dimensions) where
the potential is to be computed. The numerical solution of
the PDE will lead to the values of the potential at a finite
number of points within the discretized space. Figure 2
shows one possible discretization scheme for the cylinder
in Fig. 1 and its surroundings. The points form a two-
dimensional (2D) grid and need not be uniformly spaced.
Note that the gridpoints, where the potential is to be
computed, have to be defined all along the gridlines
to allow for properly approximating the derivatives in
Eq. (4). In other words, the gridlines cannot abruptly
terminate or become discontinuous within the grid.

Using finite differences, the first-order derivative at
any point in the grid can be approximated as follows
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with the help of intermediate points I, J (darkened circles
in Fig. 2). The approximation for the second derivatives
can be obtained in a similar manner and is given by
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Figure 1. Charged circular cylinder embedded between two
different dielectrics.
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Figure 2. ‘‘Staircase’’ approximation to boundary of circular
cylinder and notation for grid dimensions.
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Once all derivatives in Eq. (4) are replaced with their
respective finite-difference approximations and all similar
terms are grouped together, the discrete version of Eq. (4)
takes on the following form:

fi; j �
1

Yi; j
ðYiþ 1fiþ1; jþYi�1fi�1; jþYjþ 1fi; jþ1þYj�1fi; j�1Þ

þ

0

ðri; jþri�1; jþ ri; j�1þri�1; j�1Þ

e0

8
>><

>>: ð7Þ

In this equation, the Y factors contain the material para-
meters and distances between various adjacent grid-
points. They are expressed below in a compact form:
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Yi; j¼Yiþ 1; jþYi�1; jþYi; jþ 1þYi; j�1 ð10Þ

It is important to add that in deriving these equations, a
particular convention for associating the medium para-
meters to individual grid cells was employed. Specifically,
it was assumed that the medium parameter values of the
entire grid cell were associated with (or assigned to) the
lower left corner of that cell. For example, ei,j is assumed to
be constant over the shaded grid cell area shown in Fig. 2,
while ei, j� 1 is constant over the hatched area, which is
directly below.

Observe what are the consequences of converting the
continuous PDE given in Eq. (4) to its approximate dis-
crete form stated in Eq. (7). First, the boundary value
problem over the continuous space, shown in Fig. 1, was
‘‘mapped’’ onto a discrete grid (see Fig. 2). Clearly, if the
number of gridpoints increases, then spacing between
them will become smaller. This provides a better approx-
imation to the actual continuous problem. In fact, in the

limit as the number of gridpoint reaches infinity, the
discrete and continuous problems become identical.

In addition to illustrating the ‘‘mapping’’ of a contin-
uous problem to its discrete analog, Fig. 2 also clearly
demonstrates one of FDM’s undesirable artifacts. Note
that objects with smooth surfaces are replaced with a
‘‘staircased’’ approximation. Obviously, this approxima-
tion can be improved by reducing the discretization grid
spacing. However, this will increase the number of points
where the potential has to be calculated, thus increasing
the computational complexity of the problem. One way to
overcome this is to use a nonuniform discretization, as
depicted in Fig. 2. Specifically, finer discretization can be
used in the region near the smooth surface of the cylinder
to better approximate its shape, followed by gradually
increasing the gridpoint spacing between the cylinder and
grid truncation boundary.

At this point, it is also appropriate to add that other,
more rigorous methods have been proposed for incorpor-
ating curved surfaces into the finite-difference type of
algorithms. They are based on special-purpose differen-
cing schemes, which are derived by recasting the same
PDEs into their equivalent integral forms. They exploit
the surface or contour integration and are used to replace
the regular differencing algorithm on the curved surfaces
or contours of smooth objects. This approach was already
implemented for the solution of dynamic full-wave pro-
blems [11] and could be adapted to electrostatic boundary
value problems as well.

Finally, Eq. (7) also shows that the potential at any
point in space, which is source-free, is a weighted average
of the potentials at the neighboring points only. This is
typical of PDEs, because they represent physical phenom-
ena only locally—that is, in the immediate vicinity of the
point of interest. As will be shown later, one way to
‘‘propagate’’ the local information through the grid is to
use an iterative scheme. In this scheme, the known
potential, such as V0 at the surface of the conducting
cylinder in Fig. 1, is carried throughout the discretized
space by stepping through all the points in the grid. The
iterations are continued until the change in the potential
within the grid is very small.

3.2. ‘‘Indirect’’ Discretization of Governing Equation

As shown in the previous section, appropriate finite-
difference approximations were required for the first-
and second-order derivatives in order to convert Eq. (4)
to a discrete form. Intermediate points (I, J) were used
midway between the regular grid nodes for obtaining
average values of the potential, its first derivatives, and
dielectric constants to facilitate the derivation of the final
update equation for the potential. This can be avoided and
an alternative, but equally valid finite-differencing
scheme to that given in Eq. (7), which for the sake of
brevity is restricted to the Laplace equation only, can be
obtained. The first step is to simplify Eq. (4) by recasting it
into an integrodifferential form. To achieve this, Eq. (4)
should be integrated over a volume that completely en-
closes any one of the grid nodes. This will be referred to as
the volume of the unit cell (VU), which is bounded by
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surface SU (see Fig. 3). Stoke’s theorem is applied to
replace the volume integration by a surface integral:

Z

VU

r . ðerðx; yÞrfÞdv¼

I

SU

ðerðx; yÞrfÞ . n̂n ds

¼

I

SU

erðx; yÞ
@f
@n

ds¼ 0

ð11Þ

where n̂n is the unit vector, normal to SU and pointing out
of it.

To illustrate this ‘‘indirect’’ discretization procedure in
two dimensions, consider surface SU, i, j (i.e., just a con-
tour) shown in Fig. 3, which completely encloses gridpoint
i, j. The integral in Eq. (11) reduces to four terms, each
corresponding to one of the faces of SU,i, j. For example, the
integral over the right edge (or face) of SU,i, j can be
approximated as

fiþ 1; j � fi; j

hi
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2
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hj

2
ei; j

� �
ð12Þ

When the remaining integrals are evaluated and the like
terms are grouped together, the final form of the ‘‘indirect’’
FDM algorithm is obtained. This algorithm is identical in
form to that given earlier in Eq. (7). However, the weight-
ing Y factors are different from those appearing in Eqs. (8)
and (9). Their complete expressions are given by
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where Yi, j is the sum of all other Ys, the same as before
[see Eq. (10)].

It should be added that this approach has been sug-
gested several times in the literature—for example, in
Refs. 12 and 13. Therein, Eq. (11) was specifically used to
enforce the boundary conditions at the interface between
different dielectrics only in order to ‘‘connect’’ FDM algo-
rithms based on the Laplace equation for the homoge-
neous regions. However, there is no reason not to use
Eq. (11) at every point in space, especially if the boundary

value problem involves inhomogeneous media. This form
of FDM scheme is completely analogous to that presented
in the previous section. In fact, it is a little simpler to
derive and involves fewer arithmetic operations.

3.3. Numerical Implementation in Two Dimensions

There are several important numerical issues that must
be addressed prior to implementing FDM on the computer.
Questions such as how to terminate the grid away from
the region of interest and which form of the FDM algo-
rithm to choose must be answered first. The following
discussion provides some simple answers, postponing the
more detailed treatment until later.

3.3.1. Simplistic Grid Boundary Truncation. Clearly,
since even today’s computers do not have infinite re-
sources, the computational volume (or space) must some-
how be terminated (see Fig. 4). The simplest approach is to
place the truncation boundary far away from the region of
interest and to set the potential on it equal to zero. This
approach is valid as long as the truncation boundary is
placed far enough not to interact with the charged objects
within, as for example the ‘‘staircased’’ cylinder shown in
Fig. 4. The downside of this approach is that it leads to
large computational volumes, thereby requiring unneces-
sarily high computer resources. This problem can be
partly overcome by using a nonuniform grid, with pro-
gressively increasing spacing from the cylinder toward the
truncation boundary. It should be added that there are
other ways to simulate the open-boundary conditions,
which is an advanced topic and will be discussed later.

3.3.2. Iteration-Based Algorithm. Several iteration me-
thods can be applied to solve Eq. (7), each leading to
different convergence rates (i.e., how quickly an accepta-
ble solution is obtained). A complete discussion of this
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topic, as well as of the accuracy of the numerical approx-
imations in FDM, appears in Ref. 14 and will not be
repeated here. The interested reader may also find Ref. 15
quite useful, because it covers such topics in more rigorous
detail and includes a comprehensive discussion on the
proof of the existence of the finite-differencing solution
to PDEs. However, for the sake of brevity, this article
deals with the most popular and widely used approach,
which is called successive overrelaxation (SOR) (see,
e.g., Ref. 14).

SOR is based on Eq. (7), which is rearranged as

fpþ1
i; j � fp
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O

Yi; j
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iþ1; jþYi�1f
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i�1; j

þYjþ1f
p
i; jþ1þYj�1f

pþ1
i; j�1Þ ð14Þ

In this equation, superscripts p and pþ 1 respectively
denote the present and previous iteration steps and O is
the so-called overrelaxation factor, whose value can vary
from 1 to 2. Note that O accelerates the change in the
potential from one iteration to the next at any point in the
grid. It can be a constant throughout the entire relaxation
(solution) process or be varying according to some heur-
istic scheme. For example, it was found that the overall
rate of convergence is improved by setting O near 1.8 at
the start of the iteration process and gradually reducing it
to 1.2 with the numbers of iterations.

At this point, the only remaining task is to define the
appropriate criteria for terminating the FDM algorithm.
Although there are rigorous ways of selecting the termina-
tion criterion, the following approach, which seems to work
quite well, is presented instead. As stated below, it is based
on calculating the change in the potential between succes-
sive iterations at every point in the grid and comparing the
maximum value to the (user-selectable) error criterion:

ERRmax¼
XNx

i¼ 1

XNy

j¼ 1

maxðjf pþ 1
i; j � f p

i; jjÞ ð15Þ

Although it is simple, the redeeming feature of this
approach is that the error is computed globally within
the grid, rather than within a particular single grid node.
The danger in monitoring the convergence of the algorithm
at a single node may lead to premature termination or to
an unnecessarily prolonged execution.

Now that an error on which the algorithm termination
criterion is based has been defined, the iteration process
can be initiated. Note that there are several ways to
‘‘march’’ through the grid. Specifically, the updating of
the potential may be started from point A, as shown in
Fig. 4, and end at point B, or vice versa. If the algorithm
works in this manner, the solution will tend, to be
artificially ‘‘biased’’ toward one region of the grid, and
the potential is ‘‘more converged’’ in regions where the

iteration starts. The obvious way to avoid this is to change
the direction of the ‘‘marching’’ process after every few
iterations. As a result, the potential will be updated
throughout the grid uniformly and will converge at the
same rate. Note from Fig. 4 that the potential only needs
to be computed at the internal points of the grid, since the
potential at the outer boundary is (for now) assumed to be
zero. Moreover, it should also be evident that the potential
at the surface of the cylinder, as well as inside it, is known
(V0) and need not be updated during the iteration process.

3.3.3. Matrix-Based Algorithm. Implementation of the
finite-difference algorithms is not restricted to relaxation
techniques only. The solution of Eq. (4) for the electrostatic
potential can also be obtained using matrix methods.
To illustrate this, the FDM approximation to Eq. (4)—
namely, Eq. (7)—will be rewritten as

ðYiþ 1fiþ 1; jþYi�1fi�1; jþYjþ 1fi; jþ 1þYj�1f

� Yi; jfi; j � 0
ð16Þ

This equation must be enforced at every internal point in
the grid, except at the surface of and internal to the
conductors, where the potential is known (V0). For the
particular example of the cylinder shown in Fig. 4, these
points are numbered 1 through 92. This implies that there
are 92 unknowns, which must be determined. To accom-
plish this, Eq. (16) must be enforced at 92 locations in the
grid, leading to a system of 92 linear equations that must
be solved simultaneously.

To demonstrate how the equations are set up, consider
nodes 1, 36, and 37 in detail. At node 1 (where i¼ j¼ 2),
Eq. (16) reduces to

Yi
3f12þYj

3f2 � Y2;2f1¼0 ð17Þ

where the fact that the potential at the outer boundary
nodes (i, j)¼ (1,2) and (2,1) is zero was taken into account
and superscripts i and j on Y were introduced as a
reminder whether they correspond to Yi71 or Yj71. In
addition, the potential at nodes (i, j)¼ (2,2), (3,2), and (2,3)
was also relabeled as f1, f2, and f12, respectively. Simi-
larly, at nodes 36 (i, j¼ 4,5) and 37 (i, j¼ 5,5), Eq. (16)
becomes

Yi
5f37þYi

3f35þYj
6f44þYj

4f25 � Y4;5f36¼ 0 ð18Þ

and

Yi
4f36þYj

4f26 � Y5;5f37¼ � Yi
6V0 � Yj

6V0¼V37 ð19Þ

where [in Eq. (19)] the known quantities (the potentials on
the surface of the cylinder at nodes 5,6 and 6,5) were
moved to the right-hand side.

Similar equations can be obtained at the remaining
free grid nodes where the potential is to be determined.
Once Eq. (16) has been enforced everywhere within the
grid, the resulting set of equations can be combined into
the following matrix form:
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which can be written more compactly as

½Y�½f� ¼ ½V0� ð21Þ

Clearly, the coefficient matrix of this system of equations
is very sparse, containing few nonzero elements. In
fact, for boundary value problems in two dimensions
with isotropic dielectrics, there will be at most five
nonzero terms in a single row of the matrix. Although
standard direct matrix solution methods, such as Gauss
inversion of LU decomposition and backsubstitution,
can be applied to obtain the solution to Eq. (20), they
are wasteful of computer resources. In addition to per-
forming many unnecessary numerical operations with
zeros during the solution process, a large amount of
memory has to be allocated for storing the coefficient
matrix. This can be avoided by exploiting the sparsity of
the coefficient matrix, using well-known sparse matrix
storage techniques, and taking advantage of specialized
sparse matrix algorithms for direct [16] or iterative
[17–19] solution methods.

Since general-purpose solution techniques for sparse
linear equation systems are well documented, such as in
Refs. 16–19, they will not be discussed here. Instead, the
discussion will focus on implementation issues specific to
FDM. In particular, issues related to the efficient con-
struction of the [Y] matrix in Eq. (20) and to the sparsity
coding scheme are emphasized.

In the process of assembling [Y], as well as in the
postprocessing computations such as in calculating the E

field, it is necessary to quickly identify the appropriate
entries fk within the vector [f], given their locations in
the grid (i, j). Such searching operations are repeated
many times, as each element of [Y] is stored in its
appropriate location. Note that the construction of [Y], in
large systems (500–5000 equations), may take as much
CPU time as the solution itself. Thus, optimization of the
search for index locations is important.

One approach to quickly find a specific number in
an array of N numbers is based on the well-known
bisection search algorithm (Sect. 3.4 in Ref. 17). This
algorithm assumes that the numbers in the array are
arranged in an ascending order and requires, at most,
log2(N) comparisons to locate a particular number in
the array. In order to apply this method, a mapping
that assigns a unique code to each allowable combina-
tion of the grid coordinates i, j is defined. One such
mapping is

code¼ i .Nyþ j ð22Þ

where Ny is the total number of gridpoints along the j
direction. The implementation of this algorithm starts by
defining two integer arrays: CODE and INDEX. The array
CODE holds the identification codes [computed from
Eq. (22)], while INDEX contains the corresponding value
of k. Both CODE and INDEX are sorted together so that
the elements of CODE are rearranged to be in an ascend-
ing order. Once generated and properly sorted, these

�Y2;2 Yj
3 0 . 0 Yi

3 0 .

0 0 . . 0 0 0 Yj
4 0 . 0

0 0 . . 0 0 0 0 Yj
4 0 .

2

6666666666666666666666666666666666666666666666666666664

Yj
3 �Y4;5 Yi

5 0 . 0 Yj
6 0 . . 0

0 Yi
4 �Y5;5 0 . . 0 . . . 0

3
777777777777777777777777777777777777777777777777777775

f1

f2

.

.

.

f12

.

f25

f26

.

.

f35

f36

f37

.

.

.

f44

.

f92

2
666666666666666666666666666666666666666666666666666664

3
777777777777777777777777777777777777777777777777777775

¼

0

.

.

0

V37

.

0

2
666666666666666666666666666666666666666666666666666664

3
777777777777777777777777777777777777777777777777777775

ð20Þ
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arrays can be used to find the index k (to identify fk) for
grid coordinates (i, j) in the following manner:

1. Given i and j, compute code¼ i �Nyþ j.

2. Find the array index m, such that code¼CODE(m),
using the bisection search algorithm.

3. Look up k using k¼ INDEX(m), thereby identifying
the appropriate fk, given i, j.

The criteria for selecting a particular sparsity coding
scheme for the matrix [Y] are (1) the minimization of
storage requirements and (2) optimization of matrix op-
erations—in particular, multiplication and LU factoring.
One very efficient scheme is based on storing [Y] using
four one-dimensional arrays:

1. Real array DIAG(i)¼diagonal entry of row i

2. Real array OFFD(i)¼ ith nonzero off-diagonal entry
(scanned by rows)

3. Integer array IROW(i)¼ index of first nonzero off-
diagonal entry of row i

4. Integer array ICOL(i)¼ column number of ith non-
zero off-diagonal entry (scanned by rows)

Assuming a system of N equations, the arrays DIAG,
IROW, OFFD, and ICOL have N, Nþ 1, 4N, and 4N
entries, respectively. Therefore, the total memory required
to store a sparsity-coded matrix [Y] is approximately 40N
bytes (assuming 32-bit storage for both real and integer
numbers). On the other hand, 4N2 bytes would be needed
to store the full form of [Y]. For example, in a system with
1000 equations, the full storage mode requires 4 mega-
bytes (MB), while the sparsity-coded matrix occupies only
40 kilobytes (KB) of computer memory.

Perhaps the most important feature of sparsity coding
is the efficiency with which multiplication and other
matrix operations can be performed. This is best illu-
strated by a sample FORTRAN code needed to multiply
a matrix stored in this mode, by a vector B(i):

DO I¼1;N

CðIÞ ¼DIAGðIÞ 
 BðIÞ

DO J¼ IROWðIÞ; IROWðIþ1Þ � 1

CðIÞ ¼CðIÞþOFFDðJÞ 
 BðICOLðJÞÞ

ENDDO

ENDDO

ð23Þ

This double loop involves 5N multiplications and 4N
additions, without the need of search and compare opera-
tions. To perform the same operation using the brute-force,
full-storage approach would require N2 multiplications
and N2 additions. Thus, for a system of 1000 unknowns,
the sparsity-based method is at least 200 times faster
than the full-storage approach in performing matrix
multiplication.

To solve Eq. (20), [Y] can be inverted and the inverse
multiplied by [V0]. However, for sparse systems, complete
matrix inversion should be avoided. The reason is that, in

most cases, the inverse of a sparse matrix is full, for which
the advantages of sparsity coding cannot be exploited. The
solution of sparsity coded linear systems is typically
obtained by using the LU decomposition, since usually
the L and U factors are sparse. Note that the sparsity of
the L and U factor matrices can be significantly affected by
the ordering of the grid nodes (i.e., in which sequence [f]
was filled). Several very successful node ordering schemes
that are associated with the analysis of electrical networks
were reported for the solution of sparse matrix equations
(see Ref. 16). Unfortunately, the grid node connectivity in
typical FDM problems is such that the L and U factor
matrices are considerably fuller than the original matrix
[Y], even if the nodes are optimally ordered. Therefore,
direct solution techniques are not as attractive for use in
FDM as they are for large network problems.

Unlike the direct solution methods, there are iterative
techniques for solving matrix equations, which do not
require LU factoring. One of them is the conjugate-gra-
dient method [17–19].

This method uses a sequence of matrix/vector multi-
plications, which can be performed very efficiently using
the sparsity coding scheme described above.

3.3.4. Convergence. Given the FDM equations in ma-
trix form, either direct [16] or iterative methods [17–19]
such as the conjugate-gradient method (CGM) can be
readily applied. It is important to point out that CGM-
type algorithms are considerably faster than direct solu-
tion, provided a good initial guess is used. One simple
approach is to assume that the potential is zero every-
where, but on the surface of the conductor, and let this be
an initial guess to start the CGM algorithm. For this
initial guess, the convergence is very poor and the solution
takes a long time. To improve the initial guess, several
iterations of the SOR-based FDM algorithm can be per-
formed to calculate the potential everywhere within the
grid. It was found that for many practical problems, 10–15
iterations provide a very good initial guess for CGM.

From the performance point of view, the speed of CGM
was most noticeable when compared to the SOR-based
algorithm. In many problems, CGM was found to be an
order of magnitude faster than SOR. In all fairness to
SOR, its implementation, as described above, can be
improved considerably by using the so-called multigrid/
multilevel acceleration [20,21]. The idea behind this
method is to perform the iterations over coarse and fine
grids alternatively, where the coarse gridpoints also coin-
cide with and are a part of the fine grid. This means that
iterations are first performed over a coarse grid, then
interpolated to the fine grid and iterated over the fine grid.
More complex multigrid schemes involve several layers of
grids with different levels of discretization, with the
iterations being performed interchangeably on all grids.

Finally, it should be pointed out that theoretical aspects
of convergence for algorithms discussed thus far are well
documented and are outside the main scope of this article.
The interested reader should consult Ref. 15, 18, or 19
for detailed mathematical treatment and assessment of
convergence.
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4. ADVANCED TOPICS

4.1. Open-Boundary Truncation

If the electrostatic boundary value problem consists of
charged conductors in a region of infinite extent, then the
simplest approach to truncate the computational (or FDM)
boundary is with an equipotential wall of zero voltage.
This has the advantage of being easy to implement, but
leads to erroneous solution, especially if the truncation
boundary is too close to the charged conductors. On the
other hand, placing it too far from the region of interest
may result in unacceptably large computational volume,
which will require large computational resources.

Although some early attempts to overcome such diffi-
culties [5] provided the initial groundwork, rigorous ab-
sorbing boundary truncation operators were more
recently introduced [22–24] for dynamic problems, which
can be modified for electrostatics. They are based on
deriving mathematical operators that help simulate the
behavior of the potential on a virtual boundary truncation
surface, which is placed close to charged conductors (see
Fig. 5). In essence, these operators provide the means for
numerically approximating the proper behavior of the
potential at infinity within a computational volume of
finite extent.

Such absorbing boundary conditions (ABCs) are based
on the fact that the potential due to any 3D charge
distribution is inversely proportional to the distance mea-
sured from it. Consider an arbitrary collection of charged
conductors shown in Fig. 5. Although it is located in free
unbounded space, a fictitious surface will be placed
around it, totally enclosing all conductors. If this surface
is far away from the charged conductor system—namely, if
~rr is much greater than ~rr0—then the dominant radial
variation of potential, f, will be given by

1

j~rr� ~r0r0j
!

1

r
ð24Þ

If the fictitious boundary is moved closer toward the
conductor assembly, then the potential will also include
additional terms with higher inverse powers of r. These

terms will contribute to the magnitude of the potential
more significantly than those with lower inverse powers of
r, as r becomes small.

The absorbing boundary conditions emphasize the
effect of leading (dominant) radial terms on the magnitude
of the potential evaluated on the fictitious (boundary
truncation) surface. The ABCs provide the proper analytic
means to annihilate the nonessential terms, instead of
simply neglecting their contribution. Numerically, this
can be achieved by using the so-called absorbing boundary
truncation operators.

In general, absorbing boundary operators can be of any
order. For example, as shown in Ref. 23, the first- and
second-order operators in 3D have the following forms:

B1u¼
@u

@r
þ

u

r
¼O

1

r3

� �
! 0 as r!1 ð25Þ

B2u¼
@

@r
þ

3

r

� �
@u

@r
þ

u

r

� �
¼O

1

r5

� �
! 0 as r!1 ð26Þ

where u is the scalar electric potential function, f, that
satisfies the Laplace equation, and r¼ j~rrj is the radial
distance measured from the coordinate origin (see Fig. 5).
Since FDM is based on the iterative solution to the La-
place equation, small increases in the overall lattice
(discretized 3D space whose planes are 2D grids) size do
not slow the algorithm down significantly, nor do they
require an excessive amount of additional computer mem-
ory. As a result, from a practical standpoint, the fictitious
boundary truncation surface need not be placed too close
to the region of interest, therefore not requiring the use of
high-order ABC operators in order to simulate proper
behavior of the potential at lattice boundaries accurately.
Consequently, in practice, it is sufficient to use the first-
order operator, B1, to model open boundaries. Previous
numerical studies suggest that this choice is indeed
adequate for many engineering problems [25].

To be useful for geometries that mostly conform to
rectangular coordinates, the absorption operator B1,
when expressed in Cartesian coordinates, takes on the
following form

@u

@x
� �

u

x
þ

y

x

@u

@y
þ

z

x

@u

@z

� �
ð27Þ
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� �
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� �
ð28Þ
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@z
� �

u

z
þ

x

z

@u

@x
þ

y

z

@u

@y

� �
ð29Þ

where 8 signs correspond to the outward pointing unit
normal vectors n̂n¼ � ðx̂x; ŷy; ẑzÞ for operators in Eqs. (27),
(28), and (29), respectively.

The finite-difference approximations to the preceding
equations that have been employed in the open boundary

z

n = r

r ′ y

x

/ /

r

R = r  − r ′

Charged conductor
system

Fictitious outer
boundary

Figure 5. Virtual surface used for boundary truncation.
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FDM algorithm are given by

uiþ 1;j;k¼ui�1; j; k �
ðhiþhi�1Þ

ðxi; j; k � xref Þ

ui; j; kþ
ðyi; j; k � yref Þðui; jþ 1;k � ui; j�1;kÞ

ðhjþhj�1Þ

�

þ
ðzi; j;k � zref Þðui; j; kþ 1 � ui; j; k�1Þ

ðhkþhk�1Þ

�

ð30Þ

ui; jþ 1;k¼ui; j�1;k �
ðhjþhj�1Þ

ðyi; j; k � yref Þ

ui; j; kþ
ðxi; j; k � xref Þðuiþ 1; j; k � ui�1; j; kÞ

ðhiþhi�1Þ

�

þ
ðzi; j; k � zref Þðui; j; kþ 1 � ui; j; k�1Þ

ðhkþhk�1Þ

�

ð31Þ

ui; j; kþ 1¼ui; j; k�1 �
ðhkþhk�1Þ

ðzi; j; k � zref Þ

ui; j; kþ
ðxi; j; k � xref Þðuiþ 1; j; k � ui�1; j; kÞ

ðhiþhi�1Þ

�

þ
ðyi; j; k � yref Þðui; jþ1;k � ui; j�1;kÞ

ðhjþhj�1Þ

�

ð32Þ

where (x, y, z)ref are the x,y,z components of a vector
pointing (referring) to the geometric center of the charged
conductor assembly, with other quantities that appear in
Eqs. (30)–(32) shown in Fig. 6. It is important to add that
the (x, y, z)i, j,k� (x, y, z)ref terms are the x, y, z components
of a vector from the truncation boundary to the geometric
center of the charged conductor system.

Notice that Fig. 6 graphically illustrates the FDM
implementation of the open-boundary truncation on lat-

tice faces aligned along the xz plane. On this plane, the
normal is in the y direction, for which Eq. (31) is the FDM
equivalent of the first-order absorbing boundary operator
in Cartesian coordinates. Similarly, Eqs. (32) and (30) are
used to simulate the open boundary on xy and yz faces of
the lattice, respectively.

When reduced to two dimensions, the absorption op-
erator, B1, in Cartesian coordinates, takes on the form
given below:

@u

@x
� �

1

x
þ

y

x

@u

@y

� �
ð33Þ

@u

@y
� �

1

y
þ
@u

@x

� �
ð34Þ

The discrete versions of these equations can be written as

uiþ 1;j¼ � ui�1;j �
ðhiþhi�1Þ

ðxi; j � xref Þ

�

ui; jþ
ðyi; j � yref Þðui; jþ 1 � ui; j�1Þ

ðhjþhj�1Þ

� �� ð35aÞ

ui; jþ 1¼ � ui; j�1 �
ðhjþhj�1Þ

ðyi; j � yref Þ

�

ui; jþ
ðxi; j � xref Þðuiþ 1; j � ui�1;jÞ

ðhiþhi�1Þ

� �� ð35bÞ

where, as before, 8 correspond to the outward pointing
unit normal vectors n̂n¼ � ðx̂x; ŷyÞ for operators in Eqs. (33)
and (34) or (35a) and (35b), respectively. The points xi, j

and yi, j denote those points in the grid that are located one
cell away from the truncation boundary, while xref and yref

correspond to the center of the cylinder in Figs. 2 and 4.
Finally, another approach to open-boundary trunca-

tion, which is worth mentioning, involves the regular
finite-difference scheme supplemented by the use of elec-
trostatic surface equivalence [26]. A virtual surface Sv is
defined near the actual grid truncation boundary. The
electrostatic potential due to charged objects, enclosed
within Sv, is computed using the regular FDM algorithm.
Subsequently, it is used to calculate the surface charge
density and surface magnetic current, which are propor-
tional to the normal and tangential components of the
electric field on Sv.

Once the equivalent sources are known, the potential
between the virtual surface and the grid truncation
boundary can be readily calculated (for details, see Ref.
26). This procedure is repeated every iteration, and since
the potential on the virtual surface is estimated correctly,
it produces a physical value of the potential on the
truncation boundary. As demonstrated in Ref. 26, this
approach leads to very accurate results in boundary value
problems with charged conductors embedded in open
regions.

It is vastly superior to simply using the grounded
conductor to terminate the computational space.
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h i  + 1

hihk

h j

(i , j, k + 1)

(i , j, k)

Point on the lattice
truncation boundary

z
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h j  + 1

x

(i − 1, j, k)

(i + 1, j, k)

(i , j + 1, k)
(i , j − 1, k)

(i , j , k − 1)

Figure 6. Detail of FDM lattice near the boundary truncation
surface.
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4.2. Inclusion of Dielectric Anisotropy

4.2.1. Network Analog Approach. Many materials such
as printed-circuit board (PCB) and microwave circuit
substrates, which are commonly used in electrical engi-
neering, exhibit anisotropic behavior. The electrical prop-
erties of these materials vary with direction and have to be
described by a tensor instead of a single scalar quantity.
This section will examine how the anisotropy affects the
FDM and how the algorithm must be changed to accom-
modate the solution of 3D problems containing such
materials. The theoretical development presented below
is a generalization of that available in Ref. 27 and is
restricted to linear anisotropic dielectrics only.

In an attempt to provide a more intuitive interpreta-
tion to the abstract nature of the FDM algorithm, an
equivalent-circuit model will be used for linear inhomoge-
neous, anisotropic regions. This approach is called resis-
tance network analog [6]. It was initially proposed for
approximating the solution of the Laplace equation in
two dimensions experimentally, with a network of physi-
cal resistors whose values could be adjusted to correspond
to the weighting factors [e.g., the Ys in Eq. (7)] that appear
in the FDM algorithm. Since its introduction, the resis-
tance network approach has been implemented numeri-
cally in the analysis of (1) homogeneous dielectrics in 3D
(28) and (2) simple biaxial anisotropic materials (described
by diagonal permitivitty tensors) in 2D [29].

Since the resistance network analog gives a physical
interpretation to FDM, the discretized versions of the
Laplace equations for anisotropic media will be recast
into this form. As the details of FDM were described
earlier, only the key steps in developing the two-dimen-
sional model are summarized below. Moreover, for the
sake of brevity, the discussion of the three-dimensional
case will be limited to the final equations and their
pictorial interpretation.

The Laplace equation for boundary value problems
involving inhomogeneous and anisotropic dielectrics in
three dimensions is given by

r . ðe0½erðx; y; zÞ� .rfðx; y; zÞÞ ¼0 ð36Þ

In this equation, [er] stands for the relative dielectric
tensor and is defined as

½e� ¼

exx exy exz

eyx eyy eyz

ezx ezy ezz

2
664

3
775 ð37Þ

Since the material properties need not be homogeneous in
the region of interest, the elements of [er] are assumed to
be functions of position. The dielectric is assumed to
occupy only part of the modeling (computational) space,
and its properties may vary from point to point. When
Eq. (37) is substituted into Eq. (36) and rewritten in a

matrix form as
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¼ 0 ð38Þ

it provides the starting point for developing the corres-
ponding FDM algorithm.

After eliminating the z-dependent terms and fully ex-
panding the equation above by following the notation used
throughout this article, the finite-difference approximation
for the potential at every nodal point in a 2D grid is given by

fpþ 1
i; j ¼ ð1� OÞfp

i; jþ
O

Yi; j
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iþ 1; jYiþ 1f
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where
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Yi�1; j�1¼Yi�1; j�1¼
2

hiþhi�1

� �
2

hjþhj�1

� �

½eyz
i; jþ eyz
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i�1; j�1þ eyz
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ð42Þ

Yi; j¼Yiþ 1þYi�1þYjþ 1þYj�1 ð43Þ

Note that, unlike the treatment of isotropic dielectrics,
the permittivity of each cell is now described by a tensor
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(see Fig. 7). In addition, the presence of the anisotropy
is responsible for added coupling between the voltage fi, j

and voltages fi71, j71 (actually all four combinations of the
subscripts).

The symbols Y in Eq. (39) can be interpreted as
admittances representing the ‘‘electrical link’’ between
the gridpoint voltages. The resulting equivalent network
for Eq. (39) can thus be represented pictorially as shown in
Fig. 8.

Similarly, after fully expanding Eq. (36) in three
dimensions, the following finite-difference approximation
for the potential at every nodal point in a 3D lattice can be
obtained:

fpþ I
i; j; k¼ ð1� OÞfp

i; j; kþ
Ofnew

Yi; j; k
ð44Þ

where fnew is defined as
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3 Þ

þYA
4 ½ðf

p
iþ 1; jþ 1;k � fp�1

i�1; j�1;kÞ � ðf
p
i�1; jþ 1; kþfp

iþ 1; j�1;kÞ�

þYA
5 ½ðf

p
iþ 1; j; kþ 1þfp�1

i�1; j;k�1Þ � ðf
p
i�1; j; kþ 1þfp

iþ 1; j;k�1Þ�

þYA
6 ½ðf

p
i; jþ 1; kþ 1þfp�1

i; j�1;k�1Þ � ðf
p
i; jþ 1; k�1þfp

i; j�1;kþ 1Þ�

ð45Þ

and

Yi; j; k¼Yiþ 1þYi�1þYjþ 1þYj�1þYk�1þYkþ 1

The Y terms appearing in Eqs. (44) and (45) are given by

Yi�1¼
2

hiþhi�1
T1; xx

1

hi�1
�

2

hiþhi�1

� ��

þT2; xx
1

hi�1
�

2

hiþhi�1

� �� ð46Þ

Yiþ 1¼
2

hiþhi�1
T1; xx

1

hi
þ

2

hiþhi�1

� ��

þT2; xx
1

hi
þ

2

hiþhi�1

� �� ð47Þ

Yj�1¼
2

hjþhj�1
T1; yy

1

hj�1
�

2

hjþhj�1

� ��

þT2; yy
1

hj�1
þ

2

hjþhj�1

� �� ð48Þ

Yjþ 1¼
2

hjþhj�1
T1; yy

1

hj
þ

2

hjþhj�1

� ��

þT2; yy
1

hj
�

2

hjþhj�1

� �� ð49Þ

Yk�1¼
2

hkþhk�1
T1; zz

1

hk�1
�

2

hkþhk�1

� ��

þT2; zz
1

hk�1
þ

2

hkþhk�1

� �� ð50Þ

YA
1 ¼

2

hjþhj�1

� �
2

hiþhi�1

� �
ðT1; yx � T2; yxÞ

þ
2

hkþhk�1

� �
2

hiþhi�1

� �
ðT1; zx � T2; zxÞ

ð51Þ

YA
2 ¼

2

hjþhj�1

� �
2

hiþhi�1

� �
ðT1; xy � T2; xyÞ

þ
2

hkþhk�1

� �
2

hjþhj�1

� �
ðT1; zy � T2; zyÞ

ð52Þ

YA
3 ¼

2

hkþhk�1

� �
2

hiþhi�1

� �
ðT1; xz � T2; xzÞ

þ
2

hkþhk�1

� �
2

hjþhj�1

� �
ðT1; yz � T2; yzÞ

ð53Þ
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Figure 7. Detail with FDM cell for anisotropic medium in two
dimensions.
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Figure 8. Network analog for 2D FDM algorithm at gridpoint i, j

for arbitrary anisotropic medium.
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YA
4 ¼2

2

hjþhj�1

� �
2

hiþhi�1

� �

�
T1; xyþT2; xy

8
þ

T1; yxþT2; yx

8

� � ð54Þ

YA
5 ¼ 2

2

hkþhk�1

� �
2

hiþhi�1

� �

�
T1; xzþT2; xz

8
þ

T1; zxþT2; zx

8

� � ð55Þ

YA
6 ¼ 2

2

hjþhj�1

� �
2

hkþhk�1

� �

�
T1; yzþT2; yz

8
þ

T1; zyþT2; zy

8

� � ð56Þ

with the T terms having the following forms:

T1; xx¼ exx
i; j�1; k�1þ exx

i; j; k�1þ exx
i; j�1; kþ exx

i; j; k ð57aÞ

T2; xx¼ exx
i�1; j�1; k�1þ exx

i�1; j; k�1þ exx
i�1; j�1; kþ exx

i�1; j; k ð57bÞ

T1; yy¼ eyy
i�1; j; k�1þ eyy

i; j; k�1þ eyy
i�1; j; kþ eyy

i; j; k ð58aÞ

T2; yy¼ eyy
i�1; j�1; k�1þ eyy

i; j�1; k�1þ eyy
i�1; j�1; kþ eyy

i; j�1; k ð58bÞ

T1; zz¼ ezz
i�1; j�1; kþ ezz

i; j�1; kþ ezz
i�1; j; kþ ezz

i; j; k ð59aÞ

T2; zz¼ ezz
i�1; j�1; k�1þ ezz

i; j�1; k�1þ ezz
i�1; j; k�1þ ezz

i; j; k�1 ð59bÞ

T1; xy¼ exy
i; j�1; k�1þ exy

i; j; k�1þ exy
i; j�1; kþ exy

i; j; k ð60aÞ

T2; xy¼ exy
i�1; j�1; k�1þ exy

i�1; j; k�1þ exy
i�1; j�1; kþ exy

i�1; j; k ð60bÞ

T1; xz¼ exz
i; j�1; k�1þ exz

i; j; k�1þ exz
i; j�1; kþ exz

i; j; k ð61aÞ

T2; xz¼ exz
i�1; j�1; k�1þ exz

i�1; j; k�1þ exz
i�1; j�1; kþ exz

i�1; j; k ð61bÞ

T1; yx¼ eyx
i�1; j; k�1þ eyx

i; j; k�1þ eyx
i�1; j; kþ eyx

i; j; k ð62aÞ

T2; yx¼ eyx
i�1; j�1; k�1þ eyx

i; j�1; k�1þ eyx
i�1; j�1; kþ eyx

i; j�1; k ð62bÞ

T1;yz¼ eyz
i�1; j; k�1þ eyz

i; j; k�1þ eyz
i�1; j; kþ eyz

i; j; k ð63aÞ

T2; yz¼ eyz
i�1; j�1; k�1þ eyz

i; j�1; k�1þ eyz
i�1; j�1; kþ eyz

i; j�1; k ð63bÞ

T1;zx¼ ezx
i�1; j�1; kþ ezx

i; j�1; kþ ezx
i�1; j; kþ ezx

i; j; k ð64aÞ

T2; zx¼ ezx
i�1; j�1; k�1þ ezx

i; j�1; k�1þ ezx
i�1; j; k�1þ ezx

i; j; k�1 ð64bÞ

T1; zy¼ ezy
i�1; j�1; kþ ezy

i; j�1; kþ ezy
i�1; j; kþ ezy

i; j; k ð65aÞ

T2; zy¼ ezy
i�1; j�1; k�1þ ezy

i; j�1; k�1þ ezy
i�1; j; k�1þ ezy

i; j; k�1 ð65bÞ

Note that Eq. (45) has a similar interpretation as its 2D
counterpart Eq. (39). It can also be represented by an
equivalent network, whose diagonal terms are shown in

Fig. 9. For clarity, the off-diagonal terms, which provide
the connections of fi, j,k to the voltages at the remaining
nodes in Eq. (45), are shown separately in Fig. 10.

4.2.2. Coordinate Transformation Approach. Coordinate
transformations can be used to simplify the solution to
electrostatic boundary value problems. Such transforma-
tions can reduce the complexity arising from complicated
geometry or from the presence of anisotropic materials. In
general, these methods utilize coordinate transformation
to map complex geometries or material properties into
simpler ones, through a specific relationship that links
each point in the original and transformed problems,
respectively.

One class of coordinate transformations, known as
conformal mapping, is based on modifying the original
complex geometry to one for which an analytic solution is
available. This technique requires extensive mathemati-
cal expertise in order to identify an appropriate coordinate
transformation function. Its applications are limited to a
few specific geometrical shapes for which such functions
exist. Furthermore, the applications are restricted to two-
dimensional problems. Even though this technique can be
very powerful, it is usually rather tedious and thus it is
considered beyond the scope of this article. The interested
reader can refer to Ref. 30, among others, for further
details.

i + 1, j , k    

i − 1, j ,k

i , j , k +1

i , j+1, ki , j , k

i , j , k −1

Y j +1+Y2
A

Y j −1−Y1
A

Y k −1−Y3
A

Y j −1−Y2
A

Y j +1+Y1
A

Y k +1+Y1
A

i , j −1 ,k

Figure 9. Network analog for 3D FDM algorithm at gridpoint i, j

for anisotropic dielectric with diagonal permittivity tensor.
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i, j −  1, k + 1

i + 1, j −  1, k 

Figure 10. Network analog for 3D FDM algorithm at gridpoint i,
j for arbitrary anisotropic dielectric.
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The second class of coordinate transformations reduces
the complexity of the FDM formulation in problems invol-
ving anisotropic materials. As described in the previous
section, the discretization of the Laplace equation in
anisotropic regions [Eq. (36)] is considerably more compli-
cated than the corresponding procedure for isotropic
media [Eq. (7)]. However, it can be shown that a sequence
of rotation and scaling transformations can convert any
symmetric permittivity tensor into an identity matrix (i.e.,
free space). As a result, the FDM solution of the Laplace
equation in the transformed coordinate system is consid-
erably simplified, since the anisotropic dielectric is elimi-
nated.

To illustrate the concept, this technique will be demon-
strated with two-dimensional examples. In 2D (no z
dependence is assumed) the Laplace equation can be
written as

r . ð½erðx; yÞ�rfÞ¼ 0 ð66Þ

where

½er� ¼
exx exy

eyx eyy

" #
ð67Þ

If the principal (crystal or major) axes of the dielectric are
aligned with the coordinate system of the geometry, then
the off-diagonal terms vanish. Otherwise, [er] is a full
symmetric matrix. In this case, any linear coordinate
transformation of the form

x0

y0

" #
¼ ½A�

x

y

" #
ð68Þ

(where [A] is a 2� 2 nonsingular matrix of constant
coefficients) also transforms the permittivity tensor as
follows:

½e0� ¼ ½A��1½er�½A� ð69Þ

Next, consider the structure shown in Fig. 11a. It consists
of a perfect conductor (metal) embedded in an anisotropic
dielectric, all enclosed within a rectangular conducting
shell. The field within the rectangular shell must be
determined given the potentials on all conductors. In
this example, [er] is assumed to be diagonal:

½er� ¼
exx 0

0 eyy

" #
ð70Þ

By scaling the coordinates with

½A� ¼
1=

ffiffiffiffiffiffi
exx
p

0

0 1=
ffiffiffiffiffiffieyy
p

" #
ð71Þ

the permittivity can be transformed into an identity
matrix. The geometry of the structure is deformed as
shown in Fig. 11b, with the corresponding rectangular

discretization grid depicted in Fig. 11c. Note that the
locations of the unknown potential variables are marked
by white dots, while the conducting boundaries are repre-
sented by known potentials and their locations are de-
noted by black dots. The potential in the transformed
boundary value problem can now be computed by applying
the FDM algorithm, which is specialized for free space,
since [er] is an identity matrix.

Once the potential is computed everywhere, other
quantities of interest, such as the E field and charge,
can be calculated next. However, to correctly evaluate the

(c)

(b)

(a)

y ′

y ′

y

Major axis

y

Metal

Anisotropic dielectric

Equivalent isotropic dielectric

x

x ′ 

x ′ 

x

(d)

Figure 11. Graphical representation of coordinate transforma-
tion for homogeneous anisotropic dielectric with diagonal permit-
tivity tensor.
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required space derivatives, transformation back to origi-
nal coordinates is required, as illustrated in Fig. 11d. Note
that in spite of the resulting simplifications, this method is
limited to cases where the entire computational space is
occupied by a single homogeneous anisotropic dielectric.

In general, when the principal (or major) axes of the
permittivity are arbitrarily orientated with respect to the
coordinate axes of the geometry, [er] is a full symmetric
matrix. In this case, [er] can be diagonalized by an
orthonormal coordinate transformation. Specifically, there
exists a rotation matrix of the form

½A� ¼
cos y � sin y

sin y cos y

" #
ð72Þ

such that the product

½e0� ¼ ½A�T½er�½A� ð73Þ

is a diagonal matrix. The angle y is defined as the angle by
which the coordinate system should be rotated to align it
with the major axes of the dielectric.

Consider the structure shown in Fig. 12a, which is
enclosed in a metallic shell. However, in this example the
nonconducting region of interest includes both free space
and an anisotropic dielectric. Furthermore, the major axis
of [er] is at 301 with respect to that of the structure. The
effect of rotating the coordinates by y¼ � 301 leads to a
geometry shown in Fig. 12b. In the transformed coordi-
nate system, the major axis of the permittivity is horizon-
tal and [er] is a diagonal matrix. Observe that this

transformation does not affect the dielectric properties of
the free-space region (or of any other isotropic dielectrics,
if present). However, the subsequent scaling operation for
transforming the properties of the anisotropic region to
free space is not useful. Such transformation also changes
the properties of the original free-space region to those
exhibiting anisotropic characteristics. Regardless of this
limitation, the coordinate rotation alone considerably
simplifies the FDM algorithm of Eq. (45) to

fnew¼fp
iþ 1; j; kðYiþ 1þYA

1 Þþfp�1
i�1; j; kðYi�1 � YA

1 Þ

þfp
i; jþ 1; kðYjþ 1þYA

2 Þþfp�1
i; j�1; kðYj�1 � YA

2 Þ

ð74Þ

where all z-dependent (or k) terms have been removed.
Without the rotation, the permittivity is characterized

by Eq. (67). Under such conditions, the corresponding
FDM update equation includes four additional potential
variables, as shown below:

fnew¼fp
iþ 1; j; kðYiþ 1þYA

1 Þþfp�1
i�1; j; kðYi�1 � YA

1 Þ

þfp
i; jþ 1; kðYjþ 1þYA

2 Þþfp�1
i; j�1; kðYj�1 � YA

2 Þ

þYA
4 ½ðf

p
iþ 1; jþ 1; k � fp�1

i�1; j�1; kÞ

� ðfp
i�1; jþ 1; kþfp

iþ 1; j�1; kÞ�

ð75Þ

The simplification resulting from coordinate rotation in
three dimensions is even more significant. In the general
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′ 

Figure 12. Graphical representation
of coordinate transformation for inho-
mogeneous anisotropic dielectric with
diagonal permittivity tensor.
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case, the full FDM algorithm [Eq. (45)] contains 18 terms,
while in the rotated coordinates the new equation has
only 6.

Next, a rectangular discretization grid is constructed
for the transformed geometry as shown in Fig. 12c, with
the unknown potential represented by white dots and
conducting boundaries denoted by black dots. As can be
seen, the rotation complicates the assignment (or defini-
tion) of the boundary nodes. In general, a finer discretiza-
tion may be required to approximate the metal boundaries
more accurately.

Once the potential field is computed, the transforma-
tion back to the original coordinates is performed by
applying the inverse rotation [A]T, as illustrated in
Fig. 11d. Note that in the original coordinate system, the
grid is rotated and, as such, complicates the computation
of electric field. In addition to the required coordinate
mapping, this method is also limited to boundary value
problems containing only one type of anisotropic dielec-
tric, though any number of isotropic dielectric regions may
be present.

The examples above illustrate that coordinate trans-
formations are beneficial in solving a narrow class of
electrostatic problems. Undoubtedly, considerable compu-
tational savings can be achieved in the calculation of the
potential using FDM. However, the computational over-
head associated with the pre- and postprocessing can be
significant, since the geometry is usually complicated by
such transformations.

5. SAMPLE NUMERICAL RESULTS

To illustrate the versatility of FDM in solving engineering
problems that involve arbitrary geometries and inhomo-
geneous materials, consider the cross section of the micro-
wave field-effect transistor (FET) shown in Fig. 13. Note
that this device is composed of many different materials,
each of different thickness and cross-sectional profile. The
FET is drawn to scale, with the 1mm thickness of the

buffer layer serving as a reference. FDM can be used to
calculate the potential and field distribution throughout
the entire cross section of the FET. This information can
be used by the designer to investigate such effect as
material breakdown near the metallic electrodes. In addi-
tion, the computed field information can be used to
determine the parasitic capacitance matrix of the struc-
ture, which can be used to improve the circuit model of
this device and is very important in digital circuit design.
Finally, it should be noted that the losses associated with
the silicon can also be computed using FDM as shown in
Eq. (25).

It should be added that in addition to displaying the
potential distribution over the cross section of the FET,
Fig. 13 also illustrates the implementation of open-bound-
ary truncation operators. Since the device is located in an
open boundary environment, it was necessary to artifi-
cially truncate the computation space (or 2D grid). Note
that, as demonstrated in Ref. 25, only the first-order
operator was sufficient to obtain accurate representation
of the potential in the vicinity of the electrodes as well as
near the boundary truncation surface.

A sample with three-dimensional geometry that can be
easily analyzed with the FDM is shown in Fig. 14. The
insulator in the multilayer ceramic capacitor is assumed
to be anisotropic barium titanate dielectric, which is
commonly used in such components. The permittivity
tensor is diagonal and its elements are exx¼ 1540, eyy¼

290, and ezz¼ 1640. To demonstrate the effect of anisotropy
on this passive electrical component, its capacitance was
calculated as a function of the misalignment angle be-
tween the crystal axes of the insulator and the geometry of
the structure (see Fig. 15).

For the misalignment angle (or rotation of axes) in the
yz plane, the capacitance of this structure was computed.
The results of the computations are plotted in Fig. 16.
Note that the capacitance varies considerably with the
rotation angle. Such information is invaluable to a de-
signer, since the goal of the design is to maximize the
capacitance for the given dimensions of the structure.

Vgs = −0.75 V
Vds = 2.75 V

SiO2

Si substrate

Ground plane

GaAs

Buffer layer

Source Drain

Gate

SiO2

Figure 13. Equipotential map of DC-biased micro-
wave FET. [From B. Beker and G. Cokkinides, Com-
puter-aided quasi-static analysis of coplanar
transmission lines for microwave integrated circuits
using the finite difference method, Int. J. MIMICAE

4(1):111–119. Copyright r 1994, Wiley.]

538 BOUNDARY-VALUE PROBLEMS



The preceding examples are intended to demonstrate
the applicability of FDM to the solution of practical
engineering boundary value problems. FDM has been
used extensively in analysis of other practical problems.
The interested reader can find additional examples where
FDM was used in Refs. 31–37.

6. SUMMARY

Since the strengths and weaknesses of FDM were men-
tioned throughout this article, as were the details dealing
with the derivation and numerical implementation of this
method, they need not be repeated. However, the reader
should realize that FDM is best suited for boundary value
problems with complex geometries and arbitrary material
composition. The complexity of the problem is the primary
motivating factor for investing the effort into developing a
general-purpose volumetric analysis tool.
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1. INTRODUCTION

The subsurface detection and identification of buried geo-
logic and synthetic (human-produced) structures is cur-
rently an important research area and a progressive
technological concept on the global scale. The scope of
the problem is very complex, and aspects of the topic de-
pend on wide-area demands from the military to the com-
mercial necessities. Some examples are the localization of
the underground pipes, buried mines, and archeological or
anthropological artifacts. The variety of unknown false
and undesired targets under the ground complicates the
object identification task. In addition, the medium in-
volved is usually lossy and inhomogeneous. The size,
geometry, constitution (dielectric, metallic, explosive,
etc.), and depth of the target object and the characteris-
tics of the medium (wet soil, sand, etc.) are the principal
parameters for the detector designs. As yet, there is un-
fortunately still no single method or unique system that
can detect all kinds of objects at arbitrary size, structure,
depth, and soil. Therefore, a few numbers of the conve-
nient sensor technologies are considered regarding to the
specific situations. These sensors may have common, sim-
ilar, or different capabilities for the detection of the desired
targets.

This article is an introduction to buried-object detec-
tion and attempts to compile and present the available
methods to readers who are potentially involved in
physics, geophysics, civil engineering, archeology, or
electrical engineering, regardless of their educational
or academic background levels. On this scope, different
sensor technologies and radar systems mainly based on
the electromagnetic, acoustic, infrared, or chemical
methods are examined with the cons and pros such
as operating principles, strengths, limitations, and
feasibilities. Furthermore, some convenient multisensor
approaches for wide-range applications are discussed
to attain the best detection performance level in each
specific case.
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2. SENSOR TYPES

The main sensors for buried-object detection are based on
the electromagnetic, acoustic, seismic, and optical tech-
nologies. The electromagnetic sensors are divided into
two groups: electromagnetic induction (EMI) and ground
penetrating radar (GPR). The EMI or metal detector uses
low-frequency electromagnetic fields to induce the eddy
currents in metal components of buried objects. It is a
very mature, popular, and relatively inexpensive sensor
technology performed in a wide range of environments
for conducting target detection. The main limitation of
the EMI sensor is the possible metallic clutter of the
medium, especially for the low-conductivity or small-
metallic-content objects. The GPR is another widely used
and established electromagnetic sensor type. The operat-
ing principle is the reflection and backscattering of the
radiofrequency (RF) waves from buried metallic or dielec-
tric objects. GPR detects all anomalies under the ground,
even if nonmetal. The most important problems are the
clutter due to the unwanted objects in soil and the buried
targets that have constitutive parameters similar to those
of soil. The acoustic and seismic sensors benefit from the
sound or seismic wave reflection from the object princi-
ples. Although they are not completely established sensor
technologies, such detector systems can have low false-
alarm rates. Nevertheless, deep buried objects, rough
surfaces, and vegetation/mineral-covered or frozen ground
present the main difficulties in detection. Optical sensors
use the infrared and hyper spectral band to distinguish
the target from the temperature and light reflectance dif-
ferences. If the heat absorbing capacity of the object is
much more different from that of the soil, the sensor per-
formance will be very satisfactory. The infrared detector
can quickly scan wide areas from high altitudes. However,
this is not a suitable sensor for deep-buried-object detection.

Beyond the main sensor technologies mentioned above,
a few additional detector systems can be examined either
for main sensor performance improvement or some spe-
cific applications such as explosive-materials detection.
For instance, subsurface microwave tomography uses op-
erating principles similar to those of GPR and achieves
the high-resolution imaging of shallow buried objects,
electrical impedance tomography determines the electri-
cal conductivity distribution of the surface, and the X-ray
sensor images the buried objects with X-ray radiation.
Moreover, the systems based on electrochemical, piezo-

electric, nucleonic, and biological methods have proved
useful just for the explosive vapor detection. Detailed dis-
cussions of all sensor types are presented in the following
sections.

3. GROUND-PENETRATING RADAR

3.1. Overview

The terms ground probing, subsurface detecting, and sur-
face penetrating refer to a wide range of electromagnetic
methods designed for the detection and identification of
buried artifacts or structures beneath the surface, gener-
ally termed ground penetrating radar (GPR). GPR uses
the electromagnetic wave propagation and scattering
principles to locate, quantitatively identify, and image
the variations in electrical and magnetic properties under
the ground. It may be performed from Earth’s surface,
from a land vehicle, or from an aircraft and has high-
resolution in subsurface imaging equal to that of any geo-
physical method, approaching the centimeter range under
the right conditions. Since GPR senses subsurface electri-
cal inhomogeneities, the detection performance of the sub-
surface features such as depth, orientation, water density,
size, and shape are related to the contrast in electrical and
magnetic properties. The detection performance can be
further improved by quantitative feature interpretation
through modeling. The GPR technology is largely
application-oriented. Implementation of its hardware
and software determines the overall system performance
characteristics. The detection range can vary from a few
centimeters to tens meters. Metallic or dielectric struc-
tures can be detected. Identification of small objects even
in the centimetric range is possible. Any metallic object
and dielectric discontinuity can be detected by the GPR
system in principle. The target may be a long, thin, cylin-
drical, or spherical object or a planar soil layer and can be
classified according to its physical geometry and electrical
constitution. All these performances strongly depend on
the soil properties and the radar parameters, which are
mainly operational frequency, transmitter power, system
dynamic range, and electromagnetic wave polarization
[1,4,7,13].

Two kinds of GPR systems—the impulse GPR and
swept-frequency GPR—are employed in most current
applications. The impulse GPR uses time-domain
electromagnetic pulse radiation and scattering principles.

Table 1. Radar Cross Section Formulas of Basic Target Geometries

Object Aspect Direction RCS (dBsm) Shape Parameters

Sphere Omnidirectional pR2 Sphere radius R (m)

Cylinder Broadside 2pad2

l Cylinder radius a (m)
Cylinder length d (m)

Flat plate Normal 4pw2h2

l2 Plate width w (m)
Plate length h (m)

Corner reflector, dihedral Symmetry axis 8pA2

l2 Reflector plate area A (m2)
Wavelength l (m)

Corner reflector, rectangular trihedral Symmetry axis 4pL4

3l2 Sidelength L (m)
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The shape of the impulse signal determines the
frequency bandwidth. The object detection is done by
means of the amplitude and time delay of the received
pulse. In the case of the swept-frequency GPR, the
operational band is clearly defined by the designer.
The electromagnetic wave scattering problem is solved
in the frequency domain. The target information is
obtained from the amplitude and the phase of the received
signal [1].

The GPR is not very different from conventional radar.
The main differences are the short-range concept, near-
field analysis, and lossy inhomogeneous propagation me-
dium. The detection technique is usually based on the
backscattered radiation signal from the underground ob-
ject, but forward scattering can also be employed to yield
target information in specific cases. Since this is a short-
range radar, the clutter is the main problem for target
detection and identification. The sources of the clutter are
the antenna ringing, transmitter/receiver (T/R) coupling,
the ground surface reflection, and unwanted (spurious)
backscattering from other buried structures or soil inho-
mogeneities. The preventive measures such as proper
antenna matching, shielding enclosure design, and adap-
tive methods for processing the signal should be taken to
improve radar performance.

Selection of the center frequency, the bandwidth, and
the power of the GPR system are the key factors in design.
The electromagnetic wave reflection from the ground
surface and the attenuation under the ground dramati-
cally increase with the increasing frequency and the
soil conductivity as given in Table 2. As a rule, material
that has a high conductivity will have a large attenuation.
Thus GPR object probing in sand, gravel, dry soil, and
freshwater is much easier than in clay, wet, mineral
soils, and salty water. Since the ground attenuation
and reflection parameters indicate power loss and clutter,
lower frequencies are used to detect deeply buried
objects. Nevertheless, higher frequencies are needed for
better resolution and detailed echo to determine small
objects [4]. Thus, the ultrawideband (UWB) GPR is
mostly preferred in order to benefit from both low and
high frequencies. UWB antenna design is a significant
area in terms of GPR performance. Transmitter and
receiver antennas are designed to comply with the

existing hardware to radiate and couple the signal into
the ground efficiently [3].

The object-oriented design procedure and critical pa-
rameters for GPR systems are discussed in Section 3.2.
More specifically, suitable broadband antennas, appropri-
ate continuous-wave (CW) or impulse signal generator de-
sign, low-noise RF receiver units, and signal processing
techniques are discussed.

3.2. System Design Procedure

Ground penetrating radar has a enormously wide appli-
cation area from underground structure exploration to
small-object detection just beneath the surface. The oper-
ational principle consists in generation of impulse or ra-
diofrequency (RF) power by the signal source, radiation of
the electromagnetic wave by the transmitter antenna,
characterization of the soil and air–Earth interface, re-
ception of the backscattered electromagnetic wave from
the target object by the receiver antenna, and finally,
sensing, digitizing, and processing the received RF signal
by the receiver (see Fig. 1). The critical parameters such
as soil type and target properties strongly affect the de-
tection performance. The main goal of the design is to
provide application-oriented information and to illustrate
the technical options available for the operator or design-
er. To operate the GPR successfully, the following require-
ments must be satisfied:

1. Sufficiently high power RF or impulse signal gener-
ator to attain the required penetration depth

2. Suitable antenna to couple the electromagnetic
wave into the ground efficiently with sufficient
bandwidth, high-gain, narrowbeam, and low-input
reflection

3. Proper frequency bandwidth to obtain a sufficiently
large scattered signal from the smallest buried
object

4. Appropriate receiver hardware to achieve an
adequate signal-to-noise (S/N) and signal to clutter
ratios for the best target detection performance

5. Adaptive signal processing techniques to distinguish
and classify the buried objects

Table 2. Propagation Losses at 100 MHz and 1 GHz in Different Soils

Material Relative Dielectric Constant Conductivity (mS/m) Loss at 100 MHz (dB/m) Loss at 1 GHz (dB/m)

Air 1 0 0 0
Asphalt, dry 2–4 1–10 2–15 20–150
Asphalt, wet 6–12 10–100 5–20 50–200
Clay 2–40 1–1000 5–300 50–3000
Concrete 4–20 1–100 1–25 10–250
Freshwater 81 0.1 0.1 1
Rock 4–10 0.1–1 0.01–1 0.1–10
Sand, dry 4–6 0.0001–1 0.01–2 0.1–20
Seawater 81 4 1000 10000
Snow 8–12 0.001–0.01 0.1–2 1–20
Sandy soil 4–30 0.1–10 0.1–5 1–50
Loamy soil 4–20 0.1–100 0.5–60 5–600
Clayey soil 4–15 0.1–1000 0.3–100 3–1000
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The electrical properties of the medium (soil) are impor-
tant parameters in GPR design. The soil in concept
is quasihomogeneous, and its electrical behavior may be
defined by its constitutional parameters, namely, dielec-
tric permittivity (e), magnetic permeability (m), and
electrical conductivity (s). Here, the relative dielectric
and the magnetic constants (er, mr) designate the effective
wavelength, and the soil conductivity determines the
propagation loss. The variability of both material param-
eters and local geologic conditions cause great difficulty
in accurate prediction of propagation behavior. All of these
parameters are generally the functions of frequency as
well. For instance, RF propagation and ground surface
reflectivity losses sharply increases after 3 GHz and in
many cases, this fact physically limits the operational
bandwidth. Nevertheless, when the buried objects
decrease in size, the simulation results show that the
radar cross section (RCS) values are insufficient before
the resonance frequency region (see Fig. 3). As is well
known, the RCS of a target object represents the object’s
electromagnetic wave backscattering level. Since the
RCS depends on the electrical sizes (measurements with
respect to wavelength) of the object and the effective
wavelength is inversely proportional to the square root

of the soil dielectric constant, the GPR frequency can be
shifted downward in high dielectric mediums (e.g., in wet
soils). For example, the operating frequency must be at
least 2 GHz to obtain sufficiently powerful backscattered
signal from a 5-cm-diameter cylindrical target buried in
dry soil. However, if this object were buried in wet soil, the
frequency bandwidth about 1 GHz would be enough for
the desired backscattering level. The range resolution in
depth (DRz) is another important performance parameter
for GPR design. The thickness of the depth-range layers
on the GPR screen is directly related to the range resolu-
tion (see Fig. 14). For impulse radars, the bandwidth (BW)
expressed in (1) is inverse proportional to the downrange
resolution

BW¼
c

2 .DRz .
ffiffiffiffi
er
p ð1Þ

where c is the free-space speed of light and er is the
relative permittivity of the soil. If it is presumed that
er¼ 9 and DRz¼2 cm, the required bandwidth will be
2.5 GHz.

The radar equation given in (2) determines the detec-
tion range for a given target RCS in different parametric
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cases, such as power, frequency, soil type, and antenna
structure (see configuration in Fig. 2)

Pr¼
PtGt

ð4pR2Þ
2

AeRCS

L
ð2Þ

LðdBÞ¼LaðdBÞþLr1ðdBÞþLs1ðdBÞþLs2ðdBÞþLr2ðdBÞ

ð3Þ

where

Pr ¼ received power (W)
Pt ¼ transmitter power (W)
Gt ¼ transmitter antenna gain
R ¼ target detection range (m)
Ae ¼ receiver antenna effective area (m2)
RCS¼ radar cross-section of buried object (m2)
L ¼ total propagation loss (except free space loss)
La ¼ transmitter and receiver antenna efficiency loss
Lr1 ¼ surface reflectivity loss (air to ground)
Lr2 ¼ surface reflectivity loss (ground to air)
Ls1,2¼ soil attenuation losses

The transmitter antenna gain (Gt) depends on the an-
tenna type, geometry, and frequency. The gain at given
frequency band is taken for stepped frequency GPR, while
the peak gain (or the average gain) must be considered for
an impulse GPR. Typical gains can be from minus a few
decibels over isotropic to 410 dBi. The receiver effective
area is expressed in terms of the antenna gain (4). The
antenna efficiencies are generally related to the radiation
losses due to the resistive loadings and impedance mis-
matching at the structures. Such losses are typically ex-
pressed in a few decibels:

Ae¼
Grl

2

4p
ð4Þ

The RCS of the target depends on the object geometry and
structure. However, the model formulas for canonical
geometries given at Table 1 and the numerical simulation

plots for 5-cm-diameter cylindrical dielectric target shown
in Fig. 3 are presented to express an author’s opinion [18].

The reflectivity losses between air–ground and ground–
air layers are subject to the problem of electromagnetic
wave scattering from a dielectric surface. Too many
parameters, such as antenna–ground surface and tar
get–ground surface distances, dielectric constant of soil,
antenna and target geometries, antenna radiation and
target scattering waveshapes at surface, and tilt angles of
antenna and object, are included in this formulation. In
this case, some useful approximations are usually pro-
posed for easy-to-calculate coherent estimations [1]. For
example, the air–ground reflection loss is given by (5) pre-
suming that the radiated wave on the surface is a uni-
formly distributed plane wave. Another generic method
based on the transmission-line approach in Eq. (6) that
uses the characteristic impedances of the air (Zair) and the
soil (Zsoil) is expressed as

Lr1¼ 20 log10

ffiffiffiffi
e0
p

cos y1 �
ffiffiffiffi
er
p

cos y2ffiffiffiffi
e0
p

cos y1þ
ffiffiffiffi
er
p

cos y2

� �

ðdBÞ; ðsee Fig: 2Þ

ð5Þ

Lr1¼ 20 log10

2Zsoil

ZsoilþZair

� �
ðdBÞ ð6Þ

where

Zair¼ 377O and

Zsoil¼

ffiffiffiffiffiffiffiffiffiffi
m0mr

e0er

r� � cos
d
2
þ j sin

d
2

� �

ð1þ tan2 dÞ1=4

ð7Þ

Typical values for many soil materials, Zsoil is about 100O,
hence Lr1E8–10 dB and Lr2 � 5 dB. Finally, soil attenua-
tion losses are defined as

Ls1;2¼ 8:686 . 2pf R0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0mre0er

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ tan2 dÞ

q
� 1

� �s

ð8Þ
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where d is the soil propagation path loss in nepers per
meter (1 N¼ 8.686 dB) in soil, f is the operating frequency,
and R0 is the pathlength in the soil. Table 2 exhibits the RF
propagation losses in some soils at 100 MHz and 1 GHz.

As a general rule, the system noise threshold deter-
mines the minimum detectible signal (MDS) level. Detec-
tion of the target is possible if the received power
backscattered from the object is sufficiently higher than
both noise and clutter. The MDS can be calculated by (9)
using the system frequency bandwidth (BW), the receiver
noise figure (NF), and the required signal-to-noise ratio
(SNR)

MDS¼k .T0 .BW .NF .SNR ð9Þ

where k is Boltzmann’s constant and T0 is room temper-
ature in kelvins (kT0D4� 10� 21 W/Hz). To obtain a re-
ceived power, Pr, that exceeds this value, the MDS willnot
suffice for detection when clutter dominates the signal.
The sources of the clutter are mostly the undesired cou-

pling signals from transmitter to receiver, the unwanted
backscattering from other buried objects, and the reflec-
tion from the ground surface. For this reason, minimum
SNR requirement of the system should be accurately es-
timated on the design to guarantee the physical radar de-
tection range.

Design Example. Suppose that we want to detect a di-
electric cylindrical object of 10 cm diameter that is buried
up to R¼ 100 cm. The system operating frequency is cho-
sen 1 GHz. The soil is dry and loamy (er¼ 4). The trans-
mitter antenna has 3 dBi gain, and the receiver antenna
effective area is Ae¼0.0012 m2. Using (2)–(9), Table 2, and
Fig. 3, we find that the two-way reflection losses are to-
tally taken as 15 dB, the soil attenuation loss is 10 dB, the
target has an RCS of � 10 dBm2, and the overall power
loss (dynamic range) is calculated as B94 dB. If we
assume that the amplifier of the GPR receiver has a noise
figure (NF) of 3 dB over 1 GHz bandwidth (BW), the MDS
for the specified receiver characteristics yields 8 �
10�10 W or � 91 dBw, considering a signal-to-noise ratio
(SNR) of 20. Under the circumstances, the peak power of
the transmitter must be at least 3 dBw or approximately
2 W. For a 50-O-impulse GPR system, this corresponds to
10 V peak voltage of the transmitter output.

3.3. Signal Sources and Modulation Methods

Many kinds of the modulation techniques can be employed
for ground penetrating radar systems. The most frequent-
ly used GPR systems are the impulse radar that generates
short pulses or impulses in the category of amplitude
modulation (AM) and the swept or stepped-frequency ra-
dar that uses frequency modulation (FM) followed by a
synthesized pulse.

Impulse GPR is commercially the most popular system
preferred for a wide range of applications. The operational
principle is based on the impulse signal generation at re-
quired peak power and frequency bandwidth. The signal
sources generate monocycle or monopulse waveforms that
can last for a few hundred picoseconds to a few nanosec-
onds. The impulse waveforms are generally Gaussian in
shape and their frequency bandwidths start from a few
hundred MHz up to a few GHz depending on the applica-
tion (Fig. 6). The main difference between the monocycle
and monopulse is in the frequency-domain behavior. The
monopulse signal highly contains DC or low-frequency
components. Nevertheless, the monopulse waveform has
some physical advantages for time-domain radar signal
transmission and radiation.

Frequency-modulated continuous-wave (FMCW) and
stepped-frequency GPR systems are used when the tar-
gets of interest are shallow and an operational frequency
of Z1 GHz has to be maintained. These systems are easier
to design compared to the wideband impulse radars. Such
swept- and stepped-frequency radars have the advantage
of greater selection and control of the operational frequen-
cy bandwidth. This feature provides better radiation effi-
ciency with high-power generators and high-gain
antennas, lower noise level at narrower bands, and con-
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sequently wider dynamic range in comparison to the im-
pulse radar.

3.3.1. Impulse Generator Design. There are two major
concerns in an impulse generator used in GPR applica-
tions: (1) the pulseshape and plusewidth and (2) pulse
amplitude. In many cases, both of these parameters are
highly critical. The pulseshape and plusewidth imply
broadband characteristics, conducive to the detection of
buried small objects. On the other hand, pulse amplitude
implies system power related to the operational detection
depth of the target in soil.

The shape of the pulse signal rigorously affects the
operational frequency bandwidth of the GPR system. For
example, a steplike pulse has a large amount of spectral
energy at lower frequencies with the spectrum falling off
as inverse frequency (1/f ), while an impulselike pulse has
a flat spectrum over the bandwidth. In every case, the
high-frequency content of the pulse signal is limited by
either the step risetime (Ts) or the impulse duration (Td).
For ideal impulse waveforms, the first null (f0) in the spec-
trum occurs at 1/Td. The spectral power distribution of the
impulse decreases rapidly beyond f0 and typically follows
an equation of the sinc function form. A monocycle signal
can be analyzed as a pulse AM modulation of a RF sine-
wave carrier. Thus, the spectrum of the monocycle impulse
is shifted upward in the frequency domain with respect to
the risetime and centered on the carrier frequency that
corresponds to 1/Td. Generation of these various wave-
forms normally begins with a very fast-risetime-edge,
steplike pulse. Then one takes the first derivative of the
step risetime to obtain an impulse signal. To obtain a
monocycle, the first derivative of an impulse or the second
derivative of a step pulse is taken. In practice, this process
can be implemented by adding a proper short-circuit-ter-
minated transmission line to the impulse generator out-
put. The UWB antenna and the wideband amplifier must
be appropriately designed to avoid bandpass filtering,
which can cause multicycling [4].

Various high-power switching transistors or FETs can
be used to acquire the typical GPR pulses of a few hundred
picoseconds to a few nanoseconds in duration. Avalanche
transistors are often used to generate peak power levels
from 50 W to several kilowatts. For the 3–10-GHz UWB
band, selection of available devices is much smaller. Step
recovery diodes (SRDs) can generate 50–200 ps edges with
amplitudes of several volts [2].

The following is given as a monocycle impulse circuit
design procedure especially for high-frequency and high-
amplitude GPR applications:

* A fast risetime and high-amplitude square-wave gen-
erator

* Impulse generator with step recovery diodes
* Wideband impedance matching with resistors and

high-speed Schottky diodes
* Impulse bandwidth improvement by short-circuit

shunt stubs
* Wideband MMIC amplifier (if the signal power is

insufficient)

The monocycle pulse generator shown in Fig. 4 is
developed using transmission-line stubs realized by
rigid cables, SRDs, and a Schottky diode, a MESFET
and a monolithic microwave integrated circuit (MMIC)
amplifier. At the input, a square-wave signal with a rep-
etition frequency of 400 kHz is applied by a microproces-
sor. The risetime of the signal is shortened with a
comparator circuit. The signal proceeds to the impulse
generator, composed of SRDs in active mode [8]. Operating
in active mode enable the designer to shape the impulse
by adjusting the DC bias current drawing from the
DC source. The MESFET is used particularly for the
circuit isolation and wideband impedance matching.
Finally, the first stub, which is at the gate of the ME-
SFET, is used to generate a very short impulse. It is noted
that, due to the MESFET buffer, the antenna cannot
load back the circuit in an undesirable way. Figures 5
and 6 show the measured output monocycle pulse in
time domain and in frequency domain, respectively. The
measured waveform has less than 1.5 ns pulse duration
in time domain, and its frequency domain bandwidth is
approximately 2 GHz.

The design procedure of the avalanche-mode mono-
cycle impulse generator is similar to that of the SRD
circuit. The main difference is that an avalanche tran-
sistor is used instead of the short recovery diodes.
The transistor is operated in avalanche breakdown
mode used with switching by discharging the stored
energy into the short transmission lines. These are
output loads, which also include the transmitter antenna
input impedance. The time-domain impulse signal
output and its frequency-domain transformation of an
avalanche-mode impulse generator are presented in
Figs. 7 and 8.

3.3.2. FMCW and Stepped-Frequency Radar. The FMCW
radar system transmits a sweeping RF carrier signal con-
trolled by a voltage-controlled oscillator (VCO) over a se-
lected frequency bandwidth. The operational frequency
band can be selected by considering mainly the maximum
depth and the minimum size of the buried object. The
backscattered signal from the target object is mixed with a
sample of the transmitted waveform and the results in a
difference frequency, called the intermediate frequency
(IF), is derived from an I/Q (in-phase/quadrature) mixer
pair. The IF output contains the amplitude and phase data
of the received signal. The phase information yields the
range of the target since it is correlated with time delay.
Only if there is a target on the scope will the IF signal be
produced. If the variation in transmitter frequency is a
linear function of time, then a target return will occur at a
time Tr given by

Tr¼
2R

u
ð10Þ

where R is the range in meters and u is the velocity of
electromagnetic wave on the propagation path (air,
ground, or both) in meters per second.

Since the FMCW radar essentially measures the phase
of the IF signal, which is directly related to target range, it
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requires a high degree of linearity of frequency sweep with
time to avoid spectral widening of the IF, which indicates
the system range resolution degradation. In practice,
the sweeping nonlinearity levels should keep below 0.1%
[1]. The amplifier and the antenna gain responses over
the frequency band must also be linear for an appropri-
ate system design. A time-domain equivalent to the
impulse radar can be acquired by the inverse Fourier
transformation.

Stepped-frequency radar is a continuous wave system
that is sequentially repetitive at different frequencies as
shown in Fig. 9. This kind of radar radiates a sequence of
N number of carrier frequency steps and the amplitude
and the phase of the received signal is stored. Downcon-
version to IF signal is similar in principle to that
for FMCW radar. The complex Fourier transformation is
applied to obtain the time-domain response of the reflected
or backscattered target signal. The range resolution is
defined as

DR¼
u

2NDf
ð11Þ

where DR is the range resolution and Df is the frequency
increment of every step.

For both FMCW and stepped-frequency radar, it is ev-
ident that the thermal noise level is much lower than that
of the receiver of the time-domain impulse radar. Never-
theless, the discrimination of the target backscattering
signal from the ambiguous clutter at the receiver unit is a
more difficult problem due to the futility of simple anti-
aliasing filters. Therefore, some calibrating methods such
as iterative range gating are usually employed for such
systems.

3.4. GPR Antennas

The performance of GPR is highly dependent on the prop-
er design of the transmitter and receiver (T/R) antenna
pair. In practice, the transmitted GPR signal has
broadband characteristics, which may vary from 10 MHz
to 5 GHz for impulse system and from 1 to 8 GHz for
stepped/swept-frequency systems. Therefore, wideband T/
R antennas must be designed to reach the largest dynamic
range, best focused illumination area, lowest T/R antenna
coupling, reduced clutter, and uniformly shaped impulse
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Figure 4. Schematic of the monocycle pulse generator.
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radiation [3]. These antennas should satisfy the following
electrical characteristics over the operational frequency
band such as high directivity gain, low input reflection
level, suppressed side/backlobes, convenient polarization
with respect to the target shape, high T/R shielding, and
linear phase response (for impulse GPR). Moreover, some
physical restrictions, such as lightweight requirements for
movable handheld GPR, can also rigorously restrict the
convenient antenna types. A useful reference to the gen-
eral case of antennas in matter is given by King and Smith
[9]. Further considerations in the selection of the suitable
antenna types are subject to the types of targets and
radar systems. On this scope, most popular ultrawide-
band (UWB) antenna models, such as dipole, bowtie, spi-
ral, and TEM horn, are proposed for the impulse GPR
system. For FMCW and stepped-frequency GPR, wide-
band-selective octave horns, dielectric filled open-ended
waveguides, cavity-backed planar spirals, and pencil-
beam dish antennas (only in certain specific cases) may
be preferred because of their higher gain characteristics
[1,6,11,12,18].

The simplest GPR antenna is an electrically small di-
pole element. It is a linearly polarized antenna that has
far-field intensity proportional to its electrical length.
Thus, the antenna gain and the radiation efficiency
can be very small at lower frequencies. In order to avoid
performance degradation, resonance dipoles such as half-
wave are usually preferred for impulse GPR. Although the
dipoles have a physical advantage especially for handheld
GPR systems because of their small size, lightweight and
easy-to-fabricate structures, and their frequency-depen-
dent input impedance and radiation gain characteristics.
Some dielectric and absorber loading techniques are
usually employed to improve antenna frequency band-
width [10]. The bowtie configuration is similar to the
dipole wideband antenna frequently used for pulse radia-
tion (Fig. 10c). The bowtie exhibit shows higher gain and
wider band performance than does the simple dipole. For
a circular object, the bowtie is a suitable antenna type
since it produces linear polarization and has relatively
good linear phase response over the wideband [3,10]. If the
target is noncircular, with respect to electromagnetic wave
scattering principles, circularly polarized planar antennas
such as spirals may be preferred. The spiral is based on
which Archimedian and logarithmic models, is theoreti-
cally a frequency-independent antenna (see Fig. 10). But
in practice, both are bandlimited with respect to the feed
radius for the upper frequency and the armlength for the
lower frequency [3]. The frequency-domain responses of
bowtie and spiral antennas are presented in Fig. 11.

When a wider band, lower-voltage standing-wave ratio
(VSWR), higher gain, and narrower beamwidth are
required, the TEM horn is one of the most promising
antenna types for impulse GPR systems. Such a structure
consists of a pair of triangular or circular slice-shaped
conductors forming a V-dipole structure. It is character-
ized by L, d, a, and y parameters, which correspond to
the length of the antenna, the feedpoint gap, the conductor
plate angle, and the elevation angle, respectively
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Figure 7. Time-domain signal output of the avalanche-mode im-
pulse generator.
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(Fig. 10d). A TEM horn generally shows bandpass filter-
like antenna gain behavior over a large bandwidth. In
practice, its electrical dimensions strongly limit the lower
operation frequency. Thus, dielectric-filling techniques are
applied mostly to decrease the lower cutoff frequency due
to certain physical restrictions in GPR applications [11].
In this case, the operational band of the antenna can be
shifted downward in the frequency domain but the fre-
quency bandwidth probably cannot be broadened. The
partial-dielectric-loaded TEM (PDTEM) horn structure
is proposed by Turk to achieve low VSWR (voltage stand-

ing-wave ratio) and high directivity gain with stable per-
formance over the wideband [6]. The PDTEM structure is
modeled as a microstrip line, and its geometry is designed
to match the antenna output impedance to the feed source
impedance (nominal, 50O) by decreasing the segment
characteristic impedances along the antenna line. For
this purpose, using multiangular dielectric profile loading
and arranging the segment widths of the plate wings
properly, one can implement an efficient geometric design
for the TEM horn (see Fig. 10f ). This approach is quite
effective for higher frequencies where the electrical length

A
rm

 w
id

th
 (

cm
)

Arm length (cm)

(a)

(c)

(e)

(b)

(d)

(f)

L L

L

Plate

Resistive
sheet

Feed
gap

Absorber
coating

�r �o

r2

r1

fi

r

o

r=a.fi

1 2 3 4 5 6 7 8 9

0

−1

−2

−3

1

2

3

r=ea�

r2

�

�

� �
� �

�
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of the antenna line is sufficiently long to transform output
impedance. Nevertheless, the antenna output impedance
strongly determines the matching performance rather
than the characteristic impedance. An extensional resis-
tive aperture loading is used to keep VSWR levels reason-
able at lower frequencies. Finally, the feed gap is coated by
a piece of low-conductivity absorber to improve the overall
VSWR performance. The grating model arm structure is
the metal-reduced version of the PDTEM horn antenna,
which is recommended for multisensor (GPR combined
with metal detector) systems (see Fig. 10e). Typical input
reflection and antenna gain behaviors of TEM, PDTEM,
and rigid horns are shown in Figs. 12 and 13.

Impedance matching is a critical step to improve the
antenna gain and to reduce time-domain ringing effects.

Since most of the GPR impulse signals are generated by
avalanche-mode transistors that produce impedance-de-
pendent pulseshapes, the variability of the antenna im-
pedance over the wide operational band must be stabilized
by a matching circuit design. In addition, the antenna
structure should be balanced to avoid structural imbal-
ances using a wideband balun (balanced-to-unbalanced)
transformer that has a sufficiently short risetime [3].

Standard-gain-horn, rigid-horn, dielectric-loaded wave-
guide, and dish antennas can also be considered for
FMCW and stepped-frequency GPR systems. All of these
models are high-gain and narrowbeam band-selective an-
tennas that are used from L band to X band (from B1 to
B10 GHz). The typical gain of the standard horn antenna
is B15 dBi over a 2–1 frequency bandwidth. To increase
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the antenna directivity gain with a narrower beamwidth,
a model using proper dielectric loadings is available [12].
For multiband GPR operations, the rigid horn that yields
B10 dBi gain over 10–1 frequency bandwidth can be cho-
sen (Fig. 13). When the highest gain and the narrowest
beamwidth are highly necessary and the physical size of
the antenna is not restricted (i.e., as in vehicle-mounted
forward-looking systems), the dish antenna is an appro-
priate solution because of its high gain up to 30 dBi and
pencil-beam characteristics. The electrical size of the dish
aperture is directly related with the directivity gain and
HPBW as follows [18]

G¼ 20 log
D

l

� �
þ 9:94 dBi ð12Þ

HPBW¼
180l
pD

degrees ð13Þ

where G is the antenna gain for 100% efficiency and D is
the diameter of the circular dish.

3.5. Signal Processing Techniques

The development of advanced processing algorithms
for GPR data is very important to achieve high perfor-
mance for the detection and identification of objects.
The signal processing methods are based on interpreting
the backscattered signal parameters; these are the
amplitude and the phase of the received signal for contin-
uous or stepped-frequency GPR, and the time-domain
shape of the received signal for impulse GPR. In both
cases, the amplitude represents how much power is re-
turned back from the target. The impulsive oscillations or
the change in phase indicates the depth range of the
target. For CW GPR, the phase difference between the
transmitted and received signals indicates the depth of
the target. The phase of the electromagnetic wave changes
when propagating over the path proportional to its effec-
tive wavelength. Thus, every wavelength distance corre-
sponds to 3601 phase difference, but it is not easy to find
the target range if the medium is inhomogeneous
and cluttered. At this stage, advanced signal processing
algorithms are needed to estimate the parameters adap-
tively from the raw data collected from inhomogeneous
regions [1].

In the case of impulse radar, the received pulse signals
are collected in the scanning direction. The A-scan and
B-scan raw data series are obtained as shown in Fig. 14.
A-scan data represent the received impulse signals for any
scanning step. The B-scan plot is simply a two-dimension-
al (2D) representation of consecutive A scans in the scan-
ning direction. Here, the x and y axes correspond to the
scanning direction and the propagation time, respectively.
Time also means the range, since the electromagnetic
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wave has a velocity of

u¼
3� 108

ffiffiffiffiffiffiffiffiffi
ermr
p ðm=sÞ ð14Þ

where er and mr respectively are the relative constitutional
dielectric and magnetic coefficients of the propagation me-
dium. Thus, if any anomaly occurs under the ground, the
signal amplitude changes at the timescale to express the
related depth range. When the soil structure is not well
known, inhomogeneous and there are many unwanted
buried objects, detection and discrimination of the target
will be a difficult problem. Most of the GPR processing al-
gorithms are based on background estimation, differenti-
ated power density analysis, and subband processing of
GPR data [1,5]. The main goal is to find the target em-
phasizing the anomalies under the ground. For back-
ground estimation and removal, an average A-scan
dataset is calculated from multiple A-scan data that do
not contain any signal from a target, and then this aver-
age is taken as a reference. The other A-scan data are cal-
culated relatively. The magnitude of the GPR data after
the background removal process is computed (see Fig. 15).
Further processing can be done in several frequency

bands separately. The advantage of subband processing
is that it allows one to take into account the different tar-
get responses and clutter behaviors in different frequency
regions. For example, the average RCS values of the prob-
able target objects can be calculated for every subband,
and some correlation algorithms can be estimated to dis-
criminate and classify the detected objects.

4. ELECTROMAGNETIC INDUCTION (EMI) SENSOR

4.1. Overview

Electromagnetic induction (EMI), which is the basis for
the metal detectors, is one of several sensor modalities
widely deployed for subsurface buried-object detection and
identification. The basic technology is very mature. The
EMI sensors have been used for landmine detection in
World War I, and EMI metal detectors were further de-
veloped during World War II. Afterward, usage of EMI
sensors was also directed to detect conducting objects in
other application areas such as mineral exploration, non-
destructive body testing, archeological investigation, and
security enforcement.
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The operating principle of the EMI sensor is to trans-
mit a time-varying primary electromagnetic field that in-
duces currents in any metallic object that the primary
field penetrates. When the primary field is abruptly
turned off, eddy currents in the metallic object produce a
secondary electromagnetic field that is measured by the
receiver. The employed frequency range is generally lim-
ited to a few tens of kHz [13]. EMI sensors usually consist
of a pair of transmitter and receiver coils (see Fig. 16). An
electrical current flowing in the transmitter coil of the
wire produces the primary field, and the electromagnetic
waveform is often either a broadband pulse or a continu-
ous wideband. The transmitted field induces a secondary
current in the earth (ground) as well as in any buried
conducting objects. This secondary current is usually de-
tected by sensing the voltage induced in the same or an-
other coil of wire, called the receiver coil. In the case of
pulsed excitation, the transmit waveform is quenched
quickly and the receiving coil measures the decaying sec-
ondary field that has been induced in the earth (ground)
and subsurface objects. In the case of wideband excitation,
the receiving coil is placed within the magnetic cavity so
that it senses only the weak secondary field radiated by
the earth and buried objects [14,16,17].

4.2. Operational Theory

The detection performance of the EMI sensor depends
mainly on the system parameters, namely, the primary
magnetic field level created by the transmitter coil, the
target range, the eddy-current inducement capability of
the target object, and the receiver coil probe characteris-
tics. Assuming that the fields are time-dependent and the
coil position is stationary ð@S

*

=@t¼ 0Þ, the electrical cur-
rent/magnetic field and the magnetic field/electrical volt-
age transformation ratios of the transmitter and receiver
coils are calculated by the related Maxwell equations giv-
en in (15) and (16):

r�E¼ � m
@H

@t
)

I

c

E dl¼ � m
Z

S

@H

@t
dS

)VAB¼ i2pfmNHS cos j

ð15Þ

r�H¼Jþ e
@E

@t
)

I

c

H dl¼

Z

S

J dSþ e
Z

S

@E

@t
dS

)

I

c

H dl¼ I

ð16Þ

where E is the electric field, H is the magnetic field, f is the
frequency, N is the number of turns, S is the coil surface
area of the coil, J is the current density, I is the coil cur-
rent, j is the angle between the magnetic field and the coil
surface normal vectors, ðe; mÞ is the dielectric permittivity
and magnetic permeability of the coil material and VAB is
the induced voltage (see Fig. 17).

Equation (15) denotes that the coil probe sensitivity
increases with the operation frequency, the number of coil
turns, the magnetic permeability of the coil ferrite, and
the effective area of the coil. The physical shapes of the
coils are also important for the sensitivity in terms of the
coil’s effective area and the field pattern. The field ampli-
tude is inverse proportional to the range. Since EMI sen-
sors use very low frequencies, the ground surface
reflectivity and the soil conductivity losses are very slight
values. Nevertheless, the specific soil types that contain
high conductive and magnetic molecules or particulars
can cause some attenuation, and remarkable clutter levels
can occur. The eddy currents set up in an object, and hence
the induced field, depend on the size, shape, and compo-
sition of the object. Because of this, different objects gen-
erally have different EMI responses. The basic issues are
then how much information about an object can be in-
ferred from its EMI response, and whether that informa-
tion can be used to distinguish between target and clutter.
The objects that contain much more metallic elements will
naturally produce more powerful eddy currents and sec-
ondary fields on the receiver coil, but the shape of the me-
tallic part in the sense of the angular position with respect
to the primary electromagnetic field vector will be an im-
portant parameter for detection sensitivity, as well.

4.3. System Performance

The system detection capability of buried metallic
objects is generally a well-known parametric problem as
mentioned above. It is possible to detect any small
amount of metallic or metal-like object under the dynam-
ic range limitations of the system. The range equation
is not as complicated as that of a GPR. For instance, the
soil attenuation and reflection loss parameters are not
strong enough to affect system performance; even in most
cases, the size of the metallic content of the object is the
most effective system parameter. The experimental re-
sults presented in Ref. 14 show that the measured volt-
ages (the receiver voltage, after eliminating from the
transmitter–receiver coupling voltage) at the receiver
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coil are 3000, 450, and 50 mV for the 15-mm-, 8-mm-, and
5-mm-diameter spherical aluminum objects, respectively.
These figures decrease by half for the same size of iron
objects.

The concept of EMI sensor capability involves not only
detection of metal objects, but also discrimination of the
targets of interest from clutter. The traditional detection
technique is made based on the secondary field energy
calculation method for the decision regarding the presence
or absence of an object. In some physical applications, this
approach can lead to excessively high false-alarm rates
due to the presence of the other metal pieces or granules in
soil. Several modifications of traditional EMI sensors are
considered in order to facilitate the target discrimination
and classification. Wideband sensor operation is one of the
most promising methods. In this way, the frequency-de-
pendent response of the induced field by a buried conduct-
ing object is used to distinguish the target from the clutter
[15]. Another way is to use a simple phenomenological
model that describes the measured time-domain wave-
form as a weighted sum of decaying exponentials to pro-
vide an accurate discrimination model for EMI sensors
[17]. The measured EMI response can be modeled as a
sum of decaying exponential signals whose characteristic
decay rates are intrinsic to the interrogated target. Since
the decay rates are not dependent on target/sensor orien-
tation, decay rate estimation has been proposed as an ef-
fective and robust method for target identification by Ho
et al. [17]. In general, the decay rates associated with me-
tallic objects are slower than that of the earth (ground), so
there is more energy in the received signal when a metal-
lic object is present under the surface of the earth. This
simple phenomenology allows very basic signal processing
to be employed; for example, either an energy detector or
the overall amplitude of the signal in a given time gate
may be used when the goal is to detect any metallic sub-
surface object. Nevertheless, such processing can be the
source of many false alarms in highly cluttered media.

5. ACOUSTIC AND SEISMIC SENSOR

5.1. Overview

Most technologies for the detection of shallow buried ob-
jects are electromagnetic methods. They measure the con-
trast in ferrous content, electrical conductivity, or
dielectric constant between the object and the soil in
which they are buried. Plastic objects have no or little
such contrast because of their nonconductive constitu-
tions. They have dielectric constants that are low, very
close to the dielectric constant of dry soil. This makes
them very difficult to detect by these technologies. Their
acoustic compliance, on the other hand, makes them eas-
ier to detect by seismic and acoustic technologies. These
methods search for buried objects by causing them to vi-
brate by introducing sound or seismic waves into the
ground. As the materials with different properties vibrate
differently, the pattern of ground motion leads to the de-
tection and possibly the identification of the buried object.

Seismic sensors provide a means of sensing the me-
chanical properties of buried objects remotely. Seismic

technologies are commonly employed in exploration of
oil. The equipment used in such applications is designed
to find layered geology or use field techniques too expen-
sive to apply. Geophones provide an inexpensive solution
to record seismic data and thus sense buried objects. The
main difficulty of this approach is to generate clean Ray-
leigh waves. Also, the geophones have to contact the
ground to perform the measurements. This is not desir-
able for detecting objects containing explosives.

Seismic motion can also be generated by an airborne
acoustic wave. A loudspeaker above the ground can be
used for this purpose. A phenomenon called acoustic-to-
seismic coupling occurs when an airborne acoustic wave is
incident at the ground surface. This term refers to the
coupling of acoustic energy into the ground as seismic mo-
tion. Acoustic-to-seismic coupling causes particles to vi-
brate on the soil surface. More recent techniques use a
laser Doppler vibrometer (LDV) to measure and study the
spatial pattern of particle velocity amplitude of the sur-
face. A variety of sensors such as radars, microphones, and
ultrasonic devices have also been tried to detect the vi-
brations and the backscattered sound.

There are three main approaches for buried-object de-
tection using acoustics:

1. The Linear Acoustic Technique. This technique has
proved to be an extremely accurate technology for
locating buried landmines [19]. In this technique,
loudspeakers insonify broadband acoustical noise
over the soil and a laser Doppler velocimeter
(LDV) equipped with X–Y scanning mirrors is used
to detect increased soil vibration across a scan re-
gion.

2. The Nonlinear Acoustic Technique. This technique
uses a single speaker to drive two tonal excitations
to provide the airborne sound to produce A/S cou-
pling [20]. An accelerometer is used to measure the
surface acceleration.

3. Excitation of Elastic Waves and Surface Displace-
ment Measurement. The main objective of this ap-
proach is to excite elastic waves in the soil and then
measure the surface displacements [21]. It uses an
electrodynamic shaker to excite elastic waves. As
the waves propagate through a scan region, the sur-
face displacements are measured using radar.

5.2. Linear Acoustic Techniques

Acoustic–seismic systems proposed by Sabatier et al. have
shown great promise in detecting low metal mines [19,22].
In these systems, a loudspeaker above the ground surface
insonifies the target region at the surface. Acoustic energy
is coupled into the ground, producing vibrations. The ve-
locity of the ground surface resulting from these vibra-
tions is measured with a laser Doppler vibrometer (LDV)
at several positions over a rectangular grid. The output of
the system at a single spatial position is a collection of
complex velocities at a set of frequencies, typically within
the range from B100 to 300 Hz for large objects and with-
in 100–1000 Hz for small objects. The data collected over a
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region form a three-dimensional (3D) complex image. This
3D image can be regarded as a stack of two-dimensional
(2D) images, referred to as spectral images. These spectral
images can be viewed as the displacement energy of the
soil above the buried object at various frequencies. The
analysis of these images leads to detection and identifica-
tion of the buried object [23,24].

There are three different versions of the linear acoustic
systems proposed by Sabatier et al:

1. The first version uses a stop-and-stare data collec-
tion scheme [19,22]. The LDV collects data staring at a
single spatial position and then stares at a position close to
the previous one. A region of interest is thus scanned by
stopping and staring. The data are collected with some
predefined spatial resolution, which obviously depends on
the size of the object to be detected. As a rule, the spatial
resolution is selected such that a minimum of three equal-
ly spaced positions is scanned along the major axis of the
object to increase detection rate. The scantime of this type
of data collection scheme may be too slow for some appli-
cations such as mine detection, where a faster scanning
speed is always desirable.

2. A faster version of the linear acoustic system scans a
region without stopping [25]. A laser beam continuously
sweeps over an area by moving back and forth as shown in
Fig. 18. The spatial resolution in downtrack can be ad-
justed by factoring in the size of the buried object. How-
ever, the cross-track resolution depends on the imaging
techniques employed as well as the sweeping speed. Un-
like the previous systems, spectral images are not readily
available. Transforming the time-domain data into spec-
tral images is a critical step in this second approach. The
scanning speed of an area by the sweeping beam approach
is faster than that of the stop-and-stare approach.

3. A much faster scanning speed is achieved using an
array of LDVs placed on a moving platform [26]. Scanning
of the area is performed by moving the platform. The
LDVs on the platform are positioned such that they point
to uniquely spaced positions in cross-track direction (see
Fig. 19). When the platform is moved in the downtrack
direction, each LDV scan the region along the path. Since
this system uses more than one LDV, a normalization

problem is likely to occur due to nonuniqueness of the
LDVs.

5.3. Nonlinear Acoustic Techniques

Nonlinear acoustic technique proposed by Donskoy em-
ploys dual-frequency ( f1 and f2) acoustic signal transmit-
ted toward a buried object [20]. It relies on reception of a
signal generated on the soil–buried object interface. This
signal has frequencies different from the initially radiated
signal. The dual-frequency sound causes an object to ra-
diate a signal at the intermodulation frequencies ( f17f2).
Thus, the presence of the difference frequency in the ra-
diated signal leads to detection of the object. Some solid
object such as bricks, steel disks, tree roots, and rocks do
not radiate this new signal with the difference frequency.
This makes it easier to differentiate certain objects from
debris.

Dynamic behavior of the buried object is strongly de-
pendent on the stiffness of the soil and the buried object.
The stiffness of solid objects such as rocks and shrapnel is
usually much higher than that of the soil in which they
are buried. Their burial of depth also affects their stiffness.
The stiffness increases as the depth of the object increases.
When the stiffness of the object is much higher than that
of the soil, the nonlinear motion is not observable; rather,
it is a linear motion. Therefore, the nonlinear acoustic
technique is not sensitive to such solid objects and deeply
buried objects. Donskoy explains this by modeling the
buried object as a mass–spring system [20]. This model
is discussed in Section 5.5.1.

5.4. Simultaneous Use of Elastic and Electromagnetic Waves

The detection system proposed by Scott et al. simulta-
neously uses elastic and electromagnetic waves [21]. Elas-
tic surface waves are generated using an elastic wave
transducer, which is an electrodynamic shaker in direct
contact with the soil (see Fig. 20). The shaker is excited
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Figure 18. Sweeping scheme for laser measurement of the ve-
locity of ground vibration.

Figure 19. LDV array on a moving platform.
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with a differentiated Gaussian pulse with a center fre-
quency of 400 Hz. The waves propagate through the scan
region. A radar-based sensor is used to measure the sur-
face displacements of the soil throughout the scan region.
The displacements of the surface are measured as a func-
tion of time and position. The sensitivity of the radar is
typically around 1 nm. As in the linear and nonlinear
acoustic techniques, the technique relies on the flexible
mechanical structure of the object to be detected. If the
object is solid and inflexible, it will not exhibit resonant
response. The surface displacements of the soil are then
will not likely yield to the detection of the object. Flexible
objects such as plastic pipes can be detected using this
technology. The main advantage of this method is that
it can be used even if the surface is covered with some
vegetation. Electrical arc source and air acoustic source
have also been investigated in place of the electrodynamic
shaker.

5.5. Detection Algorithms

An important step in object detection by acoustic/seismic
technology is to process the acquired data. The processing
steps for detecting an object are dependent on the
acquired data, sensor type, soil type, target type, and
environmental conditions. For example, the acquired
data can be in either time or frequency domain, and this
may require applying different processing steps to prepare
for further processing. Figure 21 shows a sensor output in
the time domain. Each row represents the time-domain
signals acquired by sweeping a region on the ground along
the scan direction. The location of the buried object is
shown by the dotted line in the same figure. A number of
imaging techniques, such as short-time fast Fourier trans-
form (FFT) and the Yule–Walker method, can be applied to
obtain spectral images. In some cases, on the other hand,
the sensor readily provides the spectral images as shown
in Fig. 22. In the sample spectral images shown in the
figure, the buried object is located at the lower left of the
8 � 12 grid with a spatial resolution of 2 cm. If multiple
sensors are used to collect the signals at each row in Figs.
21 and 22, a processing step to equalize the channels may
be necessary if the sensors are not unique. This step is

skipped if a single sensor is used to scan the same region
by stopping and staring, as shown in Fig. 18. It is, there-
fore, necessary to design detection algorithms specific to
the detection technique. Some examples of automated
methods for detecting and discriminating buried objects
from clutter objects are discussed below.

5.5.1. Model-Based Detection Techniques. Mathemati-
cal models are often used for detection and identification
of objects. For buried objects, the depth and the physical
properties of the objects and the soil are the common pa-
rameters of the models. Unfortunately, some of these pa-
rameters such as the depths of the objects are not known
or sometimes their estimation is too time-consuming and
impractical. These problems render the model useless
even if a perfect model is available. Also, it is obvious
that a general model for any type of buried object cannot

Scanning Electrodynamic
shaker

Elastic surface
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Object

Electromagnetic waves

S SN
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Figure 20. Use of elastic and electromagnetic waves for object
detection.

Figure 21. LDV measurements of an acoustic/seismic object de-
tection system producing time-domain signals.

90 Hz 100 Hz
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Figure 22. LDV measurements of an acoustic/seismic object de-
tection system producing spectral images.
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be given. Therefore, each model must be specific to each
problem.

A mathematical model for a buried mine using coupled
damped harmonic oscillators was developed by Donskoy to
interpret acoustic measurements taken on the soil surface
[20]. On the basis of this model, it can be shown that the
transfer function of a buried mine is in the following form:

HðsÞ¼
VðsÞ

FðsÞ
¼K

s3þn1s2þn2s

s4þp1s3þp2s2þp3sþp4
ð17Þ

where V is the velocity of the vibration on the surface of
the ground and F is the driving acoustic force at a partic-
ular spatial location [27]. The coefficients are somewhat
complicated functions of the model parameters. They are
very difficult to estimate and are not given here. Assuming
that F(s) is nearly constant over all frequencies, the fre-
quency spectrum of the velocity of the ground surface vi-
bration is proportional to |H(jo)| and it is what is
actually measured by the LDV:

jVðjoÞj �
ð joÞ3þn1ð joÞ2þn2ð joÞ

ð joÞ4þp1ð joÞ3þp2ð joÞ2þp3ð joÞþp4

����

���� ð18Þ

A sample Bode diagram of the transfer function in (17) is
shown in Fig. 23. This system has four poles and three
transmission zeros. As the depth of the mine increases, the
leftmost peak shifts to the left and the rightmost peak
shifts to the right.

It can be easily verified that an autoregressive moving-
average (ARMA) process with order (4,4) has the same
form as shown in (17). This suggests that the acoustic
measurements, namely, the velocity of the vibration of the
ground surface, have frequency spectra that can be mod-
eled by an ARMA process with order (4,4). This leads to
pole analysis for detection of the buried objects [27].

Observe that the change in the phase is dramatic at the
same frequency of the leftmost peak of the magnitude plot
in the Bode diagram in Fig. 23. Another approach uses
this property to extract feature based on the phase infor-
mation [28]. It significantly lowers false-alarm rates at
given detection probabilities.

5.5.2. Shape-Based Detection. A common approach for
object detection is to use shape information [23,24]. For
buried objects, the spectral images usually provide good
shape information. In Fig. 24, for example, the shape of
the object shown in the spectral images at various bands is
quite round. Thus, the roundness can be used as a feature.

Shape-based detection algorithms usually have a pre-
processing step that may include background subtraction,
normalization, and thresholding. Connected component
analysis usually follows this step. Features such as eccen-
tricity, minor-axis length, major-axis length, area, and
compactness are found useful for discriminating different
objects [23]. Hocaoğlu et al. used independent component
analysis to extract additional features to enhance the de-
tection rate [24]. Similar features can also be applicable to
the images representing the basis vectors of independent
components.

6. OPTICAL DETECTORS

Detection of buried objects by optical sensing is regarded
as one of the most promising techniques [29,30]. Its main
advantage is that passive sensors are employed, which is
very important especially in military applications. A com-
mon practice is to use several sensors (cameras) sensitive
at different wavelengths. The spectrally reach reflection
region (from 0.4 to 2.5 mm) is available for only daylight
detection. The detection concepts using the midwave in-
frared (3–5 mm) and the longwave infrared (8–12 mm) are
usually emphasized for a day/night system.

There are two main approaches for optical detection;
the sensor can detect either (1) the thermal signature of
the buried object itself or (2) a disturbance to the surface
soil caused by the process of burying an object. The first
approach uses the thermal contrast governed by the
alternation of temperature over day and night and it
is referred as the thermal detection method. As buried
objects heat up at a rate different from that for soil, a
thermal signature can be obtained to detect them. The
latter is referred as the nonthermal detection method. The
principal rationale behind the nonthermal detection
method is that the spectral properties of the surface
layer are different from those of the subsurface soil.
The act of burying an object will bring some subsurface
materials such as SiO2 content of rocks and soils to the
surface. Thus, the spectral properties of the soil above
the buried object will be different from the spectral prop-
erties of the soil around the same region. The contrast
between the spectral properties will lead to the detection
of a freshly buried object exploiting the 8–9.4 mm Rests-
trahlen feature, which refers to absorption of energy as a
function of silica content. The emissivity decreases more
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Figure 23. A sample Bode diagram of the transfer function in
Eq. (17).
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and also shifts as wavelengths become longer and as silica
content increases.

Soil contains both large and small particles. In fact,
many of the larger particles are usually coated with small-
er particles. The smaller particles in the surface layer, on
the other hand, tend to be cleared from the larger particles
by wind and rain. This weathering process over time caus-
es the clean large particle to dominate the surface layer,
and thus changing the spectral property of the soil at the
surface layer. When the soil is disturbed, the chemical
composition of the surface will change. The weathering
process over time will bring the surface to its original
state. Therefore, this technique may not be suitable to de-
tect objects that were buried a long time ago.

Both of these methods have extreme variability in
performance. Their performances depend heavily on
environmental conditions such as the humidity and the
temperature. Figure 24 shows images of two buried ob-
jects in the thermal band, obtained by a thermal camera
with an operating wavelength of 7.5–13 mm. The objects
are 10 cm deep and they have circular shape with a diam-
eter of 15 cm. The best contrast between the areas near
the objects and the surrounding areas is obtained at the
warmest time of the day. But, the objects lose heat more
quickly at night. Thus, they show up as dark spots in the
imagery, instead of the bright spots. Laser illumination or
microwave radiation can be used to induce these differen-
tial temperature profiles.

7. OTHER SENSORS

In this section, the auxiliary sensor types generally used
for the specific application areas or to improve detector
performance, will briefly be presented with their operat-
ing principles, current capabilities, limitations, and fur-
ther improvement potentials. Most of these sensor
technologies, such as electrical impedance tomography,
X-ray imaging, and explosive-material detectors, are still
at the stage of prototyping or technical research [13].

Electrical impedance tomography (EIT) is a low-cost
and basic measurement technique employed to obtain the
conductivity distribution of the ground surface. The de-
tection principle is based on the discrimination of the
shallow buried objects that have electrical resistance dif-
ferent from that of soil. The ground surface is probed by
many numbers of low-current electrodes to image the sur-
face resistivity with a required resolution [31]. The detec-
tion capability of EIT is limited to the probing depth,
which is usually less than 20 cm. It is also not convenient
for quick-time wide-area scanning operations.

X-ray scattering is one of the highest-resolution buried-
object detector technologies. The pencil beam of the X rays
is emitted to the scanning area, and the backscattered
rays are detected by the sensor [32]. The performance de-
pend essentially on the X-ray absorbing characteristics of
the target object. For instance, organic materials, soil lay-
ers, and explosives have less absorbing and more scatter-
ing characteristics than do metals. Solid objects are more
easily distinguished than are clutters. Since higher X-ray
energy sources are needed to penetrate deeper, this sen-
sors are usually suitable for shallow buried targets.

Subsurface microwave tomography is actually a type of
electromagnetic sensor. The operating principle and hard-
ware units of the diffraction tomography system are sim-
ilar to those of stepped-frequency GPR. However, such
systems generally use higher frequencies up to millimeter
bands and their detection process is based on solution of
the inverse scattering problem. The sweeping microwave
signal is radiated to the buried object, and the diffracted
wave from the target is received. Wideband antennas,
mostly dielectric-loaded horns, are employed for wave
transmitting and receiving. Then, I/Q data signatures
of the buried target are processed using some image
reconstruction algorithms such as Born–Kirchhoff approx-
imations. The diffraction tomography sensor can yield
high-resolution subsurface mapping and target imaging
[33]. Nevertheless, the detection depth is less then 10 cm,
due to the strong soil attenuation at high frequencies, and
they are not still convenient for real-time detection since
the scanning time is usually very long.

In addition to these detector types, some biological,
electrochemical, and piezoelectric sensor systems are em-
ployed for specific applications such as explosive-material
detection, which may be very important especially for mil-
itary applications (i.e., mine detection). Biological smell
sensors can detect the vapors or the gases produced by the
explosive components of objects. The electrochemical de-
tector measures the changes in polymer electrical resis-
tance of the explosive vapors. The piezoelectric sensor
uses the resonant frequency shifting of various materials
when exposed to the explosive vapors [13].
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CALIBRATION OF A CIRCULAR LOOP ANTENNA*

AYDIN AYKAN

Tutzing, Germany

A time-varying magnetic field at a defined area S can be
determined with a calibrated circular loop connected to
the input of an appropriate measuring receiver (Fig. 5).
There may be a passive or an active network between the
loop and the output port. The measuring loop can also
include a shielding over its circumference against any
perturbation of strong and unwanted electric fields.
The shielding must be interrupted at a point on the loop
circumference.

Generally in the far field the streamlines of magnetic
flux are uniform, but at near field, in the vicinity of the
generator of a magnetic field, they depend on the source
and its periphery. Figure 4 shows the streamlines of the
electromagnetic vectors generated by the transmitting
loop L1. In the near field, the spatial distribution of the
magnetic flux B¼ m0 H over the measuring loop area is not
known. Only the normal components of the magnetic flux,
averaged over the closed-loop area, can induce a current
through the loop conductor. The measuring loop must
have a calibration (conversion) factor or set of factors
that, at each frequency, expresses the relationship be-
tween the field strength impinging on the loop and indi-
cation of the measuring receiver. The calibration of a
measuring loop requires the generation of a well-defined
standard magnetic field on its effective receiving surface.
Such a magnetic field is generated by a circular transmit-
ting loop when a defined root-mean-square (RMS) current
is passed through its conductor. The unit of the generated
or measured magnetic field strength Hav is A/m (amperes
per meter) and therefore is also an RMS value. The sub-
script ‘‘av’’ strictly indicates the average value of the spa-
tial distribution, not the average over a period of T of a
periodic function. This statement is important for near-
field calibration and measuring purposes. For far-field
measurements the result indicates the RMS value of the
magnitude of the uniform field. The traceability of the
calibration must be established for the calibration process,
through linking the assigned value of any components to
the International System of Units (SI). In the following we
discuss the requirements for the near-zone calibration of a
measuring loop.

1. CALCULATION OF STANDARD MAGNETIC FIELDS

To generate a standard magnetic field, a transmitting loop
L1 is positioned coaxial and plane-parallel at a separation
distance d from the loop L2 to be calibrated, as in Fig. 1.
The analytical formula for the calculation of the average

magnetic field strength Hav in A/m generated by a circular
filamentary loop at an axial distance d including the re-
tardation due to the finite propagation time was obtained
earlier by Greene [1]. The average value of field strength
Hav was derived from the retarded vector potential Aj as a
tangential component on the point P of the periphery of
loop L2:

Hav¼
Ir1

pr2

Z p

0

e�jbRðjÞ

RðjÞ
cosðjÞdj ð1aÞ

RðjÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2þ r2

1þ r2
2 � 2r1r2 cosðjÞ

q
ð1bÞ

In these equations for thin circular loops, I is the trans-
mitting loop RMS current in amperes, d is the distance
between the planes of the two coaxial loop antennas in
meters, r1 and r2 are filamentary loop radii of transmitting
and receiving loops in meters, respectively, b is wave-
length constant, b¼ 2p/l, and l is wavelength in meters.

Equations (1) give the exact results for the separation
distances even from d¼ 0. For d¼ 0 the radii of the loops
must be r1ar2, otherwise the integral gives a singularity
for j¼ p, because for r1¼ r2 the root in Eq. (1b) being zero.

The use of any approximate formula (Eq. 25 in Ref. 1
and Eqs. (2) in Ref. 2) is not suitable, because it imposes
restrictions on the range applicability for the approximate
equations. Using the expressions of maximum magnetic
field Hmax would also not be suitable for purposes of near-
field calibration purpose (see Fig. 2 in Ref. 2).

Generally the Eqs. (1) can be determined by numerical
integration. To this end we separate the real and
imaginary parts of the integrand using Euler’s formula
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Figure 1. Configuration of two circular loops.

*This article is based on ‘‘Calibration of Circular Loop Antennas,’’
by Aydin Aykan, which appeared in IEEE Transactions on
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e� jj
¼ cos(j)� j sin(j) and rewrite Eq. (1a) as

Hav¼
Ir1

pr2
ðF � jGÞ ð2aÞ

where

F¼

Z p

0

cosðbRðjÞÞ
RðjÞ

cosðjÞdj ð2bÞ

G¼

Z p

0

sinðbRðjÞÞ
RðjÞ

cosðjÞdj ð2cÞ

and the magnitude of Hav is then obtained as

Havj j ¼
Ir1

pr2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2þG2

p
ð2dÞ

It is possible to evaluate the integrals in Eqs. (2) numer-
ically with an appropriate mathematics software on a per-
sonal computer. Some mathematics software can directly
calculate the complex integral of Eqs. (1). Hence, some of
the following equations are written in complex form for
convenience.

2. ELECTRICAL PROPERTIES OF CIRCULAR LOOPS

2.1. Current Distribution around a Loop

The current distribution around the transmitting loop is
not constant in amplitude and in phase. A standing wave
of current exists on the circumference of the loop. This
current distribution along the loop circumference is dis-
cussed by Greene [1, pp. 323–324]. He has assumed the
loop circumference 2pr1 to be electrically smaller than the

wavelength l and the loop current to be constant in phase
around the loop and the loop proper to be sufficiently loss-
free. The single-turn thin loop was considered as a circular
balanced transmission line fed at points A and D and
short-circuited at points E and F (Fig. 2).

In an actual calibration setup the loop current I1

is specified at the terminals A and D. The average
current was given as a function of input current I1 of
the loop [2]:

Iav¼ I1
tanðbpr1Þ

bpr1
ð3Þ

The fraction of Iav/I1 from Eq. (3) expressed in decibels
gives the conditions for determining of the highest fre-
quency f and the radius of the loop r1. The deviation of this
fractions is plotted in Fig. 3.

The current I in Eq. (1a) must be substituted with Iav

from Eq. (3). Since Eq. (3) is an approximate expression, it
is recommended to keep the radius of the transmitting
loop small enough for the highest frequency of calibration
to minimize the errors. For the dimensioning of the radius
of the receiving loop, these conditions are not very impor-
tant, because the receiving loop is calibrated with an ac-
curately defined standard magnetic field, but the
resonance of the loop at higher frequencies must be taken
into account.

2.2. Circular Loops with Finite Conductor Radii

A measuring loop can be constructed with one or more
windings. The form of the loop is chosen as a circle because
of the simplicity of the theoretical calculation and calibra-
tion. The loop conductor has a finite radius. At high fre-
quencies the loop current flows on the conductor surface
and shows the same proximity effect as two parallel, infi-
nitely long cylindrical conductors. Figure 4 shows the
cross section of two loops in intentionally exaggerated di-
mensions. The streamlines of the electric field are ortho-
gonal to the conductor surface of the transmitting loop L1
and they intersect at points A and A0. The total conductor
current is assumed to flow through a fictive thin filamen-

tary loop with the radius a1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

1 � c2
1

q
, where

a1¼OA¼QP¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OQ

2
�QP

2
q

. The streamlines of the mag-
netic field are orthogonal to the streamlines of electric
field. The receiving loop L2 with the finite conductor
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Figure 2. Current distribution on a circular loop.
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Figure 3. Deviation of Iav/I1 for a loop radius 0.1 m as 20 log(Iav/I)
in decibels versus frequency.
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radius c2 can encircle a part of magnetic field with its ef-
fective circular radius b2¼ r2� c2.

The sum of the normal component of vectors H acting
on the effective receive area S2¼ pb2

2 induces a current in
the conductor of the receiving loop L2. This current flows
through the filamentary loop with the radius a2. The
average magnetic field vector Hav is defined as the inte-
gral of vectors Hn over effective receiving area S2, divided
by S2. The magnetic streamlines, which flow through
the conductor and outside of loop L2, cannot induce a
current through the conductor along the filamentary loop
Ar, Ar0of L2. The equivalent filamentary loop radii a1, a2

and effective circular surface radii b1, b2 can be seen directly
from Fig. 4.

The equivalent thin current filament radius a1 of the
transmitting loop L1:

a1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

1 � c2
1

q
ð4aÞ

The equivalent thin current filament radius a2 of the re-
ceiving loop L2 is

a2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

2 � c2
2

q
ð4bÞ

The radius b1 of the effective transmitting circular area of
the transmitting loop L1 is

b1¼ r1 � c1 ð4cÞ

The radius b2 of the effective receiving circular area of the
receiving loop L2 is

b2¼ r2 � c2 ð4dÞ

2.3. Impedance of a Circular Loop

The impedance of a loop can be defined at chosen termi-
nals Q, D as Z¼V/I1 (Fig. 2). Using Maxwell’s equation
with Faraday’s law curl(E)¼ � joFm, we can write the line
integrals of the electric intensity E along the loop conduc-
tor through its cross section, along the path joining
points D,Q and the load impedance ZL between the
terminals Q, A:

Z

ðAEFDÞ

Esdsþ

Z

ðDQÞ

Esdsþ

Z

ðQAÞ

Esds¼ � joFm ð5aÞ

Here Fm is the magnetic flux. The impressed emf (elec-
tromotive force) V acting along the path joining points D
and Q is equal and opposite to the second term of Eq. (5a):

V ¼ �

Z

ðDQÞ

Esds ð5bÞ

The impedance of the loop at the terminals D, Q can be
written from Eqs. (5) dividing with I1 as

Z¼
V

I1
¼

Z

ðAEFDÞ

Esds

I1
þ

Z

ðQAÞ

Esds

I1
þ

joFm

I1
¼ZiþZLþZe

ð6Þ

where Zi indicates the internal impedance of the loop con-
ductor. Because of the skin effect, the internal impedance
at high frequencies is not resistive. For the calculation of
the Zi, we refer to Schelkunoff, [3, p. 263] and Ramo et al.
[4, p. 185]. ZL is a known load or a source impedance on
Fig. 2. Ze is the external impedance of the loop:

Ze¼ jo
Fm

I1
¼ jo

m0HavS

I1
ð7aÞ

We can consider that the loop consists of two coaxial and
coplanar filamentary loops (i.e., separation distance d¼ 0).
The radii a1 and b1 are defined in Eqs. (4). The average
current Iav flows through the filamentary loop with the
radius a1 and generates an average magnetic field
strength Hav on the effective circular surface S1¼pb2

1 of
the filamentary loop with the radius b1. From Eqs. (1) and
(3) we can rewrite Eq. (7a), for the loop L1:

Ze¼ j
tanðbpa1Þ

bpa1
m0oa1b1

Z p

0

e�jbR0ðjÞ

R0ðjÞ
cosðjÞdj ð7bÞ

R0ðjÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

1þ b2
1 � 2a1b1 cosðjÞ

q
ð7cÞ

The real and imaginary parts of Ze are the radiation
resistance and the external inductance of loops,
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Figure 4. Filamentary loops of two loops with finite conductor
radii and orthogonal streamlines of the electromagnetic vectors,
produced from transmitting loop L1.
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respectively:

ReðZeÞ¼
tanðbpa1Þ

bpa1

����

����m0oa1b1

Z p

0

sinðbR0ðjÞÞ
R0ðjÞ

cosðjÞdj

ð7dÞ

ImðZeÞ¼
tanðbpa1Þ

bpa1
m0oa1b1

Z p

0

cosðbR0ðjÞÞ
R0ðjÞ

cosðjÞdj ð7eÞ

From Eq. (7e) we obtain the external self-inductance:

Le¼
tanðbpa1Þ

bpa1
m0a1b1

Z p

0

cosðbR0ðjÞÞ
R0ðjÞ

cosðjÞdj ð7f Þ

Equations (7) include the effect of current distribution on
the loop with finite conductor radii.

2.4. Mutual Impedance between Two Circular Loops

The mutual impedance Z12 between two loops is defined as

Z12¼
V2

I1
¼

Z2I2

I1
ð8Þ

The impedance of Z2 in Eq. (8) can be defined as in Eqs. (6):

Z2¼
V2

I2
¼Z2iþZLþZ2e ð9Þ

here Z2i is the internal impedance, ZL is the load impedance,
and Z2e is the external impedance of the second loop L2.

The current ratio I2 to I1 in Eq. (8) can be calculated
from Eqs. (1), (3), and (4). The current I1 of the transmit
loop with separation distance d

I1¼
Havpb2

tanðbpa1Þ

bpa1
a1

Z p

0

e�jbRdðjÞ

RdðjÞ
cosðjÞdj

ð10aÞ

RdðjÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2þa2

1þ b2
2 � 2a1b2 cosðjÞ

q
ð10bÞ

and the current I2 of the receive loop for the same Hav

(here d¼ 0) is

I2¼
Havpb2

tanðbpa2Þ

bpa2
a2

Z p

0

e�jbR0ðjÞ

R0ðjÞ
cosðjÞdj

ð10cÞ

R0ðjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

2þ b2
2 � 2a2b2 cosðjÞ

q
ð10dÞ

The general mutual impedance between two loops from
Eqs. (8) and (9) is

Z12¼ ðZ2iþZLþZ2eÞ
I2

I1
¼Z12iþZ12LþZ12e ð11aÞ

here Z12i is the mutual internal impedance, Z12L denotes
the mutual load impedance, and Z12e is the external mu-
tual impedance.

Arranging Eq. (7b) for Z2e and the current ratio I2/I1

from Eqs. (10), we obtain the external mutual impedance:

Z12e¼ j
tanðbpa1Þ

bpa1
m0oa1b2

Z p

0

e�jbRdðjÞ

RdðjÞ
cosðjÞdj ð11bÞ

The real part of Z12e may be described as mutual radiation
resistance between two loops.

The imaginary part of Z12e divided by o gives the mu-
tual inductance

M12e¼
tanðbpa1Þ

bpa1
m0a1b2

Z p

0

cosðbRdðjÞÞ
RdðjÞ

cosðjÞdj ð11cÞ

Equations (11b) and (11c) include the effect of current dis-
tribution on the loop with finite conductor radii.

3. DETERMINATION OF THE ANTENNA FACTOR

The antenna factor KH is defined as a proportionality con-
stant with necessary conversion of units. KH is the ratio of
the average magnetic field strength Hav bounded by the
loop to the measured output voltage VL on the input im-
pedance Ri of the measuring receiver.

KH ¼
Hav

VL
in ðA=mÞ .V�1

ð12aÞ

Equation (12a) can also be expressed logarithmically:

kH ¼ 20 logðKHÞ in dBðA=mÞ .V�1
ð12bÞ

For evaluation of the antenna factor there are two meth-
ods. The first is by calculation of the loop impedances, and
the second is with the well-defined standard magnetic
field calibration.

3.1. Determination of the Antenna Factor by Computing
from the Loop Impedances

If a measurement loop, (e.g., L2), has a simple geometric
shape and a simple connection to a voltage measuring de-
vice with a known input impedance Ri, we can determine
the antenna factor by calculation. In the case of the un-
loaded loop from Fig. 2, the open-circuit voltage is

V0¼ jom0HavS2 ð13aÞ

For the case of the loaded loop the current is

I¼
V0

Z
¼

V0

RLþZiþZe
ð13bÞ

The antenna factor from Eq. (12a) can be written with VL

¼ZLI and Eqs. (13) and (1) as

KH ¼
1

jom0S2
1þ

Ze

RL
þ

Zi

RL

� �����

���� in ðA=mÞ .V�1
ð14Þ

The effective loop area is S2¼ pb2
2. The external loop im-

pedance Ze can be calculated with Eqs. (7). The internal
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impedance Zi is in general small in respect to external
impedance Ze, and can be neglected. For a more precise
calculation of the internal impedance Zi due to the skin
effect, refer to Refs. 3 and 4.

3.2. Standard Magnetic Field Method

In the calibration setup in Fig. 5 we measure the voltages
with standard laboratory measuring instrumentation
with the 50O interface impedances. The device to be cal-
ibrated consists at least of a loop and a cable with an out-
put connector. The measuring loop can also include a
passive or active network between the terminals C, D
and a coaxial shield on the circular loop conductor against
unwanted electric fields, depending on its development
and construction. The impedance ZCD and the voltage VCD

at the terminals C,D is not accurately measurable. The
behavior of the attenuation and/or the gain between the
interfaces D,C and F cannot be accurately defined. Such a
complex measuring loop must be calibrated with the stan-
dard magnetic field method through the calibration setup
in Fig. 5. To prevent the deterioration of the magnetic
field, produced by L1, we must place the attenuators suf-
ficiently far from the transmitting loop using a twisted-
pair balanced line. The attenuators (e.g., nominal 10 dB)
must have the calibrated attenuations m for attenuator
1 and n for attenuator 2, and the calibrated interface re-
sistances (nominal 50O). The shielding of the attenuators
must be electrically connected at the points x. The ferrite
pads on the twisted-pair line and on the coaxial cable at-
tenuate the magnetic field scattering from the measuring
transmission lines. The electrical length Le of the twisted
transmission line must be taken into account and the
equation (3) must be redefined for the average current Iav:

Iav¼ I1
tanðbðpa1þLeÞÞ

bðpa1þLeÞ
ð15Þ

The usable highest frequency of the loop L1 decreases
with the additional electrical length of the twisted-pair
line. This consideration is used to define an appropriate
length of the twisted-pair transmission line.

The antenna factor in Eqs. (12) can be fully defined for
each frequency through the measurement of the trans-
mitting loop current I1 at the interface M0 and voltage VL

at the interface F:

KH ¼

I1 tanðbðpa1þLeÞÞ

pa1þLe

a1

pb2

Z p

0

e�jbRdðjÞ

RdðjÞ
cosðjÞdj

����

����
VL

ð16aÞ

Here r1¼a1, r2¼ b2, Le is the electrical length of the twist-
ed-pair transmission line and Rd defined with Eq. (10b).
Attenuator 1 attenuates the current I1 with the ratio m
and hence the current through the interface M0 becomes
we m . I1. The transmitting loop current is I1¼V2/m �R2.
Consequently, the current flowing through the interface
N0 is I1/(n .m). With the measuring receiver we can mea-
sure first the voltage V2 at the interface M0 to obtain the
transmitting loop current I1, which produces the magnetic
field Hav in the receiving loop L2. We then measure the
voltage VL at the interface F, which is produced by the
same magnetic field Hav. With setting a¼V2/VL, we can
write Eq. (16a) as

KH ¼
a
m

tanðbðpa1þLeÞÞ

R2ðbpa1þLeÞ

a1

pb2

Z p

0

e�jbRdðjÞ

RdðjÞ
cosðjÞdj

����

���� ð16bÞ

Equation (16b) is expressed in SI units [(A/m)V�1] and
can also be expressed logarithmically as

kH ¼ 20 logðKHÞ in dB½ðA=mÞ .V�1
� ð16cÞ
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Figure 5. Calibration setup for circular loop antennas.
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The ratio of the measured voltages is an attenuation and
with an appropriate measuring setup the calibration is
realized as an attenuation measurement. A network analy-
zer is generally used for this purpose instead of discrete
measurements at each individual frequency with a signal
generator and a measuring receiver. A network analyzer
can normalize the frequency characteristic of the transmit
loop current I1 and gives a quick overview of the measured
attenuation for the frequency band under consideration.

Equation (16b) reduces the calibration process of the
loop to an accurate measurement of attenuation a for each
frequency. The other terms of Eq. (16a) can be calculated
depending on the geometric configuration of the calibra-
tion setup at the working frequency band of the measuring
loop. The calibration uncertainties are also calculable with
the given expressions. The uncertainty of the separation
distance d between two loops must be taken into consid-
eration as well. At a separation distance doa1, the change
in the magnetic field is high (see Fig. 2 in Ref. 2).

For a calibration setup the separation distance d can be
defined as small as possible. However, the effect of the
mutual impedance must be taken into account in the cal-
ibration process, and a condition for definition of the sep-
aration distance d must be given (Fig. 5). If the second loop
is open-circuited, that is, if the current I2¼ 0, the current
I1 is defined only from the impedances of the transmitting
loop L1. In the case of a short-circuited second loop L2, I2 is
maximum and the value of I1 will change depending on the
supply circuit and loading of the transmitting loop. A cur-
rent ratio q between these two cases can be defined as the
condition of the separation distance d between the two loops.

It is assumed that the generator voltage V0 is constant.
The measuring loop L2 is terminated by ZL. For ZL¼ 0 and
VCD¼ 0, one obtains the current I1 in the transmitting
loop as

I1ðZL ¼ 0Þ ¼
V0

R1þR2þZAB �
Z2

12

ZCD

ð17aÞ

and for ZL¼N, that is, I2¼ 0

I1ðZL ¼1Þ ¼
V0

R1þR2þZAB
ð17bÞ

The ratio of Eq. (17a) to Eq. (17b) is

q �
I1ðZL ¼ 0Þ

I1ðZL ¼1Þ

����

����¼
R1þR2þZAB

R1þR2þZAB 1�
Z2

12

ZABZCD

� �

��������

��������
ð18aÞ

here with the coupling factor k¼Z12=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZABZCD

p
between

two loops:

q¼
R1þR2þZAB

R1þR2þZABð1� k2Þ

����

���� ð18bÞ

where R1¼R2¼ 50O and ZAB, ZCD, and Z12 can be calcu-
lated from Eqs. (7) and (11). For greater accuracy one must
try to keep the ratio q close to unity (e.g., q¼ 1.001).

The influence of the loading of the second loop on the
transmitting loop can also be found experimentally. The
change of voltage V2 at R2 in Fig. 5 must be considerably
small (e.g., o0.05 dB) when the measuring loop is short-
circuited at the chosen separation distance d.

4. CONCLUSION

All equations in this article are written in their original
exact form without approximations, which usually restrict
their range of validity in applications regarding frequency
range, distance, and other quantities. Also, no simplifica-
tions of the equations are made. All equations deliver the
results directly in units of SI with an appropriate math-
ematical software on a personal computer. The electrical
properties of the loops are calculable without approxima-
tion. The necessary conditions are given for the choice of
dimensions of the measuring and transmitting circular
loops and the separation distance d.

For calibration of circular loop antennas, the standard
magnetic field method is recommended with the calibration
setup in Fig. 5 and also for determination of the antenna
factor KH and kH in Eqs. (16b) and (16c). The calibration
process is based on the measurement of attenuation at each
frequency on the same impedance level of 50O, using the
standard laboratory equipment. The measurement can also
be accelerated by using a network analyzer.

BIBLIOGRAPHY

1. F. M. Greene, The near-zone magnetic field of a small circular-
loop antenna, J. Rese. Natl. Bur. Stand. Eng. Instrum. 71C(4):
319–326 (Oct.–Dec., 1967).

2. A. Aykan, Calibration of circular loop antennas, IEEE Trans.

Instrum. Meas. 47(2): 446–452 (April 1998).

3. S. A. Schelkunoff, Electromagnetic Waves, Van Nostrand, New
York, 1943.

4. S. Ramo, J. R. Whinnery, and T. van Duser, Fields and Waves

in Communication Electronics, 3rd ed., Wiley, New York, 1994.

CAPACITANCE EXTRACTION

WENJIAN YU

ZEYI WANG

Tsinghua University
Beijing, China

1. INTRODUCTION

Since the early 1950s, microwave circuits have evolved
from discrete circuits to planar integrated circuits, then to
multilayered and three-dimensional integrated circuits.
With the increased circuit density, the multiconductor line
in multilayered dielectric media has become the major
form of the transmission line or interconnect. Multilay-
ered routing reduces the area as well as the volume of the
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circuit. However, as a result, electromagnetic coupling
among conductors greatly influences circuit performance.
In some microwave integrated circuits, this coupling effect
is utilized to construct compact circuit components. But
under most circumstances, it is regarded as a parasitic
effect that must be modeled accurately for verification of
the circuit’s validity and performance.

In the related field of very-large-scale integration
(VLSI) circuits, electromagnetic coupling among intercon-
nects is also becoming increasingly important. With the
introduction of deep-sub-micrometer (DSM) semiconduc-
tor technologies, the on-chip interconnect wire can no
longer be considered equipotential jointing. The parasitic
effects introduced by the wires display a scaling behavior
that differs from that of active devices such as transistors,
and these effects tend to gain importance as device dimen-
sions are reduced and circuit speed is increased. In fact,
they begin to dominate some of the relevant metrics of
digital integrated circuits such as speed, energy consump-
tion, and reliability. A typical recursive design flowchart of
a state-of-the-art integrated circuit (IC) is shown in Fig. 1,
where a postlayout step termed parasitic extraction pre-
cedes gate-level simulation. The task of parasitic extrac-
tion is to model the electromagnetic effects of the wire with
parasitic components of capacitance, resistance, and in-
ductance, so that a more accurate circuit simulation can
be performed.

With the increase in working frequency and develop-
ment of silicon technologies, the discrepancy between the
microwave IC and the common VLSI circuit becomes mar-
ginal. Therefore, the electromagnetic modeling and accu-
rate extraction of the interconnect parasitics have become
a subject of advanced research in both fields to date.
Among the three parasitic parameters, capacitance has
attracted the most attention because it greatly influences
time delay, power consumption, and the signal integrity
and its calculation becomes complicated under DSM tech-
nologies.

In the following sections, the fundamental theory and
contemporary methodology and algorithms of capacitance
extraction will be discussed.

2. PROBLEM FORMULATION

As is well known, the capacitor is a commonly used com-
ponent in electric or electronic equipment. It is usually
composed of two conductors insulated from each other.
When charged, the two surfaces of the conductor facing
each other carry equal and opposite charges Q and �Q,
respectively (see Fig. 2). The electric potential difference
between the two conductors f1–f2 is called the voltage of
the capacitor and is always denoted by V. Experiments
and theoretical analyses show that, for a capacitor, Q is
always proportional to V and thus the ratio Q/V is a con-
stant determined by the structure of the capacitor. This
ratio is called the capacitance of the capacitor and is de-
noted by C: C¼ (Q/V).

In the International System of Units (SI), the unit of
capacitance is the faraday (F). It expresses the capaci-
tance of a capacitor that has one coulomb on one of its
poles when the potential difference is 1 V. Other commonly
used units of capacitance are mF (10� 6 F), pF (10� 12 F),
and f F (10� 15 F).

The capacitance of some simple capacitor can be calcu-
lated easily. For example, for the parallel-plate capacitor
shown in Fig. 2, we have

C¼
e0erS

d
ð1Þ

where e0 is the dielectric constant of free space and in SI, is
expressed as

e0¼
1

4p� 9� 109
¼8:85� 10�12C2=N .m2

where er is the relative permittivity of the insulating ma-
terial, S is the area of the plate, and d is the distance be-
tween two parallel plates.

Specific capacitors widely used in the design of micro-
wave circuits include the interdigital capacitor and the
metal–insulator–metal (MIM) capacitor. Figure 3 shows
the physical layout of an interdigital capacitor with nine
fingers, and Fig. 4 shows the cross-sectional view of an
MIM capacitor with the GaAs process. The interdigital
capacitor works with the electrostatic coupling between
the intercrossed fingers, and has a very high Q value. So,
it is widely used in the high-frequency microwave circuits.
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RTL
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Front-end
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Figure 1. A typical flowchart of IC design.
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�r 

Figure 2. A parallel-plate capacitor.
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The MIM capacitor has simple geometry and is easily fab-
ricated, and its capacitance is controlled by the dimen-
sions of the polar planes. Since the interdigital capacitor
and the MIM capacitor are widely used, calculation of the
parameters of their structures within given the working
frequency and corresponding capacitor value becomes an
important issue for both design and optimization. This can
be regarded as the reverse procedure of capacitance ex-
traction. For further discussion of this issue, please refer
to the literature [39,40].

Actually, the capacitor has more generalized forms
than that described above, which consists of two insulat-
ed conductors. The capacitance of a single conductor (con-
ductor 1) is defined as if another conductor (conductor 2)
were located at an infinite distance away to form a joint
capacitor (conductors 1þ 2). For example, the capacitance
of an isolated conductor sphere with radius of R can be
calculated as C¼ 4pe0R.

Many conductor interconnect wires are involved in the
microwave IC and the common VLSI circuit, and they are
insulated by some dielectric such as oxide SiO2. The ca-
pacitance between any two wires reflects the electrostatic
coupling effect between these wires, and calculating these
capacitances with high accuracy is very important for
analysis of the circuit’s performance.

For an N-conductor system, such as the interconnect
wires in an IC, an N�N capacitance matrix [Cij]N�N is
defined by

Qi¼
XN

j¼1

CijUj; i¼ 1; 2; . . .N; ð2Þ

where Cij (iaj) is the coupling capacitance between con-
ductors i and j, and Cii is the self-capacitance or total ca-
pacitance of conductor i. Qi is the induced charge on

conductor i, and Uj is the electric potential of conductor j
(usually the known bias voltage).

Figure 5 shows a typical crossover wires in the VLSI
system, where the coupling capacitances between any two
conductors need to be calculated.

Accurate modeling of the wire capacitances in a state-
of-the-art integrated circuit is not a trivial task. It is
further complicated by the fact that the interconnect
structure of contemporary integrated circuits is three-
dimensional (see Fig. 5). The capacitance of such a wire
is a function of its shape, environment, distance from
the substrate, and distance to surrounding wires. Gener-
ally SiO2 is the insulating material among interconnect
wires in integrated circuits, although some materials
with lower permittivity, and thus lower capacitance, are
coming into use. The relative permittivity er of several
dielectrics commonly used in integrated circuits is pre-
sented in Table 1. It should also be pointed out that er of
air or vacuum is 1.

3. METHODOLOGY AND ALGORITHMS

With the advances in IC technology, the methodology of
capacitance extraction has evolved from one-dimensional
(1D), two-dimensional (2D), 2.5-dimensional (2.5D), to
three-dimensional (3D) to meet the required accuracy. In
this section, the 1D and 2D methods are briefly intro-
duced. Then, the 2.5-D method and the mechanism of the
modern commercial capacitance extraction tools that em-
ploy the 3D capacitance extractor are presented. Finally,
we will discuss some details of algorithms of the 3D field
solver for capacitance extraction.

3.1. 1D and 2D Methods

From the formula for calculation of parallel-plate capaci-
tance [Eq. (1)], we can infer that the capacitance is pro-
portional to the overlapping area between the conductors
and inversely proportional to their separation distance.
This is very important for capacitance extraction without
a high degree of precision.

SiN SiO2 GaAs

Figure 4. An MIM capacitor (cross-sectional view).

Figure 3. An interdigital capacitor.

Grounded substrate

Neumann boundary

Master conductor, IV

z
15.00

3.00

30

30.00

Figure 5. A structure involving 2�2 crossover interconnect
wires.
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Figure 6 shows a typical microstrip structure, where
there is only a single rectangular conductor over a ground
plane. This structure is very different from the above par-
allel-plate model discussed because of the existence of
the capacitance between the sidewalls of the wire and
the substrate, called the fringing capacitance. To avoid the
time-consuming numerical modeling of this geometry, an
approximate 1D method can be used as a good engineering
practice. The capacitance is assumed to be the sum of two
components: (1) a parallel-plate capacitance determined
by the vertical field between a wire of width w and the
ground plane and (2) the fringing capacitance modeled
by a cylindrical wire with radius equal to the conductor
thickness H. So, this simple and practical 1D formula
becomes

C¼CareaþCfringe¼
e .w

d
þ

2pe
log ðd=HÞ

where w¼W�H/2 is a good approximation for the width
of the parallel-plate capacitor (W is the width of the wire),
d is the distance between the ground plane and the bottom
of wire, and e is the permittivity of the insulating material.
With this formula, we obtain the approximate capacitance
per unit length.

In another kind of 1D capacitance extraction, the area
and perimeter parameters of interconnect geometries are
first obtained. Then, a fine-tuned set of area and perimeter
weights per routing layer can be used to calculate capac-
itance values as an inner product [1]:

C¼ ðarea amount; perimeter amountÞ

. ðarea weight; perimeter weightÞ

Such area and perimeter weights can be obtained by pre-
characterization of an ‘‘average’’ environment of a wire.
The area can be that from single layer or a combination of
layer overlaps.

Usually, the 1D extraction method works well when the
number of interconnect layers is restricted to only one or
two. However, the current process technology often in-
volves many more interconnect layers, and they are also of
high density. So, several capacitance components of a wire
embedded in the multilayered interconnect system may

exist, other than the only capacitive coupling to the
ground plane (see Fig. 7). Each wire is coupled not only
to the grounded substrate but also to the neighboring
wires on the same layer and on adjacent layers. Not all
capacitive components terminate at the grounded sub-
strate; actually a large number of them connect to other
wires. These (fringing, lateral, parallel, etc.) capacitors
between wires not only form a source of noise (crosstalk
among signal lines) but also can have a negative impact on
the circuit performance.

To model the capacitance in the multilayered intercon-
nect system with higher accuracy, 2D capacitance extrac-
tion methodology was developed. In 2D capacitance
extraction, accurate geometry modeling and numerical
techniques are implemented for the cross section of sim-
ulated structure (as in Fig. 7). For the 2D region of dielec-
trics, the electric field equation is solved with numerical
techniques. 2D extraction ignores all three dimensional
details and assumes that the geometries being modeled
are uniform in one dimension, usually the signal propa-
gation direction. Therefore, 2D capacitance extraction is
only suitable only for some special cases, such as like the
transmission line.

The details of numerical techniques for solving the
electric field will be introduced in Section 3.3, albeit in a
3D manner.

3.2. 2.5D Method and Commercial Capacitance
Extraction Tool

The 2.5D (also called quasi-3D) method goes a step further
than 2D extraction. Its main idea is to calculate the ca-
pacitance of several cross sections (using the 2D method)
and combine the 2-D results into the final capacitance
value.

A typical 2.5D capacitance extraction method is also
called the ‘‘(2�2)D method’’, in which any 3D structure is
swept in two perpendicular directions and by considering
the geometry overlapping, 3D structure can be modeled
more accurately (see Fig. 8).

In Fig. 8, an m2 wire crosses an m1 wire. Along direc-
tion A, a 2D cross-sectional view is shown in the middle.
Along direction B, the other 2D cross section is shown to

Table 1. Relative Permittivity of Several Commonly used Dielectric Materials

Dielectric Material Silicon
Alumina
(Package)

Silicon Nitride
(Si3N4)

Glassepoxy
(PCB) Silicon Dioxide

Polyimides
(Organic) Aerogels

Relative permittivity (er) 11.7 9.5 7.5 5 3.9 3–4 B1.5

Ground 

Cfringe

Carea

Figure 6. A conductor above a ground plane (cross-sectional
view).

Fringing

Lateral 
Parallel

Substrate

Figure 7. Capacitive coupling between wires in a multilayered
interconnect system.
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the right. Solving the two orthogonal strictly 2D problems
numerically, we obtain CA¼C1f1þC10þC1f2, CB¼C2f1þ

C20þC2f2 (see Fig. 8). Then, Cm1,m2¼CA�w1þ (CB�C20)
�w2, where w1, w2 are the widths of wires m1 and m2,
respectively. However, this method is still not very accu-
rate. The error could be more than 10%, especially for
coupling capacitance, which is very important for signal
integrity analysis.

Obviously, true 3D extraction is a straightforward
method to achieve high precision. However, the 3D elec-
trostatic Laplace equation must be solved numerically
within a complicated 3D structure. This consumes exten-
sive computational effort. 3D capacitance extraction (usu-
ally called the ‘‘field solver’’) is actually not a trivial
extension of the 2D case. This aspect is discussed further
in Section 3.3.

For the current task of capacitance extraction in mod-
ern IC design, using the 3D extraction method directly is
impossible because of its huge expense of memory and
CPU time. To obtain a good tradeoff between accuracy and
efficiency, modern capacitance extraction tools utilize spe-
cial techniques for the full-chip extraction task, which is
usually divided into three major steps [1]:

1. Technology Precharacterization. Given a descrip-
tion of the process cross sections, tens of thousands
of test structures are enumerated and simulated
with 2D and/or 3D field solvers. These structures
are of medium dimensions. The resulting data are
collected either to fit some empirical formulas or to
build lookup tables (either type is called a ‘‘pattern
library’’). In Ref. 3, analytical equations are used for
model fitting. A good fit would require fewer simu-
lation points. The number of patterns can be re-
duced by pattern reduction techniques. Arora et al.
[4] present a pattern compression technique that re-
duces the total number of precharacterizaiton pat-
terns. With this technology, the capacitance in some
layout pattern can be extrapolated from the capac-
itance values in two simpler precharacterization
patterns, without losing much accuracy. Capaci-
tance field solvers employ different numerical algo-
rithms, and they may give different answers for
certain special layout structures depending on the
problem setup and boundary conditions. Therefore,
the precharacterizaiton software should have the
flexibility to incorporate any third-party field
solvers. This first step should be performed only

once per process technology. The challenge in this
area includes the handling of increasingly complex
processing technology, such as low-k dielectric, air-
bubble dielectric, nonvertical conductor cross sec-
tions, conformal dielectric (see Fig. 9), and shallow
trench isolations.

2. Geometric Parameter Extraction. This is also an in-
tegral part of precharacterization. If a geometric
pattern requires 10 parameters to describe, there
is a corresponding precharacterization of 1� 510

(B10,000,000) patterns to simulate. This is assum-
ing that five sample points are taken in each of the
10 parameters, resulting in a 10-dimensional (10D)
table of the dimensions given above. This is clearly
not feasible. On the other hand, if a geometric pat-
tern can be described by very few parameters, then
it is difficult for it to be accurate. In a full-chip sit-
uation, the runtime of geometric parameter extrac-
tion can be very time/space-consuming, with
millions of interconnect polygons to analyze. Time/
space-efficient geometric processing algorithms are
very important. Habitz and Wemple [5] present a
geometric parameter reduction technique in which
geometric parameters can be dramatically reduced
by taking advantage of the shielding effect. Conduc-
tors two layers away from the main conductor of in-
terest do not require a precise description. This is
particularly useful for the very-deep-sub-microme-
ter geometry, where a very distant conductor mesh
behaves like a large airplane.

3. Calculation of Capacitance from Geometric Param-
eters. Here, the geometric parameters are matched
to some entries in the pattern library. Usually a full-
chip or full-path extraction task involves at least
thousands of conductors. The whole structure is
chopped into medium-size pieces first, which are
then calculated with the pattern-matching approach
described above. Finally, the capacitance values
must be combined to get the desired result.

A

B

Top view Cross section view A Cross section view B

C2f1 C2f 2C2o
C1f1 C1f 2C1o

w2

w1

m2

m1

Figure 8. 2.5D capacitance for a crossover structure.

Conformal dielectric

Figure 9. A realistic vertical cross section of IC interconnect. We
see that conductors on layers 1–5 are trapezoidal, and there is a
conformal dielectric on top of the top layer metal (passivation).
(SEM photograph courtesy of IBM Corp. r Copyright IBM Corp.
1994, 1996.)
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One major source of error is called the pattern mis-
match, where extracted geometry parameters do not have
an exact match in the pattern library. At this time, there
are two remedies to perform the capacitance calculations.
One method is to enhance the pattern library by running
field solvers at the full-chip extraction time. The other
method is to employ heuristics to synthesize a solution
from closely matched precharacterization patterns. Even
if all the geometric patterns match the library completely,
there could still be discontinuities in the layout pattern
decomposition, which is another source of error. This error
is analyzed in Ref. 6, where the error bound was obtained
by utilizing the ‘‘empty’’ and ‘‘full’’ boundary conditions.

3.3. Algorithms for 3D Field Solver

The 3D method can be used model the actual geometry
accurately, so it behaves with the highest precision. 3D
capacitance extraction becomes increasingly important
under the DSM technology of VLSI circuit, although pres-
ently it is used widely only as a library-building tool in the
industry. More recently, much research work has been
devoted to improve the efficiency of the 3D extraction
method. Related papers are published on the annually
held conferences (Design Automation Conf., Int. Conf.
Computer-Aided Design, etc.) and many academic jour-
nals (IEEE Trans. Microwave Theory Tech., IEEE Trans.
Comput. Aided Design, etc.). To date, some 3D extraction
algorithms have been developed to integrate with the
commercial software of some electronic design automa-
tion (EDA) companies in the Silicon Valley (in California).
Research on 3D capacitance extraction is still advancing
very rapidly.

In this section, the principles and mainstream tech-
niques of the 3D field solver are introduced. More cutting-
edge techniques are mentioned with related references.

3.3.1. Overview. For a system involving multiple con-
ductors (see Fig. 5), with one conductor setting 1 V and
others 0 V, the electrostatic equation (called the Laplace
equation) need to be solved with a homogenous dielectric
region [7]:

r2u¼
@2u

@x2
þ
@2u

@y2
þ
@2u

@z2
¼ 0 ð3Þ

where u is the electric potential. This equation can be
transformed into different mathematical formulations.
Then, various numerical methods are employed to solve
it with different levels of efficiency.

According to the domain of the above Laplace equation
(3), there are two models for capacitance extraction: (1) the
infinite-domain model, in which the electrostatic field
spreads to the infinite, resulting in an infinite problem
space; and (2) the finite-domain model, where the electro-
static field is restricted within a finite domain, with the
Neumann condition on the outer boundary [8]:
ð@u=@nÞ¼ 0. This means that electric field is not able to
spread out of the finite problem domain. The Neumann
condition is also called the reflective boundary condition,
and is introduced as the ‘‘magnetic wall’’ in Ref. 9. It

should be pointed out that the infinite-domain model is
ideal for simulating isolated structures, but for the on-chip
application it is not accurate because of the influence of
neighboring conductors. On the other hand, the finite-
domain model considers a part cut from actual layout of
VLSI circuit; it is suitable for the realistic capacitance ex-
traction of VLSI interconnects [8]. Now, both models of
capacitance extraction are used in different applications,
and accordingly the numerical methods are also different.
The problems a numerical algorithm usually encountered
in modeling are discussed below.

Classifications of the 3D field solver methods include
the domain discretization method, the boundary integral
equation method, semianalytical approaches, and the
stochastic method. The domain discretization method
includes the finite-difference method (FDM) [10], finite-
element method (FEM) [11], and the method of the mea-
sured equation of invariance (MEI) [13,14]. The boundary
integral equation method includes the method of moment
[15], indirect boundary element method (BEM) [8,17–27],
and direct boundary element method [28–34]. The
semianalytical approaches combine the analytical
formulas and some traditional numerical methods
[9,35–37]. The stochastic method is based on statistical
theory [38].

FDM and FEM discretize the entire 3D domain, thus
producing a linear algebra system with large order; hence
the computational speed of these methods is greatly lim-
ited. However, since both methods are relatively well es-
tablished, they are still used in the industry as a reference
tool with accurate values calculated under fine grids. For
example, the famous software of 2/3D capacitance extrac-
tion ‘‘Raphael’’ utilizes FDM, and the ‘‘SpiceLink’’ of
Ansoft Corp. is based on FEM.

Since the mid-1990s, the boundary integral equation
method has begun to replace the domain discretization
method because of its high performance. In both indirect
and direct BEM, only the boundary of 3D domain is disc-
retized, and a smaller system of linear equations is ob-
tained. Problems encountered with the complex boundary
can be effectively handled with BEM, whose accuracy is
superior to that of FEM as well. Thus, the BEM with rapid
computating techniques has become the focus of research
on the 3D field solver.

3.3.2. Indirect Boundary-Element Method. The indirect
boundary method can be regarded as a variation of the
method of moments (MoM). Because only the domain
boundary needs to be discretized, the indirect BEM in-
volves much fewer unknowns than does FDM or FEM.
However, it leads to a dense coefficient matrix, whose for-
mation and solution introduce many difficulties. The
innovation of the multipole acceleration method, the
singular-value decomposition (SVD) method, and the hi-
erarchical method has made the indirect BEM more
applicable. Now, indirect BEM combined with a fast com-
putational technique has become a main choice for the 3D
field solver.

The indirect BEM method is also called the equivalent
charge method, whose boundary integral equation
involves the surface charge density sðx0Þ as an unknown
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function

uðxÞ¼

Z

G
Gðx; x0Þsðx0Þda0 ðx 2 GÞ ð4Þ

where Gðx; x0Þ is Green’s function. For free space,
Gðx; x0Þ ¼ 1=jjx� x0jj; G is the boundary surface. After
solving the surface charge density sðx0Þ, the charge on con-
ductor i can be calculated with

Qi¼

Z

SdðiÞ

sðx0Þda0 ð5Þ

where Sd(i) is the surface of conductor i. We discretize the
surfaces of m conductors into n constant elements (or pan-
els); then the potential at the center of the kth panel xk

can be expressed as a sum of the contributions of all the
panels

uk¼
Xn

j¼ 1

Z

Gj

sjðx
0Þ

x0 � xkk k
da0

where sjðx
0Þ is the surface charge density of panel j (Gj).

Substituting the known boundary conditions, we obtain a
dense linear algebra equation.

Pq¼ b ð6Þ

where the coefficient matrix P is dense and nonsymmetric.
The Krylov subspace iterative method, such as the gener-
alized minimal residual algorithm (GMRES) [2], is usually
used to solve this equation.

For a problem involving multiple dielectrics, the polar-
ization charge density on the dielectric interface needs to
be introduced, which contributes to the potential distri-
bution together with the free charge density on conductor
surfaces. Therefore, the problem becomes equivalent to
that in the free space and the simple free-space Green
function is used to form Eq. (4). Except for Eq. (4) on each
conductor panel, the normal derivative of the potential
satisfies

ea
@uþ ðxÞ

@na
¼ eb

@u�ðxÞ

@na
ð7Þ

with xAinterface of ea and eb at any point x on a dielectric
interface. Here na is the normal to the dielectric interface
at x that points into dielectric a and ea and eb are the per-
mittivities of the corresponding homogenous dielectric re-
gion; uþ (x) is the potential at x approached from the side
of the interface ea, and u� (x) is the analogous potential for
the b side.

For the multidielectric problem, the so-called total-
charge Green function approach presented above involves
more unknowns at the interfaces. Another choice to deal
with the problem is to employ the multilayered Green
function. Then, only the free charge density on the con-
ductor surfaces needs to be considered as an unknown
function. However, to evaluate the Green function for the
multilayered medium, infinite summations are involved,

which is very time-consuming. Oh et al. [20] derived a
closed-form expression of Green’s function for the multi-
layered medium by approximating the Green function us-
ing a finite number of images in the spectral domain. This
greatly reduces the computational task. Li et al. [22] pre-
sented for the first time the general analytical formulas
for the static Green functions for shielded and open arbi-
trarily multilayered media. Zhao et al. [21] an efficient
scheme for the generation of multilayered Green functions
using a generalized image method presented. The multi-
layered Green function is much more complicated than
the free-space Green function; it is applicable only to
the simple stratified structure of multiple dielectrics,
while for more complex structures, such as the conformal
dielectric, the deduction of Green’s function may be
impossible.

More research work has been undertaken to accelerate
the capacitance extraction using the total-charge Green’s
function approach. In 1991, Nabors et al. applied the
multipole accelerated (MPA) method successfully,
proposed earlier by Greengard and Rokhlin [16], to 3D
capacitance extraction with the indirect BEM. In the
MPA method, calculation of the interaction between
charges [i.e., the coefficients in (6)] is divided into two
parts: the near-field computation and the far-field compu-
tation. For the near-field computation, the coefficients
are calculated directly; for the far-field computation,
the multipole expansion and local expansion are used to
expedite the computation. Therefore, the CPU time of
forming and solving (6) with the iterative equation solver
is greatly reduced. Figure 10 illustrates of the multipole
expansion. Nabors and White [18], developed the adap-
tive, preconditioned MPA method. The corresponding
software prototype FastCap is shared on the MIT
Website, and has become a popular tool of capacitance ex-
traction for relevant researchers. To date, the capacitance
extraction using the MPA indirect BEM is still undergoing
research [25].

In 1998, a fast hierarchical algorithm for 3D capaci-
tance extraction was proposed at the Design Automation
Conference, and was reprinted in a journal article [24].
Similar to the multipole algorithm, it is also based on fast
computation of the ‘‘N-body’’ problem. For the singular in-
tegral kernel of 1=jjx� x0jj, it can achieve high acceleration
of computation, and only O(N) operations are needed

n1 evaluation points

n2 charge points

ri

rR
�i

Figure 10. Evaluation point potentials are approximated with a
multipole expansion [17].
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for each iteration. For other weaker-singular kernels, the
efficiency of this method may be reduced. In 1997, Kapur
et al. and Long [19] proposed an accelerated method based
on the singular-value decomposition (SVD) method that is
independent of the kernel and based on the Galerkin
method using the pulse function as the basis function. It
requires an O(N) times operation to construct the coeffi-
cient matrix and O(N log N) operations to perform an
iteration. The precorrected fast Fourier transform
(FFT) algorithm [23] has the same computational com-
plexity, while it is based on the collocation method for
discretization.

These studies on capacitance extraction with indirect
BEM all handle the infinite-domain model. In 1996, Wang
et al. [8] improved the multipole accelerated indirect
BEM, enabling it to handle the finite-domain problem
and also proposed a parallel multipole accelerated 3D
capacitance simulation method based on nonuniformed
cube partition.

Other fast computational methods for indirect BEM
include those based on wavelets [26] and the multiscale
method [27].

3.3.3. Direct Boundary-Element Method. The direct
BEM is based on the direct boundary integral equation
(BIE), and is suitable for solving the 3D Laplace equation
with varied boundary conditions [12]. However, the direct
BEM method is generally used to deal with the finite-do-
main model of capacitance extraction.

Within the finite domain that is involved in capacitance
extraction (see Fig. 11), the electric potential u satisfies
the following Laplace equation with mixed boundary con-
ditions [32]

eir
2u¼ 0; inOi ði¼ 1; . . . ;MÞ

u¼u0; on Gu

q¼ @u=@n¼ q0¼ 0; on Gq

8
>><

>>:
ð8Þ

where the whole domain O¼ [
M
Oi, where Oi stands for the

space possessed by the ith dielectric. Gu represents the
Dirichlet boundary (conductor surfaces), where u is
known as the bias voltages; Gq represents the Neumann
boundary (outer boundary of the simulated region), where
the electric flux q is supposed to be zero. Here n denotes
the unit vector outward normal to the boundary. At the
dielectric interface, the compatibility equation (7) holds.

With the fundamental solution as the weighting func-
tion, the Laplace equations in (8) are transformed into the

following direct BIEs by the Green identity [12]

csu
i
sþ

Z

@Oi

q�uidG¼
Z

@Oi

u�qidG ði¼ 1; . . . ;MÞ

where ui
s is the electric potential at collocation point s (in

dielectric region i) and cs is a constant dependent on the
boundary geometry near to the point s. u� ¼1=4pr is the
fundamental solution of the 3D Laplace equation, whose
derivative along the outward normal direction n is
q� ¼ @u�=@n¼�ðr;nÞ=4pr3, r is the distance from the col-
location point to the point on G, and qOi is the boundary
that surrounds dielectric region i.

Employing the collocation method after discretizing the
boundary, such as that in the indirect BEM, we obtain
system of linear equations [32]:

Ax¼ f ð9Þ

Finally, with the preconditioned Krylov iterative equat-
ion solver, such as the GMRES algorithm [2], the normal
electric field intensity on the conductor surface is obtai-
ned [32].

In direct BEM, variables of both potential and field in-
tensity are involved; thus two kinds of integral kernels are
found. Although this is more complex than the indirect
BEM method, direct BEM has its own advantages: (1) it is
suitable for capacitance extraction within the finite do-
main since two variables are included, and (2) because the
variables in each BIE are within the same dielectric re-
gion, it has a ‘‘localization’’ characteristic, which leads to a
sparse linear system for problem with multiple dielectrics.

In direct BEM, a great deal of time and memory are
consumed in forming and solving the system of discretized
BEM equations. Wang et al. continued the research work
of Fukuda [28] on 2D capacitance extraction using direct
BEM, extending it to the 3D structure of VLSI intercon-
nects [32]. An efficient analytical/semianalytical integra-
tion scheme was used to accurately calculate the boundary
integrals under the VLSI planar process. This method
achieves high computational speed and accuracy when
forming Eq. (9) [32]. In 1996, Bachtold et al. [29] extended
the multipole method to handle the ‘‘potential boundary
integral’’ (whose kernel is 1/r3) in the direct BEM. They
discussed the model of multiple dielectrics within the in-
finite domain. In 1999, Gu et al. extended the fast hierar-
chical method used in the indirect BEM and made
it feasible to apply it for direct-BEM-based capacitance
extraction [30].

In 2000, Yu et al. proposed a quasi-multiple medium
(QMM) method, based on the localization characteristic of
direct BEM [32]. The QMM method exploits the sparsity of
the resulting coefficient matrix when handling the multi-
dielectric problem. Together with the efficient equation
organization and iterative solving technology, the QMM
accelerated method has greatly reduced the computing
time and memory usage. Figure 12 shows that a typical 3D
interconnect capacitor with five dielectric layers is cut into
5� 3�2 fictitious medium regions. The QMM method has
been successfully applied to actual 3D multidielectric

Substrate 

1

2

3

Conductor Neumann boundary

Figure 11. A structure with three dielectrics (cross-sectional
view).

572 CAPACITANCE EXTRACTION



capacitance extraction [32,34]. For the finite-domain mul-
tidielectric problem, the QMM-based method has shown a
10� higher computation speed and memory saving over
the multipole approach (FastCap 2.0) with comparable ac-
curacy [34].

Another kind of field solver, called the ‘‘global ap-
proach,’’ does not solve the resulting linear system in the
usual way. The global approach discretizes the field equa-
tions and converts them to a circuit network of resistors or
capacitors. Finally, with circuit reduction or matrix com-
putation, the whole resistance or capacitance matrix can
be obtained directly. In 1997, Dengi of Carnegie Mellon
University proposed a global approach (called ‘‘macromodel’’
method) for 2D interconnect capacitance extraction based
on direct BEM [31]. More recently, Lu et al. successfully
extended the concept of boundary element macromodel to
the 3D case, and developed a rapid hierarchical block
boundary element method (HBBEM) for interconnect ca-
pacitance extraction [33].

3.3.4. Semianalytical Approaches. Semianalytical ap-
proaches have been proposed as a solution for 3D capaci-
tance extraction. Basically, they take certain special
procedures and reduce the original problem by one dimen-
sion, such as using domain decomposition. Since some sub-
domains with specific geometry symmetry can be handled
using the analytical formula, these approaches have very
high computational speed as well as much less memory
usage. Another characteristic of these approaches is that
the FDM is often used for the general and complicated sub-
domain. That is why these approaches are sometimes con-
sidered as improvements over the finite-difference method.

The semianalytical approaches include the dimension-
reduction technique (DRT) [9] and techniques based on
the domain decomposition method [35–37]. The principles
of the latter two techniques will be briefly discussed as
follows.

3.3.4.1. Dimension Reduction Technique. The DRT at-
tempts to solve problems within the finite domain. Most
VLSI interconnects have stratified structures, and every
layer is homogeneous along the direction perpendicular to
the interfaces of the layers (denoted as the z direction; see
Fig. 13). The DRT takes full advantage of this fact. It first

partitions the whole structure according to these homoge-
neous layers. Then, for each layer the 3D Laplace equation
can be reduced to a 2D Helmholtz equation, which is
solved with the most efficient method (including the ana-
lytical formula) according to the arrangement of the con-
ductors. Finally, the solutions for these cascading 2D
problems are combined together to yield the final result.

For the finite-domain problem of the ith layer with
Eq. (8), denote WðiÞðx; y;VcÞ as a linear function of x, y and
the bias voltage setting on conductors (denoted by vector
Vc), and let

uðiÞ ¼ vðiÞ þWðiÞðx; y;VcÞ:

If there exists a function such as WðiÞðx; y;VcÞ, that func-
tion vðiÞ satisfies

r2vðiÞðx; y; zÞ¼ 0

vðiÞðx; y; zÞ¼ 0; ðx;yÞ 2 GðiÞu

@vðiÞðx; y; zÞ
�
@n¼ 0; ðx; yÞ 2 GðiÞq

8
>><

>>:

then from the method of separation of variables, the gen-
eral solution of v(i) is

vðiÞðx; y; zÞ¼
X

m¼ 1

TðiÞm ðx; yÞL
ðiÞ
m ðzÞ

where TðiÞm is the mode function fulfilling the Helmholtz
equation and LðiÞm can be solved analytically [9].

According to the conductor arrangement in the layer
and the preceding analysis, the layer slices are classified
as follows:

1. An Empty layer or a layer containing some simple
conductors (such as that involving straight lines
penetrating the structure) for which the linear func-
tion W and the analytical solution of the Helmholtz
equation both exist.

2. The layer for which the linear function W exists,
allowing the corresponding 3D problem to be trans-
ferred into the 2D Helmholtz equation.

3. A complex layer for which the W function does not
exist. The 3D Laplace equation must be solved, but

Master conductor, 1 V
(Other conductors are with 0V)

y

z

x

Neumann boundaries,
where electrical flux is 0

Dielectric layers

Figure 12. A typical 3D interconnect capacitor with five dielec-
tric layers is cut into 3�2 structure.

x

z 

y

Conductor Dielectric

Figure 13. A 3D interconnect capacitor and the stratified layers.
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only the 2D finite-difference grid is utilized because
of the geometry symmetry along the z direction.

The main drawback of the DRT is that the geometry it
employs has some limitations; For instance, it is difficult to
apply DRT to nonplanarized structures. So, for general-
ized and complicated interconnect structures using the
DSM technology, the efficiency of DRT is not guaranteed.

3.3.4.2. Domain Decomposition Method. The domain
decomposition method (DDM) is a newly developed nu-
merical method. It can be subgrouped into the overlapping
domain decomposition method (ODDM) and the nonover-
lapping domain decomposition method (NDDM). The for-
mer is also called the Schwarz alternating method and the
latter, the Dirichlet–Neumann alternating method.
ODDM partitions the whole structures into some over-
lapped subdomains. Then, a global iteration is used for the
solution. Its principles are discussed below [35].

Consider a 3D finite domain Laplace problem with the
Dirichlet boundary condition

r2u¼ 0; ðx; y; zÞ 2 O

u G¼ gðx; y; zÞ
��

(

Assume that the problem domain O involves two overlap-
ping subdomains O1 and O2 (see Fig. 14), and denote Gj

and Lj as the outer boundary and fictitious boundary of
Ojðj¼1; 2Þ, respectively. Then, the Schwarz alternating
method is represented as

r2uiþ 1
1 ¼ 0; ðx; y; zÞ 2 O1

uiþ 1
1 ¼ui

2; ðx; y; zÞ 2 L1

uiþ 1
1 ¼gðx; y; zÞ; ðx; y; zÞ 2 G1 � L1

8
>><

>>:

r2uiþ 1
2 ¼ 0; ðx; y; zÞ 2 O2

uiþ 1
2 ¼uiþ 1

1 ; ðx; y; zÞ 2 L2

uiþ 1
2 ¼gðx; y; zÞ; ðx; y; zÞ 2 G2 � L2

8
>><

>>:

with i¼ 0; 1; 2; . . ., where u0 is the initial value for itera-
tion. In each iterative step, the known values of u on L1

are used to solve the field of subdomain O1. Then, the field
of subdomain O2 is resolved with the u obtained on L2. The
discrepancy of u on L1 between two adjacent iterative
steps is used as the criterion of convergence. A relaxation
factor o can be introduced to these formulas to accelerate
the convergence. It is also obvious that the convergence
rate of the Schwarz alternating method is closely related
to the size of the overlapping region. Usually the iteration

error decreases exponentially with increase in the ratio of
the overlapping domain over the subdomain [35].

It is straightforward to extend the preceding formulas
of two subdomains to the generalized case with more sub-
domains. In each iterative step an analysis similar to that
used in DRT can be employed to achieve high efficiency. In
the actual application to capacitance extraction, the iter-
ation sequence and selection of relaxation factor need to be
considered. Figure 15 shows a cross-sectional view of an
interconnect capacitor with nine layers, and the domain
partition scheme is illustrated.

In the NDDM technique, the decomposed subdomains
do not overlap each other, while the iteration algorithm is
similar to that in ODDM; the difference is that in the
adjacent subdomains the problem is solved with the
Dirichlet boundary condition and the Neumann boundary
condition, respectively, in the NDDM. In NDDM, there are
fewer unknowns in the subdomain, and sometimes only
2D discretization is needed for a simple subdomain with
homogeneous structure. However, the convergence rate of
NDDM is slower than that of ODDM [36].

Research on capacitance extraction based on the do-
main decomposition method is still underway. More recent
progress can be found in Ref. 37.

3.3.5. Other Methods. The measured equation of in-
variance (MEI) method can be considered as a variation
of FDM. To solve the infinite-domain model of capacitance
extraction, the MEI method terminates the meshes very
close to the object conductors and still preserves the spar-
sity of the finite-difference (FD) equations. The geometry-
independent measured equation of invariance (GIMEI) is
proposed for the capacitance extraction of the general 2D
and 3D interconnects by using the free-space Green func-
tion only [13]. The MEI method has now been developed to
the on-surface level, where a surface mesh is used to min-
imize the number of unknowns [14]. The stochastic
method is based on the random-walk theory and can ef-
fectively handle complex 3D structures. Its most recent
progress can be found in Ref. 38.

4. PERSPECTIVE

In this article, we reviewed the state of the art in capac-
itance extraction techniques. These methods are discussed

Ω2Ω1

Λ1Λ2
Γ1 Γ2

Figure 14. Two overlapping subregions.
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z
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D8

D6

D4

D2

D7

D5

D3

D1

Figure 15. Four conductors embedded in nine dielectric layers.
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mainly for the accurate analysis of VLSI interconnects.
However, they can also be easily to applied to computer-
aided design of microwave ICs. With the development of
IC technologies, the following issues related to capacitance
extraction are important:

1. 3D capacitance extraction (i.e., 3D field solution) has
the highest computational accuracy, and is suitable
for complex interconnect structure under the DSM
technologies. Many accelerating techniques have
been developed to improve its speed. However, it is
yet not feasible to use the 3D field solver directly in
the full-chip extraction task. More effort should be
devoted to improving the computational speed of the
3D field solver, or to develop special techniques for
the full-chip task. The full-chip extraction method
employing the 3D field solver would give both high
computational speed and high accuracy.

2. Currently, few 3D capacitance extraction methods
can be ‘‘tuned’’ for performance versus accuracy. The
error estimation of the boundary-element method is
also not established for practice. To make the 3D
field solver suitable for various applications, its flex-
ibility in tradeoff of accuracy versus computational
performance must be improved. The adaptive algo-
rithm and stable element partition scheme will be
the focus of research in the future.

3. Mixed-signal integrated circuits have been demon-
strated to provide high-performance system solu-
tions for various applications such as wireless
communications. Also, the silicon-based CMOS
technology is increasingly widely used because
of the fabrication cost advantage. To consider the
significant impact of the lossy nature of the silicon
substrate on the on-chip interconnects of the mixed-
signal ICs, the frequency-dependent parameters of
interconnects in high-speed circuits must be extract-
ed accurately. Defining the complex permittivity of a
material, the parasitic capacitance and conductance
in a frequency-dependent model can be extracted
using methods similar to that employed for tradi-
tional capacitance extraction. The most efficient
algorithms for frequency-dependent capacitance ex-
traction should be considered.
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CAVITY RESONATORS

ARVIND K. SHARMA
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Redondo Beach, California

1. RESONANT STRUCTURES

Resonant structures are network elements that are used
extensively in the development of various microwave com-
ponents [1]. At low frequencies, resonant structures are
invariably composed of lumped elements. As frequencies
increase, lumped-element resonant circuits are attained
by using transmission lines. Microwave resonant struc-
tures are almost invariably understood as cavity resona-
tors. Conventional resonators consist of a bounded
electromagnetic field in a volume enclosed by metallic
walls. The electric and magnetic energies are stored in
the electric and magnetic fields, respectively, of the elec-
tromagnetic fields inside the cavity and the equivalent
lumped inductance and capacitance of the structure can
be determined from the respective stored energy. It is im-
portant to note that cavity resonators, in contrast to
lumped resonators, have an infinite number of resonant
frequencies (or modes). In the vicinity of each resonant
frequency, the cavity can be approximated by an associat-
ed lumped equivalent circuit.

Some energy is dissipated as finite conductivity of
the metallic walls, and the equivalent resistance can
therefore be determined from the currents flowing on
the walls of the cavity resonator [2,3]. In this article, a
brief description of the cavity resonators most commonly
employed in various microwave components is presented.
As far as possible, simple expressions have been provided
for design applications. Basic parameters of microwave
resonators are first presented because they describe a cav-
ity. Then, various coaxial and waveguide resonators are
described. Fabrication, coupling, measurements, and ap-
plications of cavity resonators are also included.

2. RESONATOR PARAMETERS

2.1. Resonant Frequency

The parameters of a resonator at microwave frequencies
are essentially similar to those of a lumped-element res-
onator circuit at low frequencies. They can easily be de-
scribed using an RLC series or parallel network. Consider,
for instance, an RLC parallel network as shown in Fig. 1a.
The input impedance of such a network as a function of
frequency has both real and imaginary parts. At reso-
nance, the input impedance is real and is equal to the re-
sistance of the circuit. The electric and magnetic stored
energies are also equal, leading to the expression for the
resonant frequency as

o0¼
1ffiffiffiffiffiffiffi
LC
p ð1Þ
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2.2. Quality Factor

The performance of a resonant circuit is described in
terms of the quality factor Q, and such features as fre-
quency selectivity, bandwidth, and damping factors can be
deduced from this. The quality factor is defined as

Q¼o
time-averaged stored energy

energy lost per second
ð2Þ

for the lumped resonant circuits

Q¼oRC¼
R

oL
ð3Þ

for the parallel network in Fig. 1a, and

Q¼
1

oCR
¼

oL

R
ð4Þ

for the series network in Fig. 1b.

2.3. Fractional Bandwidth

The input impedance of the parallel resonant circuit of
Fig. 1 is given by

Zin¼
1

R
þ

1

joL
þ joC

� ��1

ð5Þ

At a frequency o07Do in the vicinity of the resonant fre-
quency, Eq. (5) reduces to

Zin¼
R

1� j2QðDo=o0Þ
ð6Þ

From Eq. (6), it is clear that at o¼o0 the input impedance
is only resistive. However, when

Do¼
o0

2Q
ð7Þ

the magnitude of the input impedance decreases to R
ffiffiffi
2
p

of
its maximum value R, and the phase angle is p/4 for ooo0

and � p/4 for o4o0. From Eq. (7), the fractional band-

width BW is defined as

BW¼
2Do
o0
¼

1

Q
ð8Þ

2.4. Loaded Quality Factor

In practical situations, the resonant circuit is coupled to
an external load RL that also dissipates power, and the
loaded quality factor QL is given by

1

QL
¼

1

Q
þ

1

Qe
ð9Þ

where Qe is the external quality factor for a lossless res-
onator in the presence of the load.

2.5. Damping Factor

Another important parameter associated with a resonant
circuit is the damping factor dd. It is a measure of the rate
of decay of the oscillations in the absence of an exciting
source. For high-Q resonant circuits, the rate at which the
stored energy decays is proportional to the average energy
stored. Consequently, the stored energy as a function of
time is given by

W¼W0e�2ddt ¼W0e�o0t=Q ð10Þ

which implies that

dd¼
o0

2Q
ð11Þ

Thus, we see that the damping factor is inversely propor-
tional to the Q of the resonant circuit. In the presence of
an external load, the Q should be replaced by QL.

Alternately, the input impedance in the vicinity of res-
onance Zin given by Eq. (6) can be rewritten to take into
account the effect of losses in terms of the complex reso-
nant frequency

oc¼o0þ jdd¼o0 1þ j
1

2Q

� �
ð12Þ

so that

Zin¼
o0R=ð2QÞ

jðo� ocÞ
ð13Þ

In Eq. (13) the parameter R/Q is called the figure of merit
and describes the effect of the cavity on the gain–band-
width product. In terms of the lumped elements of the
resonant circuit, we obtain

R

Q
¼

ffiffiffiffi
L

C

r
ð14Þ

3. COAXIAL CAVITY RESONATORS

At microwave frequencies, the dimensions of lumped res-
onator circuits become comparable to the wavelength, and

Zin

I

C

CLR

(b)(a)

V L
Zin

R

Figure 1. Lumped-element (a) parallel and (b) series resonant
circuits.
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this may cause energy loss by radiation. Therefore, reso-
nant circuits at these frequencies are shielded to prevent
radiation. Perfectly conducting enclosures, or cavities,
provide a means of confining energy. Usually, cavities
with the largest possible surface area for the current
path are preferred for low-loss operation, and the energy
is coupled to them by the various means described later in
this article.

3.1. Coaxial Resonators

A coaxial cavity resonator (Fig. 2) supporting TEM (trans-
verse electromagnetic) waves can easily be formed by a
short section of coaxial line. Resonances appear whenever
the length d of the cavity is an integral number of half-
wavelengths. The resonance modes occur at

f ¼
nc

2d
; n¼ 1;2; . . . ð15Þ

where c is the speed of light. The lowest resonant frequen-
cy corresponds to n¼ 1, and the Q of the cavity for this
mode is given by [4]

Q
d
l0
¼

1

4þ 2ðd=bÞð1þ b=aÞ= lnðb=aÞ
ð16Þ

where d is the skin depth and a and b are inner and outer
radii, respectively. It is also possible to have higher-order
resonance modes, depending on the structural parameters
of the coaxial line. The first higher-order mode appears
when the average circumference is equal to the wave-
length in the dielectric medium of the line. The cutoff fre-
quency of this mode is

fc¼
c

p
ffiffiffiffi
er
p
ðaþbÞ

ð17Þ

where er is the dielectric constant of the medium. Other
higher-order modes correspond to TE (transverse electric)
and TM (transverse magnetic) waves that exist in a cir-
cular waveguide with the radius of the center conductor
approaching zero. The resonance condition is

knml¼ p2
nmþ

lp
2d

� �2
" #1=2

ð18Þ

where knml¼ 2pfnml/c and pnm is the cutoff wavenumber
that is obtained as the mth root of the transcendental

equations

J0nðkaÞN0nðkbÞ � J0nðkbÞN0nðkaÞ¼ 0 ð19Þ

for TE modes and

JnðkaÞNnðkbÞ � JnðkbÞNnðkaÞ¼ 0 ð20Þ

for TM modes. Here Jn and Nn are the nth-order Bessel
functions of the first and second kinds, respectively, and
the prime denotes their derivatives with respect to their
arguments.

3.2. Reentrant Coaxial Resonators

Another coaxial cavity configuration consists of a short
section of coaxial line with a gap in the center conductor.
Figure 3a shows a capacitively loaded coaxial cavity.
Radial cavity as shown in Fig. 3b is another possible varia-
tion. They are also referred to as reentrant coaxial cavities
because the metallic boundaries extend into the interior of
the cavity. They are widely used in microwave tubes. The
resonant frequency of such a structure can be evaluated
from the solution of the transcendental equation

tan bl¼
dc

oa2 lnðb=aÞ
ð21Þ

where d is the gap in the center conductor, and 2 lþd is
the length of the cavity. From Eq. (21), it is obvious that
the capacitively loaded coaxial cavity can have an infinite
number of modes. For the radial reentrant cavity of
Fig. 3b, the resonant frequency can be evaluated by cal-
culating the inductance and capacitance of the structure.
The expression for the resonant frequency is

f ¼
c

2p
ffiffiffiffi
er
p al

a

2d
�

2

l
ln

0:765ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2þ ðb� aÞ2

q

0

B@

1

CA ln
b

a

2

64

3

75

�1=2

ð22Þ

2a2b

d

Figure 2. Coaxial cavity resonator and its cross section.
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Figure 3. Reentrant coaxial cavity resonators: (a) capacitively
loaded coaxial cavity resonator; (b) radial cavity resonators.
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An approximate expression for the Q of the cavity is

Q
d
l0
¼

2l

l
lnðb=aÞ

2 lnðb=aÞþ l½ð1=aÞþ ð1=bÞ�
ð23Þ

for a tunable reentrant cavity, d is large, and (l�d) is also
large compared with b. The resonances occur whenever
the length of the center conductor is approximately a
quarter-wavelength.

3.3. Annular Coaxial Resonator

An annular coaxial resonator is formed by a figure of rev-
olution of a coaxial radial cavity resonator (refer to Fig. 3)
about an axis that is offset from and parallel to the center
conductor [5]. As shown in Fig. 4, the electric field in the
plane containing the axis is similar to that of the radial
cavity resonator. The electric field in the plane normal to
the axis is radial and is same along the circumference. In
effect, the annular resonator is equivalent to a half wave-
length coaxial resonator with a small shunt capacitance in
the middle. One of the important application of this type of
resonator is that it can be coupled simultaneously with
several sources. The electric field at the gap is quite high
and results in good coupling to external sources.

4. WAVEGUIDE CAVITIES

4.1. Rectangular Waveguide Resonators

Rectangular resonant cavities are formed by a section of
rectangular waveguide of length d. This cavity can also
support an infinite number of modes. The field configura-

tion of the standing-wave pattern for the incident and re-
flected waves is not unique, that is, it depends on the
assumed direction of propagation of the wave. In order to
be consistent, we shall assume that wave propagation is in
the positive z direction. The standing-wave pattern is then
formed by the incident and reflected waves traveling in
þ z and � z directions, respectively. The cutoff wave-
number kcmn is given by

k2
cmn¼

mp
a

� 	2
þ

np
b

� 	2
; m¼ 0;1; 2; . . . ; n¼ 0; 1; 2; . . .

ð24Þ

where a and b are waveguide dimensions. The resonant
wavenumber is then expressed as

kmnp¼
mp
a

� 	2
þ

np
b

� 	2
þ

pp
d

� 	2
� �1=2

; p¼ 1; 2; . . . ð25Þ

and the resonant frequency is defined as

fmnp¼
kmnpc

2p
ð26Þ

From the preceding discussion, we see that the resonant
frequency is the same for TE and TM modes. Therefore,
they are referred to as degenerate modes. The field config-
uration of the dominant TE101 mode is shown in Fig. 5b.
The quality factor Q of the dominant TE101 mode in the
rectangular resonant cavity having surface resistance Rs

can be evaluated using the expression

Q¼
120p2

4Rs

2bða2þd2Þ
3=2

adða2þd2Þþ 2bða3þ b3Þ

" #
ð27Þ
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Figure 4. Two views of annular coaxial resonator structure.
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Figure 5. (a) Rectangular waveguide cavity resonator; (b) field
configuration of the dominant TE101 mode.
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In rectangular cavities, the resonant frequency increas-
es for higher-order modes, as does the Q at a given fre-
quency. Higher-order mode cavity or ‘‘echo boxes’’ are useful
in applications where a slow rate of decay of the energy
stored in the cavity after it has been excited is required.

4.2. Circular Waveguide Resonators

Circular waveguide cavities are most useful in various
microwave applications. Most commonly, they are used in
wavemeters to measure frequency, have a high Q factor,
and provide greater resolution. These consist of a section
of circular waveguides of radius a and length d as shown
in Fig. 6.

The resonance wavenumber of the circular waveguide
cavity is given by

knml¼
xnm

a

� 	2
þ

lp
d

� �2
" #1=2

; l¼ 0; 1; 2; . . . ð28Þ

where

xnm¼
p0nm for TE modes

pnm for TM modes

(
ð29Þ

Values for p0nm for various modes are given in Table 1.
Field lines for TE111, TM011, and TE011 modes are shown in
Fig. 6. Simplifying Eq. (28) yields

2afnmlð Þ
2
¼

cxnm

p

� 	2
þ

cl

2

� �2 2a

d

� �2

ð30Þ

The Q of the circular cavity for TEnml modes can be eval-
uated from

Q
d
l0
¼

½1� ðn=p0nmÞ
2
�½ðp0nmÞ

2
þ ðlpa=dÞ2�3=2

2p½ðp02nmþ2a=dðlpa=dÞ2þ ð1� 2a=dÞðnlpa=p0nmdÞ2�

ð31Þ

and for the dominant TE111 mode, Q can be obtained by
substituting n¼m¼ l¼ 1 in the preceding equation. Us-
ing Eq. (30), plots of (2af)2 versus (2a/d)2 can be used to
construct mode charts, as shown in Fig. 7. From this it can
be seen that, for the TE011 mode operation, the safe value
of (2a/d)2 is between 2 and 3. For TM model operation, the
Q is given by

Q
d
l0
¼

½p2
nmþ ðlpa=dÞ2�1=2

2pð1þ 2a=dÞ
for l> 0

pnm

2pð1þa=dÞ
for l¼ 0

8
>>><

>>>:
ð32Þ

As with rectangular cavity resonators, the Q is higher for
higher-order modes.

4.3. Elliptic Waveguide Resonators

Elliptic resonant cavities that are formed using a section
of an elliptic waveguide offer several advantages. There
is no mode splitting caused by slight deformations in
the cavity surface, and the electric field configuration
in the transverse plane is fixed with respect to its axes.
Also, the longitudinal electric field of the TM111 mode in an
elliptic cavity with semi–major axis a is always greater
than the circular cavity with radius a. This feature may be
useful in the dielectric material characterization that uses
perturbation techniques [6].

Cross section through A−A

A

A

A

A

A

A

Cross section through A−A

TE111 mode

(a)

(b)

TM011 mode

TE011 mode

2d

2d

2a

d

2d

z

l

l

l

Figure 6. (a) Circular cylindrical waveguide cavity resonator;
(b) field configurations for TE111, TM011, and TE011 modes in
cylindrical cavities.

Table 1. Roots of the Transcendental Equation Jn
0(ka)¼0

Modes

n m p0nm

0 1 0.0
1 1 1.841
2 1 3.054
0 2 3.832
3 1 4.201
4 1 5.318
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The elliptic waveguide supports four different types of
modes, namely, even TE and TM modes and odd TE and
TM modes. The TE modes have Ez¼ 0 and the TM modes
have Hz¼ 0. From the solution of wave equations, there
exist four different modes. The modes having cosine-type
variation are called even modes, and modes having
sine-type variation are called odd modes. The subscripts
c and s are added to the mode designation to describe this
variation.

The elliptic waveguide in Fig. 8a is shown along with
the orthogonal elliptic coordinate system. As can be seen,
the confocal elliptic cylinders are formed with constant x,
and confocal hyperbolic cylinders are formed with con-
stant Z. The distance between the two foci, F and F0 is 2 h.
The outer wall of the elliptic waveguide is formed with
x¼ x0. The semi–major axis is then

2a¼ 2h cosh x0 ð33Þ

and, the semi–minor axis is

2b¼ 2h sinh x0 ð34Þ

Alternatively, the eccentricity e is

e¼ 1= cosh x0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðb=aÞ2

q
ð35Þ

The resonance wavenumber for elliptic cavity is given by

krmnl¼
2
ffiffiffiffiffiffiffiffiffiffi
xrmn
p

ae

� �2

þ
lp
d

� �2
" #1=2

; l¼ 0; 1; 2; . . . ð36Þ

where

xrmn¼
q
0

rmn for TErmn modes

qrmn for TMrmn modes

(
ð37Þ

In Eq. (37), r can be substituted with c and s to obtain
even and odd modes, respectively. The parameter
qcmn(qsmn) is the nth parametric zero of the even (odd)
modified Mathieu function of order m with argument x0

and is used to calculate TMcmn(TMsmn) modes. Similarly,
for a TEcmn(TEsmn) mode, the parameter q0cmnðq

0
smnÞ is the

nth parametric zero of the first derivative of the even (odd)
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Figure 7. Mode chart of a circular cylindrical cavity resonator.
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Figure 8. (a) Elliptic waveguide cavity resonator; (b) field con-
figuration for some modes in elliptical cavities.
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modified Mathieu function of order m with argument x0

and is used to calculate TEcmn(TEsmn) modes. The equa-
tions used to find the parametric zeros are given next [7]:

TM modes : Cemðx0; qÞ¼ 0 even

Semðx0; qÞ¼ 0 odd

TE modes : Ce0mðx0; qÞ¼ 0 even

Se0mðx0; qÞ¼ 0 odd

ð38Þ

Field lines for some modes are shown in Fig. 8b.

4.4. Annular Elliptic Resonator

The annular elliptic waveguide in Fig. 9a is shown along
with the orthogonal elliptic coordinate system. The outer
ellipse with eccentricity e0 and the inner ellipse with ec-
centricity e1 form a confocal annular elliptic waveguide.
The distance between the two foci F and F 0 is 2h and is
related to the other structural parameters via the relation

2h¼ 2a0e0¼ 2a1e1 ð39Þ

where a0 and a1 are the semi–major axes of the outer and
inner ellipses, respectively. Alternatively, the eccentrici-
ties e0 and el are also expressed as

e0¼ 1= cosh x0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðb0=a0Þ

2
q

ð40Þ

and

e1¼ 1= cosh x1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðb1=a1Þ

2
q

ð41Þ

where b0 and b1 are the semi–minor axes of the outer and
inner ellipses, respectively. The axial coordinates of the
outer and inner ellipses are x0 and x1.

In a manner similar to the elliptic waveguide, the
eigenvalue equation for annular elliptic waveguide was
solved by Bräckelmann [8]. The relevant equations for TM
and TE modes follow.

Even modes, TEcmn:

Ce0mðx0; qcmnÞFey0mðx1; qcmnÞ

� Ce0mðx1;qcmnÞFey0mðx0;qcmnÞ¼ 0
ð42Þ

TMC011 TMC101 TMS111

TEC101 TEC011 TES111

(a)

(b)

F
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y

 

� = �0 

� = �1 

F ′

Figure 9. (a) Annular elliptic cavity resonator; (b) field configuration for some modes in annular
elliptic cavities.
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Odd modes, TEsmn:

Se0mðx0; qsmnÞGey0mðx1; qsmnÞ

� Se0mðx1; qsmnÞFey0mðx0; qsmnÞ¼ 0 ð43Þ

Even modes, TMcmn:

Cemðx0; qcmnÞFeymðx1;qcmnÞ

� Cemðx1; qcmnÞFeymðx0; qcmnÞ¼ 0
ð44Þ

Odd modes, TMsmn:

Semðx0; qsmnÞGeymðx1;qsmnÞ

� Semðx1; qsmnÞFeymðx0; qsmnÞ¼ 0
ð45Þ

In Eqs. (42)–(45), Cem(x, q) and Sem(x, q) are the even
and odd modified Mathieu functions of the first kind and
order m. Feym(x, q) and Geym(x, q) are the even and odd
modified Mathieu functions of the second kind and order
m [9]. The primes in Eqs. (42)–(45) denote the derivative
with respect to the argument x. The parameter q0cmn is the
nth parametric zero of Eq. (42), and qcmn is the nth para-
metric zero of Eq. (44). Similar explanation applies for
Eqs. (43) and (45) for the odd TE and TM modes.

The resonance wavenumber for annular elliptic cavity
is given by

krmnl¼
2
ffiffiffiffiffiffiffiffiffiffi
xrmn
p

ae

� �2

þ
lp
d

� �2
" #1=2

; l¼ 0; 1; 2; . . . ð46Þ

where

xrmn¼
q0rmn for TErmn modes

qrmn for TMrmn modes

(
ð47Þ

The annular elliptic resonators also supports four differ-
ent types of modes, namely, even TE and TM modes and
odd TE and TM modes. Field lines for some modes are
shown in Fig. 9b.

4.5. Spherical Resonators

Another cavity resonator shape is the spherical resonator.
Based on the solution of Maxwell’s equations in the spher-
ical coordinate system, the axial symmetry results in TM
modes containing Er , Ey, Hf, and TE modes containing
Hr , Hy, Ef. Because the origin is included inside the
hollow spherical cavity, the resonance condition is easily
obtained by setting Ey¼0 at r¼a, where a is the radius of
the sphere.

Solution of the transcendental equation

tan ka¼
ka

1� ðkaÞ2
ð48Þ

results in dominant TM101 resonance at

l0¼ 2:29a ð49Þ

and the second TM102 resonance at a wavelength of

l0¼ 1:4a ð50Þ

The modes in a spherical cavity are shown graphically in
Fig. 10.

The Q of a spherical cavity operating in the dominant
mode is

Q
d
l0
¼0:318 ð51Þ

and the equivalent shunt resistance is simply

R
d
l0
¼ 104:4 ð52Þ

4.5.1. Spherical Resonators with Reentrant Cones. Spher-
ical resonators with reentrant cones were found to be
suitable for realizing oscillators for klystrons [10].

I

Section through axis
TM101 mode

�0 = 1.4 a 
(a)

Section through equator

Axial section
TE101 mode
�0 = 2.29 a 

(b)

Equatorial section

Electric field
Magnetic field

a

I

Figure 10. Fields in a spherical cavity resonator at the first and
second resonant frequencies.
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It consists of a hollow conducting sphere of radius a and
two cones whose apex is at the center of the sphere and
subtends an angle of 2y0. Its structure and fundamental
mode fields are shown in Fig. 11.

The resonant wavelength is not a function of y, as is the
case in spherical resonators. The resonant wavelength is

l0¼ 4a ð53Þ

However, Q and R of the resonator are functions of the
angle y. The plots of Q(d/l0) and R(d/l0) [4] are given in
Figs. 12 and 13, respectively.

As can be seen, the maximum Q is obtained at y¼ 341
and is given by

Q
d
l0
¼ 0:1095 ð54Þ

and the maximum R occurs at y¼ 91 and is given by

R
d
l0
¼ 32:04 ð55Þ

4.6. Ellipsoid–Hyperbolic Waveguide Resonators

Another cavity resonator suitable for klystrons is of ellip-
soid–hyperboloid shape. This shape is a figure of revolu-
tion about the axis passing through its foci, as shown in

Fig. 14. The distance between foci a as well as the
hyperboloid that determines part of the resonator is
held constant. The normalized resonant wavelength l0/b,
where b is the equitorial radius, is plotted as a function of
the shape factor s0¼2b/a. Interestingly, the shape of the
resonators vary widely as the shape factor is increased.
Both the Q as well as the R are functions of the shape
factor. The Q(d/l0) and R(d/l0) (given in Ref. 4) are
plotted as a function of shape factor in Figs. 15 and 16,
respectively.

E
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	0

Figure 11. Spherical resonator with reentrant cones and fields
in the fundamental modes.
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Figure 12. Q(d/l0) for a spherical resonator with reentrant
cones.
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Figure 13. R(d/l0) of a spherical resonator with reentrant cones.
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Figure 14. Ellipsoid–hyperboloid resonator and normalized reso-
nant wavelength l0/b as a function of shape factor s0¼2b/a.
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4.7. Arbitrarily Shaped Resonators

The early work in microwaves focused on analytical and
numerical solutions of hollow waveguide problems. Most
of the attempts were to solve them for TE and TM modes,
either exactly or approximately. Ng [11] compiled the
methods used to calculate the cutoff wavenumbers of hol-
low waveguides. As pointed out there, three basic cross-
sectional shapes can be distinguished:

1. Convex shape

2. Nonconvex with smooth reentrant portion

3. Nonconvex with sharp reentrant portion

A resonant structure can be formed using any of these
shapes by closing the hollow waveguide with endwalls.
The cutoff wavenumbers can be found using references
given in Table II of Ref. 11. The resonant frequency can be
easily calculated. The basic equation to use is

k¼
2pf0

c
¼ ðkcÞ

2
þ

lp
d

� �2
" #1=2

; l¼0; 1; 2; . . . ð56Þ

5. FABRICATION

5.1. Materials

Microwave and millimeter-wave cavities are usually made
from the same material used for the waveguide such as
copper, brass, or aluminum. In order to provide low-loss
characteristics, the interior (and exterior) is plated with
low-loss materials such as silver and gold.

There exists a wide range of waveguide sizes to cover
frequencies from as low as 400 MHz–200 GHz. The oper-
ating bandwidth of the waveguide increases as the fre-
quency increases. Therefore, the method of fabrication is
very important in realizing low-loss or high-Q cavities.

Cavities are formed using short sections of wave-
guides. There are various approaches used in their
fabrication. The waveguide tubing formed using extrusion
process generally provides various dimensional tolerances
varying from 0.008 in. (0.2 mm) to 0.001 in. (0.025 mm). In
order to realize accurate waveguide dimensions, particu-
larly at millimeter wavelengths, the process of electro-
forming is generally used. A conducting or nonconducting
mandrel is used as a starting material in the electroform-
ing process. The mandrel is later removed to leave the
electroformed waveguide. Special-grade stainless-steel
mandrels with high surface finish can be used to electro-
form the waveguide. They are removed by heating and
applying uniform force. Nonconducting mandrels formed
using plastics or highly compressed wax can be used to
form complicated cross sections. Such mandrels can be
chemically dissolved to retain the final form of the elect-
roformed waveguide.

In most applications, the waveguide must interact with
cavities to realize the prescribed description of the com-
ponent. Fabrication from a solid metal block using a mill-
ing process is preferred because it provides an integrated
component for some complicated waveguide assemblies.
This approach reduces reflections and spurious transmis-
sion by minimizing interfaces or flanges.

5.2. Cavity Perturbation

At resonance the cavity contains equal amounts of aver-
age electric and magnetic energy. Any perturbation in the
structural dimensions or imperfections in the cavity wall
will require readjustment in resonant frequency such that
the electric and magnetic energies are equal. It is possible
to measure accurately the frequency shift Do/o, which can
be used to determine other parameters of the cavity [2].

5.3. Effects of Temperature and Humidity

The resonant frequencies of a cavity resonator depend on
the dimensional variations of the material used in the
construction as well as on the variations in the dielectric
constant.

As temperature changes, the dimensions of the cavity
change in accordance with the thermal expansion coeffi-
cient of the material used in its construction. The change
in the resonant frequency can be easily determined using
the equation for the resonant frequency for a given cavity
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Figure 15. Q(d/l0) of an ellipsoid–hyperboloid resonator as a
function of shape factor s0¼2b/a.
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Figure 16. R(d/l0) of an ellipsoid–hyperboloid resonator as a
function of shape factor s0¼2b/a.
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structure. This change can be minimized by bimetals with
a lower coefficient of thermal expansion.

Furthermore, the dielectric constant of the air within
an unsealed cavity also varies depending on the temper-
ature, atmospheric pressure, and humidity level.

5.4. Tunable Cavities

Various microwave and millimeter-wave applications re-
quire resonators that can be tuned frequently and at high
speeds. Both contacting as well as noncontacting plungers
are used to tune cavity resonators.

5.4.1. Contacting Plunger. A movable short circuit is
provided by the direct contact between the plunger and
the cavity walls. The plunger is typically a quarter wave-
length long at the center frequency. In order to provide
good electrical contact, the contacting plungers, as shown
in Fig. 17, have axial serrations. These serrated fingers
maintain sufficient pressure to scratch off any insulating
film formed inside the cavity walls. Because the contact is
made at or near a current node, the losses are minimized.
In some cases, particularly for millimeter-wave applica-
tions, a metal shoulder is also added to move the short
circuit reference plane forward. In this case, the actual
contact is not at or near a current node.

Contacting resonators have several disadvantages,
such as

* They provide erratic contact due to small metal par-
ticles and nonsmooth cavity interior walls.

* They are not repeatable because of the backlash in
the mechanical driving mechanism as well as the
friction between the contacting surfaces.

* The contact causes wear and produces an insulating
film, which results in increased contact resistance.
The increases losses will result in lower Q of the
cavity.

5.4.2. Noncontacting Plunger. The disadvantages of the
contacting plungers can be eliminated by using noncon-
tacting plungers. These plungers provide a near short

circuit over a wider frequency range. The impedance at
the face of the plunger is a complex impedance with a
low value of resistance. The capacitive, choke, or bucket-
type plungers, as shown in Fig. 18, provide reasonable
performance [5]. Multisection plungers are formed by
quarter-wavelength low–high–low impedance sections.
The leakage through these sections may cause parasitic
resonance; therefore, the back of the plunger section must
be terminated in the characteristic impedance of the
transmission line used to realize the cavity.

6. COUPLING INTO AND OUT OF CAVITIES

As we have seen, the cavities are essentially enclosed
structures. In order to use them, we must couple them to
transmission lines. We can use the coaxial line or any form
of waveguide to couple power into and out of the cavities.
In this sense, the input and output coupling structures act
as a load on the cavity. The cavity parameters, such as
resonant frequency and Q, are invariably affected by the
presence of these structures. The resonant behavior of the
cavities is exploited extensively in the realization of filters
with prescribed functional forms.

6.1. General Coupling

Coupling structures provide a means of coupling energy
into and/or out of the cavity. The excitation of the cavity
can be accomplished by electric or magnetic coupling. In
case of electric coupling, the electric field of the coupling
structure is parallel to the electric field of the cavity. The
magnetic coupling is provided when the magnetic field of
the coupling structure is parallel to the magnetic field of
the cavity.

The coaxial line can be used to provide either electric or
magnetic coupling.

1. Electric Probes. The center conductor of the coaxial
line acts as a probe. Its direction is parallel to the
direction of the electric field in the cavity.

2. Current Loops. The center conductor of the coaxial
line is terminated in a short circuit to form a loop.
The loop produces a magnetic field perpendicular to
the plane of the probe and in the same direction as
the magnetic field in the cavity.

(a)

(b)

Figure 17. Contacting plunger.

b

�g �g �g

4 4 4

Figure 18. Noncontacting plunger.
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Cavities are also excited by waveguides though aper-
tures formed by holes and slits (Fig. 19). The coupling
mechanism can be of electric or magnetic type.

1. Magnetic Coupling Apertures. The aperture is located
between the cavity and input waveguide such that
the magnetic field in the waveguide is parallel to the
magnetic field in the cavity. Round holes in the wall
separating the waveguide and cavity provide mag-
netic coupling.

2. Electric Coupling Apertures. The aperture is located
between the cavity and input waveguide such that
the electric field in the waveguide is normal to the
electric field in the cavity. A narrow slot in the wall
separating the waveguide and cavity can provide
electric coupling.

6.2. Coupling through Probes

One popular approach used to transfer energy from a co-
axial line to a waveguide is by electric probes. In a typical
configuration, the axis of the coaxial line is perpendicular
to the broadside of the rectangular waveguide. The center
conductor of the coaxial line protrudes through the wave-
guide wall and extends into the waveguide. The outer con-
ductor of the coaxial line is terminated at the waveguide
wall. The electric fields from the end of the center conduc-
tor terminate on the other broadside wall parallel to the
dominant E field of the waveguide. They are, therefore,
called electric probes. If the probe is shaped to form a cir-
cular loop and the end of the probe is terminated on the
broad wall of the waveguide, the current flow through this
loop will induce a magnetic field parallel to the dominant
H field of the waveguide. In this case, the probe is a mag-
netic current loop.

In an electric probe, the center conductor of the
coaxial line forms a radiating antenna. Depending on
the length or depth of this section, the input impedance

at the interface can be inductive or capacitive. For opti-
mum performance, the antenna should present a matched
load at the interface. The probe excites waveguide modes
that propagate in both directions; therefore, the energy is
divided equally in both directions. In order to redirect the
energy in the preferred direction, the other side is termi-
nated in a short circuit. In the case of rectangular wave-
guide cavities, the placement of the probe is determined
from one of the short-circuited ends. Invariably, a tunable
short circuit will be required for optimum transfer of pow-
er. The probe can be constructed with various lengths and
diameters. The distance between the probe and the short
circuit is determined experimentally.

The bandwidth of the probe can be improved by pro-
viding a broadband match at the interface. This can be
achieved by changing the length and diameter of the
probe. Other approaches include making the end round,
attaching a metal sphere at the end, or flaring the center
conductor. If direct current (DC) return is desired, the
probe can be terminated on the other broadwall, or it can
rest on a crossbar across the waveguide broad dimension.
Sometimes the probe is extended through the opposite
side of the waveguide to form another section of shorted
coaxial line. The position of the short circuit in this case
provides an additional variable.

The input impedance of a short-diameter coaxial an-
tenna is given by

Zin ffi l2 cos2 px0

a
sin2 2px1

lg
� jX ð57Þ

where l is length of the probe, x0 is the distance from the
center of the waveguide, and x1 is the distance from the
probe to the short circuit. The value of the reactance is
large, implying that the input impedance has a large ca-
pacitive component.

6.3. Coupling Holes in Waveguides

The coupling from a waveguide to a cavity can be provided
by apertures consisting of holes and slits. The aperture
can be infinitesimally thin or with finite thickness. The
insertion loss caused by a hole of finite thickness t is given
by

aT¼ abþ at ð58Þ

where ab is the attenuation resulting from the susceptance
of the hole and at is the attenuation in the below cutoff
waveguide hole.

6.3.1. Holes in a Rectangular Waveguide. For a hole of
diameter d in a rectangular waveguide normal to the di-
rection of propagation, the normalized susceptance B is
given by

B

Y0
ffi

3

2p
ablg

d3
ð59Þ

where Y0 is the characteristic admittance of the dominant
waveguide mode and lg is the guide wavelength of a

Coaxial
line

Coaxial
line

Cavity

(a) (b)

(c)

Waveguide Aperture

Figure 19. Cavity excitation using (a) loop coupling, (b) electric
probe coupling, and (c) aperture coupling.
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waveguide having broadside dimension a and smaller
dimension b.

The attenuation ab resulting from the hole is

ab¼20 log
B

2Y0
ð60Þ

and the attenuation resulting from the finite thickness
at is

at¼ 32

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 1:706
d

l

� �2
s

t

d
ffi 32

t

d
dB ð61Þ

where l is the operating wavelength.

6.3.2. Holes in a Circular Waveguide. For a hole of di-
ameter d normal to the direction of propagation in a cir-
cular waveguide of diameter 2a, the normalized
susceptance B is given by

B

Y0
¼

lg

4a
5:71

a3

d3
� 2:344

� �
ð62Þ

where Y0 is the characteristic admittance of the dominant
waveguide mode, and lg is the guide wavelength of the
dominant mode.

The attenuation ab resulting from the hole is

ab¼ 10 log
ðB=Y0Þ

2

4
� 1

" #
dB ð63Þ

and the attenuation at resulting from the finite thickness
is given by Eq. (61), and the total attenuation is calculated
using Eq. (58).

7. RESONATOR MEASUREMENTS

As described earlier, the resonator is described fully in
terms of the resonant frequency f0, the coupling coeffi-
cient, and the quality factors. The unloaded quality factor
Qu, loaded quality factor QL, and external quality factor
Qe are useful in various circuit analyses containing mi-
crowave cavities.

Experimental determination of the parameters is
straightforward using modern microwave network ana-
lyzers. In Fig. 20, single-port and two-port cavity mea-
surement setups are shown. The magnitude and phase of
the reflection and transmission coefficients are measured
to determine the resonator parameters.

7.1. Single-Port Resonator

The equivalent circuit of a single-port cavity resonator is
shown in Fig. 1, where R, L, and C are the equivalent
lumped resistance, inductance, and capacitance. The
equivalent parallel and series circuits of Figs. 1a and 1b
are also known as the detuned short and open configura-
tions, respectively. The equivalence between series and

shunt parameters of these resonant circuits is as shown in
the following table:

Parameter Series Tuned Parallel Tuned

f0
1ffiffiffiffiffiffiffi
LC
p

1ffiffiffiffiffiffiffi
LC
p

Qu
oL

R

R

oL

b
Z0

R

R

Z0

QL
Qu

1þb
Qu

1þ b

The input impedance of the circuit in Fig. 1a can be
rewritten as

Zin¼
R

1þ j2Qud
ð64Þ

where d¼ (o�o0)/o0 represents the frequency detuning
parameter [12]. By varying d, the locus of the impedance
given by Eq. (64) is determined. On a Smith chart, a
circular locus, as shown in Fig. 21 is obtained depending
on the coupling coefficient. For circle A, R¼Z0 and the
locus passes through the origin. This condition is
called critical coupling and corresponds to b¼1, implying
that it provides a perfect match to the transmission
line at resonance. The circle B with RoZ0 is called
undercoupled condition and bo1. Finally, the circle
C with R4Z0 is an overcoupled condition with
b41 [13].

The coupling coefficient for any cavity is calculated
using the measurement of reflection coefficient S11;o0

at
resonance. For the undercoupled case, we obtain

b¼
1� S11;o0

1þS11;o0

ð65Þ

Network
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(a) (b)

Network
analyzer

S-parameter
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S-parameter
test setup

Signal
generator

Signal
generator

DUT DUT

Figure 20. Measurement setup for (a) reflection and (b) trans-
mission resonator.
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and for the overcoupled case, we obtain

b¼
1þS11;o0

1� S11;o0

ð66Þ

The intersection of the impedance locus with
the real axis provides the value of b as shown in
Fig. 22.

Other quality factors can be determined from Eq. (64),
which can be rewritten as

�ZZin¼
Zin

Z0
¼

b
1þ j2Qud

¼
b

1þ j2QLð1þ bÞ
¼

b
1þ j2Qeb

ð67Þ

The Qu, QL, and Qe are related as

Qu¼QLð1þ bÞ¼Qeb ð68Þ

The normalized frequency deviations for unloaded, loaded,
and external quality factors are given by

du¼ �
1

2Qu
; dL¼ �

1

2QL
; de¼ �

1

2Qe
ð69Þ

From Eqs. (69) and (67), the impedance locus of Qu is de-
termined and is given by

ðZinÞu¼
b

1� j
ð70Þ

Equation (70) represents the points on the impedance
locus where the real and imaginary parts of the imped-
ance are the same. Figure 22 represents the locus of these
points (corresponding to R¼X) for all possible values of b.
This locus is an arc whose center is at Z¼ 07j, and the
radius is the distance to the point 07j. The intersection of
this arc with the impedance locus determines the Qu mea-
surement points:

Qu¼
f0

f1 � f2
ð71Þ

The frequencies f1 and f2 are called half-power points
because these points correspond to R¼X on the imped-
ance locus. The loaded and external Q values can be de-
termined in a similar way. Equations (67) and (69), the
impedances corresponding to Qe and QL, are given by

ðZinÞe¼
b

1� jb
ð72Þ

and

ðZinÞL¼
b

1� jð1þ bÞ
ð73Þ

By using Eqs. (72) and (73), the Qe and QL loci are easily
determined. These loci are shown in Fig. 22.

7.2. Two-Port Resonator

The equivalent circuit of a two-port cavity resonator is
shown in Fig. 23. In this case, the input and output cou-
pling are represented as b1 and b2. They are determined
from

b1¼
Y01

n2
1G

and b2¼
Y02

n2
2G

ð74Þ

where Y01 and Y02 are the admittances seen at the input
and output ports. The coupling coefficients are directly
determined by measuring the VSWR at the input and out-
put ports with the other port open-circuited.

The transmission response of such a resonant circuit
measured using the setup of Fig. 20, is shown in Fig. 23.
The coupling coefficients and the quality factors for two-
port resonators determined from the measurement of
the insertion loss T at resonant frequency and the 3 dB

Impedance
locus


3


5

1


2
6
4

r  = x

R = 1

= 1

Smith chart

B = G + 1

R = 0 R  = ∞  


Figure 22. Determination of b and the half-power points from
the Smith chart. Q0 locus is given by X¼R(B¼G); QL by X¼

Rþ1; Q0ext by X¼1.
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R = 1
R = 0 R = ∞   

B

A

C

Nearly
critical

Figure 21. Input impedance of a single-port resonant cavity on
the Smith chart for 3 degrees of coupling.
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bandwidth Df using the following well-known relations
[14]

T¼
2
ffiffiffiffiffiffiffiffiffiffi
b1b2

p

1þ b1þ b2

ð75Þ

QL¼
f0

Df
ð76Þ

Qu¼QLð1þ b1þ b2Þ ð77Þ

8. APPLICATIONS

A development of the cavity resonators was an important
milestone in microwave technology. Early work on cavity
resonators focused on cavities of regular shapes. But the
development of microwave oscillators and amplifiers re-
quired complex shapes to achieve the performance re-
quired in the development of klystrons, magnetrons,
and traveling-wave tubes. Some of those shapes were
covered in this article to illustrate the fact that different
cavity structures are required to achieve the desired
results.

Cavity resonators are also used extensively to measure
frequency or wavelength. Tunable cavities are made to
resonate at different frequencies by varying size and then
calibrating size against frequency.

Cavity resonators are now most widely used to develop
filters. Depending on the characteristics of the cavity, it
can be used for narrowband as well as wideband filters.
The applications of cavity resonators are concomitant with
those of filters. In that sense, cavity resonators have

applications in lowpass, bandpass, bandstop, and high-
pass filters. They are also used in diplexers, multiplexers,
and directional filters.

In the following sections, the preceding applications
will be reviewed and their key aspects will be highlighted.
Additional information can be found in other relevant
articles of this encyclopedia.

8.1. Applications in Microwave Tubes

There were many problems in the early development of
microwave valves that were caused by circuit elements
and their interconnections. The development of resonant
cavities led to the invention of klystron. The cavity reso-
nators were able to reduce the transit time. The capaci-
tance between the cathode and grid was used to resonate
with the low inductance provided by the cavity.

In klystron amplifiers, multiple cavities are used to al-
low bunching of electrons. Because the electromagnetic
fields in a cavity are changing as a function of time, the
alternating electric fields at the grid cause bunching of
electrons. By using another cavity at an optimum dis-
tance, the electrons are further bunched to build up oscil-
lations. The first ‘‘buncher’’ resonator is excited into
resonance through external means, and the second ‘‘catch-
er’’ resonator takes out the power. In klystron amplifiers,
internal feedback is also provided via openings in the
cavities.

In the reflex klystron, the electron beam is bunched by
passing through a single resonator. The reflector returns
the electron beam to this cavity at an optimum bunched
condition. At this time, the energy is extracted from the
cavity.

Magnetrons use various shapes of cavities to build os-
cillations and power. The power is extracted from one of
the resonators through a coupling loop or an iris.

In traveling wave tubes, cavities are used as part of the
slow wave structure. For additional information, refer to
the appropriate article in this encyclopedia.

8.2. Filters

In order to use cavity resonators in filter applications, a
reactance or susceptance slope parameter is generally re-
quired. The reactance slope parameter for a series reso-
nant structure is defined as

w¼
o0

2

dX

do

����
o¼o0

ohms ð78Þ

Similarly, the susceptance slope parameter for the parallel
resonant structure is defined as

B¼
o0

2

dG

do

����
o¼o0

siemens ð79Þ

From Eqs. (78) and (79), it is straightforward to see that
for a series resonant circuit at resonance

w¼o0L¼
1

o0C
ð80Þ
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Figure 23. (a) Equivalent circuit of a two-port resonator with
input and output transformers; (b) transmission response of a
two-port resonator.
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and

Q¼
w
R

ð81Þ

Similarly, for a parallel resonant circuit at resonance

B¼o0C¼
1

o0L
ð82Þ

and

Q¼
B

G
ð83Þ

In a bandpass filter design, impedance or admittance
inverters can be used with series or shunt-type resonant
structures. The reactance or admittance slope parameter
is related to filter prototype element values. The external
Q and coupling coefficients are also expressed in terms of
the reactance or admittance slope parameter. Inductive
posts or irises with impedance inverters can be used to
construct a bandpass filter. For details on waveguide fil-
ters, refer to the appropriate section in this encyclopedia.

8.3. Frequency Measurement

Both coaxial and waveguide resonators have been used in
commercially available wavemeters. The main require-
ment in selecting cavity dimensions is to ensure that the
cavity resonates in the fundamental mode, that there are
no degenerate modes, and that they are easy to manufac-
ture and calibrate.

These wavemeters are basically tunable cavities, and
when the length is lg/2, the cavity resonates by taking in
some energy from the transmission line, coaxial, or wave-
guide. This action will produce a dip in the transmitted
power. When the length of the cavity is calibrated, the
frequency or wavelength can be read off directly from the
dial. The extent of the dip depends on the amount of cou-
pling. The Q of wavemeter cavities is quite high, on the
order of 5000–10,000 depending on the desired accuracy.

In a coaxial-line wavemeter, as shown in Fig. 24, the
center conductor is used as a probe to couple energy to the
resonator. Noncontacting plungers with chokes are used

to provide a variable short position. The coaxial resonator
will resonate whenever the cavity length is a half-wave-
length. Measuring the change in plunger positions be-
tween two successive minima and multiplying by 2 will
give the wavelength of operation. Because of the large
surface area of the coaxial outer wall, the cavity Q is not
very high.

Cylindrical cavities are generally used for wavemeters,
as shown in Fig. 25. The currents in the TM01 mode flow
circumferential to the cavity cross section. Therefore, the
short-circuiting plunger does not need to have a good con-
tact and provides easy manufacturability. Furthermore,
other higher-order modes that require current flow in the
endplates are not supported. In order to prevent other
modes from being excited, two coupling holes in the side-
wall of a waveguide, which are a half-wavelength apart,
are used. The bandwidth of the coupling structures can be
increased by selecting an elongated hole.
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CELLULAR RADIO

WILLIAM C. Y. LEE

AirTouch Communication

The cellular radio system is sometimes called a mobile
phone system or a car phone system. Due to the daily needs
of subscribers, cellular systems have expanded consider-
ably all over the world. This article discusses the history of
cellular systems and the difficulty of deploying them in the
mobile radio environment, elaborating on employing dig-
ital cellular systems, Personal Communication Services
(PCS) mobile satellite systems, and the future IMT-2000
system.

1. HISTORY OF CELLULAR RADIO SYSTEMS

1.1. Analog System

1.1.1. Startup Period (1964–1987). In 1964, AT&T Bell
Labs actively developed a high-capacity mobile radio
phone system called Advanced Mobile Phone Service
(AMPS) [1], which is an analog frequency modulation
(FM) system. The system consists of many so-called cells.

Each cell has one or multiple transceivers. Because of the
cell formation, the system is referred to as a cellular sys-
tem. In the analog AMPS system, mobile units are com-
patible with all the cellular systems operating in the
United States, Canada, and Mexico. A spectrum of
50 MHz (limited to 825–849 MHz for mobile transmissions
and 869–896 MHz for base-station transmissions) is
shared by two cellular system providers in each market
(city). Each one provider operates over a bandwidth of
25 MHz in a duplex fashion (using 12.5 MHz in each di-
rection between cell sites and mobile units). There are 416
channels, comprising 21 setup channels and 395 voice
channels. The channel bandwidth is 30 kHz. Mobile cellu-
lar telecommunications systems [2] have two unique
features:

1. First, they invoke the concept of frequency reuse for
increasing spectrum efficiency. The same set of fre-
quency channels can be assigned to many cells.
These cells are called cochannel cells. The separa-
tion between two cochannel cells is engineered by
the D/R ratio (see Fig. 1), where D is the cochannel
cell separation and R is the cell radius. A 4-mi cell
implies R¼ 4 mi. The D/R ratio is characteristic of a
cellular system. If the D/R ratio is high, the voice
quality is improved by reducing the system’s user
capacity.

2. A second feature, handing off communications from
one frequency to another, occurs when a mobile unit
enters a new cell. The scheme is called a handoff in
North America and a handover in Europe. The sys-
tem handles this operation automatically, and the
users do not need to intervene. A good handoff

1

D

R
D = 4.6R

1

1 5

7

2

1

1

16

1

43

Figure 1. Hexagonal coils in an AMPS system: R¼ radius of
cells, D¼minimum separation of cochannel cells, q¼D/R¼4.6,
K¼number of cells in a cluster¼7. Clusters are indicated, and
the six cells that effectively interfere with cell 1 are numbered 2
through 7. The shaded cells are cochannel cells.
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algorithm can reduce both the call drop rates and
interference. In general, there are two kinds of han-
doffs: (1) soft handoffs, which implies making a new
connection before breaking the old one; and (2) hard
handoffs, which involves breaking the old connection
before making the new one.

The first installation of a cellular system occurred in
Tokyo in 1979, using a minor modification of AMPS. The
first AMPS cellular system installed in the United States
took place in Chicago in 1983. Analog cellular systems are
in use over most of the world, employing different versions
of AMPS: in Japan, the Nippon Telephone and Telegraph
(NTT) AMPS system; in the UK, the Total Access Com-
munications System (TACS); and in northern Europe, the
Nordic Mobile Telephone (NMT). The major difference is
their reduced channel bandwidths of 25 kHz instead of
30 kHz as in AMPS.

1.1.2. Mature Period (1987–1992). From 1987 to
1992, the 90 MSA (metropolitan statistical area) markets,
as well as most of the 417 RSA (rural service area) mar-
kets, had cellular operations in the United States. The
number of subscribers reached 1 million. The cell split
(reducing the size of cells) technique and dynamic
frequency assignment were applied to increase the user
capacity.

When the cell radius R is less than half a kilometer, the
cell is called a microcell. In such small cells it is harder to
reduce the so-called cochannel interference in order to in-
crease capacity, requiring special technological approach-
es called microcell technology. The world was also
becoming more aware of the potential future markets.
Suddenly, finding the means to increase capacity became
urgent.

1.2. Digital System

1.2.1. Introduction Period. In 1987, the capacity of the
AMPS cellular system started to show its limitations. The
growth rate of cellular subscribers far exceeded expecta-
tions. In 1987, the Cellular Telecommunication Industry
Association (CTIA) formed a Subcommittee for Advanced
Radio Technology to study the use of a digital cellular sys-
tem [3] to increase capacity. At that time, the Federal
Communications Commission (FCC) had clearly stated
that no additional spectrum would be allocated to cellu-
lar telecommunications in the foreseeable future. There-
fore, the existing analog and forthcoming digital systems
would have to share the same frequency band. In Decem-
ber 1989, a group formed by the Telecommunication In-
dustry Association (TIA) completed a draft of a digital
cellular standard.

The digital AMPS, which must share the existing spec-
trum with the analog AMPS, is a duplex time-division
multiple-access (TDMA) system. The channel bandwidth
is 30 kHz. There are 50 TDMA frames per second in each
channel. Three or six timeslots per frame can serve three
calls or six calls at the same time in one channel. The

speech coding rate is 8 kbps (kilobits) per second. An
equalizer is needed in the receiver to reduce the inter-
symbol interference that is due to the spread in time delay
caused by the dispersed time arrival of multipath waves.
The North American TDMA system was first called IS-54
by the TIA. Later, the system was modified and renamed
IS-136.

During this period, not all mobile telephone systems in
Europe were compatible. A mobile phone unit working in
one country could not operate in another country. In 1983,
in response to the need for compatibility, a special task-
force, the Special Mobile Group [4], was formed among
European countries to develop a digital cellular system
called GSM (group of special mobile systems) in 1994, then
renamed to stand for global system for mobile communi-
cations. The operating principles of the GSM system re-
semble those of the AMPS in radio operation, but the
system parameters are different; this will be described
later.

In the United States, in addition to the TDMA being
considered above, another particularly promising tech-
nology is code-division multiple access (CDMA) [3]. It
is a spread-spectrum technique with a bandwidth of
1.25 MHz. The maximum number of traffic channels is
55. This CDMA system is called IS-95 or cdmaone.

There are three mobile data systems in the United
States: Ardis, operated by IBM/Motorola; Ram, operated
by Ericsson; and CDPD (Cellular Digital Packet Data)
system. The transmission rates for all data systems are
around 8 kbps. Only CDPD operates in the cellular spec-
trum band.

1.2.2. The Future. Starting in 1996, the so-called PCS
systems were deployed. They were cellular-like systems,
but operated in the 1.8 GHz band in Europe and the
1.9 GHz range in North America. In Europe, the so-called
DCS-1800 PCS systems were endorsed, which are based
on the GSM system. In the United States, the PCS had
three versions: DCS-1800 (a GSM version), TDMA-1900
(IS-136 version), and CDMA-1900 (IS-95 version). The
PCS could have six operational licenses (A, B, C, D, E, F)
in each city. Therefore, more competitors would be in the
mobile phone services business.

In addition, the mobile satellite systems that use the
LEO concept (low-Earth orbit) were deployed. Iridium
(66 satellites) and Globalstar (48 satellites) were launched
at 900 km and 400 km altitudes, respectively. These sys-
tems can integrate with cellular systems and enhance cel-
lular coverage domestically and roam internationally as a
global system. Other LEO systems are also in the devel-
opment stage. There is a special LEO system called
Teledesic that will be operating at 26 GHz with 840 satel-
lites in orbit. This system is used for wideband data and
video channels to serve subscribers in a high capacity
network.

A future cellular system, called the International Mo-
bile Telephone (IMT-2000) system, is now in the planning
stage. A universal cellular standard (or PCS) system with
high capacity and high transmission rate was realized by
the year 2002.
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2. MOBILE RADIO ENVIRONMENT: A DIFFICULT
ENVIRONMENT FOR CELLULAR RADIO SYSTEMS

2.1. Understanding the Mobile Radio Environment

2.1.1. The Limitations of Nature. In the mobile radio en-
vironment, there are many attributes that limit the sys-
tem performance for wireless communication. In the past,
there were attempts to adapt digital equipment such as
data modems and fax (facsimile) machines used for wire-
line to cellular systems. The data engineers at that time
only realized the blanking and burst interruption in the
voice channel as a unique feature of handoffs and power
control. They modified data signaling by overcoming the
impairments caused by blanking and burst signaling in-
terruption. This modified data modem did not work as ex-
pected in the cellular system. Actually, the blanking and
burst interruption scheme was not the sole cause of the
inadequate data transmission and would have been rela-
tively easy to handle. But without entirely understanding
the impairments, the unexpected poor performance could
not be offset by merely overcoming the blanking and burst
signaling impairment.

2.1.2. Choosing the Right Technologies. In designing ra-
diocommunication systems, there are many different tech-
nologies, and among them no single technology is superior
to the others. Choosing a technology depends on real con-
ditions in the environment of a particular communication.
In satellite communication or microwave link transmis-
sion, the radio environments are different from that of the
mobile radio environment. There are many good technol-
ogies that work in satellite communication and microwave
link transmission, but they may not be suitable for the
terrestrial mobile radio environment. Therefore, choosing
the right technology must depend on the transmission en-
vironment.

2.2. Description of the Mobile Radio Environment

The mobile radio environment is one of the most complex
ones among the various communication environments.

2.2.1. Nature Terrain Configuration. Because the anten-
na height of a mobile unit or a portable unit is very close to
the ground, the ground-reflected wave affects the recep-
tion of the signal from the transmitting site via the direct
path. The free-space loss is 20 dB/dec (dec stands for de-
cade, a period of 10) or, in other words, it is inversely pro-
portional to the distance d� 2. However, in the mobile
radio environment, due to the existing ground-reflected
wave and the small incident angle y, as shown in Fig. 2,
the total energy of the ground-reflected wave is reflected
back to space. Due to the nature of electromagnetic waves,
when the wave hits the ground, the phase of the wave
changes by 1801. Therefore, at the mobile, the direct wave
and reflected wave cancel each other instead of adding
constructively. As a result, the signal that is received be-
comes very weak. A simple explanation is as follows. If the
pathlength of the direct wave is d, the pathlength of
the reflected wave is dþDd. Then the received power
of the two combined waves is proportional to d� 4 as

demonstrated below

Pr /
1

d
�

1

dþDd

� �2

¼
Dd

dðdþDdÞ

� �2

¼
ðDdÞ2

d4
ð1Þ

where Dd is assumed to be much less than d and Dd is a
function of the antenna height h1 at the base station.
From Eq. (1), the mobile radio path loss follows the inverse
fourth-power rule or 40 dB/dec, and the antenna height
gain follows the second-power rule or 6 dB/oct. In the mo-
bile radio environment, the average signal strength at the
mobile unit varies due to the effective antenna height he at
the base station measured from the mobile unit location.
Since the mobile unit is traveling, the effective antenna
height is always changing as a function of terrain undu-
lations, and so is the average signal strength. This phe-
nomenon is shown in Fig. 3.

This two-wave (direct wave and ground-reflected wave)
model is only used to explain the propagation loss of 40 dB/
dec in the mobile radio environment, not the multipath
fading.

2.2.2. Humanmade Effects
2.2.2.1. Humanmade Communities. These can be classi-

fied as metropolitan areas, urban areas, suburban areas,
open areas, and so on. The distribution of buildings and
homes depends on the population size. The reception of
the signal is affected by the differences in humanmade
communities and results in different propagation path
loss.

2.2.2.2. Humanmade Structures. Different geographic
areas use different construction materials, different types
of construction frames, and different sizes of buildings.

Cities such as Los Angeles, San Francisco, and
Tokyo are in earthquake zones and follow earthquake
construction codes. The signal reception in those cities is
different from that in others. Humanmade structures will
affect the propagation path loss and multipath fading due

Mobile
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Direct wave

Ground-reflected wave h2

h1

Figure 2. Two-wave propagation model.
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Figure 3. Effective antenna heights at base station based on dif-
ferent locations of mobile stations.
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to reflection and the signal penetration through the
buildings.

2.2.2.3. Humanmade Noise. This can be classified into
two categories: industrial noise or automotive ignition
noise. The high spikes in automotive ignition or in ma-
chines are like impulses in the time domain; their power
spectrum density will cover a wide spectrum in the indus-
trial frequency domain. At 800 MHz, automotive ignition
noise is determined by the number of vehicles. For a traffic
volume from 100 cars/h to 1000 cars/h, the noise figure
increases 7 dB. As the application of ultra-high-frequency
(UHF) devices and microwave systems increase, so does
the noise pollution for cellular systems. As we will men-
tion later, a communication system is designed to main-
tain the minimum required carrier-to-interference ratio
(C/Is). The interference I may, under certain circumstanc-
es, be included in noise the N. If the interference level is
higher, the level of the carrier, C should also be higher in
order to meet the (C/I)s requirement. This means that
when the humanmade noise level is high, either the trans-
mission power at the base station should be increased or
the cell size must be reduced.

2.2.3. Moving Medium. If the mobile unit is in motion,
the resulting signal from multipath waves at one location
is not the same at another; thus the mobile receiver ob-
serves an instantaneous fluctuation in amplitude and
phase. The amplitude change is called Rayleigh phase,
and the phase change is a uniformly distributed process,
or random FM in FM systems. The signal fading can be
fast or slow depending on the speed of the vehicle. When
the vehicle speed is slow, the average duration of fading is
long. This average fading duration can be, for example,
7 ms at � 10 dB below the average level when the vehicle
speed is 24 km/h at a propagation frequency of 850 MHz.
In an analog system, a fade duration of 7 ms does not affect
the analog voice; the ear cannot detect these short fades.
However, the fade duration of 7 ms is long enough to cor-
rupt the digital (voice and data) transmissions. At a trans-
mission rate of 20 kbps, 140 bits will sink in the fade.
Furthermore, the vehicle speed of all the users is not con-
stant, and the use of interleaving and channel coding to
protect the information bits is very difficult. Furthermore,
voice communication is operating in real time unlike data
transmission which can be in any time-delay fashion.
Many schemes used by data communication cannot be
used for digital voice communication.

2.2.4. Dispersive Medium. Because of humanmade
structures, the medium becomes dispersive. In a disper-
sive medium, two phenomena occur. One is time delay
spread and the other is selective fading. The time delay
spread is caused by a signal transmission from the base
station reflected from different scatterers and arriving at
the mobile unit at different times. In urban areas, the
mean time-delay spread D is typically 3ms; in suburban
areas, D is typically 0.5 ms. In an open area, D is typically
0.2 ms, and in an in-building floor, D is around 0.1ms or
less. These time delay spreads do not affect the analog
signal because the ear cannot detect the short delay

spread. However, in a digital system when a symbol (bit)
is sent, many echoes arrive at the receiver at different
times. If the next symbol is sent out before the first one
dies down, intersymbol interference occurs. The dispersive
medium also causes frequency selective fading (Fig. 4).

The selective fading will not harm the moving receiver
because when the mobile unit is moving, only the average
power is considered. Then, in order to make a mobile
phone call when the mobile unit is at a standstill, it usu-
ally requires that all the signal strengths from four fre-
quencies have two strong setup channels and two strong
voice channels. A pair of frequencies is formed by a chan-
nel carrying a call on both a forward link and a reverse
link. When the mobile unit is moving, the average power
of the four frequencies is the same. Then we base our
quality estimates on one (C/I)s value. But when the mobile
unit is still, the signals of four frequencies at one location
are different due to frequency selective fading. Unless all
four frequencies are above the acceptable threshold level,
the call cannot be connected.

2.3. Concept of C=I

In designing high-capacity wireless systems, the most im-
portant parameter is the carrier-to-interference ratio
(C/I). The C/I ratio and the D/R ratio are directly halted.
The D/R ratio is determined by the C/I ratio. Usually, with
a given received signal level C, the lower the interference
level, the higher the C/I ratio and hence the quality
improves. There is a specific C/I level, namely (C/I)s,
that the system design criterion is based on. We may de-
rive the relationship between C/I and D/R as follows. As-
sume that the first tier of six cochannel interference cells
is the major cause for the interference I. Based on the
40 dB/dec propagation rule, we obtain

C

I
¼

C

P6

i¼ 1

Ii

	
C

6 . Ii
¼

R�4

6 .D�4
¼
ðD=RÞ4

6
ð2Þ

A general equation of the cochannel interference reduc-
tion factor q can be expressed, from Eq. (2), as

q¼ ðD=RÞs¼ ð6ðC=IÞsÞ
1=4

ð3Þ

where (C/I)s is obtained from a subjective test correspond-
ing to the required voice (or data) quality level, as mentioned
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Figure 4. Time delay spread D at the receiving end when trans-
mitting one bit in a dispersive medium.
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previously. Equation (3) is plotted in Fig. 5. The (C/I)s ratio
is chosen according to either the required voice or data
channel quality.

2.4. The Predicted Signal Strength Models

Since the (C/I)s is a system design parameter, system
planning engineers would like to use an effective model
to predict both C and I in a given area. There are two dif-
ferent prediction models. One predicts the average signal
strength along the radio path based on the path loss slope.
The Okumura and Hata models [5,6] represent these
types of models. The other predicts the local mean signal
strength along a particular mobile path (street or road)
based on the particular terrain contour. Lee’s model [7]
represents these types of models.

3. REASONS FOR DIGITAL CELLULAR

3.1. Compatibility in Europe

Again, due to the lack of a standard mobile radio system in
Europe during the early 1980s, the mobile phone unit used
in each country could not be used in other countries.
Starting in 1982, ETSI (European Telecomms Standard
Institute) formed a group called the Group of Special Mo-
bile to construct an international mobile radio system
called GSM for Europe. The system chosen was to be a
digital system using TDMA for the access scheme. The
GSM advanced intelligent network (AIN) was adopted
from the wireline telephone network. GSM was the first
digital mobile phone system in the world.

3.2. Capacity in North America

The frequency spectrum is a very limited resource com-
monly shared by all wireless communications. Among the
wireless communications systems, cellular is the most spec-
tral efficient system where the so-called spectral efficiency
is related to the number of traffic channels per cell. From
this number, we can derive the erlang/cell ratio, which
translates to erlangs/km2, or the number of traffic chan-
nels/km2 based on the traffic model and the size of the cells.

However, a spectrum of only 50 MHz has been allocated
to cellular operators in the United States. Furthermore,
since two operators are licensed in each market, the spec-

trum of 50 MHz must be split in two. Therefore, system
trunking efficiency is reduced and interference caused by
an operator in one market often contaminates the other
operator’s allocated spectrum. Furthermore, manufactur-
ing companies were always considering lowering the cost
of cellular units and increasing sales volume. As a result,
the specification of cellular units could not be kept tight,
and thus more interference prevailed. Once interference
increased and could not be controlled by cellular opera-
tors, both voice quality and system capacity decreased.

In 1987, the top 10 U.S. markets were already feeling
the constraints of channel capacity; they would not be able
to meet the market demand in the future. The solution for
this increasing need for high capacity was to go digital
[1–3]. Going digital was the best solution because of the
nature of the digital waveform. If system compatibility is
not an issue, the top 10 U.S. markets might and could go
digital by themselves. However, for the sake of compat-
ability the United States needed one standard for the
entire North American cellular industry.

3.3. The Advantages of a Digital System

Digital systems offer the following advantages:

1. The digital waveform is discrete in nature. There-
fore, the digital waveform can be regrouped easily
for transmission needs.

2. Digital transmission is less susceptible to noise and
interference.

3. Digital modulation can confine the transmitted en-
ergy within the channel bandwidth.

4. Digital equipment may consume less battery power,
and hence may reduce equipment weight.

5. Digital systems can provide reliable authentication
and privacy (encryption).

4. REQUIREMENT FOR CELLULAR AND PCS

In 1996, the Telecommunications Act Bill was passed by
the U.S. Congress and stated, in simple terms, that every-
one could get into everyone’s business. Cellular service is
moving toward digital and is trying to compete with PCS.
The PCS spectrum was auctioned in early 1996. There are
wideband PCSs and narrowband PCSs (see Fig. 6). The
spectrum of wideband PCS is allocated at 1900 MHz in
order to operate the same technology as the cellular sys-
tem. The spectrum of narrowband PCS is allocated at
900 MHz and is used for two-way paging. The joint re-
quirements of both cellular and PCS are as follows:

From the end user’s perspective—the PCS and cellular
units should be light in weight and small in size, and
have long talk-time capabilities without battery re-
charging and good quality in voice and data. The
unit should be employable for initiating and receiv-
ing calls anywhere using any telephone feature. The
important requirement of PCS and cellular is to
please the vast majority of subscribers who always
prefer to carry a single unit, not many units. This
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Figure 5. Relationship between q and (C/I)s [Eq. (3)].
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unit can be classified according to the different
grades of service.

From the system provider’s perspective—the PCS
should provide full coverage and large system ca-
pacity to serve end users. An end user unit ideally
should be serviced by one system with different
grades of service and unless there are natural limi-
tations by the various personal communication en-
vironments (such as mobile vehicle, pedestrian, and
indoor public communication). Then one end user
unit should be capable of accessing more than one
system.

5. DIGITAL MODULATIONS AND MULTIPLE ACCESS

5.1. Digital Modulation Schemes

Digital modulation schemes can be selected to confine the
transmitted energy of a digital voice signal in a given fre-
quency bandwidth while transmitting in a mobile radio
environment. The information may have to be modulated
by signal phases or frequencies, rather than amplitudes,
because the multipath fading impairs the signal ampli-
tude.

5.2. Multiple Access

Digital transmission can use time-division multiple access
(TDMA), frequency-division multiple access (FDMA), or
code-division multiple access (CDMA), but in analog
transmission only FDMA can be used. FDMA provides
many different frequency channels, where each is as-
signed to support a call. TDMA means chopping a rela-
tively broadband channel over time into many timeslots.
Each timeslot is assigned to support a call. CDMA means
generating many different code signatures over a long
code-bitstream channel, where each code signature is as-
signed to convey a call. FDMA is a narrowband system. It

is a low-risk system to develop but was voted down by the
industry in 1987. FDMA is not suitable for high-speed
data transmission. TDMA was first developed in Europe
and is called GSM. TDMA has been developed in North
America. For the ADC (American Digital Cellular system),
CDMA needs more advanced technology and is relatively
harder to implement than the other two multiple-access
schemes, especially in the mobile radio environment.
However, the improved user capacity of CDMA has given
the cellular industry the incentive to develop this system.
Therefore, digital transmission in the mobile radio envi-
ronment has only two competing multiple accesses. The
North America selected TDMA based on the influence
from the European GSM.

6. SPECIFICATIONS FOR DIFFERENT CELLULAR/PCS
SYSTEMS

6.1. Analog Systems

Each traffic channel in an analog system uses two fre-
quencies, one receiving and one transmitting frequency. In
general, we often refer to ‘‘a 30-kHz channel’’ when we
really mean a bandwidth of 30 kHz on one of two frequen-
cies. Therefore, the total occupied spectrum for each traffic
channel is 60 kHz. There are three analog systems: The
AMPS from North America, the NTT system from Japan,
and the TACS system from the UK. Their specifications
are listed in Table 1.

6.2. TDMA Systems

The following TDMA systems can be grouped into two dif-
ferent duplexing techniques, FDD and TDD:

FDD. Frequency-division duplexing, where each traffic
channel consists of two operational frequencies. The
analog system can use only a FDD system, whereas
the digital system has a choice.

Wideband PCS – for cellular- like systems

Narrowband PCS – for two-way paging systems

Five 50 kHz channels paired with 50 kHz channels

Three 50 kHz channels paired with 12.5 kHz channels

Three 50 kHz unpaired channels

UV unlicensed voice
UD unlicensed data

Base Rv

1800 1870

15 5 105 5 5 5 5 5515 15 15 1515

D D B E F CB EF C UD

UV

A A

1850 1900 1950 19901930 1970

Base Tx

901.00 .05 .1 .15 .20 901.25 940.00 .05 .1 .15 .20 940.25 MHz

901.75
.7625 .7750

901.7875 930.40 .45 .50 930.55 MHz

940.75 .80 .85 940.90 MHz
Figure 6. Spectrum allocated for wideband
PCS and narrowband PCS.
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GSM. The term GSM often implies DCS-1800 and
DCS-1900 services. They are in the same family,
only the carrier frequencies are different. We list
the physical layer parameters in Table 2.

NA-TDMA (North American-TDMA). NA-TDMA,
sometimes called ADC, is North America’s standard
system. It incorporates both 800 MHz and 1900 MHz
system versions. The network follows philosophy of
the GSM intelligent network. The physical layer is
shown in Table 3.

The PDC (personal digital cellular) system. This sys-
tem was developed in Japan and is very similar to the
NA-TDMA system, but its radio carrier bandwidth is
25 kHz.

IDEN (integrated digital enhanced network). This sys-
tem was developed by Motorola. It was called MIRS
(mobile integrated radio system); then Motorola mod-

ified the system and renamed it IDEN. This system
uses the SMR (Special Mobile Radio) band, which is
specified by Part 90 of FCC CER (Code of Federal
Regulations) in the private sector. The system now
can be used cellularlike commercial services. The
physical parameter system is as follows:

1. Full-duplex communication system

2. Frequency: 806–824 MHz (mobile transmitter),
851 MHz

3. Channel bandwidth: 25 kHz

4. Multiple access: TDMA

5. Number of timeslots: 6

6. Rate of speech coder: VSELP (vector sum excita-
tion linear predicted)

7. No equalizer implemented

8. Handoff

9. Transmission rate: 6.5 kbps/slot

10. Forward error correction: 3 kbps

11. Dispatch capability
Table 2. Physical-Layer Parameters of GSM

Parameter Specifications

Radio carrier bandwidth 200 kHz
TDMA structure 8 timeslots per radio carrier
Timeslot 0.577 ms
Frame interval 8 timeslots¼4.615 ms
Radio carrier number 124 radio carriers (935–960 MHz

downlink, 890–915 MHz uplink)
Modulation scheme Gaussian minimum shift keying

with BTa
¼0.3

Frequency hopping Slow frequency hopping
(217 hops/s)

Equalizer Equalization up to 16ms time dis-
persion

Frequency hop rate 217 hops/s
Handover Hard handover

aBT¼ bandwidth � time.

Table 3. Physical Layer of NA-TDMA

Parameter Specifications

Radio carrier band-
width

30 kHz

TDMA structure 3 timeslots per radio carrier
Timeslot 6.66 ms
Frame interval 20 ms
Radio carrier number 2 � 416 (824–849 MHz reverse link,

869–894 MHz forward link)
Modulation scheme

p
4
�DQPSK

Equalizer Equalization up to 60ms time dis-
persion

Table 1. Large-Capacity Analog Cellular Telephones Used in the World

Japan North America United Kingdom

System transmission frequency
(MHz)
Base station 870–885 869–894 917–950
Mobile station 925–940 824–849 872–905

Spacing between transmission
and receiving frequencies
(MHz)

55 45 45

Spacing between channels (kHz) 25, 12.5 30 25
Number of channels 600 832 (control channel 21 � 2) 1320 (control channel 21 � 2)
Coverage radius (km) 5 (urban area) 2–20 2–20

10 (suburbs)
Audio signal: type of modulation FM FM FM
Frequency deviation (kHz) 75 712 79.5
Data transmission rate (kbps) 0.3 10 8
Message protection Transmitted signal is

checked when it is sent
back to the sender by the

receiver.

Principle of majority decision is
employed.

Principle of majority decision is
employed.

Source: Report from International Radio Consultative Committee (CCIR) 1987.
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TDD. Time-division duplexing, where transmission
and reception are shared by one frequency. Certain
timeslots are for transmission and certain timeslots
are for reception.

CT-2 (Cordless Phone Two). CT-2 was developed by
GPT Ltd. in the UK for so-called telepoint applica-
tions. Phone calls can be dialed out but cannot be re-
ceived. The transmission parameters for CT-2 are as
follows:

1. Full-duplex system

2. Voicecoder: 32 kbps adaptive differential pulse-
code modulation (ADPCM).

3. Duplexing: TDD, where portable and base units
transmit and receive on the same frequency but
different timeslots

4. Multiple access: TDMA-TDD, up to four multi-
plexed circuits

5. Modulation: p/4 DQPSK differential QPSK, rolloff
rate¼ 0.5

6. Data rate: 192 ksym/s (192 kilosymbols per second
or 384 kbps)

7. Spectrum allocation: 1895–1918.1 MHz (this spec-
trum has been allocated for private and public use)

8. Carrier frequency spacing: 300 kHz

PHS (personal handy-phone system). It was developed
in Japan. Now there are three operators: NTT, STEL,
and DDI. The system serves for the low-tier subscrib-
ers, such as teenagers. There are around 7 million
customers. The specifications for transmission pa-
rameters are as follows:

1. Full-duplex system

2. Voicecoder: 32 kbps adaptive differential pulse-
code modulation (ADPCM)

3. Duplexing: TDD, where portable and base units
transmit and receive on the same frequency but
different timeslots

4. Multiple access: TDMA-TDD, up to four multi-
plexed circuits

5. Modulation: p/4 DQPSK, rolloff rate¼ 0.5

6. Data rate: 192 ksym/s (or 384 kbps)

7. Spectrum allocation: 1895–1918.1 MHz (this spec-
trum has been allocated for private and public use)

8. Carrier frequency spacing: 300 kHz.

Another system called PACS (personal access commu-
nication systems) [3] is in the same system family as PHS.

DECT (Digital European Cordless Telephone) [3]. DECT
is a European standard system for slow-motion or in-
building communications. Its system structure is as
follows:

1. Duplex method: TDD

2. Access method: TDMA

3. RF (radiofrequency) power of handset: 10 mW

4. Channel bandwidth: 1.728 MHz/channel

5. Number of carriers: five (a multiple-carrier system)

6. Frequency: 1800–1900 MHz

DECT’s characteristics are as follows:

1. Frame: 10 ms

2. Timeslots: 12

3. Bit rate: 38.8 kb/slot

4. Modulation: GFSK (Gaussian filtered FSK)

5. Handoff: yes

6.3. CDMA Systems

CDMA is another multiple-access scheme using different
orthogonal code sequences to provide different call
connections. It is a broadband system and can be classi-
fied by two approaches: (1) frequency-hopping system
approach [3] and (2) direct-sequence system approach
[3]. The commercial CDMA system applies the direct-
sequence approach. Developed in the United States,
it is called the IS-95 Standard System. The first CDMA
system was deployed in Hong Kong and then in Los
Angeles in 1995. CDMA is a high-capacity system. It
has been proved, theoretically, that CDMA system
capacity can be 20 times higher than analog capacity.
In a CDMA system, all the cells share the same radio
carrier in an operating system. The handoff from cell
to cell is soft (i.e., not only is the frequency kept
unchanged, but the cell is connected in both the old
cell and the new cell in the handoff region). The IS-95
CDMA is now called cdmaone. The CDMA radio specifi-
cations are as follows:

1. CDMA shares the spectrum band with AMPS

2. Total number of CDMA radio carriers is 18.

3. Radio carrier bandwidth is 1.2288 MHz.

4. Pseudo noise (PN) chip rate is 1.2288 Mchips/s

5. Pilot channel is one per radio carrier.

6. Power control step is 1 dB in 1 ms.

7. Soft handoffs are used.

8. Traffic channels are 55 per each radio carrier.

9. Vocoder is qualcomm (quadrature) code-excited lin-
ear prediction (QCELP) at a variable rate.

10. Modulation is quaternary (quadrature) phase shift
keying (QPSK).

11. Data frame size is 20 ms.

12. Orthogonal spreading is 64 Walsh functions.

13. Long PN code length is 242
� 1 chips.

14. Short PN code length is 215–1 chips.

6.4. Mobile Satellite Systems

Mobile satellite systems (MSSs) are used to enhance ter-
restrial radiocommunication, either in rural areas or in
terms of global coverage. Therefore, MSS becomes, in a
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broad sense, a PCS system. By taking advantage of
reduced transmitting power and short time delays, the
low-Earth orbit (LEO) systems are being developed. How-
ever, there is a drawback. Each LEO system needs many
satellites to cover the planet. There are many LEO sys-
tems, as shown in Table 4. There is also another LEO re-
ferred to as the Teledesic system, which will operate at
24 GHz with a spectrum band of 500 MHz. This LEO sys-
tem is not just for enhancing cellular or PCS coverage, but
also can replace the terrestrial long-distance telephone
network in the future.

6.5. IMT-2000

Since the CDMA One system has been successfully
deployed in Korea and the United States, in mid-1997
the European countries under the auspices of the so-called
(ETSI) European Telecommunications Standard Institute,
Japan (ARIB) Association of Radio Industrial and
Business, and the United States (TIA) Telecom Industri-
al Assoc. began planning a universal single-standard
system for the so-called IMT-2000 (International
Mobile Telephone—Year 2000). There are three general
proposals. The proposals disagree on many issues,
but they do agree on the following general guideline
principles:

1. Use wideband CDMA (WCDMA).

2. Use direct sequence as spread-spectrum modula-
tion.

3. There should be a multiband, single mobile unit.

4. The standard band should be 5 MHz.

5. There is a need for international roaming.

6. There should be IPR (intellectual property right)
issues in developing the new global system among
all the international vendors.

The IMT-2000 system will require a great deal of com-
promise in selecting technologies due to the political dif-
ferences in the international standards bodies. The formal
IMT-2000 system will be adapted by the ITU (Internation-
al Telecommunication Union). A single universal IMT-
2000 was established by the year 2000.
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1. INTRODUCTION

Any signal can be considered to be composed of several
sinusoidal components with different frequencies, ampli-
tudes, and phases. Filtering is one of the fundamental
methods in signal processing, where the signal is pro-
cessed by a linear system that changes the amplitudes and

Table 4. Comparative Low-Earth-Orbiting Mobile Satellite Service Applications

System Characteristics
Loral/

QUALCOMM Motorola Iridium TRW Odyssey
Constellation

ARIES (b) Ellipsat ELLIPSO

Number of satellites 48 66 12 48 24
Constellation altitude

(North Meridian)
750 421 5600 550 1767 � 230

Unique feature Transponder Onboard processing Transponder Transponder Transponder
Circuit capacity (U.S.) 6500 3835 4600 100 1210
Signal modulation CDMA TDMA CDMA FDMA/CDMA CDMA
Gateways in USA 6 2 2 5 6
Gateway spectrum band C band existing New Ka band New Ka band Unknown Unknown
Coverage Global Global Global Global Northern Hemisphere
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phases of these components, but not their frequencies. In
the most usual form, filtering can be used to let pass or to
reject selected frequency bands, ideally with no attenua-
tion at the passbands and infinite attenuation at the stop-
bands. This article discusses a class of approximations to
this kind of ideal filter, known as Chebyshev filters. It
starts with a discussion on a technique for the derivation
of optimal magnitude filters, then discusses the direct and
inverse Chebyshev approximations for the ideal filtering
operator, continuing with comments on extensions of the
technique. Explicit formulas for LC ladder realizations for
some cases, and tables with example filters that can be
used to verify the properties of the filters and the formulas
in the article, are listed at the end.

The magnitude approximation problem in filter design
consists essentially in finding a convenient transfer func-
tion with the magnitude satisfying given attenuation
specifications. Other restrictions can exist, such as struc-
ture for implementation, maximum order, and maximum
Q of the poles, but in most cases the problem can be re-
duced to the design of a normalized continuous-time low-
pass filter that can be described by a transfer function in
Laplace transform. This filter must present a given max-
imum passband attenuation (Amax), between o¼ 0 and
o¼op¼ 1 rad/s, and a given minimum stopband attenua-
tion (Amin) in frequencies above a given limit or rad/s.
From this prototype filter, the final transfer function can
be obtained by frequency transformations [3,6,7], by con-
tinuous-time to discrete-time transformations in the case
of a digital filter [1], or by a convenient transformation for
realization by microwave structures [6].

A convenient procedure for the derivation of optimal
magnitude filters is to start with the transducer function
H(s) and the characteristic function K(s) [6]. H(s) can also
be called the attenuation function, which is the inverse of
the filter transfer function, scaled to have the minimum of
|H(jo)| equal to 1. K(s) is related to H(s) by the equation,
due to FeldtKeller [6]:

jHðjoÞj2¼ 1þ jKðjoÞj2 ð1Þ

This greatly simplifies the problem, because K(jo) can be a
ratio of two real polynomials in o, both with roots located
symmetrically on both sides of the real axis, while H(jo) is
a complex function. K(s) is obtained by replacing o by s/j in
K(jo), and ignoring possible 7j or �1 multiplying terms
resulting from the operation. The complex frequencies
where K(s)¼ 0 are the attenuation zeros, and K(s)¼N

corresponds to the transmission zeros. If K(s) is a ratio of
real polynomials in s, then K(s)¼F(s)/P(s), H(s) is also a
ratio of real polynomials, with the same denominator,
H(s)¼E(s)/P(s), and E(s) can be obtained by observing
that for s¼ jo, Eq. (1) is equivalent to

HðsÞHð�sÞ¼ 1þKðsÞKð�sÞ

‘EðsÞEð�sÞ ¼PðsÞPð�sÞþFðsÞFð�sÞ
ð2Þ

Because E(s) is the denominator of the filter transfer func-
tion, which must be stable, E(s) is constructed from the
roots of the polynomial P(s)P(� s)þF(s)F(� s) with nega-

tive real parts. The desired transfer function is then
T(s)¼P(s)/E(s).

2. CHEBYSHEV POLYNOMIALS

Two important classes of approximations, the direct and
inverse Chebyshev approximations, can be derived from a
class of polynomials known as Chebyshev polynomials.
These polynomials were first described by P. L. Chebyshev
[2]. The Chebyshev polynomial of order n can be obtained
from the following expression:

CnðxÞ ¼ cosðn cos�1 xÞ ð3Þ

It is simple to verify that this expression corresponds, for
�1
x
1, to a polynomial in x. Using the trigonometric
identity cos(aþ b)¼ cos a cos b� sin a sin b, we obtain

Cnþ 1ðxÞ¼ cos½ðnþ 1Þ cos�1 x�

¼ xCnðxÞ � sinðn cos�1 xÞ sinðcos�1 xÞ
ð4Þ

Now applying the identity sin a sin b¼ 1
2½cosða� bÞ�

cosðaþ bÞ� and rearranging, we obtain a recursion
formula:

Cnþ1ðxÞ¼ 2xCnðxÞ � Cn�1ðxÞ ð5Þ

For n¼ 0 and n¼ 1, we have C0(x)¼ 1 and C1(x)¼ x. Using
Eq. (5), the series of Chebyshev polynomials shown in Ta-
ble 1 is obtained.

The values of these polynomials oscillate between � 1
and þ 1 for x between � 1 and þ 1, in a pattern identical
to a stationary Lissajous figure [3]. For x out of this range,
cos� 1 x¼ j cosh� 1x, an imaginary value, but Eq. (3) is still
real, in the form

CnðxÞ¼ cosðnj cosh�1 xÞ¼ coshðn cosh�1 xÞ ð6Þ

For high values of x, looking at the polynomials in Table 1,
we see that Cn(x)E2n� 1xn, growing monotonically. The
plots of some Chebyshev polynomials for �1
 x
1 are
shown in Fig. 1.

Table 1. Chebyshev Polynomials

n Cn(x)
0 1
1 x

2 2x–1
3 4 x3–3 x

4 8 x4–8 x2
þ1

5 16 x5–20 x3
þ5 x

6 32 x6–48 x4
þ18 x–1

7 64 x7–112 x5
þ56x3–7 x

8 128 x8–256 x6
þ160 x4–32 x2

þ1
9 256 x9–576 x7

þ432 x5–120 x3
þ9 x

10 512 x10–1280 x8
þ1120 x6–400 x4

þ50 x2–1
11 1024 x11–2816 x9

þ2816 x7–1232 x5
þ220 x3–11 x

12 2048 x12–6144 x10
þ6912 x8–3584 x6

þ840 x4–72 x2
þ1
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3. THE CHEBYSHEV LOWPASS APPROXIMATION

The normalized Chebyshev approximation for lowpass fil-
ters is obtained by using

Kð joÞ¼ eCnðoÞ ð7Þ

The result is a transducer function with the magnitude
given by [from Eq. (1)]

jHð joÞj2¼ 1þ ½eCn oð Þ�2 ð8Þ

The corresponding attenuation in decibels is

AðoÞ¼ 10 logf1þ ½eCnðoÞ�2g ð9Þ

The parameter e controls the maximum passband attenu-
ation, or the passband ripple. Considering that when
Cn(o)¼71 the attenuation A(o)¼Amax, Eq. (9) gives

e¼ ð100:1Amax � 1Þ1=2 ð10Þ

Figure 2 shows examples of the magnitude function
|T(\, jo)| in the passband and in the stopband obtained
for some normalized Chebyshev lowpass approximations,
with Amax¼ 1 dB. The magnitude of the Chebyshev ap-
proximations presents uniform ripple in the passband,
with the gain departing from 0 dB at o¼ 0 for odd orders
and from �Amax dB for even orders.

The stopband attenuation is the maximum possible
among filters derived from polynomial characteristic func-
tions, with the same Amax and degree [4]. This can be
proved by assuming that there exists a polynomial Pn(x)
that is also bounded between � 1 and 1 for �1
 x
1, with
Pn(x)¼7Pn(� x) and Pn(þN)¼ þN, but that exceeds
the value of Cn(x) for some value of x41. An approxima-
tion using this polynomial instead of Cn(x) in Eq. (7) would
be more selective. The curves of Pn(x) and Cn(x) will al-
ways cross n times for �1
 x
1, due to the maximum
oscillations of Cn(x), but if Pn(x) grows faster, they will

cross another 2 times for xZ1 and x
� 1. This makes
Pn(x)�Cn(x) a polynomial of degree nþ 2, because it
presents nþ 2 roots, what is impossible since both are of
degree n.

The required approximation degree for given Amax and
Amin can be obtained by substituting Eq. (6) in Eq. (9),
with A(or)¼Amin and solving for n. The result, including a
denormalization for any op is

n�
cosh�1 g

cosh�1
ðor=opÞ

ð11Þ

where it is convenient to define the following constant:

g¼
100:1Amin � 1

100:1Amax � 1

� �1=2

ð12Þ

The transfer functions for the normalized Chebyshev fil-
ters can be obtained by solving Eq. (2). For a polynomial

|T ( j�)| dB

|T ( j�)| dB

0 1
0

–1

1

2

3

4

5

6

ω

0
1 10

ω

–100

1

5

10

–1

(a)

(b)

Figure 2. Passband gain (a) and stopband gain (b) for the first
normalized Chebyshev approximations with 1 dB passband rip-
ple. Observe the uniform passband ripple and the monotonic
stopband gain decrease.

C1 C2 C3

C4 C5 C6

Figure 1. Plots of the first six Chebyshev polynomials Cn(x). The
squares limit the region �1
 x
1, �1
CnðxÞ
1, where the poly-
nomial value oscillates.
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approximation, using P(s)¼ 1, from Eq. (7), it follows that

EðsÞEð�sÞ¼1þ eCn
s

j

� �� �2

ð13Þ

The roots of this polynomial are the solutions for s in

Cn
s

j

� �
¼ cos n cos�1 s

j

� �
¼ �

j

e
ð14Þ

Identifying

n cos�1 s

j
¼aþ jb ð15Þ

it follows that �ðj=eÞ ¼ cosðaþ jbÞ¼ cos a cos jb�
sin a sin jb¼ cos a cosh b� j sin a sinh b: Equating real
and imaginary parts, we have cos a cosh b¼ 0 and
sin a sinh b¼ � ð1=eÞ. Since cosh xZ1, the equation of
the real parts gives

a¼
p
2
ð1þ 2kÞ k¼ 0; 1; . . . ; 2n� 1 ð16Þ

and as for these values of a, sin a¼71, the equation of the
imaginary parts gives

b¼ � sinh�1 1

e
ð17Þ

Applying these results in Eq. (15), it follows that the roots
of E(s)E(� s) are

sk¼ skþ jok k¼ 0; 1; . . . ; 2n� 1

sk¼ sin
p
2

1þ 2k

n
sinh

1

n
sinh�1 1

e

� �

ok¼ cos
p
2

1þ 2k

n
cosh

1

n
sinh�1 1

e

� �
ð18Þ

The roots sk with negative real parts (kZn) are the roots
of E(s). By the expressions in Eq. (18), it is easy to see
that the roots sk are located in an ellipse with vertical
semiaxis cosh½ð1=nÞ sinh�1

ð1=eÞ�, horizontal semiaxis
sinh½ð1=nÞ sinh�1

ð1=eÞ�, and foci at 7j. The location of
the roots can be best visualized with the diagram shown
in Fig. 3 [3].

4. REALIZATION OF CHEBYSHEV FILTERS

These approximations were originally developed for real-
ization in passive form, and the best realizations were ob-
tained as LC doubly terminated structures designed for
maximum power transfer at the passband gain maxima
[3,6,7]. These structures are still important today in high-
frequency filters and as prototypes for active and digital
realizations, due to the low sensitivity to errors in element
values. At each attenuation zero, and the Chebyshev
approximations have the maximum possible number
of them distributed in the passband, maximum power

transfer occurs between the terminations. In this condi-
tion, errors in the capacitors and inductors can only de-
crease the gain [5]. This causes zeros in the derivatives of
jTð joÞj in relation to all reactive element values at the at-
tenuation zeros, and reduces the error throughout the
passband. Table 2 lists polynomials, poles, frequency and
Q of the poles, and LC doubly terminated ladder struc-
tures, with the structure shown in Fig. 4a, for some nor-
malized Chebyshev lowpass filters. Note in the
realizations that odd-order filters have identical termina-
tions, but even-order filters require different terminations,
because there is no maximum power transfer at o¼ 0,
since the gain is not maximum there. With the impedance
normalization shown, it is clear that the even-order real-
izations have antimetrical structure (one side is the dual
of the other). The odd-order structures are symmetric.

5. THE INVERSE CHEBYSHEV LOWPASS APPROXIMATION

The inverse Chebyshev approximation is the most impor-
tant member of the inverse polynomial class of approxi-
mations. The lowpass version is conveniently obtained by
using the characteristic function obtained from

KðjoÞ¼
FðjoÞ
PðjoÞ

¼
eg

Cnð1=oÞ
¼

egon

onCnð1=oÞ
ð19Þ

(             )1
cosh n sinh

–1 1
ε

(             )1sinh
n

sinh
–1 1

ε

π
n

π
2n

π
n

π
n

j �

σ

Figure 3. Localization of the poles in a normalized Chebyshev
lowpass approximation (seventh order in this case). The pole lo-
cations can be obtained as shown.
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Table 2. Normalized Chebyshev filters with Amax¼1 dB and xp¼1 rad/s

Polynomials E(s)
n a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

1 1.96523 1.00000
2 1.10251 1.09773 1.00000
3 0.49131 1.23841 0.98834 1.00000
4 0.27563 0.74262 1.45392 0.95281 1.00000
5 0.12283 0.58053 0.97440 1.68882 0.93682 1.00000
6 0.06891 0.30708 0.93935 1.20214 1.93082 0.92825 1.00000
7 0.03071 0.21367 0.54862 1.35754 1.42879 2.17608 0.92312 1.00000
8 0.01723 0.10734 0.44783 0.84682 1.83690 1.65516 2.42303 0.91981 1.00000
9 0.00768 0.07060 0.24419 0.78631 1.20161 2.37812 1.88148 2.67095 0.91755 1.00000
10 0.00431 0.03450 0.18245 0.45539 1.24449 1.61299 2.98151 2.10785 2.91947 0.91593 1.00000

Poles
n re/im 1 o/Q 1 re/im 2 o/Q 2 re/im 3 o/Q 3 re/im 4 o/Q 4 re/im 5 o/Q 5
1 � 1.96523
2 � 0.54887 1.05000

0.89513 0.95652
3 � 0.24709 0.99710 � 0.49417

0.96600 2.01772
4 � 0.13954 0.99323 � 0.33687 0.52858

0.98338 3.55904 0.40733 0.78455
5 � 0.08946 0.99414 � 0.23421 0.65521 � 0.28949

0.99011 5.55644 0.61192 1.39879
6 � 0.06218 0.99536 � 0.16988 0.74681 � 0.23206 0.35314

0.99341 8.00369 0.72723 2.19802 0.26618 0.76087
7 � 0.04571 0.99633 � 0.12807 0.80837 � 0.18507 0.48005 �0.20541

0.99528 10.89866 0.79816 3.15586 0.44294 1.29693
8 � 0.03501 0.99707 � 0.09970 0.85061 � 0.14920 0.58383 �0.17600 0.26507

0.99645 14.24045 0.84475 4.26608 0.56444 1.95649 0.19821 0.75304
9 � 0.02767 0.99761 � 0.07967 0.88056 � 0.12205 0.66224 �0.14972 0.37731 � 0.15933

0.99723 18.02865 0.87695 5.52663 0.65090 2.71289 0.34633 1.26004
10 � 0.02241 0.99803 � 0.06505 0.90245 � 0.10132 0.72148 �0.12767 0.47606 � 0.14152 0.21214

0.99778 22.26303 0.90011 6.93669 0.71433 3.56051 0.45863 1.86449 0.15803 0.74950
Polynomials P(s)

n mult. a0

1 1.96523 1.00000
2 0.98261 1.00000
3 0.49131 1.00000
4 0.24565 1.00000
5 0.12283 1.00000
6 0.06141 1.00000
7 0.03071 1.00000
8 0.01535 1.00000
9 0.00768 1.00000
10 0.00384 1.00000

Doubly terminated
LC ladder realizations
n Rg/Rl L/C 1 L/C 2 L/C 3 L/C 4 L/C 5 L/C 6 L/C 7 L/C 8 L/C 9 L/C 10
1 1.00000

1.00000 1.01769
2 1.63087 1.11716

0.61317 1.11716
3 1.00000 0.99410

1.00000 2.02359 2.02359
4 1.63087 1.73596 1.28708

0.61317 1.28708 1.73596
5 1.00000 1.09111 1.09111

1.00000 2.13488 3.00092 2.13488
6 1.63087 1.80069 1.87840 1.32113

0.61317 1.32113 1.87840 1.80069
7 1.00000 1.11151 1.17352 1.11151

1.00000 2.16656 3.09364 3.09364 2.16656
8 1.63087 1.82022 1.93073 1.90742 1.33325

0.61317 1.33325 1.90742 1.93073 1.82022
9 1.00000 1.11918 1.18967 1.18967 1.11918

1.00000 2.17972 3.12143 3.17463 3.12143 2.17972
10 1.63087 1.82874 1.94609 1.95541 1.91837 1.33890

0.61317 1.33890 1.91837 1.95541 1.94609 1.82874
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where e and g are as given by Eqs. (10) and (11). The poly-
nomials F(s) and P(s) are then

FðsÞ¼ eg
s

j

� �n

PðsÞ¼
s

j

� �n

Cn
j

s

� � ð20Þ

Ignoring 7 j or � 1, multiplying factors in Eq. (20), F(s)
reduces to egsn, and P(s) reduces to a Chebyshev polyno-
mial with all the terms positive and the coefficients in re-
verse order. The magnitude characteristic of this
approximation is maximally flat at o¼ 0, due to the n at-
tenuation zeros at s¼0, and thus is similar in the pass-
band to a Butterworth approximation. In the stopband, it
presents a series of transmission zeros at frequencies in-
verse to the roots of the corresponding Chebyshev polyno-
mial. Between adjacent transmission zeros, there are gain
maxima reaching the magnitude of �Amin dB. Without
renormalization, the stopband starts at 1 rad/s, and the
passband ends where the magnitude of the characteristic
function, Eq. (19), reaches e:

op¼
1

C�1
n ðgÞ

¼
1

cosh
1

n
cosh�1 g

� � ð21Þ

Odd-order filters present a single transmission zero at in-
finity, and even-order filters end with a constant gain

�Amin at o¼N. From Eqs. (1) and (19), the attenuation
in decibels for a normalized inverse Chebyshev approxi-
mation is

AðoÞ¼ 10 log 1þ
eg

Cnð1=oÞ

� �2
( )

ð22Þ

The gains for some normalized inverse Chebyshev approx-
imations are plotted in Fig. 5. A frequency scaling by the
factor given by Eq. (21) was applied, causing the passband
to end at o¼ 1.

The selectivity of the inverse Chebyshev approximation
is the same as the corresponding Chebyshev approxima-
tion, for the same Amax and Amin. This can be verified by
calculating the ratio op/or for both approximations. For
the normalized Chebyshev approximation, op¼ 1, and or

occurs when eCn(or)¼ g. For the normalized inverse
Chebyshev approximation, or¼ 1, and op occurs when
(eg)/Cn(1/op)¼ e. In both cases, the resulting ratio is
or /op¼Cn

�1(g). Equation (11) can be used to compute
the required degree.

Rg

Rg

Rg

Rl R l

R l

R l

C1

C1 C2 C3 Cn

C3 Cn

L2

L2

L1 L3

L2

C2

Ln

Ln

(a)

(b)

Figure 4. LC doubly terminated ladder realizations for Cheby-
shev filters, in the direct form (a) and in the inverse form
(b). These classical realizations continue to be the best prototypes
for active realizations, due to their low sensitivity to errors in the
element values.
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Figure 5. Passband gain (a) and stopband gain (b) for the first
normalized inverse Chebyshev approximations with Amax¼1 dB
and Amin¼50 dB. Observe the maximally flat passband and the
uniform stopband ripple.
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The transmission zero frequencies are the frequencies
that make Eq. (19) infinite:

Cn
1

ok

� �
¼ cos n cos�1 1

ok

� �� �
¼ 0

‘ok¼
1

cos
p
2

1þ 2k

n

� � ; k¼ 0; 1; . . . ;n� 1
ð23Þ

The pole frequencies are found by solving Eq. (2) with F(s)
and P(s) as given by Eq. (20):

EðsÞEð�sÞ¼ ðegÞ2
s

j

� �2n

þ
s

j

� �2n

Cn
j

s

� �2

ð24Þ

The roots of this equation are the solutions of

Cn
j

s

� �
¼ � jeg ð25Þ

By observing the similarity of this equation to Eq. (14), the
roots of E(s)E(� s) can be obtained as the complex inverses
of the values given by Eq. (18), with e replaced by 1/(eg).
They lie in a curve that is not an ellipse. E(s) is construct-
ed from the roots with negative real parts, which are dis-
tributed in a pattern that resembles a circle shifted to the
left side of the origin.

Because of the similarity of the passband response to
the Butterworth response, the phase characteristics of the
inverse Chebyshev filters are much closer to linear than
those of the direct Chebyshev filters, simplifying the task
of a phase equalizer that may be cascaded with the mag-
nitude filter. The maximum Q of the poles is also signif-
icantly lower for the same gain specifications.

6. REALIZATION OF INVERSE CHEBYSHEV FILTERS

The realization based on LC doubly terminated ladder
structures is also convenient for inverse Chebyshev filters,
by the same reasons mentioned for the direct approxima-
tion. In this case, the passband sensitivities are low be-
cause of the nth-order attenuation zero at s¼ 0, which
results in the nullification of the first n derivatives of the
filter gain in relation to all the reactive elements at s¼ 0,
and keeps the gain errors small in all the passband. Stop-
band errors are also small, because the transmission zero
frequencies depend only on simple LC series or parallel
resonant circuits. The usual structures used are shown in
Fig. 4b.

Those realizations are possible only for the odd-order
cases, because those structures can’t realize the constant
gain at infinity that occurs in the even-order approxi-
mations (realizations with transformers or with negative
elements, or with just one termination, are possible).
Even-order modified approximations can be obtained by
using, instead of the Chebyshev polynomials, polynomials
obtained by the application, to the Chebyshev polynomials,

of the Moebius transformation [4,6]

x2 !
x2 � x2

z1

1� x2
z1

; xz1¼ cos
kmaxp

2n
ð26Þ

where kmax is the greatest odd integer that is less than the
filter order n. This transformation moves the pair of roots
closer to the origin of an even-order Chebyshev polynomial
to the origin. If the resulting polynomials are used to gen-
erate polynomial approximations, starting from Eq. (7), the
results are filters with two attenuation zeros at the origin
that are realizable as a doubly terminated ladder filter
with equal terminations, a convenience in passive realiza-
tions. If the same polynomials are used in inverse polyno-
mial approximations, starting from Eq. (19), the results
are filters with two transmission zeros at the infinity,
which are now realizable by doubly terminated LC struc-
tures. The direct and inverse approximations obtained in
this way have the same selectivity, slightly smaller than in
the original case.

Table 3 lists polynomials, poles, zeros, frequency and Q
of the poles, and LC doubly terminated realizations for
some inverse Chebyshev filters. The filters were scaled in
frequency to make the passband end at 1 rad/s instead of
op [Eq. (21)]. The even-order realizations were obtained
from modified approximations with two transmission ze-
ros at infinity, and are listed separately in Table 4. The
structures are a mix of the two forms in Fig. 4b. Note that
some realizations are missing. These are cases where the
network would require negative elements, or transform-
ers. For inverse Chebyshev filters, and other inverse poly-
nomial filters, there is a minimum value of Amin for each
order that turns a pure LC doubly terminated realization
possible [7].

7. OTHER SIMILAR APPROXIMATIONS

Different approximations with uniform passband or stop-
band ripple, somewhat less selective, can be generated by
reducing the number or the amplitude of the oscillations
in a Chebyshev-like polynomial, and generating the ap-
proximations starting from Eq. (7) or (19), numerically [8].

A particularly interesting case results if the last oscil-
lations of the polynomial value end in 0 instead of 71.
This creates double roots close to x¼71 in the polynomi-
al. In a polynomial approximation, the higher-frequency
passband minimum disappears, replaced by a second-or-
der maximum close to the passband border. In an LC dou-
bly terminated realization, the maximum power transfer
at this frequency causes nullification of the first two de-
rivatives of the gain in relation to the reactive elements,
substantially reducing the gain error at the passband bor-
der. In an inverse polynomial approximation, this causes
the joining of the first two transmission zeros, as a double
transmission zero, which increases the attenuation and
reduces the error at the stopband beginning, also allowing
a symmetric realization for orders 5 and 7.

Other variations arise from the shifting of roots to the
origin. This is also best done numerically. Odd- (even-)
order polynomial approximations with any odd (even)
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Table 3. Normalized Inverse Chebyshev Filters with Amax¼1 dB, Amin¼50 dB, and xp¼1 rad/s

Polynomials E(s)
n a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

1 1.96523 1.00000
2 1.96838 1.98099 1.00000
3 2.01667 3.14909 2.51015 1.00000
4 2.19786 4.52937 4.90289 3.13118 1.00000
5 2.60322 6.42983 8.61345 7.26320 3.81151 1.00000
6 3.35081 9.35051 14.61162 14.91369 10.30744 4.54023 1.00000
7 4.64002 14.09440 24.72451 29.03373 24.18372 14.09633 5.30979 1.00000
8 6.82650 22.03426 42.29782 55.31092 52.89124 37.20009 18.68307 6.11268 1.00000
9 10.54882 35.60372 73.49954 104.68294 111.48145 90.07839 54.81844 24.10445 6.94337 1.00000
10 16.95789 59.19226 129.80937 198.24216 230.34722 207.44800 145.48766 77.89699 0.39330 7.79647 1.00000

Poles
n re/im 1 o/Q 1 re/im 2 o/Q 2 re/im 3 o/Q 3 re/im 4 o/Q 4 re/im 5 o/Q 5
1 � 1.96523

0.00000
2 � 0.99049 1.40299

0.99363 0.70823
3 � 0.61468 1.25481 � 1.28079

1.09395 1.02071
4 � 0.42297 1.18385 � 1.14262 1.25229

1.10571 1.39945 0.51249 0.54799
5 � 0.30648 1.13993 � 0.94418 1.23656 � 1.31018

1.09795 1.85969 0.79849 0.65483
6 � 0.23016 1.10962 � 0.75398 1.21506 � 1.28598 1.35770

1.08549 2.41056 0.95283 0.80576 0.43545 0.52789
7 � 0.17794 1.08768 � 0.59638 1.18959 � 1.14085 1.36871 � 1.47946

1.07303 3.05632 1.02930 0.99735 0.75619 0.59986
8 � 0.47425 1.16431 � 0.14101 1.07137 � 0.95398 1.34983 � 1.48710 1.55173

1.06334 1.22752 1.06205 3.79891 0.95496 0.70747 0.44316 0.52173
9 � 0.38185 1.14152 � 0.77805 1.31643 � 0.11413 1.05899 � 1.34453 1.56247 �1.70623

1.07575 1.49471 1.06189 0.84597 1.05282 4.63922 0.79596 0.58105
10 � 0.63221 1.27960 � 0.31203 1.12193 � 0.09407 1.04944 � 1.13939 1.53032 �1.72054 1.78611

1.11252 1.01201 1.07766 1.79777 1.04521 5.57772 1.02161 0.67155 0.47954 0.51906

Polynomials P(s)
n mult. a0 a2 a4 a6 a8 a10

1 1.96523 1.00000
2 0.00316 622.45615 1.00000
3 0.05144 39.20309 1.00000
4 0.00316 695.02278 74.56663 1.00000
5 0.03477 74.86195 19.34709 1.00000
6 0.00316 1059.61979 494.96516 57.80151 1.00000
7 0.03463 133.99401 95.81988 19.57753 1.00000
8 0.00316 2158.72730 2130.49651 657.07341 64.84805 1.00000
9 0.03786 278.65997 354.39519 150.23800 23.58892 1.00000
10 0.00316 5362.55604 8380.91576 4584.36462 1023.53040 79.98165 1.00000

Zeros
n o1 o2 o3 o4 o5

1 N

2 24.94907
3 6.26124 N

4 7.97788 3.30455
5 3.74162 2.31245 N

6 6.92368 2.53424 1.85520
7 3.60546 2.00088 1.60458 N

8 7.29689 2.56233 1.71209 1.45144
9 3.88896 2.06927 1.53587 1.35062 N

10 8.08496 2.78589 1.78865 1.41948 1.28053

LC doubly terminated
realizations
n Rg /Rl L/C 1 L/C 2 L/C 3 L/C 4 L/C 5 L/C 6 L/C 7
1 1.00000

1.00000 1.01769
3 1.00000 1.56153

1.00000 0.78077 0.01634 0.78077
5 1.00000 1.16364 1.30631

1.00000 0.37813 0.16071 1.62010 0.05468 0.47172
7 1.00000 0.72897 1.34370 0.96491

1.00000 0.09574 0.34265 1.32044 0.28905 1.32059 0.07972 0.30081
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number of attenuation zeros at o¼ 0, up to the approxi-
mation’s order (in the last case resulting a Butterworth
approximation), can be generated. The same polynomials
generate inverse polynomial approximations with any odd
(even) number of transmission zeros at infinity.

In all cases, the maximum Q of the poles is reduced and
the phase is closer to linear. Similar techniques can also be
applied to elliptic approximations. For example, a lowpass
elliptical approximation can be transformed into a Cheby-
shev approximation by the shifting all the transmission
zeros to infinity, or into an inverse Chebyshev approxima-
tion by shifting all the attenuation zeros to the origin.
There are many possibilities between these extremes.

8. EXPLICIT FORMULAS

The design of filter structures is simplified when explicit
formulas for the element values are available. They also
allow the design of very high-order filters (usually for
digital implementation) without serious numerical prob-
lems. Explicit formulas for the element values of direct
Chebyshev filters have been known since the 1950s, and
are given below, in the version due to Takahasi, adapted
for the notation used here. Their proof can be found in Ref.
7. The formulas apply to the structure in Fig. 4a, and solve
not only the case where there is maximum power transfer,
but also the mismatched cases where the terminations are

Table 4. Normalized Even-Order Modified Inverse Chebyshev Filters with Two Transmission Zeros at Infinity, with Amax¼

1 dB, Amin¼50 dB, and xp¼1 rad/s

Polynomials E(s)
n a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

2 1.96523 1.98254 1.00000
4 2.12934 4.47598 4.86847 3.12041 1.00000
6 3.14547 9.02141 14.23655 14.65051 10.18872 4.51414 1.00000
8 6.32795 20.98707 40.68275 53.69811 51.69862 36.58972 18.48009 6.07949 1.00000
10 15.69992 56.17036 124.1801 191.3464 223.6989 202.6490 142.8395 76.84994 30.12162 7.76165 1.00000

Poles
n re/im 1 o/Q 1 re/im 2 o/Q 2 re/im 3 o/Q 3 re/im 4 o/Q 4 re/im 5 o/Q 5
2 �0.99127 1.40187

0.99127 0.70711
4 �0.43134 1.18419 �1.12886 1.23225

1.10284 1.37268 0.49409 0.54580
6 �0.23626 1.11107 �0.76275 1.20632 �1.25806 1.32324

1.08566 2.35141 0.93457 0.79077 0.41016 0.52590
8 �0.14421 1.07247 �0.48399 1.16315 �0.96075 1.33672 �1.45079 1.50858

1.06273 3.71848 1.05767 1.20162 0.92940 0.69566 0.41357 0.51992
10 �0.64341 1.27784 �0.31781 1.12245 �0.09573 1.05011 �1.14584 1.51514 �1.67803 1.73625

1.10404 0.99303 1.07652 1.76590 1.04574 5.48452 0.99132 0.66115 0.44586 0.51735

Polynomials P(s)
n mult. a0 a2 a4 a6 a8

2 1.96523 1.00000
4 0.16412 12.97454 1.00000
6 0.11931 26.36278 10.89186 1.00000
8 0.13145 48.13911 44.73326 12.54437 1.00000
10 0.16119 97.39855 147.0191 76.50032 15.68797 1.00000

Finite zeros
n o1 o2 o3 o4

2 –
4 3.60202
6 2.69467 1.90542
8 2.71078 1.74464 1.46706
10 2.94484 1.82001 1.43081 1.28694

Doubly terminated
LC ladder realizations
n Rg /Rl L/C 1 L/C 2 L/C 3 L/C 4 L/C 5 L/C 6 L/C 7 L/C 8
2 1.00000 1.00881

1.00000 1.00881
4 1.00000 1.51207 0.05275 0.58997

1.00000 0.64094 1.46110
6 1.00000 0.87386 1.67233 0.13065 0.32187

1.00000 0.17880 0.31519 1.63514 1.05413
8 1.00000 0.67581 0.32023 1.34317 0.38303 1.12998 0.18178 0.16760

1.00000 0.32898 1.02594 1.21303 0.74862
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arbitrarily chosen. We start by redefining Eq. (8) to allow
for mismatched terminations as

jHðjoÞj ¼
1þ ½eCnðoÞ�2

A
ð27Þ

where A
1. For degree n, with arbitrarily chosen termi-
nations Rg and Rl
Rg, the constant A is obtained (from the
definition: H(s)¼ actual attenuation/minimum possible
attenuation) as

A¼
4RgRl

RgþRl


 �2
; for odd n

A¼ 1þ e2

 � 4RgRl

RgþRl


 �2
; for even n

ð28Þ

The matched case is obtained when Rg¼Rl for odd orders
and, or for even orders, when

Rl

Rg
¼
ð1þ e2Þ

1=2
� e

ð1þ e2Þ
1=2
þ e

ð29Þ

We then compute the two constants

k¼
1

e2
þ 1

� �1=2

þ
1

e

" #1=n

ð30Þ

h¼
1� A

e2
þ 1

� �1=2

þ
1� A

e2

� �1=2
" #1=n

ð31Þ

The first capacitor C1 is given by

C1¼
2s1

Rg½ðk� k�1Þ � ðh� h�1Þ�
ð32Þ

and the other elements can be calculated by the recursion
formulas

C2m�1L2m¼
4s4m�3s4m�1

b2m�1ðk� k�1;h� h�1Þ

C2mþ 1L2m¼
4s4m�1s4mþ 1

b2mðk� k�1;h� h�1Þ

ð33Þ

where m¼ 1, 2,y, to the last integer rn/2. The network
ends at Cn for odd n, and in Ln for even n, which can be
directly calculated, if convenient, as

Cn¼
2s1

Rl½ðk� k�1Þþ ðh� h�1Þ�

Ln¼
2Rls1

ðk� k�1Þ þ ðh� h�1Þ

ð34Þ

The terms that appear in the formulas are

bmðx; ZÞ¼ x2
� c2mxZþ Z2þ s2

2m

sr¼2 sin
pr

2n
; cr¼ 2 cos

pr

2n

ð35Þ

If it is desired to have Rl4Rg, the network can be designed
with the terminations interchanged and assembled invert-
ed. A singly terminated network can be obtained by using a
large Rg in the formulas. With Rg¼N, the formulas give A
¼ 0, k¼h, and a limit in Eq. (32). An exact design can be
obtained starting from the output end, with Eq. (34). The
solutions for the matched cases (A¼ 1, h¼ 1) and singly
terminating cases are unique. The solution given by the
formulas for the mismatched cases are not the only solu-
tions possible (see Ref. 7 for details). Explicit formulas for
the element values of inverse Chebyshev LC ladder filters
and for the variations discussed above are not known.

9. EXAMPLE

As an example of the application of the explicit formulas
and the properties of the resulting filter, consider a fifth-
order filter with 1 dB passband ripple, passband edge at
10 MHz, and terminations Rg¼ 100O and Rl¼ 50O. From
Eq. (28) A¼ 0.88888, from Eq. (30) k¼ 1.33055, and from
Eq. (31) h¼ 1.13099. The frequency-normalized element
values are then obtained starting from Eq. (32), with
Eq. (33) applied twice. The resulting values are then di-
vided by 2p� 107, to place the passband edge at 10 MHz.
The results are C1¼ 592.2 pF, L2¼ 1.106mH, C3¼ 755.2 pF,
L4¼ 1.058 mH, and C5¼ 476.5 pF.

Note that when the terminations are not matched,
there is no special reason for the sensitivities of the filter
magnitude in relation to the element values to be low.
There is a continuous degradation of the sensitivity char-
acteristics, with the matched case being the least sensitive
and singly terminated case being the most sensitive.
Figure 6 shows the normalized gain (scaled to a maxi-
mum of 0 dB), with expected error margins, for the exam-
ple filter and for the two extreme cases. In the singly
terminated case, with Rg¼N, the input was assumed to
be a current source. The expected errors were computed
by sensitivity analysis [6], assuming uncorrelated 5% ran-
dom variations in all the elements, including the termina-
tions, using the formula for the gain statistical deviation

D TðjoÞ
�� ��¼ 20

lnð10Þ

X

i

Dxi

xi
S

TðjoÞj j
xi

� �2
 !1=2

dB ð36Þ

where Dxi/xi is the tolerance of the element xi, set to 0.05 to
all the elements. Observe that for the matched case the
error returns to 70.307 dB at all the gain peaks, what
corresponds to the expected error due to the terminations
alone. The example filter produces only slightly larger er-
rors. There is a range where the singly terminated real-
ization is the best, but it is much worse at the critical area
of the passband border. Similar relations appear also for
other orders.
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CHIRALITY
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1. INTRODUCTION

Chiral media have the ability to discriminate between left-
handed and right-handed electromagnetic (EM) fields.

These media can be classified into two types: (1) isotropic
chiral media and (2) structurally chiral media. The mol-
ecules of a naturally occurring isotropic chiral medium are
handed, while an artificial isotropic chiral medium can be
made by randomly dispersing electrically small, handed
inclusions (such as springs) in an isotropic achiral host
medium. The molecules of a structurally chiral medium,
such as a chiral nematic liquid crystal, are randomly po-
sitioned but have helicoidal orientational order. Structur-
ally chiral media can also be artificially fabricated either
as stacks of uniaxial laminae or using thin-film technolo-
gy. Whereas considerable theoretical and experimental
work on isotropic chiral media has been reported at mi-
crowave frequencies during the 1980s and the 1990s, mi-
crowave research on structurally chiral media remains in
an embryonic stage at the time of this writing [1]. There-
fore, the major part of this article is devoted to isotropic
chiral media.

2. NATURAL OPTICAL ACTIVITY

Ordinary sunlight is split into its spectral components by
a prism. A spectral component is monochromatic (i.e., it
has one and only one wavelength l0 in vacuum). The
wavelength l0 of one of the visible spectral components
lies anywhere between 400 nm (violet) and 700 nm (red). A
spectral component can be almost isolated from other
spectral components by carefully passing sunlight
through a series of filters. Although filtering yields quasi-
monochromatic light, many experiments have been and
continue to be performed and their results analyzed, as-
suming that the filtered light is monochromatic.

Light is an EM wave with spectral components to
which our retinal pigments happen to be sensitive, and
the consequent images, in turn, happen to be decipherable
in our brains. All optical phenomena can be generalized to
other electromagnetic spectral regimes.

Suppose that a monochromatic EM wave is propagat-
ing in a straight line in air, which is synonymous with
vacuum (or free space) for our present purpose. Its electric
field vector vibrates in some direction to which the prop-
agation direction is perpendicular; the frequency of vibra-
tion is f¼ c/l0, where c¼ 3� 108 m/s is the speed of light in
vacuum. Its magnetic field vector also vibrates with the
same frequency, but is always aligned perpendicular to the
electric field vector as well as to the propagation direction.
Suppose that we fix our attention on a certain plane that is
transverse to the propagation direction. On this plane, the
locus of the tip of the electric field vector is the so-called
vibration ellipse, which is of the same shape as the locus of
the tip of the magnetic field vector. A vibration ellipse is
shown in Fig. 1. Its shape is characterized by a tilt angle
as well as an axial ratio; in addition, it can be left-handed
if the tip of the electric field vector rotates counterclock-
wise, or right-handed if otherwise. Similarly, an EM wave
is said to be elliptically polarized, in general; however, the
vibration ellipse can occasionally degenerate into a circle
(circular polarization) or even a straight line (linear
polarization).
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Figure 6. Expected passband errors for three 5th-order 1 dB
Chebyshev filters, for 5% random variations on all the element
values.
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The shape of the vibration ellipse of monochromatic
light is altered after traversal through a certain thickness
of a so-called optically active medium. This phenomenon,
known as optical activity, was discovered around 1811 by
F. Arago while experimenting with quartz. Crystals are
generally anisotropic, but J.-B. Biot observed around 1817
the optical activity of turpentine vapor, definitely an
isotropic medium. Isotropic organic substances were
believed to have exclusively biological provenances,
and in 1860 L. Pasteur argued that turpentine vapor
exhibited natural optical activity, but the optical activity
of crystals could not be similarly qualified. Pasteur was
unduly restrictive. Isotropic optically active media, of
biological or other origin, are nowadays called isotropic
chiral media, because EM fields excited in them necessar-
ily possess a property called handedness (Greek cheir¼
hand). Facsimile reproductions of several early papers are
available [2].

3. CHIRAL MEDIA: NATURAL AND ARTIFICIAL

The molecules of an isotropic chiral medium are mirror
asymmetric (i.e., they are noncongruent with their mirror
images). A chiral molecule and its mirror image are called
enantiomers [3]. As examples, the two enantiomers of
2-butanol are shown in Fig. 2. Enantiomers can have dif-
ferent properties, although they contain identical atoms in
identical numbers. One enantiomer of the chiral com-
pound thalidomide may be used to cure morning sickness,
during pregnancy, but its mirror image induces fetal mal-
formation. Aspartame, a common artificial sweetener, is
one of the four enantiomers of a dipeptide derivative. Of
these four, one (i.e., aspartame) is sweet, another is bitter,
while the remaining two are tasteless. Of the approxi-

mately 1850 natural, semisynthetic, and synthetic drugs
marketed these days, no less than 1045 can exist as two or
more enantiomers; but only 570 were being marketed in
the late 1980s as single enantiomers, of which 61 were
totally synthetic. But since 1992, the U.S. Food and Drug
Administration (FDA) has insisted that only one
enantiomer of a chiral drug be brought into the market.
Biological chirospecificity, once the subject of speculations
by Pasteur on the nature of the life force (vis viva), is now
the topic of conferences on the origin of life [4].

An isotropic chiral medium is circularly birefringent
(i.e., both left-handed and right-handed circularly polar-
ized light can propagate in a region filled with a homoge-
neous isotropic chiral medium, with different phase
velocities and attenuation rates). Therefore, when mono-
chromatic, elliptically polarized light irradiates an isotro-
pic chiral slab, the tilt angle and the axial ratio of the
transmitted light are different from those of the incident
light. The change in the tilt angle is quantified as optical
rotation (OR) and alteration of the axial ratio as circular
dichroism (CD). Both OR and CD depend on the wave-
length l0, and the dependences are reasonably material-
specific that spectroscopies based on their measurements
have long had industrial importance. Biot himself had pi-
oneered these attempts by cataloging the OR spectra of a
large number of syrups and oils, and went on to found the
science of saccharimetry for which he was awarded the
Rumford Medal in 1840 by the Royal Society of London.
The first edition of Landolt’s tables on optical activity
appeared in the German language in 1879; the
English translation of the second edition of 1898 appeared
in 1902.

Although Maxwell’s unification of light with electro-
magnetism during the third quarter of the nineteenth
century came to mean that natural optical activity is an
EM phenomenon, the term optical rotation persisted. By
the end of the nineteenth century, several empirical rules
had evolved on OR spectrums of isotropic chiral mediums.
Then, in the late 1890s, two accomplishments of note were
reported:

1. J. C. Bose constructed several artificial chiral mate-
rials by twisting jute fibers and laying them end to
end, and experimentally verified OR at millimeter
wavelengths. These materials were anisotropic, but

2a

2b

Tilt angle

x

y

Axial ratio = a/b

Figure 1. The tip of the electric field vector of a plane-polarized
monochromatic electromagnetic wave traces the so–called vibra-
tion ellipse in a plane transverse to the propagation direction.
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CH3

CH2CH3
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CH3

R–2–Butanol S–2–Butanol

Figure 2. The two enantiomers of 2-butanol are mirror images of
each other, as shown by the directed circular arrangements of the
–OH, –CH2CH3, and –CH3 groups.
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Bose went on to infer from his experiments that
isotropic chiral materials could also be constructed
in the same way [5]. Thus, he conclusively demon-
strated the geometric microstructural basis
for optical activity, and he also constructed possibly
the world’s first artificial anisotropic chiral medium
to alter the vibration ellipses of microwaves.

2. P. Drude showed that chiral molecules can be mod-
eled as spiral oscillators and theoretically verified a
rule Biot had given regarding OR spectra [6].

Experimental verification of Drude’s spiral oscillator
hypothesis had to wait for another two decades. As elec-
tromagnetic propositions can be tested at lower frequen-
cies if the lengths are correspondingly increased and other
properties proportionally adjusted, K. F. Lindman made
2.5-turn, 10-mm-diameter springs from 9-cm-long copper
wire pieces of 1.2 mm cross-sectional diameter. Springs
are handed, as illustrated in Fig. 3. Each spring was
wrapped in a cotton ball, and about 700 springs of the
same handedness were randomly positioned in a 26� 26�
26-cm cardboard box with an eye to achieving tolerable
isotropy. Then the box was irradiated with 1–3-GHz
(30 cmZl0Z10 cm) microwave radiation and the OR was
measured. Lindman verified Drude’s hypothesis remark-
ably well. He also determined that (1) the OR was pro-
portional to the number of (identically handed) springs in
the box, given that the distribution of springs was rather
sparse; and (2) equal amounts of left-handed or right-
handed springs brought about the same OR, but in oppo-
site senses [7]. Lindman’s experiments were extensively
repeated during the 1990s by many research groups in
several countries [8,9], and several patents have even
been awarded on making artificial isotropic chiral medi-
ums with miniature springs.

4. CONSTITUTIVE RELATIONS OF AN ISOTROPIC
CHIRAL MEDIUM

Electromagnetic fields are governed by the Maxwell pos-
tulates, in vacuum as well as in any material medium.
These four postulates have a microscopic basis and are
given in vacuum as follows:

r . ~BBðr; tÞ¼ 0 ð1aÞ

r� ~EEðr; tÞ¼ �
@

@t
~BBðr; tÞ ð1bÞ

e0r . ~EEðr; tÞ¼ ~rrtotðr; tÞ ð1cÞ

r� ~BBðr; tÞ¼ m0e0
@

@t
~EEðr; tÞþ m0

~JJtotðr; tÞ ð1dÞ

Thus, ~EEðr; tÞ and ~BBðr; tÞ are the primitive or the funda-
mental EM fields, both functions of the three-dimensional
position vector r and time t; e0¼ 8.854�10�12 F/m and
m0¼ 4p� 10�7 H/m are, respectively, the permittivity and
the permeability of vacuum; ~rrtotðr; tÞ is the electric charge
density and ~JJtotðr; tÞ is the electric current density.

Equations (1) apply at any length scale, whereas the
charge and the current densities must be specified not
continuously but over a set of isolated points. Electromag-
netically speaking, matter is nothing but a collection of
discrete charged particles in vacuum. As per the Heavi-
side–Lorentz procedure to get a macroscopic description of
continuous matter, spatial averages of all fields and sourc-
es are taken, while both ~rrtotðr; tÞ and ~JJtotðr; tÞ are parti-
tioned into matter-derived and externally impressed
components. Then the Maxwell postulates at the macro-
scopic level can be stated as

r . ~BBðr; tÞ¼ 0 ð2aÞ

r� ~EEðr; tÞ¼ �
@

@t
~BBðr; tÞ ð2bÞ

r . ~DDðr; tÞ¼ ~rrðr; tÞ ð2cÞ

r� ~HHðr; tÞ¼
@

@t
~DDðr; tÞþ ~JJðr; tÞ ð2dÞ

Here, ~rrðr; tÞ and ~JJðr; tÞ are the externally impressed source
densities, while the new fields

~DDðr; tÞ¼ e0
~EEðr; tÞþ ~PPðr; tÞ ð3aÞ

~HHðr; tÞ¼
~BBðr; tÞ � ~MMðr; tÞ

m0

ð3bÞ

contain two matter-derived quantities: the polarization
~PPðr; tÞ and the magnetization ~MMðr; tÞ:

Constitutive relations must be prescribed to relate the
matter-derived fields ~DDðr; tÞ and ~HHðr; tÞ to the basic fields
~EEðr; tÞ and ~BBðr; tÞ in any material medium. The construc-
tion of these relations is primarily phenomenological,
although certain epistemologically mandated proprieties

Figure 3. An enantiomeric pair of springs. An artificial isotropic
chiral medium can be made by randomly dispersing springs in an
isotropic achiral host medium, with more springs of one handed-
ness than the springs of the other handedness.
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must be adhered to. The constitutive relations appropriate
for a general, linear, homogeneous, material medium with
time-invariant response characteristics may be stated as

~DDðr; tÞ¼ e0
~EEðr; tÞþ e0

Z 1

0

~vveðtÞ . ~EEðr; t� tÞdt

þ

Z 1

0

~vvemðtÞ . ~BBðr; t� tÞdt

ð4aÞ

~HHðr; tÞ¼
1

m0

~BBðr; tÞ �
1

m0

Z 1

0

~vvmðtÞ . ~BBðr; t� tÞdt

þ

Z 1

0

~vvmeðtÞ . ~EEðr; t� tÞdt

ð4bÞ

Four constitutive property kernels appear in these equa-
tions; the dyadic ~vveðtÞ is the dielectric susceptibility ker-
nel, ~vvmðtÞ is the magnetic susceptibility kernel, while the
dyadics ~vvemðtÞ and ~vvmeðtÞ are called the magnetoelectric
kernels. Although a dyadic may be understood as a 3� 3
matrix for the purpose of this article, Chen’s textbook [10]
is recommended for a simple introduction to the use of
dyadics in EM theory.

All four dyadic kernels in Eqs. (4) are causal [i.e.,
~vveðtÞ � 0 for tr0, etc.], because all materials must exhib-
it delayed response. In addition, when we substitute
Eqs. (4a) and (4b) in Eqs. (2c) and (2d), respectively, a re-
dundancy emerges with respect to Eqs. (2a) and (2b).
Elimination of this redundancy leads to the constraint [11]

Tr ½ ~vvemðtÞ � ~vvmeðtÞ� � 0 ð5Þ

which has never been known to be violated by a physical
material. Finally, crystallographic symmetries may also
impose additional constraints on the constitutive kernels.
A medium described by Eqs. (4) is said to be bianisotropic,
since the constitutive kernels indicate anisotropy, and
both ~DDðr; tÞ and ~HHðr; tÞ depend on both ~EEðr; tÞ and ~BBðr; tÞ:

Suppose next that the linear medium’s constitutive
properties are direction-independent. Equations (4) then
simplify to

~DDðr; tÞ¼ e0
~EEðr; tÞþ e0

Z 1

0

~wweðtÞ ~EEðr; t� tÞdt

þ

Z 1

0

~wwchiðtÞ ~BBðr; t� tÞdt

ð6aÞ

~HHðr; tÞ¼
1

m0

~BBðr; tÞ �
1

m0

Z 1

0

~wwmðtÞ ~BBðr; t� tÞdt

þ

Z 1

0

~wwchiðtÞ ~EEðr; t� tÞdt

ð6bÞ

in consequence of Eq. (5), where the scalar ~wwchiðtÞ is the
chirality kernel. Equations (6a)–(6b) describe the isotropic
chiral medium—the most general, isotropic, linear elec-
tromagnetic material known to exist [12,13].

Most commonly, EM analysis is carried out in the fre-
quency domain, not the time domain. Let all time-depen-

dent quantities be Fourier-transformed; thus

~DDðr; tÞ¼
1

2p

Z 1

�1

e�iotDðr;oÞdo ð7Þ

and so on, where o¼2pf is the angular frequency. In the
remainder of this article, phasors such as Dðr;oÞ are
called fields, following normal practice. The four Maxwell
postulates [Eqs. (2)] assume the form

r .Bðr;oÞ¼ 0 ð8aÞ

r�Eðr;oÞ¼ ioBðr;oÞ ð8bÞ

r .Dðr;oÞ¼ rðr;oÞ ð8cÞ

r�Hðr;oÞ¼ � ioDðr;oÞþJðr;oÞ ð8dÞ

while the constitutive equations [Eqs. 6] for an isotropic
chiral medium simultaneously transform into

Dðr;oÞ¼ e0½1þ weðoÞ�Eðr;oÞþ wchiðoÞBðr;oÞ ð9aÞ

Hðr;oÞ¼
1

m0

½1� wmðoÞ�Bðr;oÞþ wchiðoÞEðr;oÞ ð9bÞ

Using Eqs. (8b) and (8d) with Jðr;oÞ¼0 in Eqs. (9a) and
(9b), respectively, we obtain the Drude–Born–Fedorov
(DBF) constitutive relations of an isotropic chiral medium:

Dðr;oÞ¼ eðoÞ½Eðr;oÞþ bðoÞr�Eðr;oÞ� ð10aÞ

Bðr;oÞ¼ mðoÞ½Hðr;oÞþ bðoÞr�Hðr;oÞ� ð10bÞ

Their great merit is that the necessary mirror asymmetry
is transparently reflected in them, because r�Eðr;oÞ and
r�Hðr;oÞ are not true vectors but only pseudovectors. A
chiral medium is thus described by three constitutive
properties; the permittivity and permeability in
Eqs. (10a) and (10b), respectively, may be formally defined
as the ratios

eðoÞ¼
Dðr;oÞ .E�ðr;oÞ
jEðr;oÞj2

if E�ðr;oÞ

. ½r�Eðr;oÞ� ¼ 0

ð11aÞ

mðoÞ¼
Bðr;oÞ .H�ðr;oÞ
jHðr;oÞj2

if H�ðr;oÞ

. ½r �Hðr;oÞ� ¼ 0

ð11bÞ

but the chirality parameter b(o) can be regarded as either

bðoÞ¼
Dðr;oÞ . ½r �E�ðr;oÞ�
eðoÞjr�Eðr;oÞj2

if Eðr;oÞ

. ½r �E�ðr;oÞ� ¼ 0

ð11cÞ
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or

bðoÞ¼
Bðr;oÞ . ½r �H�ðr;oÞ�
mðoÞjr�Hðr;oÞj2

if Hðr;oÞ

. ½r �H�ðr;oÞ� ¼ 0

ð11dÞ

where the asterisk denotes the complex conjugate. Equa-
tions (11) make it clear that while e(o) and m(o) are true
scalars, b(o) has to be a pseudoscalar since the numerator
in either of its two definitions contains a pseudovector.
Other constitutive relations—equivalent to Eqs. (9) and
Eqs. (10)—are also used in the frequency-domain EM lit-
erature, but this article is restricted to the DBF cons-
titutive relations [Eqs. (10)], as they bring out the essence
of chirality at the very first glance. An isotropic chiral
medium and its mirror image share the same e(o) and
m(o), and their chirality parameters differ only in sign.

The time-averaged Poynting vector

Sðr;oÞ¼
1

2
RefEðr;oÞ�H�ðr;oÞg ð12aÞ

denotes the direction of power flow. In any linear medium,
the monochromatic Poynting theorem reads as

r .Sðr;oÞ¼ �
1

2
RefEðr;oÞ .J�ðr;oÞg

�
1

2
Refio½Eðr;oÞ .D�ðr;oÞ

�Bðr;oÞ .H�ðr;oÞ�g

ð12bÞ

For specialization to an isotropic chiral medium, we have
to substitute Eqs. (10) in Eq. (12b). The resulting expres-
sion is not particularly illuminating.

An isotropic chiral medium is Lorentz-reciprocal. Sup-
pose that all space is occupied by a homogeneous isotropic
chiral medium and all sources are confined to regions of
bounded extent. Let sources labeled a radiate fields
Eaðr;oÞ and Haðr;oÞ; while sources labeled b radiate fields
Ebðr;oÞ and Hbðr;oÞ; all at the same frequency. Then the
relations [12]

r . ½Eaðr;oÞ �Hbðr;oÞ �Ebðr;oÞ�Haðr;oÞ� ¼0 ð13aÞ

r . ½eðoÞEaðr;oÞ�Ebðr;oÞ � mðoÞHaðr;oÞ

�Hbðr;oÞ�¼ 0
ð13bÞ

arise in a source-free region, in consequence of the Lorentz
reciprocity of the medium.

5. ARTIFICIAL ISOTROPIC CHIRAL MEDIA

That matter is discrete has long been established. Fur-
thermore, when we probe matter at length scales at which
it appears continuous, whether the microstructure is mo-
lecular or merely comprises electrically small inclusions is
of no consequence. The linear dimensions of an electrically

small inclusion are less than about a tenth of the maxi-
mum wavelength, in the media outside as well as inside
the inclusion, at a particular frequency. Artificial isotropic
chiral media—active at microwave frequencies—can be
constructed with this thought in mind. Consider a random
suspension of identical, electrically small, inclusions in a
host medium, which we take here to be vacuum for sim-
plicity. The number of inclusions per unit volume is de-
noted by N, and the volumetric proportion of the
inclusions in the composite medium is assumed to be
very small. Our objective is to homogenize this dilute par-
ticulate composite medium and estimate its effective cons-
titutive properties [13]. Homogenization is much
like blending apples into apple sauce or tomatoes into
ketchup.

Any inclusion scatters the EM wave incident on it.
Far away from the inclusion, the scattered EM field
phasors can be conceptualized, equivalently, as being
radiated by an ensemble of multipoles. Multipoles are
necessarily frequency-domain entities; and adequate
descriptions of electrically larger inclusions require high-
er-order multipoles, but homogenizing composite media
with electrically large inclusions is fraught with concep-
tual perils.

The lowest-order multipoles are the electric dipole p
and the magnetic dipole m. In formalisms for isotropic
chiral media, both are accorded the same status. As all
inclusions in our composite medium are electrically small,
we can think that an inclusion located at position r0 is
equivalent to the colocated dipoles characterized by the
following relations:

peqvtðr
0;oÞ¼ peeðoÞ .Eexcðr

0;oÞþ pehðoÞ .Hexcðr
0;oÞ ð14aÞ

meqvtðr
0;oÞ¼ pheðoÞ .Eexcðr

0;oÞþ phhðoÞ .Hexcðr
0;oÞ ð14bÞ

Here, Eexcðr
0;oÞ and Hexcðr

0;oÞ are the fields exciting the
particular inclusion; while peeðoÞ; pehðoÞ; pheðoÞ; and
phhðoÞ are the four linear polarizability dyadics that de-
pend on the frequency, the constitution, and the dimen-
sions of the inclusion. As the inclusions are randomly
oriented and any homogenizable chunk of a composite
medium contains a large number of inclusions, peeðoÞ and
other terms in Eqs. (14) can be replaced by their orienta-
tionally averaged values. If the homogenized composite
medium is isotropic chiral, this orientational averaging
process must yield

peqvtðr
0;oÞ¼N½peeðoÞEexcðr

0;oÞþ ipchiðoÞHexcðr
0;oÞ� ð15aÞ

meqvtðr
0;oÞ¼N½�ipchiðoÞEexcðr

0;oÞþphhðoÞHexcðr
0;oÞ�

ð15bÞ

The polarizability dyadics of electrically small, handed in-
clusions (e.g., springs) may be computed either with stan-
dard scattering methods such as the method of moments
[14] or using lumped-parameter circuit models [15]. Pro-
vided that dissipation in the composite medium can be
ignored, at a certain angular frequency, peeðoÞ; phhðoÞ;
and pchiðoÞ are purely real-valued.
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On applying the Maxwell Garnett homogenization
approach, the constitutive relations of the homogenized
composite medium (HCM) are estimated as follows [12]:

Dðr;oÞ¼ teeðoÞEðr;oÞþ tchiðoÞHðr;oÞ ð16aÞ

Bðr;oÞ¼ thhðoÞHðr;oÞ � tchiðoÞEðr;oÞ ð16bÞ

where

teeðoÞ¼ e0þ
½9m0Npeeþ3N2ðp2

chi � peephhÞ�

9e0m0 � 3Nðe0phhþ m0peeÞ �N2ðp2
chi � peephhÞ

ð16cÞ

thhðoÞ¼m0þ
½9e0Nphhþ 3N2ðp2

chi � peephhÞ�

9e0m0 � 3Nðe0phhþ m0peeÞ �N2ðp2
chi � peephhÞ

ð16dÞ

tchiðoÞ¼
i9e0m0Npchi

9e0m0 � 3Nðe0phhþ m0peeÞ �N2ðp2
chi � peephhÞ

ð16eÞ

Equivalently

Dðr;oÞ¼ eHCMðoÞ½Eðr;oÞþ bHCMðoÞr�Eðr;oÞ� ð17aÞ

Bðr;oÞ¼ mHCMðoÞ½Hðr;oÞþ bHCMðoÞr�Hðr;oÞ� ð17bÞ

are the DBF constitutive relations of the HCM, with

eHCMðoÞ ¼
teeðoÞthhðoÞþ t2

chiðoÞ
thhðoÞ

ð17cÞ

mHCMðoÞ¼
teeðoÞthhðoÞþ t2

chiðoÞ
teeðoÞ

ð17dÞ

bHCMðoÞ¼ �
i

o
tchiðoÞ

teeðoÞthhðoÞþ t2
chiðoÞ

ð17eÞ

as the constitutive parameters. Clearly, if pchiðoÞO0;
the composite medium has been homogenized into an
isotropic chiral medium. In passing, other homogeniza-
tion approaches are also possible for chiral composites
[1,13].

6. BELTRAMI FIELDS IN AN ISOTROPIC CHIRAL MEDIUM

In a source-free region occupied by a homogeneous
isotropic chiral medium, rðr;oÞ¼ 0 and Jðr;oÞ ¼0:
Equations (8a), (8c), and (10) then show that
r .Eðr;oÞ¼ 0 and r .Hðr;oÞ¼ 0: Thus all four fields—
Eðr;oÞ; Hðr;oÞ; Dðr;oÞ; and Bðr;oÞ—are purely solenoi-
dal. Next, Eqs. (8) and (10) together yield the following

vector Helmholtz-like equations:

r2

Eðr;oÞ

Hðr;oÞ

Dðr;oÞ

Bðr;oÞ

8
>>>>>>>>><

>>>>>>>>>:

9
>>>>>>>>>=

>>>>>>>>>;

þ 2
o2eðoÞmðoÞbðoÞ

1� o2eðoÞmðoÞb2
ðoÞ
r�

Eðr;oÞ

Hðr;oÞ

Dðr;oÞ

Bðr;oÞ

8
>>>>>>>>><

>>>>>>>>>:

9
>>>>>>>>>=

>>>>>>>>>;

þ
o2eðoÞmðoÞ

1� o2eðoÞmðoÞb2
ðoÞ

Eðr;oÞ

Hðr;oÞ

Dðr;oÞ

Bðr;oÞ

8
>>>>>>>>><

>>>>>>>>>:

9
>>>>>>>>>=

>>>>>>>>>;

¼

0

0

0

0

8
>>>>>>>>><

>>>>>>>>>:

9
>>>>>>>>>=

>>>>>>>>>;

ð18Þ

In the limit bðoÞ ! 0; the medium becomes achiral and
these equations reduce to the familiar vector Helmholtz
equation, r2Eðr;oÞþo2eðoÞmðoÞEðr;oÞ¼0; and so on.

In lieu of the second-order differential equations [Eqs.
(18)], first-order differential equations can be formulated.
Thus, after defining the auxiliary fields

Q1ðr;oÞ¼
1

2
Eðr;oÞþ i

ffiffiffiffiffiffiffiffiffiffi
mðoÞ
eðoÞ

s

Hðr;oÞ

" #
ð19aÞ

Q2ðr;oÞ¼
1

2
Hðr;oÞþ i

ffiffiffiffiffiffiffiffiffiffi
eðoÞ
mðoÞ

s

Eðr;oÞ

" #
ð19bÞ

and using the wavenumbers

g1ðoÞ¼
o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eðoÞmðoÞ

p

1� obðoÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eðoÞ mðoÞ

p ð20aÞ

g2ðoÞ¼
o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eðoÞmðoÞ

p

1þobðoÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eðoÞ mðoÞ

p ð20bÞ

we get the two first-order differential equations

r�Q1ðr;oÞ¼ g1ðoÞQ1ðr;oÞ ð21aÞ

r�Q2ðr;oÞ¼ � g2ðoÞQ2ðr;oÞ ð21bÞ

which are easier to analyze than Eqs. (18). The denomi-
nators on the left sides of Eqs. (20) suggest that
o2eðoÞmðoÞb2

ðoÞ¼ 1 is not permissible for an isotropic
chiral medium, as both wavenumbers must have finite
magnitudes.

According to Eqs. (21), Q1ðr;oÞ and Q2ðr;oÞ are
Beltrami fields [12]. A Beltrami field is parallel to its
own circulation. The concept arose early in the nineteenth
century, and has often been rediscovered. The easiest
way to think of a Beltrami field is as a spiral staircase or
a tornado.
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While Q1ðr;oÞ is a left-handed Beltrami field, the neg-
ative sign on the right side of Eq. (21b) means that Q2ðr;oÞ
is a right-handed Beltrami field, because the two complex-
valued wavenumbers g1ðoÞ and g2ðoÞ must have positive
real parts. Both wavenumbers also must have positive
imaginary parts in a causal material medium, since causal
materials must exhibit delayed response in the time do-
main and therefore must demonstrate EM loss (or atten-
uation) in the frequency domain.

As an isotropic chiral medium displays two distinct
wavenumbers at a specific frequency, it is birefringent.
More specifically, because Q1ðr;oÞ and Q2ðr;oÞ: have
plane-wave representations possible only in terms of cir-
cularly polarized plane waves, an isotropic chiral medium
is often said to be circularly birefringent. The difference
between g1ðoÞ and g2ðoÞ gives rise to natural optical ac-
tivity. While OR is proportional to the real part of ½g1ðoÞ �
g2ðoÞ�; CD is proportional to the imaginary part of ½g1ðoÞ �
g2ðoÞ�: The OR and CD spectra must be consistent with the
Kramers–Kronig relations [16]. The CD spectrum has a
local maximum or minimum at the frequency where the
sign of the OR changes; this feature is labeled as the Cot-
ton effect after H. Cotton, who reported it in 1895 [2]. The
OR and CD spectra of a simple chiral medium are illus-
trated in Fig. 4.

7. REPRESENTATION OF BELTRAMI FIELDS

A Beltrami field is represented in terms of toroidal and
poloidal fields because the curl of a toroidal field is poloidal
and vice versa [17]. Thus, the decomposition

Qnðr;oÞ¼ gnðoÞr� ½rcnðr;oÞ� þ ð�Þ
nþ 1
r�r� ½rcnðr;oÞ�;

n¼ 1; 2 ð22Þ

is possible, as the first parts on the right sides of Eqs. (22)
are toroidal and the second parts are poloidal. The
scalar functions cnðr;oÞ satisfy the scalar Helmholtz

equation as follows:

r2cnðr;oÞþ g2
n ðoÞcnðr;oÞ¼ 0; n¼ 1; 2 ð23Þ

Solutions of Eqs. (23) in the Cartesian, the circular cylin-
drical, and the spherical coordinate systems are common-
place [18].

Beltrami plane waves propagating in the þ z direction
may be represented as

Qnðr;oÞ ¼An2
�1=2½x̂xþð�Þnþ 1iŷy� exp½ignðoÞz�; n¼ 1; 2 ð24Þ

with An as the amplitudes, while x̂x; ŷy, and ẑz are the Car-
tesian unit vectors.

In the circular cylindrical coordinate system ðr;j; zÞ;
Beltrami fields with an exp ðiazÞ dependence may be ex-
pressed as the sums

Qnðr;oÞ¼
X1

n¼�1

Ann½M
ð3Þ
n ðgnðoÞja; rÞþ ð�Þ

nþ 1Nð3Þn ðgnðoÞja; rÞ�;

n¼ 1; 2 ð25aÞ

for regular behavior as r!1; while the expansions

Qnðr;oÞ¼
X1

n¼�1

Bnn½M
ð1Þ
n ðgnðoÞja; rÞþ ð�Þ

nþ 1Nð1Þn ðgnðoÞja; rÞ�;

n¼ 1; 2 ð25bÞ

are well behaved at r¼ 0; with Ann and Bnn as the coeffi-
cients of expansion. The vector cylindrical wavefunctions
are given as

Mð1Þn ðs j a; rÞ¼ eiðazþnjÞ q̂q
in

kr

� �
JnðkrÞ � ûu @JnðkrÞ

� �
ð26aÞ

Mð3Þn ðs j a; rÞ¼ eiðazþnjÞ q̂q
in

kr

� �
Hð1Þn ðkrÞ � ûu @Hð1Þn ðkrÞ

� �

ð26bÞ

NðjÞn ðs j a; rÞ¼
1

s
r�MðjÞn ðs j a; rÞ; j¼ 1; 3 ð26cÞ

where k¼ þðs2 � a2Þ
1=2; q̂q; ûu; and ẑz are the unit vectors in

the cylindrical coordinate system; JnðkrÞ are the cylindri-
cal Bessel functions of order n, and @JnðkrÞ are the re-
spective first derivatives with respect to the argument;
while Hð1Þn ðkrÞ are the cylindrical Hankel functions of the
first kind and order n, and @Hð1Þn ðkrÞ are the first deriva-
tives with respect to the argument. For quasi-two-dimen-
sional problems, a¼ 0 because @=@z¼ 0: Parenthetically, in
this paragraph r denotes the radial distance in the xy
plane and should not be confused with the use of r for
charge density elsewhere in this article.

Finally, with Ansmn and Bnsmn as the coefficients of ex-
pansion, in the spherical coordinate system (r, y, j), we

CD

OR
f0

Figure 4. Optical rotation (OR) and circular dichroism (CD)
spectra of a simple isotropic chiral medium. When the OR chang-
es sign, the CD records either a maximum or a minimum, which
phenomenon is called the Cotton effect.
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have

Qnðr;oÞ ¼
X2

s¼ 1

X1

n¼ 1

Xn

m¼ 0

Ansmn½M
ð3Þ
smnðgnðoÞrÞ

þ ð�Þ
nþ 1Nð3ÞsmnðgnðoÞrÞ�; n¼ 1; 2

ð27aÞ

for fields regular as r!1; and

Qnðr;oÞ¼
X2

s¼ 1

X1

n¼ 1

Xn

m¼ 0

Bnsmn½M
ð1Þ
smnðgnðoÞrÞ

þ ð�Þ
nþ 1Nð1ÞsmnðgnðoÞðrÞ�; n¼ 1; 2

ð27bÞ

for fields regular at r¼ 0. The well-known vector spherical
wavefunctions, MðjÞsmnðsrÞ and NðjÞsmnðsrÞ; are stated for j¼ 1,
3 as

Mð1ÞsmnðsrÞ¼ � ½nðnþ 1Þ�1=2jnðsrÞr̂r�Bsmnðy;jÞ ð28aÞ

Mð3ÞsmnðsrÞ¼ � ½nðnþ 1Þ�1=2hð1Þn ðsrÞr̂r�Bsmnðy;jÞ ð28bÞ

NðjÞsmnðsrÞ¼
1

s
r�MðjÞsmnðsrÞ; j¼ 1; 3 ð28cÞ

where the angular functions

B1 mnðy;jÞ¼ ½nðnþ 1Þ��1=2 ĥh
d

dy
Pm

n ðcos yÞ sin mj
�

þ ûu
m

sin y
Pm

n ðcos yÞ cos mj
i ð29aÞ

B2 mnðy;jÞ¼ ½nðnþ 1Þ��1=2 ĥh
d

dy
Pm

n ðcos yÞ cos mj
�

�ûu
m

sin y
Pm

n ðcos yÞ sin mj
i ð29bÞ

have been used. In these expressions, r̂r; ĥh; and ûu are the
unit vectors in the spherical coordinate system; Pm

n ðcos yÞ
are the associated Legendre functions of order n and de-
gree m; jnðsrÞ are the spherical Bessel functions of order n;
and hð1Þn ðsrÞ are the spherical Hankel functions of the first
kind and order n.

Boundary-value problems involving scattering by iso-
tropic chiral half-spaces, cylinders, and spheres can be
analytically solved using Eqs. (24)–(29). Boundary-value
problems involving more complicated geometries general-
ly require numerical treatment, which necessitates the
use of Green functions.

Isotropic chiral waveguides for use at microwave
frequencies have been theoretically studied extensively,
although no practical realization thereof has yet come
to light. Theoretical investigations on propagation in
the so-called chirowaveguides generally consist of decom-
posing the Beltrami fields into axial and transverse

components as

Qnðr;oÞ¼Qntðr;oÞþ ẑzQnzðr;oÞ;

ẑz .Qntðr;oÞ � 0; n¼ 1; 2
ð30Þ

where the z coordinate is measured on the waveguide axis
while two other mutually orthogonal coordinates are spec-
ified in the transverse plane. Assuming that all fields have
an exp(iaz) dependence on z, and making use of Eqs. (21),
we get

Qntðr;oÞ¼
1

g2
n ðoÞ � a2

½ia Iþð�ÞngnðoÞẑz� I

. r� ẑz
@

@z

� �
Qnzðr;oÞ; n¼ 1; 2

ð31Þ

where I is the identity dyadic. The axial components sat-
isfy the reduced scalar Helmholtz equations

r2 �
@2

@z2
þ g2

n ðoÞ � a2

� �
Qnzðr;oÞ¼ 0; n¼ 1; 2 ð32Þ

appropriate solutions of which are commonly worked out
in many different ways for waveguides of different cross-
sectional geometries [18].

8. SOURCES IN AN ISOTROPIC CHIRAL MEDIUM

Let us now assume the existence of a magnetic charge
density rmðr;oÞ and a magnetic current density Jmðr;oÞ;
because they assist in the solution of dual problems [19].
In addition, let us define the intrinsic impedance
ZðoÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðoÞ=eðoÞ

p
as well as the auxiliary wavenumber

kðoÞ¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðoÞ eðoÞ

p
; and drop the explicit indication of de-

pendences on o for notational simplicity. Now Eqs. (8) may
be written as

r .BðrÞ¼rmðrÞ ð33aÞ

r�EðrÞ¼ ioBðrÞ � JmðrÞ ð33bÞ

r .DðrÞ¼ rðrÞ ð33cÞ

r�HðrÞ¼ � ioDðrÞ þJðrÞ ð33dÞ

which yield the relations

r�QnðrÞþ ð�Þ
ngnQnðrÞ¼WnðrÞ; n¼ 1; 2 ð34Þ

for a chiral medium, where

W1ðrÞ¼
g1

2k
½iZJðrÞ � JmðrÞ� ð35aÞ

W2ðrÞ¼
g2

2k
½JðrÞþ

1

iZ
JmðrÞ� ð35bÞ

are the Beltrami source current densities [12].

CHIRALITY 617



Since Eqs. (34) are linear, they can be solved using
standard techniques. Their complete solution can be com-
pactly stated for all r as

QnðrÞ ¼Qcf
n ðrÞþQrad

n ðrÞ; n¼ 1; 2 ð36Þ

where

Qrad
n ðrÞ¼ ð�Þ

nþ 1 2g1g2

k

Z

Vs

Gnðr; r0Þ .Wnðr0Þd
3r0;

n¼ 1; 2

ð37Þ

are the particular solutions due to the source densities WnðrÞ;
which are wholly confined to the region Vs, and Qcf

n ðrÞ are
the complementary functions satisfying the relations

r�Qcf
n ðrÞ¼ ð�Þ

nþ 1gnQ
cf
n ðrÞ; n¼ 1; 2 ð38Þ

identically. Substituting Eqs. (36)–(38) in Eqs. (34), we ob-
tain the dyadic differential equations

r�Gnðr; r0Þþ ð�Þ
ngnGnðr; r0Þ¼ ð�Þ

nþ 1 2g1g2

k

� ��1

Idðr� r0Þ; n¼ 1; 2

ð39Þ

where dð . Þ is the Dirac delta function.
The solutions of Eqs. (39) are the Beltrami–Green dy-

adic functions

Gnðr; r0Þ¼ ð�Þ
nþ1 2g1g2

k

� ��1

½r� Iþð�Þnþ 1gnI�

.Gfsðgnjr; r0Þ; n¼ 1; 2

ð40Þ

wherein

Gfsðs j r; r0Þ¼ Iþ
rr

s2

� �
expðisjr� r0jÞ

4pjr� r0j
ð41Þ

is the familiar dyadic Green function for free space. As the
properties of Gfsðs; r; r0Þ can be found in almost any grad-
uate-level EM textbook [20,21], those of Gnðr; r0Þ can be
easily determined, as illustrated in Ref. 12.

As an example of the use of Eqs. (37), let us consider
an electric dipole moment p located at the origin:
JðrÞ¼ � iop dðrÞ and JmðrÞ¼0: The radiated Beltrami
fields turn out be

Qrad
1 ðrÞ¼

o2m
k

g1g2

k2
g1G1ðr;0Þ .p; r > 0 ð42aÞ

Qrad
2 ðrÞ¼ io

g1g2

k2
g2G2ðr;0Þ .p; r > 0 ð42bÞ

which show clearly that the radiation field of a point elec-
tric dipole in an isotropic chiral medium consists of left-
handed as well as right-handed components. If we have
instead a point magnetic dipole m located at the origin,

the source current densities are specified as JðrÞ¼0 and
JmðrÞ¼ � iomdðrÞ; so that

Qrad
1 ðrÞ¼ io

g1g2

k2
g1G1ðr;0Þ .m; r > 0 ð43aÞ

Qrad
2 ðrÞ¼

o2e
k

g1g2

k2
g2G2ðr;0Þ .m; r > 0 ð43bÞ

are the corresponding radiated Beltrami fields. A major
difference between isotropic chiral and achiral media is
shown by the two sets of radiated fields, Eqs. (42) and (43).
Without loss of generality, let the source dipole moments
be aligned parallel to the z axis. Then, if the dipole mo-
ments are radiating in an achiral medium (i.e., b¼ 0),
there is no magnetic field due to p and there is no electric
field due to m at any point on the z axis. On the other
hand, the wavenumber difference between the left-handed
and the right-handed Beltrami fields guarantees that, in
an isotropic chiral medium, both Erad(r) and Hrad(r) are
not generally null-valued on the z axis, regardless of
which one of the two dipole moments is radiating.

Canonical sources of Beltrami fields are possible. If there
is a source distribution such that JðrÞ � �ð1=iZÞJmðrÞ for all
r, then Qrad

2 ðrÞ � 0 from Eqs. (35) and (37). Likewise, a
source distribution containing electric and magnetic cur-
rent densities in the simple proportion JðrÞ¼ ð1=iZÞJmðrÞ
for all r radiates only a right-handed field, because
Qrad

1 ðrÞ � 0 emerges from the same equations.
Radiation by complex sources has to be generally treat-

ed using integral equations. Both the Maue and the Pock-
lington integral equations for radiation in a homogeneous
isotropic chiral medium are available [12]. Cerenkov ra-
diation in an isotropic chiral medium has also been de-
scribed using Beltrami fields [12].

The foregoing developments make it clear that a descrip-
tion involving differentials of only the first order suffices for
monochromatic radiation and propagation in an isotropic
chiral medium. True, there are rr terms in G1ðr; r0Þ and
G2ðr; r0Þ; but dyadic Green functions are not fields, being
instead solutions of dyadic differential equations.

Finally, although the left-handed and the right-handed
Beltrami fields are capable of being independently
radiated and propagated as per Eqs. (34), they do indeed
couple in an isotropic chiral medium. This coupling
takes place only at bimedium boundaries where condi-
tions on the tangential components of E(r) and H(r)
must be satisfied; that is, the boundary conditions are
specified not on Q1(r) or Q2(r) singly, but on the tangential
components of the combinations EðrÞ¼Q1ðrÞ � iZQ2ðrÞ
and HðrÞ ¼Q2ðrÞþ ð1=iZÞQ1ðrÞ:

9. THEOREMS FOR SCATTERING IN AN ISOTROPIC
CHIRAL MEDIUM

Equations (36)–(39) suffice to set up certain often-used
principles for monochromatic scattering and radiation
problems, when all space is filled with a homogeneous iso-
tropic chiral medium.

The source–region Beltrami fields can be obtained from
Eqs. (37) using the Fikioris approach [22]. Let S be the
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surface of the convex-shaped source region Vs, where n̂n0 is
the unit outward normal at r0 2 S (see Fig. 5). Then, Eqs.
(37) and (40) yield the following relations:

Qrad
n ðrÞ¼ ð�Þ

nþ 1gn

Z

Vs

½Gfsðgnjr; r0Þ .Wn

�
ðr0Þ

�GPðgnjr; r0Þ .WnðrÞ�d
3r0

�g�2
n LðrÞ .WnðrÞ



þ

Z

Vs

½r�Gfsðgnjr; r0Þ� .Wnðr0Þd
3r0;

n¼ 1; 2; r 2 Vs

ð44Þ

The depolarization dyadic

LðrÞ¼
1

4p

Z

S

n̂n0r0 � n̂n0r

jr� r0j
3

d2r0 ð45Þ

in Eqs. (44) is dependent on the shape of the region Vs, while

GPðsjr; r0Þ¼
rr

s2

1

4pjr� r0j
ð46Þ

is an auxiliary dyadic function.
If the maximum linear extent of the region Vs times the

magnitude of the greater of the two wavenumbers, g1 and
g2, is much smaller than unity, we may make the quasi-
static approximation: W1(r0)DW1(r) and W2(r0)DW2(r)
for all r0 2 Vs: Then, Eqs. (44) simplify to

Qrad
n ðrÞ ffifð�Þ

nþ 1gn½MðgnjrÞ � g�2
n LðrÞ�

þNðgnjrÞg .WnðrÞ; n¼ 1; 2; r 2 Vs

ð47Þ

where the dyadics

MðsjrÞ¼
Z

Vs

½Gfsðsjr; r0Þ �GPðsjr; r0Þ�d
3r0 ð48aÞ

NðsjrÞ¼
Z

Vs

½r �Gfsðsjr; r0Þ�d
3r0 ð48bÞ

depend on the shape as well as on the size of Vs. Finally,
the Rayleigh approximation requires that we ignore the
dyadics MðsjrÞ and NðsjrÞ completely to obtain the
estimates

Qrad
n ðrÞ ffi ð�Þ

ng�1
n LðrÞ .WnðrÞ; n¼ 1; 2; r 2 Vs ð49Þ

when Vs is an extremely small region. The right sides of
Eqs. (47) and (49) are useful in homogenizing isotropic
chiral composites as well as for devising the method of
moments and the coupled dipole method for scattering by
bianisotropic objects in isotropic chiral environments
[12,23].

Turning now to the mathematical realizations of the
Huygens principle and its progeny, we suppose that all
space is divided into two regions, as shown in Fig. 6.
The external region Vext extends to infinity in all direc-
tions but is separated from an internal region Vint by the
convex and once-differentiable surface S. Then the Huy-
gens principle in a homogeneous isotropic chiral medium
reads as follows [12]:

QnðrÞ¼ ð�Þ
nþ1 2g1g2

k

Z

S
Gnðr; r0Þ . ½n̂n0�Qnðr0Þ�d

2r0;

n¼ 1; 2; r 2 Vext

ð50aÞ

0¼

Z

S
Gðr; r0Þ . ½n̂n0�Qnðr0Þ�d

2r0; n¼1; 2; r =2Vext ð50bÞ

Thus, the Cauchy data for the fields in a chiral medium
comprise the components of the Beltrami fields that are
tangential to a boundary. When these data are prescribed
on the surface S, we can find the Beltrami fields every-
where in the region Vext.

The Huygens principle allows the enunciation of the
exterior surface equivalence principle. Consider a problem
in which surface Beltrami current densities Ws

1ðrÞ and
Ws

2ðrÞ exist on the exterior side of the surface S (see Fig. 6).
As per Eqs. (37), these surface current densities act as

Vs

S

no
^

Figure 5. For the evaluation of fields in the region Vs, when the
sources are also confined to the same region and all space is oc-
cupied by a homogeneous chiral medium.

Vint

Vext
S

no
^

Figure 6. Relevant to the Huygens principle, the exterior surface
equivalence principle, and the Ewald–Oseen extinction theorem,
when all space is occupied by a homogeneous chiral medium.
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sources of the radiated fields

Qrad
n ðrÞ¼ ð�Þ

nþ 1 2g1g2

k

Z

S
Gnðr; r0Þ .W

s
nðr0Þd

2r0;

n¼ 1; 2; r 2 Vext

ð51Þ

On comparing Eqs. (50a) and (51) to ensure the equiva-
lence Qrad

n ðrÞ � QnðrÞ for all r 2 Vext; we obtain the rela-
tionships [12]

Ws
nðr0Þ¼ n̂n0�Qnðr0Þ; n¼ 1; 2; r0 2 S ð52Þ

as the exterior surface equivalence principle for Beltrami
fields and sources, r0 in Eqs. (52) lying on the exterior side
of S.

The Ewald–Oseen extinction theorem is a cornerstone
of the extended-boundary-condition method [12,24]. For
scattering in an isotropic chiral medium, this theorem
may be stated as

0¼Qcf
n ðrÞþ ð�Þ

nþ 1 2g1g2

k

Z

S
Gnðr; r0Þ . ½n̂n0�Qnðr0Þ�d

2r0;

n¼ 1; 2; r 2 Vint ð53Þ

where Qcf
n ðrÞ play the role of the incident Beltrami fields.

Once Qnðr0Þ; r0 2 S; have been determined from Eqs. (53),
the total fields in the exterior region may be determined as

QnðrÞ ¼Qcf
n ðrÞþ ð�Þ

nþ 1 2g1g2

k

Z

S
Gnðr; r0Þ . ½n̂n0�Qnðr0Þ�d

2r0;

n¼ 1; 2; r 2 Vext ð54Þ

From Eqs. (53) and (54), the plane-wave scattering dyadics
for an object in an isotropic chiral environment can be de-
rived, as can the forward plane-wave scattering amplitude
theorems [12].

10. STRUCTURALLY CHIRAL MEDIA

The molecules of a naturally occurring isotropic chiral
medium are mirror-asymmetric, and so are the inclusions
in an artificial isotropic chiral medium. As a randomly
dispersed and randomly oriented collection of mirror-
asymmetric molecules or inclusions is also mirror-asym-
metric, isotropic chiral media emerge with direction-inde-
pendent constitutive properties. In contrast, the molecules
or inclusions of a structurally chiral medium are not mir-
ror-asymmetric, but their orientation is.

In chiral nematic liquid crystals (CNLCs)—also called
cholesteric liquid crystals—needle-like molecules are
randomly positioned on parallel sheets, with all molecules
on any one sheet oriented parallel to one another and
with the orientation rotating helicoidally as one moves
across consecutive sheets. The situation is schematically
depicted in Fig. 7. From 1850 to 1888, several scientists
came across CNLCs but were unable to capitalize on
their observations [25]. Then in 1888 the biochemist

F. Reinitzer observed that a CNLC named cholesteryl
benzoate has two distinct melting points—it is a solid at
temperatures below 145.51C, a clear liquid at tempera-
tures above 178.51C, and a cloudy liquid in between. Re-
initzer’s observation of the mesophase—when positional
order is absent as in a liquid, but orientational order is
still strong as in a solid—opened up the area of liquid
crystal research in continuum mechanics as well as in op-
tics [26–28].

Earlier, however, (in 1869), E. Reusch had anticipated
the CNLC structure as a laminate of uniaxial dielectric
sheets, with the crystallographic axes of any two adjacent
sheets offset in the transverse plane by a fixed small angle.
At a low enough frequency, this laminate appears as a
continuously nonhomogeneous medium whose cons-
titutive properties vary helicoidally. Thus

Dðr;oÞ¼ e0SðzÞ . eref ðoÞ .S
�1
ðzÞ .Eðr;oÞ ð55aÞ

Hðr;oÞ¼
1

m0

Bðr;oÞ ð55bÞ

x

y

z

Figure 7. Schematic depiction of the arrangement of needle-like
molecules in a chiral nematic liquid crystal. The gaps between the
consecutive sheets as well as the sheets are fictitious, as they are
merely aids to visualization. Only half of the electromagnetic
period is shown.
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are the frequency-domain constitutive relations of a
CNLC, where

eref ðoÞ¼ eaðoÞ½I� x̂xx̂x� þ ebðoÞx̂xx̂x ð56Þ

is the relative permittivity dyadic in a reference plane
designated as z¼ 0. The rotation dyadic

SðzÞ¼ ½x̂xx̂xþ ŷyŷy� cos
pz

O
� ½ŷyx̂x� x̂xŷy� sin

pz

O
þ ẑzẑz ð57Þ

denotes that the CNLC structure varies helicoidally in the
axial (i.e., z) direction with a period 2O; however, the elec-
tromagnetic period is O. The upper sign in Eq. (57) applies
for structural right-handedness; the lower, for structural
left-handedness.

Reusch’s model of a CNLC has been often implemented
with either uniaxial crystals or fibrous laminae, and ap-
pears promising for microwave and RF applications as
well [29]. More recently, thin-film technology has been
pressed into service to realize the CNLC structure by re-
leasing a directed evaporant flux toward a rotating sub-
strate [30,31]. The reference permittivity dyadic of these
chiral sculptured thin films (STFs) differs from Eq. (56),
being

eref ðoÞ ¼ eaðoÞ½I� ðx̂x cos wþ ẑz sin wÞðx̂x cos wþ ẑz sin wÞ � ŷyŷy�

þ ebðoÞðx̂x cos wþ ẑz sin wÞðx̂x cos wþ ẑz sin wÞþ ecðoÞŷyŷy;

w > 0 ð58Þ

instead, and the electromagnetic period is 2O.
The reference permittivity dyadics in Eqs. (56) and (58)

are uniaxial and biaxial, respectively; that is, they have
either one or two crystallographic axes. Biaxial eref ðoÞ is
displayed by chiral smectic liquid crystals also [26,27].
Thus in general eref ðoÞ displays orthorhombic symmetry
[32]. Moreover, particularly with advances in thin-film
technology, there is no reason for a chiral STF to be

necessarily dielectric only. These considerations led to
the proposal of the helicoidal bianisotropic medium
(HBM), whose frequency-domain constitutive relations
may be stated as [33]

Dðr;oÞ¼ e0SðzÞ . ½Iþ ve
ref
ðoÞ� .S�1

ðzÞ .Eðr;oÞþSðzÞ

. vem
ref
ðoÞ .S�1

ðzÞ .Bðr;oÞ
ð59aÞ

Hðr;oÞ¼
1

m0

SðzÞ . ½I� vm
ref
ðoÞ� .S�1

ðzÞ .Bðr;oÞþSðzÞ

. vme
ref ðoÞ .S

�1
ðzÞ .Eðr;oÞ

ð59bÞ

subject to the constraint

Tr½vem
ref
ðoÞ � vme

ref
ðoÞ� ¼ 0 ð60Þ

The launching and propagation of EM waves in HBMs
is best studied using a 4� 4 matrix differential equation
formalism [31,34].

Although chiral STFs made of fluorites, and single-
frequency OR measurements on them, were reported in
1959 [35], systematic experimental studies—along with
scanning electron microscopic verification of the micro-
structural geometry—appear to have begun only in 1995
[30]. Figure 8 shows the scanning electron micrograph
of a chiral STF made of silicon oxide. As typical values
of O realized today range from 30 nm to 10 mm, microwave
applications of these films are yet not feasible, but are
likely to become an active area of research once films with
OB100mm become available. Many possible applications
have been anticipated as the concept of STFs for biologi-
cal, optical, electronic, chemical, and other applications
is beginning to take root, while many optical and related
applications have already been implemented [30,31].

Magn
8779x

Wd 
3.5 3-xxx-xxxx8-0-3

2 µm

Figure 8. Scanning electron micrograph of a 10-
period chiral sculptured thin film made of silicon
oxide. (From Professor Russell Messier, Pennsylva-
nia State University, with permission.)
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Large-scale production appears feasible as well, with
adaptation of ion-thruster technology [36].
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CIRCUIT STABILITY

JAMES A. SVOBODA

Clarkson University
Potsdam, New York

Stability is a property of well-behaved circuits and sys-
tems. Typically, stability is discussed in terms of feedback
systems. Well-established techniques, such as Nyquist
plots, Bode diagrams, and root locus plots, are available
for studying the stability of feedback systems. Electric cir-
cuits can be represented as feedback systems. Nyquist
plots, Bode diagrams, and root locus plots can then be used
to study the stability of electric circuits.

1. FEEDBACK SYSTEMS AND STABILITY

Consider a feedback system such as the one shown in
Fig. 1. This feedback system consists of three parts: a for-
ward block, sometimes called the ‘‘plant’’; a feedback
block, sometimes called the ‘‘controller’’; and a summer.
The signals vi(t) and vo(t) are the input and output of the
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feedback system. A(s) is the transfer function of the for-
ward block and B(s) is the transfer function of the feed-
back block. The summer subtracts the output of the
feedback block from vi(t). The transfer function of the
feedback system can be expressed in terms of A(s) and B(s)
as

TðsÞ¼
VoðsÞ

ViðsÞ
¼

AðsÞ

1þAðsÞBðsÞ
ð1Þ

Suppose that the transfer functions A(s) and B(s) can each
be expressed as ratios of polynomials in s. Then

AðsÞ¼
NAðsÞ

DAðsÞ
and BðsÞ¼

NBðsÞ

DBðsÞ
ð2Þ

where NA(s), DA(s), NB(s), and DB(s) are polynomials in s.
Substituting these expressions into Eq. (1) gives

TðsÞ¼

NAðsÞ
DAðsÞ

1þ
NAðsÞ
DAðsÞ

NBðsÞ
DBðsÞ

¼
NAðsÞDBðsÞ

DAðsÞDBðsÞþNAðsÞNBðsÞ

¼
NðsÞ

DðsÞ

ð3Þ

where the numerator and denominator of T(s), N(s), and
D(s) are both polynomials in s. The values of s for which
N(s)¼ 0 are called the zeros of T(s), and the values of s that
satisfy D(s)¼ 0 are called the poles of T(s).

Stability is a property of well-behaved systems. For ex-
ample, a stable system will produce bounded outputs
whenever its input is bounded. Stability can be deter-
mined from the poles of a system. The values of the poles
of a feedback system will, in general, be complex numbers.
A feedback system is stable when all of its poles have neg-
ative real parts.

The equation

1þAðsÞBðsÞ¼ 0 ð4Þ

is called the characteristic equation of the feedback sys-
tem. The values of s that satisfy the characteristic equa-
tion are poles of the feedback system. The left-hand side of
the characteristic equation, 1þA(s)B(s), is called the
return difference of the feedback system. Figure 2 shows
how the return difference can be measured. First, the in-
put, vi(t), is set to zero. Next, the forward path of the feed-
back system is broken. Figure 2 shows how a test signal,
VT(s)¼ 1, is applied and the response, VR(s)¼ –A(s)B(s), is

measured. The difference between the test signal and its
response is the return difference.

The calculation

Return difference¼ 1þAðsÞBðsÞ¼ 1þ
NAðsÞ

DAðsÞ

NBðsÞ

DBðsÞ

¼
DAðsÞDBðsÞ þNAðsÞNBðsÞ

DAðsÞDBðsÞ

shows that

1. The zeros of 1þA(s)B(s) are equal to the poles of
T(s).

2. The poles of 1þA(s)B(s) are equal to the poles of
A(s)B(s).

Consider a feedback system of the form shown in Fig. 1
with

AðsÞ¼
sþ5

s2 � 4sþ 1
and BðsÞ¼

3s

sþ 3
ð5Þ

The poles of the forward block are the values of s that
satisfy s2

� 4 sþ 1¼ 0 (i.e., s1¼ 3.73 and s2¼ 0.26). In this
case, both poles have real, rather than complex, values.
The forward block would be stable if both poles were neg-
ative. They are not, so the forward block is itself an un-
stable system. To see that this unstable system is not well
behaved, consider its step response [1,2]. The step re-
sponse of a system is its zero state response to a step in-
put. In other words, suppose that the input to the forward
block was zero for a very long time. At some particular
time, the value of input suddenly becomes equal to 1 and
remains equal to 1. The response of the system is called
the step response. The step response can be calculated by
taking the inverse Laplace transform of A(s)/s. In this ex-
ample, the step response of the forward block is

Step response¼ 5þ 0:675e3:73t � 5:675e0:27t

As time increases, the exponential terms of the step re-
sponse get very, very large. Theoretically, they increase
without bound. In practice, they increase until the system

vi(t) vo(t)+
+

–

A(s)

Summer Forward block

Feedback block

Input
signal

Output
signal

B(s)

Figure 1. A feedback system.

+vi(s) = 0

vR(s) = –A(s)B(s) vT(s) = 1

+ A(s)

Summer Forward block

Feedback block

B(s)

–

Figure 2. Measuring the return difference. The difference be-
tween the test input signal, VT(s), and the test output signal,
VR(s), is the return difference.
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saturates or breaks. This is typical of the undesirable be-
havior of an unstable system.

According to Eq. (3), the transfer function of the whole
feedback system is

TðsÞ¼

sþ 5
s2 � 4sþ 1

1þ sþ 5
s2 � 4sþ 1

� 3s
sþ 3

¼
ðsþ 5Þðsþ 3Þ

ðs2 � 4sþ 1Þðsþ 3Þþ ðsþ 5Þð3sÞ
¼

s2þ 8sþ 15

s3þ 2s2þ 4sþ 3

The poles of the feedback system are the values of s that
satisfy s3

þ 2s2
þ 4sþ 3¼ 0—that is, s1¼ �1, s2¼ � 0.5þ

j1.66 and s3¼ � 0.5� j1.66. The real part of each of these
three poles is negative. Since all of the poles of the feed-
back system have negative real parts, the feedback system
is stable. To see that this stable system is well behaved,
consider its step response. This step response can be
calculated by taking the inverse Laplace transform of
T(s)/s. In this example, the step response of the feedback
system is

Step response¼ 5� 11:09e�t cosð
ffiffiffiffiffi
2t
p
þ 63Þ

In contrast to the previous case, as time increases, e� t

becomes zero so the second term of the step response dies
out. This stable system does not exhibit the undesirable
behavior typical of unstable systems.

2. STABILITY CRITERIA

Frequently, the information about a feedback system that
is most readily available is the transfer functions of the
forward and feedback blocks, A(s) and B(s). Stability cri-
teria are tools for determining whether a feedback system
is stable by examining A(s) and B(s) directly, without first
calculating T(s) and then calculating its poles—that is, the
roots of the denominator of T(s). Two stability criteria will
be discussed here: the Nyquist stability criteria and the
use of Bode diagrams to determine the gain and phase
margin.

The Nyquist stability criterion is based on a theorem
in the theory of functions of a complex variable [1,3,4].
This stability criterion requires a contour mapping
of a closed curve in the s plane using the function
A(s)B(s). The closed contour in the s plane must enclose
the right half of the s plane and must not pass through
any poles or zeros of A(s)B(s). The result of this mapping
is a closed contour in the A(s)B(s) plane. Fortunately,
the computer program MATLAB [5,6] can be used to
generate an appropriate curve in the s plane and do this
mapping.

Rewriting the characteristic equation, Eq. (4), as

AðsÞBðsÞ¼ � 1 ð6Þ

suggests that the relationship of the closed contour in the
A(s)B(s) plane to the point � 1þ j0 is important. Indeed,
this is the case. The Nyquist stability criterion involves

the number of encirclements of the point � 1þ j0 by the
curve in the A(s)B(s) plane. Let

N¼ the number of encirclements, in the clockwise direc-
tion, of � 1þ j0 by the closed curve in the A(s)B(s)
plane

Z ¼The number of poles of T(s) in the right half of the s
plane

P ¼The number of poles of A(s)B(s) in the right half of the
s plane

The Nyquist stability criterion states that N, Z, and P are
related by

Z¼PþN

A stable feedback system will not have any poles in the
right half of the s plane, so Z¼ 0 indicates a stable system.

For example, suppose that the forward and feedback
blocks of the feedback system shown in Fig. 1 have the
transfer functions described by Eq. (5). Then

AðsÞBðsÞ¼
3s2þ 15s

s3 � s2 � 11sþ 3

¼
3s2þ 15s

ðs� 3:73Þðs� 0:26Þðsþ 3Þ

ð7Þ

Figure 3 shows the Nyquist plot for this feedback system.
This plot was obtained using the MATLAB commands

num¼[0 3 15 0]; %Coefficients of the

numerator of A(s) B(s)

den¼[1�1�11 3]; %Coefficients of the

denominator of A(s) B(s)

nyquist (num, den)

Since A(s)B(s) has two poles in the right half of the s plane,
P¼ 2. The Nyquist plot shows two counterclockwise en-
circlements of � 1þ j0 so N¼ � 2. Then Z¼PþN¼ 0, in-
dicating that the feedback system is stable.
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Figure 3. A Nyquist plot produced using MATLAB.
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Feedback systems need to be stable in spite of varia-
tions in the transfer functions of the forward and feedback
blocks. The gain and phase margins of a feedback system
give an indication of how much A(s) and B(s) can change
without causing the system to become unstable. The gain
and phase margins can be determined using Bode dia-
grams. To obtain the Bode diagrams, first let s¼ jo so that
Eq. (6) becomes

Að joÞBð joÞ¼ � 1

The value of A(jo)B(jo) will, in general, be complex.
Two Bode diagrams are used to determine the gain
and phase margins. The magnitude Bode diagram is a
plot of 20 log[|A(jo)B(jo)|] versus o. The units of 20
log[|A(jo)B(jo)|] are decibels. The abbreviation for deci-
bel is dB. The magnitude Bode diagram is sometimes
referred to as a plot of the magnitude of A(jo)B(jo), in
dB, versus o. The phase Bode diagram is a plot of the
angle of A(jo)B(jo) versus o.

It is necessary to identify two frequencies: og, the gain
crossover frequency; and op, the phase crossover frequen-
cy. To do so, first take the magnitude of both sides of Eq. (7)
to obtain

jAð joÞBð joÞj ¼ 1 ð8Þ

Converting to decibels gives

20 log½jAð joÞBð joÞj� ¼ 0 ð9Þ

Equation (8) or (9) is used to identify a frequency, og, the
gain crossover frequency. That is, og is the frequency at
which

jAð jogÞjjBð jogÞj ¼ 1

Next, take the angle of both sides of Eq. (4) to

ffðAð joÞBð joÞÞ ¼ 180 ð10Þ

Equation (10) is used to identify a frequency, op, the gain
crossover frequency. That is, op is the frequency at which

ffAð jopÞþffBð jopÞ¼ 180 ð11Þ

The gain margin of the feedback system is

Gain margin¼
1

jAð jopÞj jBð jopÞj
ð12Þ

The phase margin is

Phase margin¼ 180 � ðffAð jogÞþffBð jogÞÞ ð13Þ

The gain and phase margins can be easily calculated using
MATLAB. For example, suppose the forward and feedback
blocks of the feedback system shown in Fig. 1 have the
transfer functions described by Eq. (3). Figure 4 shows the

Bode diagrams for this feedback system. These plots were
obtained using the MATLAB commands

num¼[0 3 15 0]; %Coefficients of the

numerator of A(s)B(s)

den¼[1�1�11 3]; %Coefficients of the

denominator of A(s)B(s)

margin (num,den)

MATLAB has labeled the Bode diagrams in Fig. 4 to show
the gain and phase margins. The gain margin of
� 1.331 dB indicates that a decrease in |A(s)B(s)| of
1.331 dB or, equivalently, a decrease in gain by a factor
of 0.858, at the frequency op¼ 1.378 rad/s, would bring the
system the boundary of instability. Similarly, the phase
margin of 11.61 indicates that an increase in the angle of
A(s)B(s) of 11.61, at the frequency og¼ 2.247 rad/s, would
bring the system the boundary of instability.

When the transfer functions A(s) and B(s) have no poles
or zeros in the right half of the s plane, then the gain and
phase margins must both be positive in order for the sys-
tem to be stable. As a rule of thumb [7], the gain margin
should be greater than 6 dB and the phase margin should
be between 30 and 601. These gain and phase margins
provide some protection against changes in A(s) or B(s).

3. STABILITY OF LINEAR CIRCUITS

The Nyquist criterion and the gain and phase margin can
be used to investigate the stability of linear circuits. To do
so requires that the parts of the circuit corresponding to
the forward block and to the feedback block be identified.
After this identification is made, the transfer functions
A(s) and B(s) can be calculated.

Figures 5–8 illustrate a procedure for finding A(s) and
B(s) [8]. For concreteness, consider a circuit consisting of
resistors, capacitors, and op amps. Suppose further that
the input and outputs of this circuit are voltages. Such a
circuit is shown in Fig. 5. In Fig. 6 one of the op amps has
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Figure 4. Bode plot used to determine the phase and gain mar-
gins. The plots were produced using MATLAB.
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been separated from the rest of the circuit. This is done to
identify the subcircuit NB. The op amp will correspond to
the forward block of the feedback system while NB will
contain the feedback block. NB will be used to calculate
B(s). In Fig. 7, the op amp has been replaced by a model of
the op amp (2). This model of the op amp indicates that the
op amp input and output voltages are related by

VBðsÞ ¼KðsÞVAðsÞ ð14Þ

The network NB can be represented by the equation

VoðsÞ

VAðsÞ

 !
¼

T11ðsÞ T12ðsÞ

T21ðsÞ T22ðsÞ

 !
ViðsÞ

VBðsÞ

 !
ð15Þ

Combining Eqs. (14) and (15) yields the transfer function
of the circuit

TðsÞ¼
VoðsÞ

ViðsÞ
¼T11ðsÞþ

T12ðsÞKðsÞT21ðsÞ

1� KðsÞT22ðsÞ
ð16Þ

or

TðsÞ¼
VoðsÞ

ViðsÞ
¼

T11ðsÞð1þKðsÞT22ðsÞÞ þT12ðsÞKðsÞT21ðsÞ

1þKðsÞT22ðsÞ

Equation (15) suggests a procedure that can be used to
measure or calculate the transfer functions T11(s), T12(s),
T21(s), and T22(s). For example, Eq. (15) says that when
Vi(s)¼ 1 and VB(s)¼ 0, then Vo(s)¼T11(s) and VA(s)¼
T21(s). Figure 8 illustrates this procedure for determining

T11(s) and T21(s). A short circuit is used to make VB(s)¼ 0
and the voltage source voltage is set to 1 so that Vi(s)¼ 1.
Under these conditions the voltages Vo(s) and VA(s) will be
equal to the transfer functions T11(s) and T21(s). Similarly,
when Vi(s)¼0 and VB(s)¼ 1, then Vo(s)¼T12(s) and VA(s)¼
T22(s). Figure 9 illustrates the procedure for determining
T12(s) and T22(s). A short circuit is used to make Vi(s)¼ 0,
and the voltage source voltage is set to 1 so that VB1(s)¼ 1.
Under these conditions the voltages Vo(s) and VA(s) will be
equal to the transfer functions T11(s) and T21(s).

Next, consider the feedback system shown in Fig. 10.
[The feedback system shown in Fig. 1 is part, but not all,
of the feedback system shown in Fig. 10. When D(s)¼ 0,
C1(s)¼ 1 and C2(s)¼ 1; then Fig. 10 reduces to Fig. 1. Con-
sidering the system shown in Fig. 10, rather than the sys-
tem shown in Fig. 1, avoids excluding circuits for which
D(s)a0, C1(s)a1, or C2(s)a1.] The transfer function of
this feedback system is

TðsÞ¼
VoðsÞ

ViðsÞ
¼DðsÞþ

C1ðsÞAðsÞC2ðsÞ

1þAðsÞBðsÞ
ð17Þ

v i(t) vo(t)RL
+
–

+

–

A circuit consisting of
resistors, capacitors, and

op amps

Figure 5. A circuit that is to be represented as a feedback sys-
tem.

v i(t) vo(t)RL
+
–

+

–

an op amp

NB

+

–The rest of
the circuit

Figure 6. Identifying the subcircuit NB by separating an op amp
from the rest of the circuit.

V i(s) = 1

VA(s) = T21(s) VB(s) = 0

Vo(s) =
T11(s)RL

+
–

+

–

+

–

NB

Figure 8. The subcircuit NB is used to calculate T12(s) and T22(s).

v i(s)

vA(s) vB(s) = K(s) vA(s)

vo(s)RL
+
–

+

–

+

–

NB

+
–

Figure 7. Replacing the op amp with a model of the op amp.
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or

TðsÞ¼
VoðsÞ

ViðsÞ
¼

DðsÞð1þAðsÞBðsÞÞ þC1ðsÞAðsÞC2ðsÞ

1þAðsÞBðsÞ

Comparing Eqs. (16) and (17) shows that

AðsÞ¼ � KðsÞ ð18aÞ

BðsÞ¼T22ðsÞ

C1ðsÞ¼T12ðsÞ

C2ðsÞ¼T21ðsÞ

DðsÞ¼T11ðsÞ

ð18bÞ

Finally, with Eqs. (18a) and (18b), the identification of A(s)
and B(s) is complete. In summary

1. The circuit is separated into two parts: an op amp
and NB, the rest of the circuit.

2. A(s) is open-loop gain of the op amp, as shown in
Fig. 7.

3. B(s) is determined from the subcircuit NB, as shown
in Fig. 9.

As an example, consider the Sallen–Key bandpass filter [9]
shown in Fig. 11. The transfer function of this filter is

TðsÞ¼
VoðsÞ

ViðsÞ
¼

5460s

s2þ199sþ4� 106
ð19Þ

The first step toward identifying A(s) and B(s) is to sepa-
rate the op amp from the rest of the circuit, as shown in
Fig. 12. Separating the op amp from the rest of the circuit
identifies the subcircuit NB. Next, NB is used to calculate
the transfer functions T11(s), T12(s), T21(s), and T22(s).
Figure 13 corresponds to Fig. 8 and shows how T12(s)
and T22(s) are calculated. Analysis of the circuit shown in
Fig. 13 gives

T12ðsÞ¼ 1 and T22ðsÞ¼
0:259s2þ 51:6sþ 1:04� 106

s2þ 5660sþ 4� 106
ð20Þ

[The computer program ELab [10] provides an alternative
to doing this analysis by hand. ELab will calculate the
transfer function of a network in the form shown in
Eq. (16)—that is, as a symbolic function of s. ELab is
free and can be downloaded from http://sunspot.ece.
clarkson.edu:1050/Bsvoboda/software.html on the World
Wide Web.]

Figure 14 corresponds to Fig. 9 and shows how T11(s)
and T21(s) are calculated. Analysis of the circuit shown in
Fig. 14 gives

T11ðsÞ¼ 0 and T21ðsÞ¼
�1410s

s2þ 5660sþ 4� 106
ð21Þ

Substituting Eqs. (20) and (21) into Eq. (16) gives

TðsÞ¼

KðsÞ
�1410s

s2þ 5660sþ 4� 106

 !

1� KðsÞ
0:259s2þ 51:6sþ 1:04�106

s2þ 5660sþ 4� 106

 ! ð22Þ

V i(s) = 0

VA(s) = T22(s) VB(s) = 1

Vo(s) =
T12(s)RL

+
–

+

–

+

–

NB

Figure 9. The subcircuit NB is used to calculate T11(s) and T21(s).

+
+

–

+
+

v o(t )v i(t) C1(s) A(s)

D(s)

B(s)

C2(s)

+

Figure 10. A feedback system that corre-
sponds to a linear system.

+

+

––
vo(t)v i(t)

R1

C1

C2

R4

R3

R5

R2

–
+

–

Figure 11. A Sallen–Key bandpass filter: R1¼R2¼R3¼R5¼

7.07 kO, R4¼20.22 kO, and C1¼C2¼0.1 mF.
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When the op amp is modeled as an ideal op amp, K(s)-N

and Eq. (22) reduces to Eq. (19). This is reassuring but
only confirms what was already known. Suppose that
a more accurate model of the op amp is used. A freque-
ntly used op amp model [2] represents the gain of the
op amp as

KðsÞ¼ �
Ao

sþ B
Ao

ð23Þ

where Ao is the DC gain of the op amp and B is the gain–
bandwidth product of the op amp (2). Both Ao and B are
readily available from manufacturers specifications of op
amps. For example, when the op amp is a mA741 op amp,
then Ao¼ 200,000 and B¼ 2p*106 rad/s, so

KðsÞ¼ �
200; 000

sþ 31:4

Equation (18) indicates that A(s)¼ �K(s) and B(s)¼
T22(s), so in this example

AðsÞ¼
200; 000

sþ 31:4
and BðsÞ¼ 0:259

s2þ 51:6sþ 1:04� 106

s2þ 5600sþ 4� 106

� �

To calculate the phase and gain margins of this filter, first
calculate

AðsÞBðsÞ¼
51; 800ðs2þ 51:6sþ 1:04� 106Þ

s3þ 5974s2þ 5777240sþ 1246� 106

Next, the MATLAB commands

num¼20000�[0 0.259 51.6 1040000];

%Numerator Coefficients

den¼[1 5974 5777240 1256�1046];

%Denominator Coefficients

margin (num, den)

are used to produce the Bode diagram shown in Fig. 15.
Figure 15 shows that the Sallen–Key filter will have an
infinite-gain margin and a phase margin of 76.51 when a
mA741 op amp is used.

4. OSCILLATORS

Oscillators are circuits that are used to generate a sinu-
soidal output voltage or current. Typically, oscillators have
no input. The sinusoidal output is generated by the circuit
itself. This section presents the requirements that a cir-
cuit must satisfy if it is to function as an oscillator and
shows how these requirements can be used to design the
oscillator.

To begin, recall that the characteristic equation of a
circuit is

1þAðsÞBðsÞ ¼0

Suppose that this equation is satisfied by a value of s of the
form s¼ 0þ joo. Then

Að jooÞBð jooÞ¼ � 1¼ 1e j180 ð24Þ

In this case, the steady-state response of the circuit will
contain a sustained sinusoid at the frequency oo (11). In
other words, Eq. (24) indicates that the circuit will func-
tion as an oscillator with frequency oo when A( joo)B( joo)
has a magnitude equal to 1 and a phase angle of 1801.

+
–

i(t)

Rb

C1

C2
R4

R3

R5

R1 ++

–
o(t)

An op amp

R2

+
–v v

Figure 12. Identifying the subcircuit NB by separating an op
amp from the rest of the circuit.

+

_

Vi(s) = 1

VA(s) = T21(s)

Vo(s) = T11(s)

VB(s) = 0

NB

C1

C2
R4

R3

R5

R1

R2

+

–

+
–

Figure 13. The subcircuit NB1 is used to calculate T11(s) and
T21(s).

R1 R3

R2

R4

R5C1

C2

Vi(s) = 0

NB

VA (s) = T22(s)
+

–

+
–

VB(s) = 1

+

Vo(s) = T12(s)

–

Figure 14. The subcircuit NB is used to calculate T12(s) and
T22(s).
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As an example, consider using Eq. (24) to design the
Wienbridge oscillator, shown in Fig. 16, to oscillate at oo¼

1000 rad/s. The first step is to identify A(s) and B(s) using
the procedure described in the previous section. In Fig. 17
the amplifier is separated from the rest of the network to
identify the subcircuit NB. Also, from Eqs. (14) and (18),
we have

AðsÞ¼ � K

Next, the subcircuit NB is used to determine B(s)¼T22(s),
as shown in Fig. 18. From Fig. 18 it is seen that

T22ðsÞ¼

1

Cs
� R

1
Cs
þR

1

Cs
� R

1
Cs
þR
þ Rþ

1

Cs

� �
¼

1

1þ Rþ
1

Cs

� � Rþ
1

Cs

� �

R �
1

Cs

� �

¼
1

1þ Rþ
1

Cs

� �
Csþ

1

R

� � ¼ 1

3þRCsþ
1

RCs

So

AðsÞBðsÞ¼
�K

3þRCsþ
1

RCs

Now let s¼ 0þ joo to get

AðjooÞBðjooÞ¼
�K

3þ jooRC� j
1

ooRC

ð25Þ

The phase angle of A(joo) B(joo) must be 1801 if the circuit
is to function as an oscillator. That requires

jooRC� j
1

ooRC
¼ 0) oo¼

1

RC
ð26Þ
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Figure 15. The Bode diagrams used to determine
the phase and gain margins of the Sallen–Key
bandpass filter.

K

R C RL

R C

vo(t)

+

–

Figure 16. A Wien bridge oscillator.

K

C

C

R

R

Vo(s)

+

–

VA(s) VB(s)
+

–

+

–

NB

Figure 17. The amplifier is separated from the rest of the Wien
bridge oscillator to identify the subcircuit NB.
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Oscillation also requires that the magnitude of A(joo)
B( joo) be equal to 1. After substituting Eq. (26) into
Eq. (25), this requirement reduces to

K ¼ 3

That is, the amplifier gain must be set to 3. Design of the
oscillator is completed by picking values of R and C to
make oo¼ 1000 rad/s (e.g., R¼ 10 kO and C¼0.1 mF).

5. THE ROOT LOCUS

Frequently the performance of a feedback system is ad-
justed by changing the value of a gain. For example, con-
sider the feedback system shown in Fig. 1 when

AðsÞ¼
NAðsÞ

DAðsÞ
and BðsÞ¼K ð27Þ

In this case, A(s) is the ratio of two polynomials in s and
B(s) is the gain that is used to adjust the system. The
transfer function of the feedback system is

TðsÞ¼
NAðsÞ

DAðsÞþKNAðsÞ
¼

NðsÞ

DðsÞ
ð28Þ

The poles of feedback system are the roots of the polyno-
mial

DðsÞ¼DAðsÞþKNAðsÞ ð29Þ

Suppose that the gain K can be adjusted to any value
between 0 and N. Consider the extreme values of K. When
K¼ 0, D(s)¼DA(s) so the roots of D(s) are the same as the
roots of DA(s). When K¼N, DA(s) is negligible compared
to KNA(s). Therefore D(s)¼KNA(s) and the roots of D(s)
are the same as the roots of NA(s). Notice that the roots of
DA(s) are the poles of A(s) and the roots of NA(s) are the
zeros of A(s). As K varies from 0 and N, the poles of T(s)

start at the poles of A(s) and migrate to the zeros of A(s).
The root locus is a plot of the paths that the poles of
T(s) take as they move across the s plane from the poles
of A(s) to the zeros of A(s).

A set of rules for constructing root locus plots by hand
are available [1,4,7,13]. Fortunately, computer software
for constructing root locus plots is also available. For ex-
ample, suppose that the forward and feedback blocks in
Fig. 1 are described by

AðsÞ¼
sðs� 2Þ

ðsþ 1Þðsþ 2Þðsþ 3Þ
¼

s2 � 2s

s3þ6s2þ 11sþ6
and BðsÞ¼K

The root locus plot for this system is obtained using the
MATLAB [5,6] commands

num¼([0 1�2 0]);

den¼([1 6 11 6]);

rlocus (num, den)

This root locus plot is shown in Fig. 19. After the root locus
has been plotted, the MATLAB command

rlocfind (num, den)

can be used to find the value of the gain K corresponding to
any point on the root locus. For example, when this com-
mand is given and the cursor is placed on the point where
the locus crosses the positive imaginary axis, MATLAB
indicates that gain corresponding to the point 0.0046þ
j0.7214 is K¼ 5.2678. For gains larger than 5.2678, two
poles of T(s) are in the right half of the s plane so the
feedback system is unstable.

The bilinear theorem [12] can be used to make a con-
nection between electric circuits and root locus plots. Con-
sider Fig. 20, where one device has been separated from
the rest of a linear circuit. The separated device could be a

C

C

R

R

Vo(s) = T12(s)

+

–

VA(s) = T22(s)
VB(s)–

+
NB

–
+  = 1

Figure 18. The subcircuit NB is used to calculate B(s)¼T22(s) for
the Wien bridge oscillator.
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Figure 19. A root locus plot produced using MATLAB. The poles
of A(s) are marked by x’s and the zeros of A(s) are marked by o’s.
As K increases from zero to infinity, the poles of T(s) migrate from
the poles of A(s) to the zeros of A(s) along the paths indicated by
solid lines.

630 CIRCUIT STABILITY



resistor, a capacitor, an amplifier, or any two-terminal de-
vice [12]. The separated device has been labeled as x. For
example, x could be the resistance of a resistor, the capac-
itance of a capacitor, or the gain of an amplifier. The bi-
linear theorem states that the transfer function of the
circuit will be of the form

TðsÞ¼
VoðsÞ

ViðsÞ
¼

EðsÞþ xFðsÞ

GðsÞþ xHðsÞ
¼

NðsÞ

DðsÞ
ð30Þ

where E(s), F(s), G(s), and H(s) are all polynomials in s. A
transfer function of this form is said to be a bilinear func-
tion of the parameter x since both the numerator and de-
nominator polynomials are linear functions of the
parameter x. The poles of T(s) are the roots of the denom-
inator polynomial

DðsÞ¼GðsÞþ xHðsÞ ð31Þ

As x varies from 0 to N, the poles of T(s) begin at the roots
of G(s) and migrate to the roots of H(s). The root locus can
be used to display the paths that the poles take as they
move from the roots of G(s) to the roots of H(s). Similarly,
the root locus can be used to display the paths that the
zeros of T(s) take as they migrate from the roots of E(s) to
the roots of F(s).

For example, consider the Sallen–Key bandpass filter
shown in Fig. 11. When

R1¼R2¼R3¼ 7:07 kO; C1¼C2¼ 0:1mF; and

K ¼ 1þ
R4

R5

then the transfer function of this Sallen–Key filter is

TðsÞ¼
Kð1414sÞ

s2þ ð4� KÞð1414sÞþ 4� 106

¼
Kð1414sÞ

ðs2þ 5656sþ 4�106ÞþKð�1414sÞ

ð32Þ

As expected, this transfer function is a bilinear function
the gain K. Comparing Eqs. (30) and (32) shows that
E(s)¼ 0, F(s)¼ 1414s, G(s)¼ s2

þ5656sþ 4� 105, and

H(s)¼ � 1414s. The root locus describing the poles of the
filter is obtained using the MATLAB commands

G¼([1 5656 4�1046]);

H¼([0 �1414 0]);

rlocus (H,G)

Figure 21 shows the resulting root locus plot. The poles
move into the right half of the s plane, and the filter
becomes unstable when K44.
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CIRCUIT TUNING

ROLF SCHAUMANN

Portland State University
Portland, Oregon

Circuit tuning refers to the process of adjusting the values
of electronic components in a circuit to ensure that the
fabricated or manufactured circuit performs to specifica-
tions. In digital circuits, where signals are switched func-
tions in the time domain and correct operation depends
largely on the active devices switching all the way be-
tween their ON and OFF states, tuning in the sense dis-
cussed in this article is rarely necessary. In analog
continuous-time circuits, however, signals are continuous
functions of time and frequency so that circuit perfor-
mance depends critically on the component values. Con-
sequently, in all except the most undemanding
applications with wide tolerances, correct circuit opera-
tion almost always requires some form of tuning. Natu-
rally, components could be manufactured with very tight
tolerances, but the resulting fabrication costs would be-
come prohibitive. In practice, therefore, electronic compo-
nents used in circuit design are never or only rarely
available as accurately as the nominal design requires,
so we must assume that they are affected by fabrication
and manufacturing tolerances. Furthermore, regardless of
whether a circuit is assembled in discrete form with
discrete components on a printed circuit board (as a
hybrid circuit), or in integrated form on an integrated
circuit chip, the circuit will be affected by parasitic com-
ponents and changing operating conditions, all of which
contribute to inaccurate circuit performance. Consider, for
example, the requirement of implementing as a hybrid
circuit a time of 1 s for a timer circuit via an RC time
constant t¼RC with an accuracy of 0.1%. Assume that R
and C are selected to have the nominal values R¼ 100 kO
and C¼ 10 mF, that inexpensive chip capacitors with
720% tolerances are used, and that the desired fabrica-
tion process of thin-film resistors results in components
with 710% tolerances. The fabricated time constant can
therefore be expected to lie in the range

0:68s 
 t¼ 100 kOð1� 0:1Þ10 mFð1� 0:2Þ 
 1:32 s

In other words, the t error must be expected to be 732%,
which is far above the specified 0.1%. Tuning is clearly

necessary. Because capacitors are difficult to adjust and
accurate capacitors are expensive, let us assume in this
simple case that the capacitor was measured with 0.05%
accuracy as C¼ 11.125 mF (i.e., the measured error was
þ 11.25%). We can readily compute that the resistor should
be adjusted (trimmed) to the nominal value R¼ t/C¼
1 s/11.125 mF¼ 89.888 kO within a tolerance of 745O to
yield the correctly implemented time constant of 1 s with
70.1% tolerances. Observe that tuning generally allows the
designer to construct a circuit with less expensive wide-
tolerance parts because subsequent tuning of these or other
components permits the errors to be corrected. Thus, C was
fabricated with 20% tolerances but measured with a 0.05%
error to permit the resistor with fabrication tolerances of
10% to be trimmed to a 0.05% accuracy. Note that implied in
this process is the availability of measuring instruments
with the necessary accuracy.

Tuning has two main purposes. Its most important
function is to correct errors in circuit performance caused
by such factors as fabrication tolerances such as in the
preceding example. Second, it permits a circuit’s function
or parameters, such as the cutoff frequency of a given
lowpass filter, to be changed to different values to make
the circuit more useful or to be able to accommodate
changing operating requirements. But even the best fab-
rication technology together with tuning will not normally
result in a circuit operating with zero errors; rather, the
aim of tuning is to trim the values of one or more, or in
rare cases of all, components until the circuit’s response is
guaranteed to remain within a specified tolerance range
when the circuit is put into operation. Figure 1 illustrates
the idea for a lowpass filter. Examples are a gain error
that is specified to remain within 70.05 dB, the cutoff
frequency fc of a filter that must not deviate from the
design value of, say, fc¼ 10 kHz by more than 85 Hz, or the
gain of an amplifier that must settle to, say, 1% of its final
value within less than 1 ms. As these examples indicate, in
general, a circuit’s operation can be specified in the time
domain, such as a transient response with a certain high-
est permissible overshoot or a maximal settling time,
or in the frequency (s) domain through an input–output

Figure 1. The shaded area in the gain–frequency plot shows the
operating region for a lowpass filter that must be expected based
on the basis of raw (untuned) fabrication tolerances; the dotted
region is the acceptable tolerance range that must be maintained
in operation after the filter is tuned.
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transfer function with magnitude, phase, or delay specifi-
cations and certain tolerances (see Fig. 1). This article
focuses on the tuning of filters, that is, of frequency-
selective networks. Such circuits are continuous functions
of components, described by transfer functions in the s
domain, where tuning of design parameters (e.g., cutoff
frequency, bandwidth, quality factor, gain), is particularly
important in practice. The concepts discussed in connec-
tion with filters apply equally to other analog circuits.
Obviously, in order to tune (adjust) a circuit, that circuit
must be tunable; that is, its components must be capable
of being varied in some manner (manually or electroni-
cally) by an amount sufficient to overcome the conse-
quences of fabrication tolerances, parasitic effects, or
other such factors.

An example will help to illustrate the discussion and
terminology. Consider the simple second-order active
bandpass circuit in Fig. 2. Its voltage transfer function,
under the assumption of ideal operational amplifiers, can
be derived to be

TðsÞ¼
V2

V1
¼ �

b1s

s2þa1sþa0

¼ �

1

R1C1
s

s2þ
1

R2

1

C1
þ

1

C2

� �
sþ

1

R1R2C1C2

ð1Þ

We see that T(s) is a continuous function of the circuit
components, as are all its coefficients that determine the
circuit’s behavior:

b1¼
1

R1C1
; a1¼

C1þC2

R2C1C2
; a0¼

1

R1R2C1C2
ð2Þ

Just as in the earlier example of the RC time constant, the
coefficients will not be implemented precisely if the com-
ponent values have fabrication tolerances. If these compo-
nent tolerances are ‘‘too large,’’ generally the coefficient
errors will become ‘‘too large’’ as well, and the circuit will
not function correctly. In that case, the circuit must be
tuned. Furthermore, circuits are generally affected by
parasitic components. Parasitic components, or parasitics,
are physical effects that often can be modeled as ‘‘real
components’’ affecting the circuit’s performance but that
frequently are not specified with sufficient accuracy and
are not included in the nominal design. For instance, in
the filter of Fig. 2, a parasitic capacitor can be assumed to

exist between any two nodes or between any individual
node and ground; also, real ‘‘wires’’ are not ideal short-
circuit connections with zero resistance but are resistive
and, at high frequencies, even inductive. In the filter of
Fig. 2, a parasitic capacitor Cp between nodes n1 and n2

would let the resistor R2 look like the frequency-depen-
dent impedance Z2(s)¼R2/(1þ sCpR2). Similarly, real re-
sistive wires would place small resistors rw in series with
C1 and C2 and would make these capacitors appear lossy.
That is, the capacitors Ci, i¼ 1, 2, would present admit-
tances of the form Yi(s)¼ sCi/(1þ sCirw). Substituting Z2(s)
and Yi(s) for R2 and Ci, respectively, into Eq. (1) shows
that, depending on the frequency range of interest and the
element values, the presence of these parasitics changes
the coefficients of the transfer function, maybe even its
type, and consequently the circuit’s performance. Simi-
larly, when changes occur in environmental operating
conditions, such as bias voltages or temperature, the
performance of electronic devices is altered, and as a
result the fabricated circuit may not perform as specified.

As discussed by Moschytz [1, Section 4.4, pp. 394–425],
and Bowron and Stevenson [2, Section 9.5, pp. 247–251],
the operation of tuning can be classified into functional
and deterministic tuning. In functional tuning, the de-
signed circuit is assembled, and its performance is mea-
sured. By analyzing the circuit, we can identify which
component affects the performance parameter to be tuned.
These predetermined components are then adjusted in
situ (i.e., with the circuit in operation), until errors in
performance parameters are reduced to acceptable toler-
ances. The process is complicated by the fact that tuning is
most often interactive, meaning that adjusting a given
component will vary several circuit parameters; thus
iterative routines are normally called for. As an example,
consider again the active RC filter in Fig. 2. If its bandpass
transfer function, Eq. (1), is expressed in the measurable
terms of center frequency o0, the pole quality factor
Q¼o0/Do, the parameter that determines the filter’s
bandwidth Do, and midband (at s¼ jo0) gain K as

TðsÞ¼ �

1

R1C1
s

s2þ
1

R2

1

C1
þ

1

C2

� �
sþ

1

R1R2C1C2

¼ �

K
o0

Q
s

s2þ s
o0

Q
þo2

0

ð3Þ

These parameters are expressed in terms of the circuit
components, and we arrive at the more meaningful and
useful design equations

o0¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R1R2C1C2

p ; Q¼

ffiffiffiffiffiffi
R2

R1

s ffiffiffiffiffiffiffiffiffiffiffiffi
C1C2

p

C1þC2
; K ¼

R2

R1

C2

C1þC2
ð4Þ

instead of Eq. (2). It is clear that varying any of the passive
components will change all three filter parameters, so
that expensive and time-consuming iterative tuning isFigure 2. Active RC bandpass filter.
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required. However, functional tuning has the advantage
that the effects of all component and layout parasitics,
losses, loading, and other hard-to-model or hard-to-predict
factors are accounted for because the performance of the
complete circuit is measured under actual operating con-
ditions. In general, more accurate results are obtained by
basing functional tuning on measurements of phase
rather than of magnitude because phase tends to be
more sensitive to component errors.

Deterministic tuning refers to calculating the needed
value of a component from circuit equations and then
adjusting the component to that value. We determined the
resistor R¼ t/C¼ 89.888 kO to set a time constant of 1 s at
the beginning of this article in this manner. Similarly,
from Eq. (4) we can derive the three equations in the four
unknowns R1, R2, C1, and C2

R2¼
Q

o0

1

C1
þ

1

C2

� �
; R1¼

1

R2o2
0C1C2

; C1¼
1

KR1

Q

o0
ð5Þ

with C2 a free parameter. That there are more circuit
components than parameters is normal, so the additional
‘‘free’’ elements may be used at will, for example, to
achieve practical element values or element-value spreads
(i.e., the difference between the maximum and minimum
of a component type, such as Rmax�Rmin). Technology or
cost considerations may place further constraints on tun-
ing by removing some components from the list of tunable
ones. Thus, in hybrid circuits with thin- or thick-film
technology as in the preceding example, the capacitors
will likely be fixed; only the two resistors will be deter-
mined as in Eq. (5) from the prescribed circuit parameters
o0 and Q and the selected and measured capacitor values.
This option leaves the midband gain fixed at the value K¼
Q/(o0C1R1). Precise deterministic tuning requires careful
measurements and accurate models and design equations
that, in contrast to the idealized expressions in Eq. (5),
describe circuit behavior along with loss, parasitic, and
environmental effects. As we saw in Eq. (5), the equations
that must be solved are highly nonlinear and tend to be
very complex, particularly if parasitic components also are
involved. Computer tools are almost always used to find
the solution. Typically, automatic laser trimming is em-
ployed to tune the resistors to the desired tolerances (e.g.,
0.1%). A second tuning iteration using functional tuning
may be required because the assembled circuit under
power may still not meet the specifications as a result of
further parasitic or loading effects that could not be
accounted for in the initial deterministic tuning step.

1. SENSITIVITY

We mentioned earlier that a filter parameter P depends on
the values ki of the components used to manufacture a
circuit, P¼P(ki), and that real circuit components or parts
can be realized only to within some tolerances 7Dki; that
is, the values of the parts used to assemble circuits are
ki7Dki. Clearly, the designer needs to know how much
these tolerances will affect the circuit and whether the
resulting errors can be corrected by adjusting (tuning) the

circuit after fabrication. Obviously, the parameter to be
tuned must depend on the component to be varied. For
example, Q in Eq. (4) is a function of the components R1,
R2, C1, and C2, any one of which can be adjusted to correct
fabrication errors in Q. In general, the questions of how
large the adjustment of a component has to be, whether it
should be increased or decreased, and what the best
tuning sequence is are answered by considering the para-
meter’s sensitivity to component tolerances. How sensitive
P is to the component-value tolerances—that is, how large
the deviation DP of the parameter in question is—is
computed for small changes via the derivative of P(ki)
with respect to ki, @P/@ki, at the nominal value ki:

DP¼
@PðkiÞ

@ki
Dki ð6Þ

Typically, designers are less interested in the absolute
tolerances than in the relative ones

DP

P
¼

ki

P

@P

@ki

Dki

ki
¼SP

ki

Dki

ki
ð7Þ

where SP
ki

is the sensitivity, defined as ‘‘the relative change
of the parameter divided by the relative change of the
component’’:

SP
ki
¼

DP=P

Dki=ki
ð8Þ

A detailed discussion of sensitivity issues can be found in
many textbooks (see Schaumann et al. [3], Chapter 3, pp.
124–196). For example, the sensitivity of o0 in Eq. (4) to
changes in R1 is readily computed to be

So0

R1
¼

R1

o0

@o0

@R1

¼
R1

1=ðR1R2C1C2Þ
1=2
�

1

2

� �
R2C1C2

ðR1R2C1C2Þ
3=2
¼ �

1

2

ð9Þ

So0

R1
¼ � 0:5 means that the percentage error in the para-

meter o0 is one-half the size of the percentage error of R1

and opposite in sign (i.e., if R1 increases, o0 decreases). A
large number of useful sensitivity relations that make
sensitivity calculations easy can be derived (see, e.g.,
Moschytz [1], Section 1.6, pp. 103–105, 1.5, pp. 71–102,
and 4.3, pp. 371–393, or Schaumann et al. [3], Chapter 3,
pp. 124–196). Of particular use for our discussion of tuning
are

SPðknÞ

k ¼nSPðkÞ
k ; SPðakÞ

k ¼SPðkÞ
k ;

S
Pð1=kÞ
k ¼ � SPðkÞ

k ; and SPð
ffiffi
k
p
Þ

k ¼
1

2
SPðkÞ

k

ð10Þ

where a is a constant, independent of k. The last two
of these equations are special cases of the first one for
n¼ � 1 and n¼ 1

2, respectively. The last equation gener-
alizes the result obtained in Eq. (9). Equations (7) and
(8) indicate that, for small differential changes, the
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parameter deviation caused by a component error and,
conversely from the point of view of tuning, the change in
component value necessary to achieve a desired change in
parameter can be computed if the sensitivity is known.

In Eqs. (6) and (7) we purposely used partial deriva-
tives, @P/@ki, to indicate that circuit parameters normally
depend on more than one component [see Eq. (4)], all of
which affect the accuracy of the parameter. To get a more
complete picture of the combined effect of the tolerances
and to gain insight into the operation of tuning involving
several parameters, total derivatives need to be computed.
Assuming P depends on n components, we find (see
Schaumann et al. [3], Chapter 3, pp. 124–196)

DP¼
@P

@k1
Dk1þ

@P

@k2
Dk2þ � � � þ

@P

@kn
Dkn

that is

DP

P
¼

k1

P

@P

@k1

Dk1

k1
þ � � � þ

kn

P

@P

@kn

Dkn

kn

¼SP
k1

Dk1

k1
þ � � � þSP

kn

Dkn

kn
¼
Xn

i¼ 1

SP
ki

Dki

ki

ð11Þ

indicating that the sum of all relative component toler-
ances, weighted by their sensitivities, contributes to the
parameter error. To illustrate the calculations, let us
apply Eq. (11) to o0 in Eq. (4). Using Eqs. (9) and (10),
the result is

Do0

o0
¼

R1

o0

@o0

@R1

DR1

R1
þ

R2

o0

@o0

@R2

DR2

R2

þ
C1

o0

@o0

@C1

DC1

C1
þ

C2

o0

@o0

@C2

DC2

C2

¼So0

R1

DR1

R1
þSo0

R2

DR2

R2
þS

op

C1

DC1

C1
þSo0

C2

DC2

C2

¼ �
1

2

DR1

R1
�

1

2

DR2

R2
�

1

2

DC1

C1
�

1

2

DC2

C2

¼ �
1

2

DR1

R1
þ

DR2

R2
þ

DC1

C1
þ

DC2

C2

� �

ð12Þ

The last expression gives insight into whether and how o0

can be tuned. Because the effects of the errors are additive,
tuning just one component, say, R1, will suffice for given
tolerances of R2, C1, and C2 if DR1 can be large enough. If
we have measured the R2 errors at � 12%, and those
of C1 and C2 at þ 15% and þ 10%, respectively, Eq. (12)
results in

Do0

o0
¼ �

1

2

DR1

R1
� 0:12þ 0:15þ 0:10

� �

¼ � 0:5
DR1

R1
þ 0:13

� � ð13Þ

indicating that R1 must be decreased by 13% to yield,
within the linearized approximations made, Do0E0.

Inserting components with these tolerances into Eq. (4)
for o0 confirms the result obtained.

To expand these results and gain further insight into
the effects of tolerances, as well as beneficial tuning
strategies and their constraints, we remember that a
transfer function generally depends on more than
one parameter. Returning to the example of Fig. 2
described by the function T(s) in Eq. (3) with the three
parameters o0, Q, and K given in Eq. (4) and applying
Eq. (11) leads to

Do0

o0
¼So0

R1

DR1

R1
þSo0

R2

DR2

R2
þSo0

C1

DC1

C1
þSo0

C2

DC2

C2
ð14aÞ

DQ

Q
¼SQ

R1

DR1

R1
þSQ

R2

DR2

R2
þSQ

C1

DC1

C1
þSQ

C2

DC2

C2
ð14bÞ

DK

K
¼SK

R1

DR1

R1
þSK

R2

DR2

R2
þSK

C1

DC1

C1
þSK

C2

DC2

C2
ð14cÞ

These equations can be expressed in matrix form as
follows:

Do0

o0

DQ

Q

DK

K

0
BBBBBBB@

1
CCCCCCCA

¼

So0

R1
So0

R2
So0

C1
So0

C2

SQ
R1

SQ
R2

SQ
C1

SQ
C2

SK
R1

SK
R2

SK
C1

SK
C2

0

BBB@

1

CCCA

DR1

R1

DR2

R2

DC1

C1

DC2

C2

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

ð15Þ

The sensitivity matrix in Eq. (15) (see Moschytz [1],
Section 4.3, pp. 376–393, or Schaumann et al. [3], Section
3.3, pp. 161–188), a 3�4 matrix in this case, shows how
the tolerances of all the filter parameters depend on the
component tolerances. We see that adjusting any one of
the circuit components will vary all filter parameters as
long as all the sensitivities are nonzero, which is indeed
the case for the circuit in Fig. 2. Thus, noninteractive
tuning is not possible. To illustrate the form of the
sensitivity matrix, we calculate for the circuit in Fig. 2

Do0

o0

DQ

Q

DK

K

0
BBBBBBB@

1
CCCCCCCA

¼

�0:5 �0:5 �0:5 �0:5

�0:5 0:5 �
1

2

C1 � C2

C1þC2

1

2

C1 � C2

C1þC2

�1 1 �
C1

C1þC2

C1

C1þC2

0
BBBBB@

1
CCCCCA

DR1

R1

DR2

R2

DC1

C1

DC2

C2

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

ð16Þ

Note that the first line of Eq. (16) is equal to the last part
of Eq. (12).

The tuning situation is simpler if the matrix elements
above the main diagonal are zero as was assumed for an
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arbitrary different circuit in Eq. (17a):

Do0

o0

DQ

Q

DK

K

0
BBBBBBBBBB@

1
CCCCCCCCCCA

¼

So0

R1
0 0 So0

C2

SQ
R1

SQ
R2

0 SQ
C2

SK
R1

SK
R2

SK
C1

SK
C2

0
BBBBBB@

1
CCCCCCA

DR1

R1

DR2

R2

DC1
C1

DC2

C2

0

BBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCA

¼

So0

R1
0 0

SQ
R1

SQ
R2

0

SK
R1

SK
R2

SK
C1

0

BBBBBB@

1

CCCCCCA

DR1

R1

DR2

R2

DC1

C1

0
BBBBBBBBBB@

1
CCCCCCCCCCA

þ

So0

C2

SQ
C2

SK
C2

0

BBBBBB@

1

CCCCCCA

DC2

C2

ð17aÞ

Here the sensitivities to C2 are irrelevant because C2 is a free
parameter and is assumed fixed so that the effects of C2

tolerances can be corrected by varying the remaining ele-
ments. We see then that first o0 can be tuned by R1, next Q is
tuned by R2 without disturbing o0 because So0

R2
is zero, and

finally K is tuned by C1 without disturbing the previous two
adjustments. Thus a sensitivity matrix of the structure
indicated in Eq. (17a) with elements above the main diagonal
equal to zero permits sequential ‘‘noninteractive’’ tuning if
the tuning order is chosen correctly. Completely noninterac-
tive tuning without regard to the tuning order requires all
elements in the sensitivity matrix off the main diagonal to be
zero as indicated for another circuit in Eq. (17b):

Do0

o0

DQ

Q

DK

K

0

BBBBBBBBBB@

1

CCCCCCCCCCA

�

So0

C2

SQ
C2

SK
C2

0
BBBBBB@

1
CCCCCCA

DC2

C2

¼

So0

R1
0 0

0 SQ
R2

0

0 0 SK
C1

0

BBBBBB@

1

CCCCCCA

DR1

R1

DR2

R2

DC1

C1

0
BBBBBBBBBB@

1
CCCCCCCCCCA

ð17bÞ

As can be verified readily, each component affects only one
circuit parameter. Again, sensitivities to C2 are irrelevant
because C2 is fixed, and the effects of its tolerances can be
corrected by the remaining components.

An important observation on the effects of tolerances on
circuit parameters and the resultant need for tuning can
be made from Eq. (16). We see that the sensitivities of the
dimensionless parameters (parameters with no physical
unit) Q and K to the two resistors and similarly to the two
capacitors are equal in magnitude but opposite in sign.
Because dimensionless parameters are determined by
ratios of like components [see Eq. (4)], we obtain from
Eq. (4) with Eq. (10)

SQ
R1
¼ � SQ

R2
¼SQ

R ¼ � 0:5

SQ
C1
¼ � SQ

C2
¼SQ

C ¼ �
1

2

C1 � C2

C1þC2

ð18Þ

Thus, the tolerances of Q are

DQ

Q
¼SQ

R

DR1

R1
�

DR2

R2

� �
þSQ

C

DC1

C1
�

DC2

C2

� �
ð19Þ

with analogous expressions obtained for the gain K [see
the last line of Eq. (16)]. Thus, if the technology chosen to
implement the filter permits ratios of resistors and capa-
citors to be realized accurately (i.e., if all resistors have
equal tolerances, as do all capacitors), tuning of dimen-
sionless parameters will generally not be necessary. A
prime example is integrated circuit technology, where
absolute value tolerances of resistors and capacitors may
reach 20–50%, but ratios, depending mainly on processing
mask dimensions, are readily implemented with toler-
ances of a fraction of 1%. As an example, assume that
the circuit in Fig. 2 was designed, as is often the case, with
two identical capacitors C1¼C2¼C with tolerances of
20% and that R1 and R2 have tolerances of 10% each

C1¼C2¼CnþDC¼Cnð1þ 0:2Þ

R1¼R1nþDR1¼R1nð1þ 0:1Þ

R2¼R2nð1þ 0:1Þ

ð20Þ

where the subscript n stands for the nominal values. From
Eq. (19), we find

DQ¼ ½SQ
Rð0:1� 0:1ÞþSQ

Cð0:2� 0:2Þ�Q¼ 0

Thus, the quality factor Q, depending only on ratios of like
components, is basically unaffected because all like com-
ponents have equal fabrication tolerances. This result can
be confirmed directly from Eq. (4), where, for equal
capacitors

Q¼
1

2

ffiffiffiffiffiffi
R2

R1

s

¼
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2nð1þ 0:1Þ

R1nð1þ 0:1Þ

s

	 Qn ð21Þ

Naturally, if R1 and R2 are selected from different manu-
facturing lots, or if R1 and R2 are from physically different
fabrication processes (such as a carbon and a metal film
resistor), tolerances cannot be assumed to be equal, Q
errors are not zero, and tuning will be required.
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The situation is quite different for any dimensioned
circuit parameter, that is, a parameter with a physical
unit (e.g., a frequency or time constant, or a voltage or a
current). Such parameters are determined by absolute
values of components, as seen for o0 in Eq. (4). Absolute
values, depending on physical process parameters such as
resistivity, permittivity, or diffusion depth, are very diffi-
cult to control and will usually suffer from large process
variations. Thus, for the component tolerances in Eq. (20),
sensitivity calculations predict from Eqs. (10) and (12) the
realized center frequency error

Do0 	�
1

2

DR1

R1
þ

DR2

R2
þ

DC1

C1
þ

DC2

C2

� �
o0

¼ �
1

2
ð0:1þ 0:1þ 0:2þ 0:2Þ¼ � 0:3o0

ð22aÞ

that is, all individual component tolerances add to a
� 30% frequency error. Again, the validity of this sensi-
tivity result can be confirmed directly from Eq. (4):

o0¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R1R2C1C2

q ¼
1

C
ffiffiffiffiffiffiffiffiffiffiffiffi
R1R2

q

¼
1

Cnð1þ 0:2Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R1nR2nð1þ 0:1þ 0:1þ0:01Þ

p

	
o0n

ð1þ :02Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 0:2
p 	

o0n

ð1þ 0:2Þð1þ 0:1Þ

¼
o0n

1þ 0:32ð Þ
	 o0nð1� 0:24Þ

ð22bÞ

The difference between the exact result in Eq. (22b) and
the one obtained via the sensitivity approach in Eq. (22a)
arises because the latter assumes incremental component
changes whereas the former assumed the relatively large
changes of 10 and 20%. The center frequency o0 is
approximately 25–30% smaller than specified and must
be corrected by tuning. This can be accomplished, for
example, by trimming the two resistors to be 27% smaller
than their fabricated values,

R1¼R1nð1þ 0:1Þð1� 0:27Þ 	 R1nð1� 0:2Þ

R2 	 R2nð1� 0:2Þ

so that sensitivity calculations yield

Do0 	 �0:5ð�0:2� 0:2þ 0:2þ 0:2Þ¼ 0

More exact deterministic tuning requires the resistors to
be trimmed to 24.2% smaller than the fabricated value as
shown in Eq. (23):

o0 	
1

Cnð1þ 0:2Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R1nR2n

q
ð1þ 0:1Þð1� dÞ

¼
o0n

1:32ð1� dÞ
) o0n

ð23Þ

where d is the trimming change to be applied to the
resistors as fabricated. Equation (23) results in d¼ 0.242.
Of course, o0 tuning could have been accomplished by
adjusting only one of the resistors by a larger amount; we
trimmed both resistors by equal amounts to maintain the
value of their ratio that determines Q according to
Eq. (21), thereby avoiding the need to retune Q.

2. TUNING DISCRETE CIRCUITS

Whether implemented on a printed-circuit board, with
chip and thin- or thick-film components in hybrid form, by
use of wirewrapping, or in any other technology, an
advantage of discrete circuits for the purpose of tuning
is that circuit elements are accessible individually before
or after assembly for deterministic or functional adjusting.
Thus, after a circuit is assembled and found not to meet
the design specifications, the circuit components (most
commonly the resistors or inductors) can be varied until
the performance is as required. All the previous general
discussion applies to the rest of the article, so we shall
present only those special techniques and considerations
that have been found particularly useful or important for
passive and active filters.

2.1. Passive Filters

Discrete passive filters are almost always implemented as
lossless ladder circuits; that is, the components are in-
ductors L and capacitors C as is illustrated in the typical
circuit in Fig. 3. These LC filters are designed such that
the maximum signal power is transmitted from a resistive
source to a resistive load in the frequency range of
interest; a brief treatment can be found in Schaumann
et al. [3, Chapter 2, pp. 71–123]. As pointed out in our
earlier discussion, accurate filter behavior depends on
precise element values so that it is normally necessary
to trim components. This tuning is almost always accom-
plished via variable inductors whose values are changed
by screwing a ferrite slug (the ‘‘trimmer’’) into or out of the
magnetic core of the inductive windings. Variable discrete
capacitors are hard to construct, expensive, and rarely
used.

LC filters have the advantage of very low sensitivities
to all their elements (see Schaumann et al. [3], Chapters 2
and 3, pp. 71–196), which makes it possible to assemble

Figure 3. Sixth-order LC lowpass filter. The filter is to realize a
maximally flat passband with a 2 dB bandwidth of fc¼6 kHz,
minimum stopband attenuation as¼67.5 dB with transmission
zeros at 12 and 24 kHz. The nominal components are listed in
Table 1. Note that at DC the filter has �20 log[R2/(R1þR2)]¼
6.02 dB attenuation.
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the filter using less expensive wide-tolerance components.
This property is further enhanced by the fact that
lossless ladders are very easy to tune so that large
tolerances of one component can be compensated by
accurately tuning another. For example, the resonant
frequency f0¼ 1=

ffiffiffiffiffiffiffi
LC
p

of an LC resonance circuit has
715% tolerances if both L and C have 715% tolerances;
if L is then trimmed to 70.5% of its correct value for the
existing capacitor (with 715% tolerances), f0 is accurate
to within 0.25% without requiring any narrower manu-
facturing tolerances. Without tuning, a 0.25% f0 error
would require the same narrow 0.25% tolerance in both
components, which is likely more expensive than a simple
tuning step.

It is well known that lossless ladders can be tuned quite
accurately simply by adjusting the components to realize
the prescribed transmission zeros (see Heinlein and
Holmes [4], Section 12.3, pp. 591–604, and Christian [5],
Chapter 8, pp. 167–176). Transmission zeros, frequencies
where the attenuation is infinite, usually depend on only
two elements: a capacitor and an inductor in a parallel
resonant circuit (see Fig. 3) with the parallel tank circuits
L1, C1 and L2, C2 in the series branches of the filter, or
alternatively with series LC resonance circuits in the
shunt branches. The resonant frequencies fzi¼ 1=

ffiffiffiffiffiffiffiffiffiffi
LiCi

p
,

i¼ 1, 2, of the LC tank circuits are not affected by other
elements in the filter, so that tuning is largely noninter-
active. As mentioned, the effect of the tolerances of one
component, say, C, are corrected by tuning L. It is per-
formed by adjusting the inductors for maximum attenua-
tion at the readily identified frequencies of zero
transmission while observing the response of the complete
manufactured filter on a network analyzer. Tuning
accuracies of the transmission zeros of 0.05% or less
should be aimed at. Such tuning of the transmission
zeros is almost always sufficient even if the circuit
elements have fairly large tolerances (see Heinlein and
Holmes [4], Section 12.3, pp. 594–604). If even better
accuracy is needed, adjustments of those inductors
that do not cause finite transmission zeros, such as L3 in
Fig. 3, may need to be performed (see Christian [5],
Chapter 8, pp. 167–176). For instance, consider the filter
in Fig. 3 realized with unreasonably large tolerances
of 715%, using the components shown in Table 1. This
places the two resonant frequencies at 10.3 and 20.7 kHz,
with the minimum stopband attenuation equal to only
56.7 dB; the 2-dB passband corner is reduced to 5.36 kHz.
If we next tune the transmission zero frequencies to 12
and 24 kHz by adjusting only the inductors L1 and L2 to
23.5 and 40 mH, respectively, the minimum stopband
attenuation is increased to 57.8 dB, and the 2 dB band-

width of the passband is measured as fc¼ 6.07 kHz (refer
to Table 1).

We still note that when functional tuning is performed,
the filter must be operated with the correct terminations
for which it was designed (see Christian [5], Section 8.2,
pp. 168–173). Large performance errors, not just at DC or
low frequencies, will result if the nominal terminations
are severely altered. For example, an LC filter designed
for 600-O terminations cannot be correctly tuned by con-
necting it directly without terminations to a high-fre-
quency network analyzer whose input and source
impedances are 50O. Also, if maintaining an accurate
narrow passband ripple is important, the tolerances of
the untuned capacitors must not be too large. Finally, we
observe that the tuning properties of passive LC ladders
translate directly to active simulations of these filters via
transconductance–C and gyrator–C circuits, which are
widely used in high-frequency integrated circuits for com-
munications (see the following discussion).

2.2. Active Filters

Several differences must be kept in mind when tuning
active filters as compared to passive lossless filters, parti-
cularly to ladders:

1. Active filters are almost always more sensitive to
component tolerances than LC ladders. Conse-
quently, tuning is always required in practice.

2. Tuning in active filters is almost always interactive;
that is, a filter parameter depends on many or all
circuit components as discussed in connection with
the circuit in Fig. 2 and the sensitivity discussion
related to Eqs. (15) and (16). Consequently, tuning
active filters usually requires computer aids to solve
the complicated nonlinear tuning equations [see,
e.g., the relatively simple case in Eq. (4)].

3. The performance of the active devices, such as
operational amplifiers (op amps), and their often
large tolerances almost always strongly affects the
filter performance and must be accounted for in
design and in tuning. Because active-device beha-
vior is often hard to model or account for, functional
tuning of the fabricated circuit is normally the only
method to ensure accurate circuit performance.

In discrete active filters constructed with resistors,
capacitors, and operational amplifiers on a circuit board
or in thin- or thick-film form, tuning is almost always
performed by varying the resistors. Variable resistors,

Table 1. LC Lowpass Filter (Elements in mH, nF, and kX)

Components L1 C1 L2 C2 L3 C3 C4 C5 R1 R2

Nominal values 27.00 6.490 46.65 0.943 12.67 6.977 45.55 33.90 1.00 1.00
Performance fc¼6.0 kHz at ap¼8.03 dB; fz1¼12.0 kHz, fz2¼24.0 kHz, as¼57.5 dB
15% tolerance values 31 7.5 52 1.1 14 8 51 38 1.05 1.05
Performance untuned fc¼5.36 kHz at ap¼8.01 dB; fz1¼10.3 kHz, fz2¼20.7 kHz, as¼56.7 dB
Tuned values 23.5 7.5 40 1.1 14 8 51 38 1.05 1.05
Performance tuned fc¼6.07 kHz at ap¼8.03 dB; fz1¼12.0 kHz, fz2¼24.0 kHz, as¼57.8 dB
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potentiometers, are available in many forms, technologies,
and sizes required to make the necessary adjustments.

2.2.1. Second-Order Filters. The main building blocks
of active filters are second-order sections, such as the
bandpass circuit in Fig. 2. Many of the tuning strategies
and concepts were presented earlier in connection with
that circuit and the discussion of sensitivity. An important
consideration when tuning an active filter is its depen-
dence on the active devices as mentioned previously in
point 3 (above). To illustrate the problem, consider again
the bandpass filter in Fig. 2. The transfer function T(s) in
Eq. (1) is independent of the frequency-dependent gain
A(s) of the op amp only because the analysis assumed that
the amplifier is ideal, that is, it has constant and very
large (ideally infinite) gain, A¼N. In practice, T(s) is also
a function of A(s) as a more careful analysis shows:

TðsÞ¼
V2

V1

¼ �

1

R1C1
s

A sð Þ

1þAðsÞ

s2þ
1

R2

1

C1
þ

1

C2
þ

1

R1C1½1þAðsÞ�

� 
sþ

1

R1R2C1C2

ð24Þ

Evidently, for A¼N, Eq. (24) reduces to Eq. (1), but finite
and frequency-dependent gain can cause severe changes
in T(s) in all but the lowest-frequency applications. Con-
sider the often used integrator model for the operational
amplifier, A(s)Eot/s, where ot is the unity gain frequency
(or the gain–bandwidth product) of the op amp with the
typical value ot¼ 2p� ft¼ 2p� 1.5 MHz. Using this simple
model, which is valid for frequencies up to about 10–20%
of ft, and assuming otbo, the transfer function becomes

TðsÞ¼
V2

V1

	�

1

C1R1
s

s2 1þ
1

otC1R1

� �
þ

1

R2

1

C1
þ

1

C2

� �
sþ

1

R1R2C1C2

ð25Þ

To get an estimate of the resulting error, let the circuit be
designed with C1¼C2¼C¼ 10 nF, R1¼ 66.32O and R2¼

9.55 kO to realize the nominal parameters f0¼ 20 kHz,
Q¼ 6, and K¼ 72. Simulation (or measurement with a
very fast op amp) shows that the resulting circuit perfor-
mance is as desired. However, if the filter is implemented
with a 741-type op amp with ft¼ 1.5 MHz, the measured
performance indicates f0¼ 18.5 kHz, Q¼ 6.85, and K¼
76.75. Because of the complicated expressions involving
a real op amp, it is appropriate to use functional tuning
with the help of a network analyzer. Keeping C constant,
the resulting resistor values, R1¼ 68.5O and R2¼ 8.00 kO,
lead to f0¼ 20 kHz and Q¼6.06. The midband gain for
these element values equals K¼ 62.4 (remember from the

earlier discussion that K for the circuit in Fig. 2 cannot be
separately adjusted if the capacitors are predetermined).

2.2.2. High-Order Filters. The two main methods for
realizing active filters of order greater than two are active
simulations of lossless ladders and cascading second-order
sections. We mentioned in connection with the earlier
discussion of LC ladders that tuning of active ladder
simulations is completely analogous to that of the passive
LC ladder: the electronic circuits that simulate the in-
ductors are adjusted until the transmission zeros are
implemented correctly. It remains to discuss tuning for
the most frequently used method of realizing high-order
filters, the cascading of first- and second-order sections.
Apart from good sensitivity properties, relatively easy
tuning is a main advantage of cascade implementations
because each section performs in isolation from the others
so that it can be tuned without interactions from the rest
of the circuit. Remember, though, that each section by
itself may require interactive tuning. Figure 4 shows the
circuit structure where each of the blocks is a second-order
section such as the ones in Figs. 2 and 5. If the total filter
order is odd, one of the sections is, of course, of first order.

To illustrate this point, assume a fourth-order
Chebyshev lowpass filter is to be realized with a 1-dB
ripple passband in 0rfr28 kHz with passband gain equal
to H¼ 20 dB. The transfer function is found to be

TðsÞ¼T1ðsÞ�T2ðsÞ

¼
1:66o2

0

s2þ 0:279o0sþ 0:987o2
0

1:66o2
0

s2þ 0:674o0sþ 0:279o2
0

ð26Þ

with o0¼ 2p� 28,000 s�1
¼175.93� 103 s�1 (see Schau-

mann et al. [3], Section 1.6, pp. 36–64). Let the function be
realized by two sections of the form shown in Fig. 5.
Assuming that the op amps are ideal, the transfer function
of the lowpass section is readily derived as

V2

V1
¼

Ko2
0

s2þ s
o0

Q
þo2

0

¼

a1a2
1

C1R1C2R2

s2þ s
1

C1R1
þ

1� a1a2

C2R2

� �
þ

1

C1R1C2R2

ð27Þ

Figure 4. Cascade realization of 2nth-order filter. The n second-
order sections do not interact with each other and can be tuned
independently; that is, each section Ti can be tuned to its nominal
values oi, Qi, and Hi, i¼1; 2; . . . ; n, without being affected by the
other sections.
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If the op amp gain is modeled as A(s)¼ot/s, ai is to be
replaced by

ai )
ai

1þ ai=AðsÞ
	

ai

1þ sai=ot
ð28Þ

We observe again that the circuit parameters o0, Q, and
gain K are functions of all the circuit elements so that
design and tuning of each section will require iterative
procedures, although Section 1 is independent of Section 2
as just discussed. Because there are six ‘‘components’’ (R1,
R2, C1, C2, a1, and a2) and only three parameters, some
simplifying design choices can be made. Choosing C1¼C2¼

C, R1¼R, and R2¼ k2R (and assuming ideal op amps), Eq.
(27) leads to in the expressions

o0¼
1

kRC
; Q¼

1

kþ
1

k
ð1�KÞ

; K ¼ a1a2 ð29Þ

The circuit is designed by first computing k from the given
values Q and K; next we choose a suitable capacitor value
C and calculate R¼ 1/(ko0C). Finally, we determine the
feedback resistors on the two op amps. Because only
the product a1a2 is relevant, we choose a1a2¼ a2

¼K
ði:e:; a¼

ffiffiffiffi
K
p
¼

ffiffiffiffiffiffiffiffiffiffi
1:66
p

¼ 1:288Þ. Working through the de-
sign equations and choosing all capacitors equal to C¼
150 pF (standard 5% values) and R0¼ 10 kO results in
(a� 1)R0¼ 2.87 kO for both sections: k¼ 0.965, R1¼

40.2 kO, R2¼ 36.5 kO for Section 1 and k¼ 1.671, R1¼

42.2 kO, R2¼ 120.1 kO for Section 2. All resistors have
standard 1% tolerance values. Building the circuit with
741-type op amps with ft¼ 1.5 MHz results in a ripple
width of almost 3 dB, the reduced cutoff frequency of
27.2 kHz, and noticeable peaking at the band edge.
Thus, tuning is required. The errors can be attributed
largely to the 5% capacitor errors and the transfer func-
tion changes as a result of the finite ft in Eq. (28).

To accomplish tuning in this case, deterministic tuning
may be employed if careful modeling of the op amp
behavior, using Eq. (28), and of parasitic effects is used
and if the untuned components (the capacitors) are mea-
sured carefully and accurately. Because of the many
interacting effects in the second-order sections, using a
computer program to solve the coupled nonlinear equa-
tions is unavoidable, and the resistors are trimmed to
their computed values. Functional tuning in this case may

be more convenient, as well as more reliable in practice.
For this purpose, the circuit is analyzed, and sensitivities
are computed to help understand which components affect
the circuit parameters most strongly. Because the sections
do not interact, the high-order circuit is separated into its
sections, and each section’s functional performance is
measured and adjusted on a network analyzer. After the
performance of all second-order blocks is found to lie
within the specified tolerances, the sections are recon-
nected in cascade.

3. TUNING INTEGRATED CIRCUITS

With the increasing demand for fully integrated micro-
electronic systems, naturally, analog circuits will have to
be placed on an integrated circuit (IC) along with digital
ones. Of considerable interest are communication circuits
where bandwidths may reach many megahertz. Numer-
ous applications call for on-chip high-frequency analog
filters. Their frequency parameters, which in discrete
active filters are set by RC time constants, are in inte-
grated filters most often designed with voltage-to-current
converters (transconductors), Io¼ gmVi, and capacitors
(i.e., as o¼ 1/t¼ gm/C). As discussed earlier, filter perfor-
mance must be tuned regardless of the implementation
method because fabrication tolerances and parasitic ef-
fects are generally too large for filters to work correctly
without adjustment. Understandably, tuning in the tradi-
tional sense is impossible when the complete circuit is
integrated on an IC because individual components are
not accessible and cannot be varied. To handle this
problem, several techniques have been developed. They
permit tuning the circuits electronically by varying the
bias voltages VB or bias currents IB of the active electronic
components (transconductors or amplifiers). In the usual
approach, the performance of the fabricated circuit is
compared to a suitably chosen accurate reference, such
as an external precision resistor Re to set the value of
an electronic on-chip transconductance to gm¼ 1/Re or
to a reference frequency or to set the time constant to
C/gm¼ 1/or. This approach is indeed used in practice,
where often the external parameters, Re or oe, are ad-
justed manually to the required tolerances. Tuning can be
handled by connecting the circuit to be tuned into an on-
chip control loop, which automatically adjusts bias vol-
tages or currents until the errors are reduced to zero or an
acceptable level (see Schaumann et al. [3], Section 7.3, pp.
418–446, and Johns and Martin [6], Section 15.7, pp. 626–
635). (A particularly useful reference is Tsividis and Voor-
man [7]; it contains papers on all aspects of integrated
filters, including tuning). Naturally, this process requires
that the circuit be designed to be tunable, that is, that the
components are variable over a range sufficiently wide to
permit errors caused by fabrication tolerances or tempera-
ture drifts to be recovered. We also must try to keep the
tuning circuitry relatively simple because chip area and
power consumption are at a premium. Although digital
tuning schemes are conceptually attractive, analog meth-
ods are often preferred. The reason is the need to minimize
or eliminate generating digital (switching) noise, which

Figure 5. Two-amplifier active lowpass filter.
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can enter the sensitive analog signal path through para-
sitic capacitive coupling or through the substrate, causing
the dynamic range or the signal-to-noise ratio to deterio-
rate.

3.1. Automatic Tuning

Let us illustrate the concepts and techniques with a
simple second-order example. Higher-order filters are
treated in an entirely analogous fashion; the principles
do not change. Consider the gm–C filter in Fig. 6, which
realizes the transfer function

TðsÞ¼
V0

V1
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as2þ s a
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C1
� b
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� �
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with pole frequency and pole Q equal to

o0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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r
;Q¼
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s

ð31Þ

Comparing Eq. (31) to Eq. (2) indicates that the filter
parameters for this technology are determined in funda-
mentally the same way as for discrete active circuits: the
frequency is determined by time constants (Ci/gmi) and the
quality factor, by ratios of like components. Analogous
statements are true for the numerator coefficients of T(s).
We can conclude then that, in principle, tuning can
proceed in a manner quite similar to the one discussed
in the beginning of this article if we can just develop a
procedure for varying the on-chip components. To gain an
understanding of what needs to be tuned in an integrated
filter, let us introduce a more convenient notation that
uses the ratios of the components to some suitably chosen
unit values gm and C

gmi¼ gigm;Ci¼ ciC; i¼ 1;2 and ou¼
gm

C
ð32Þ

where ou is a unit frequency parameter and gi and ci are
the dimensionless component ratios. With this notation,

Eq. (30) becomes
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ð33Þ

Casting the transfer function in the form shown in
Eq. (33) makes clear that the coefficient of si is propor-
tional to on�i

u ; where n is the order of the filter, n¼2 in
Eq. (33); the constants of proportionality are determined
by ratios of like components, which are very accurately
designable with IC technology. The same is true for filters
of arbitrary order. For example, the pole frequency for the
circuit in Fig. 6 is determined as ou times a designable
quantity, o0¼ou

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g1g2=ðc1c2Þ

p
. We may conclude therefore

that it is only necessary to tune ou¼gm/C, which, as
stated earlier, as a ratio of two electrically dissimilar
components will have large fabrication tolerances. In
addition, the electronic circuit that implements the trans-
conductance gm depends on temperature, bias, and other
conditions, so that ou can be expected to drift during
operation. It can be seen from Eq. (33) that ou simply
scales the frequency, that is, the only effect of varying ou is a
shift of the filter’s transfer function along the frequency axis.

We stated earlier that tuning a time constant, or, in the
present case, the frequency parameter ou, is accomplished
by equating it via a control loop to an external reference,
in this case a reference frequency oR such as a clock
frequency. Conceptually, the block diagram in Fig. 7 shows
the method [8]. The control loop equates the inaccurate
unit frequency ou¼ gm/C to the accurate reference fre-
quency oR in the following way: oR is chosen in the
vicinity of the most critical frequency parameters of the
filter (the band edge for a lowpass, midband for a bandpass
filter), where sensitivities are highest. The transconduc-
tance gm to be tuned is assumed to be proportional to the
bias voltage VB, such that gm¼ kVB, where k is a constant
of proportionality with units of A/V2. gm generates an
output current I¼ gmVR,which results in the capacitor
voltage VC¼ gmVR/(joRC). The two matched peak detec-
tors PD convert the two signals VR and VC to their DC

Figure 6. A general second-order transconductance–C filter. The
circuit realizes arbitrary zeros by feeding the input signal into
portions bC1 and aC2 of the capacitors C1 and C2.

Figure 7. Automatic control loop to set ou¼ gm/C via an applied
reference signal VR with frequency oR. The capacitor voltage
equals VC¼VR(gm/joRC), which makes the control current Ic¼

gmcVR(1� gm/joRC). The operation is explained in the text.
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peak values, so that any phase differences do not matter
when comparing the signals at the input of gmc. The DC
output current Ic¼ gmcVR{1–[gm/(joRC)]} of the control–
transconductance gmc charges the storage capacitor Cc to
the required bias voltage VB for the transconductance gm.
The values gmc and Cc determine the loop gain; they
influence the speed of conversion but are otherwise not
critical. If the value of gm gets too large because of
fabrication tolerances, temperature, or other effects, Ic

becomes negative, Cc discharges, and VB, that is gm¼

kVB, is reduced. Conversely, if gm is too small, Ic becomes
positive and charges Cc, and the feedback loop acts to
increase VB and gm. The loop stabilizes when VC and VR

are equal, that is, when gm(VB)/C is equal to the accurate
reference frequency oR. The gmc–Cc combination is, of
course, an integrator with ideally infinite DC gain to
amplify the shrinking error signal at the input of gmc. In
practice, the open-loop DC gain of a transconductance of
35–50 dB is more than adequate. Note that the loop sets
the value of ou to oR regardless of the causes of any errors:
fabrication tolerances, parasitic effects, temperature
drifts, aging, or changes in DC bias.

We point out that although the scheme just discussed
only varies gm, it actually controls the time constant C/gm;
that is, errors in both gm and C are accounted for. If one
wishes to control only gm, the capacitor C in Fig. 7 is
replaced by an accurate resistor Re, and the feedback loop
will converge to gm¼ 1/Re.

Note that the feedback loop in Fig. 7 directly controls
only the transconductance gm (as does the frequency
control circuit in Fig. 8) such that the unit frequency
parameter ou within the control circuit is realized cor-
rectly. The actual filter is not tuned. However, good
matching and tracking can be assumed across the IC
because all gm cells are on the same chip and subject to
the same error-causing effects. This assumes that the
ratios gi defined in Eq. (32) are not so large that matching
problems will arise and that care is taken to account for

(model the effect of) filter parasitics in the control circuit.
The same is true for the unit capacitor C in the control
loop and the filter capacitors (again, if the ratios ci are not
too large). Consequently, the control bias current IB can be
sent to all the main filter’s transconductance cells as
indicated in Fig. 7 and thereby tune the filter. Clearly,
this scheme depends on good matching properties across
the IC chip. Accurate tuning cannot be performed if
matching and tracking cannot be relied upon or, in other
words, if the gm–C circuit in the control loop is not a good
representative model of the filter cells.

An alternative method for frequency tuning (see Schau-
mann et al. [3], Section 7.3, pp. 418–446, and Johns and
Martin [6], Section 15.7, pp. 626–635) relies on phase-
locked loops (see Johns and Martin [6], Chapter 16, pp.
648–695). The top half of Fig. 8 shows the principle. A
sinusoidal reference signal VR at o¼oR and the output of
a voltage-controlled oscillator (f-VCO) at ovco are con-
verted to square waves by two matched limiters. Their
outputs enter an XOR gate acting as a phase detector whose
output contains a DC component proportional to the
frequency difference Do¼ovco� oR of the two input sig-
nals. The lowpass filter LPF 1 eliminates second- and
higher-order harmonics of the XOR output and sends the
DC component to the oscillator f-VCO, locking its fre-
quency to oR. Just as the gm–C circuit in Fig. 7, the
oscillator is designed with transconductances and capaci-
tors to represent (model) any frequency parameter errors
of the filter to be tuned so that, relying on matching, the
filter is tuned correctly by applying the tuning signal also
to its gm cells. The lowpass filter LPF 2 is used to clean the
tuning signal Vf further before applying it to the filter.

We saw in Eq. (33) that all filter parameters depend,
apart from ou, only on ratios of like components and are,
therefore, accurately manufacturable and should require
no tuning. This is indeed correct for moderate frequencies
and filters with relatively low Q. However, Q is extremely
sensitive (see Schaumann et al. [3], Chapter 7, pp. 410–
486) to small parasitic phase errors in the feedback loops
of active filters, so that Q errors may call for tuning as
well, especially as operating frequencies increase. The
problem is handled in much the same way as frequency
tuning. One devises a model (the Q model in Fig. 8) that
represents the Q errors to be expected in the filter and
encloses this model circuit in a control loop where feed-
back acts to reduce the error to zero. Figure 8 illustrates
the principle. In the Q control loop, a Q-VCO (tuned
correctly by the applied frequency control signal Vf) sends
a test signal to the Q model that is designed to represent
correctly the Q errors to be expected in the filter to be
tuned, and through a peak detector PD to an amplifier of
gain K. K is the gain of an accurately designable DC
amplifier. Note that the positions of PD and K could be
interchanged in principle, but a switch would require that
K is the less well-controlled gain of a high-frequency
amplifier. The output of the Q model goes through a
second (matched) peak detector. Rather than measuring
Q directly, which is very difficult in practice, because it
would require accurate measurements of two amplitudes
and two frequencies, the operation relies on the fact that Q
errors are usually proportional to magnitude errors. The

Figure 8. Dual-control loop-tuning system for tuning frequency
parameters and quality factors of an integrated filter. Note that
the frequency loop converges always, but for the Q loop to
converge on the correct Q value, the frequency must be correct.
Details of the operation are explained in the text.
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diagram in Fig. 8 assumes that for correct Q the output of
the Q model is K times as large as its input so that for
correct Q the inputs of the comparator are equal. The DC
error signal VQ resulting from the comparison is fed back
to the Q model circuit to adjust the bias voltages appro-
priately, as well as to the filter. In these two interacting
control loops, the frequency loop will converge indepen-
dently of the Q control loop, but to converge on the correct
value of Q, the frequency must be accurate. Hence, the two
loops must operate together. The correct operation and
convergence of the frequency and Q control scheme in Fig.
8 has been verified by experiments (see Schaumann et al.
[3], Chapter 7, pp. 410–486) but because of the increased
noise, power consumption, and chip area needed for the
control circuitry, the method has not found its way into
commercial applications.
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1. INTRODUCTION

The circular waveguide is occasionally used as an alter-
native to the rectangular waveguide. Like other wave-

guides constructed from a single, enclosed conductor, the
circular waveguide supports transverse electric (TE) and
transverse magnetic (TM) modes. These modes have a
cutoff frequency, below which electromagnetic energy is
severely attenuated. Circular waveguide’s round cross sec-
tion makes it easy to machine, and it is often used to feed
conical horns. Further, the TE0n modes of circular wave-
guide have very low attenuation. A disadvantage of
circular waveguide is its limited dominant mode band-
width, which, compared to rectangular waveguide’s max-
imum bandwidth of 2–1, is only 1.3. In addition, the
polarization of the dominant mode is arbitrary, so that
discontinuities can easily excite unwanted cross-polarized
components.

In this article, the electromagnetic features of the cir-
cular waveguide are summarized, including the trans-
verse and longitudinal fields, the cutoff frequencies, the
propagation and attenuation constants, and the wave im-
pedances of all transverse electric and transverse mag-
netic modes.

2. TRANSVERSE ELECTRIC (TEZ) MODES

The transverse electric to z (TEz) modes can be derived by
letting the vector potential A and F be equal to

A¼ 0 ð1aÞ

F¼ âazFzð r;f; zÞ ð1bÞ

The vector potential F must satisfy the vector wave equa-
tion, which reduces the F of (1b) to

r2Fzð r;f; zÞþ b2Fzðr;f; zÞ¼0 ð2Þ

When expanded in cylindrical coordinates, (2) reduces to

@2Fz

@r2
þ

1

r
@Fz

@r
þ

1

r2

@2Fz

@f2
þ
@2Fz

@z2
þ b2Fz¼ 0 ð3Þ

whose solution for the geometry of Fig. 1 is of the form

Fzð r;f; zÞ¼ ½A1Jmð brrÞþB1Ymð brrÞ�

� ½C2 cosðmfÞþD2 sinðmfÞ�

� ½A3e�jbzzþB3eþ jbzz�

ð4aÞ

where

b2
rþ b2

z ¼ b2
ð4bÞ

The constants A1, B1, C2, D2, A3, B3, m, br, and bz can be
found using the boundary conditions of

Efð r¼a;f; zÞ¼0 ð5aÞ

The fields must be finite everywhere ð5bÞ

The fields must repeat every 2p radians in f ð5cÞ

1This article is derived from material in Advanced Engineering

Electromagnetics, by Constantine Balanis, Wiley, New York, 1989,
Sect. 9.2.
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diagram in Fig. 8 assumes that for correct Q the output of
the Q model is K times as large as its input so that for
correct Q the inputs of the comparator are equal. The DC
error signal VQ resulting from the comparison is fed back
to the Q model circuit to adjust the bias voltages appro-
priately, as well as to the filter. In these two interacting
control loops, the frequency loop will converge indepen-
dently of the Q control loop, but to converge on the correct
value of Q, the frequency must be accurate. Hence, the two
loops must operate together. The correct operation and
convergence of the frequency and Q control scheme in Fig.
8 has been verified by experiments (see Schaumann et al.
[3], Chapter 7, pp. 410–486) but because of the increased
noise, power consumption, and chip area needed for the
control circuitry, the method has not found its way into
commercial applications.
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1. INTRODUCTION

The circular waveguide is occasionally used as an alter-
native to the rectangular waveguide. Like other wave-

guides constructed from a single, enclosed conductor, the
circular waveguide supports transverse electric (TE) and
transverse magnetic (TM) modes. These modes have a
cutoff frequency, below which electromagnetic energy is
severely attenuated. Circular waveguide’s round cross sec-
tion makes it easy to machine, and it is often used to feed
conical horns. Further, the TE0n modes of circular wave-
guide have very low attenuation. A disadvantage of
circular waveguide is its limited dominant mode band-
width, which, compared to rectangular waveguide’s max-
imum bandwidth of 2–1, is only 1.3. In addition, the
polarization of the dominant mode is arbitrary, so that
discontinuities can easily excite unwanted cross-polarized
components.

In this article, the electromagnetic features of the cir-
cular waveguide are summarized, including the trans-
verse and longitudinal fields, the cutoff frequencies, the
propagation and attenuation constants, and the wave im-
pedances of all transverse electric and transverse mag-
netic modes.

2. TRANSVERSE ELECTRIC (TEZ) MODES

The transverse electric to z (TEz) modes can be derived by
letting the vector potential A and F be equal to

A¼ 0 ð1aÞ

F¼ âazFzð r;f; zÞ ð1bÞ

The vector potential F must satisfy the vector wave equa-
tion, which reduces the F of (1b) to
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According to (5b), B1¼ 0 since Ym(r¼ 0)¼N. In addition,
according to (5c)

m¼ 0; 1; 2; 3; . . . ð6Þ

Consider waves that propagate only in the þ z direction.
Then (4) reduces to

Fþz ðr;f; zÞ¼AmnJmð brrÞ½C2 cosðmfÞ

þD2 sinðmfÞ�e�jbzz
ð7Þ

From Eq. (7), the electric field component of Eþf can be
written as

Eþf ¼
1

e
@Fþz
@r

¼ br
Amn

e
J0mðbrrÞ½C2 cosðmfÞ

þD2 sinðmfÞ�e�jbzz

ð8aÞ

where

0

¼
@

@ð brrÞ
ð8bÞ

Applying the boundary condition of (5a) in (8a), we then
have that

Eþf ð r¼a;f; zÞ¼ br
Amn

e
J0mð braÞ½C2 cosðmfÞ

þD2 sinðmfÞ�e�jbzz¼ 0

ð9Þ

which is satisfied only provided that

J0mðbraÞ¼ 0) bra¼ w0mn ) br¼
w0mn

a
ð10Þ

In (10) w0mn represents the nth zero (n¼1, 2, 3,y) of the
derivative of the Bessel function Jm of the first kind of or-
der m(m¼ 0, 1, 2, 3,y). An abbreviated list of the zeros
w0mn of the derivative J0m of the Bessel function Jm is found
in Table 1. The smallest value of w0mn is 1.8412 (m¼ 1,
n¼ 1).

Using (4b) and (10), bz of the mn mode can be written as

ðbzÞmn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� b2

r

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
�

w0mn

a

� 	2
r

when b > br¼
w0mn

a

8
>>><

>>>:
ð11aÞ

ðbzÞmn¼ 0 when b¼ bc¼ br¼
w0mn

a

�
ð11bÞ

ðbzÞmn¼

�j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
r � b2

q
¼ � j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w0mn

a

� �2

�b2

s

when bobr¼
w0mn

a

8
>>>><

>>>>:

ð11cÞ

Cutoff is defined when (bz)mn¼ 0. Thus, according to (11b)

bc¼oc
ffiffiffiffiffi
me
p
¼2pfc

ffiffiffiffiffi
me
p
¼ br¼

w0mn

a
ð12aÞ

ðfcÞmn¼
w0mn

2pa
ffiffiffiffiffi
me
p ð12bÞ

By using (12a) and (12b), we can write (11a)–(11c) as

ðbzÞmn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� b2

r

q
¼b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
br
b

� �2
s

¼ b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
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b

� �2
s

¼ b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
w0mn

ba

� �2
s

¼ b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

when f > fc¼ ðfcÞmn

8
>>>>>>>><

>>>>>>>>:

ð13aÞ

ðbzÞmn¼ 0 when f ¼ fc¼ ðfcÞmn

�
ð13bÞ

Figure 1. Cylindrical waveguide of circular cross section.

Table 1. Zeros w0mn of Derivative J 0mðw0mnÞ= 0 (n¼1,2,3,y) of Bessel Function Jm(x)

m¼0 m¼1 m¼2 M¼3 m¼4 m¼5 m¼6 m¼7 m¼8 m¼9 m¼10 m¼11

n¼1 3.8318 1.8412 3.0542 4.2012 5.3175 6.4155 7.5013 8.5777 9.6474 10.7114 11.7708 12.8264
n¼2 7.0156 5.3315 6.7062 8.0153 9.2824 10.5199 11.7349 12.9324 14.1155 15.2867 16.4479 17.6003
n¼3 10.1735 8.5363 9.9695 11.3459 12.6819 13.9872 15.2682 16.5294 17.7740 19.0046 20.2230 21.4309
n¼4 13.3237 11.7060 13.1704 14.5859 15.9641 17.3129 18.6375 19.9419 21.2291 22.5014 23.7607 25.0085
n¼5 16.4706 14.8636 16.3475 17.7888 19.1960 20.5755 21.9317 23.2681 24.5872 25.8913 27.1820 28.4609
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The guide wavelength lg is defined as

ðlgÞmn¼
2p
ðbzÞmn

ð14aÞ

which, according to (13a) and (13b), can be written as

ðlgÞmn¼
2p

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f
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8
>>>><

>>>>:
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ðlgÞmn¼f1 when f ¼ ðfcÞmn ð14cÞ

In (14b) l is the wavelength of the wave in an infinite me-
dium of the kind that exists inside the waveguide. There is
no definition of the wavelength below cutoff since the wave
is exponentially decaying and there is no repetition of its
waveform.

According to (12b) and the values of w0mn in Table 1, the
order (lower to higher cutoff frequencies) in which the
TEz

mn modes occur is TEz
11, TEz

21, TEz
01, and so on. It should

be noted that for a circular waveguide, the order in which
the TEz

mn modes occur does not change, and the bandwidth
between modes is also fixed. For example, the bandwidth
of the first single-mode TEz

11 operation is 3.042/1.8412¼
1.6588 : 1, which is less than 2 : 1. This bandwidth is fixed
and cannot be varied. A change in the radius only varies,
by the same amount, the absolute values of the cutoff fre-
quencies of all the modes but does not alter their order or
relative bandwidth.

The electric and magnetic field components can be
written from Eq. (7) as
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ð15dÞ

Hþf ¼ � j
1

ome
1

r
@2Fþz
@f@z

¼ � Amn
mbz

ome
1

r
JmðbrrÞ

� ½�C2 sinðmfÞþD2 cosðmfÞ�e�jbzz

ð15eÞ

Hþz ¼ � j
1

ome
@2

@z2
þ b2

� �
Fþz ¼ � jAmn

b2
r

ome
JmðbrrÞ

� ½C2 cosðmfÞþD2 sinðmfÞ�e�jbzz

ð15f Þ

where

0

¼
@

@ðbrrÞ
ð15gÞ

By using (15a)–(15f), the wave impedance ðZþ z
w Þ

TE
mn of the

TEz
mn ðH

z
mnÞ modes in the þ z direction can be written as

Zh
mn¼ ðZ

þ z
w Þ

TE
mn¼

Eþr
Hþf
¼ �

Eþf
Hþr
¼

om
ðbzÞmn

ð16aÞ

With the aid of (13a)–(13c) the wave impedance of (16a)
reduces to

Zh
mn¼ ðZ

þ z
w Þ

TE
mn¼

om

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ¼

ffiffiffi
m
e

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ¼

Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

when f > fc¼ ðfcÞmn

8
>>>>>><

>>>>>>:

ð16bÞ

Zh
mn¼ ðZ

þ z
w Þ

TE
mn¼

om
0
¼1 when f ¼ fc¼ ðfcÞmn

n
ð16cÞ

Zh
mn¼ ðZ

þ z
w Þ

TE
mn¼

om

�jb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fc

f

� �2

�1

s ¼ þ j

ffiffiffi
m
e

r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fc

f

� �2

�1

s ¼ þ j
Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fc

f

� �2

�1

s

when fofc¼ ðfcÞmn

8
>>>>>><

>>>>>>:

ð16dÞ

By examining through (16b)–(16d), we can make the
following statements about the impedance.

1. Above cutoff it is real and greater than the intrinsic
impedance of the medium inside the waveguide.

2. At cutoff it is infinity.
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3. Below cutoff it is imaginary and inductive. This in-
dicates that the waveguide below cutoff behaves as
an inductor that is an energy storage element.

3. TRANSVERSE MAGNETIC (TMZ) MODES

The transverse magnetic to z (TMz) modes can be derived
in a similar manner as the TEz modes of Section 2 by
letting

A¼ âazAzðr;f; zÞ ð17aÞ

F¼ 0 ð17bÞ

The vector potential A must satisfy the vector wave equa-
tion, which reduces for the A of (17a) to

r2Azðr;f; zÞþ b2Azðr;f; zÞ¼ 0 ð18Þ

The solution of (18) is obtained in a manner similar to that
of (2), as given by (4), and it can be written as

Azðr;f; zÞ¼ ½A1JmðbrrÞþB1YmðbrrÞ�

� ½C2 cosðmfÞþD2 sinðmfÞ�

� ½A3e�jbzzþB3eþ jbzz�

ð19aÞ

with

b2
rþ b2

z ¼ b2
ð19bÞ

The constants A1, B1, C2, D2, A3, B3, m, br , and bz can be
found using the boundary conditions of

Efðr¼a;f; zÞ¼ 0 ð20aÞ

or

Ez¼ ðr¼a;f; zÞ¼ 0 ð20bÞ

The fields must be finite everywhere ð20cÞ

The fields must repeat every 2p radians in f ð20dÞ

According to (20c), B1¼ 0 since Ym(r¼0)¼N. In addi-
tion, according to (20d),

m¼ 0; 1; 2; 3; . . . ð21Þ

Considering waves that propagate only in the þ z direc-
tion, (19a) then reduces to

Aþz ðr;f; zÞ¼BmnJmðbrrÞ½C2 cosðmfÞ

þD2 sinðmfÞ�e�jbzz
ð22Þ

The eigenvalues of br can be obtained by applying either
(20a) or (20b).

From Eq. (22), we can write the electric field component
Eþz as

Eþz ¼ � j
1

ome
@2

@z2
þ b2

� �
Aþz

¼ � jBmn

b2
r

ome
JmðbrrÞ½C2 cosðmfÞ

þD2 sinðmfÞ�e�jbzz

ð23Þ

Application of the boundary condition of (20b) using (23)
gives

Eþz ðr¼a;f; zÞ¼ � jBmn

b2
r

ome
JmðbraÞ

� ½C2 cosðmfÞþD2 sinðmfÞ�e�jbzz¼ 0

ð24Þ

which is satisfied only provided that

JmðbraÞ¼ 0) bra¼ wmn ) br¼
wmn

a
ð25Þ

In (25) wmn represents the nth zero (n¼ 1, 2, 3,y) of the
Bessel function Jm of the first kind of order m (m¼0, 1, 2,
3,y). An abbreviated list of the zeros wmn of the Bessel
function Jm is found in Table 2. The smallest value of wmn

is 2.4049 (m¼ 0, n¼ 1).
By using (19b) and (25), bz can be written as

ðbzÞmn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� b2

r

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
�

wmn

a


 �2
q

when b > br¼
wmn

a

8
><

>:
ð26aÞ

Table 2. Zeros vmn of Jm(vmn)¼0 (n¼1, 2, 3,y) of Bessel function Jm(x)

m¼0 m¼1 m¼2 M¼3 m¼4 m¼5 m¼6 m¼7 m¼8 m¼9 m¼10 m¼11

n¼1 2.4049 3.8318 5.1357 6.3802 7.5884 8.7715 9.9361 11.0864 12.2251 13.3543 14.4755 12.8264
n¼2 5.5201 7.1056 8.4173 9.7610 11.0647 12.3386 13.5893 14.8213 16.0378 17.2412 18.4335 19.6160
n¼3 8.6537 10.1735 11.6199 13.0152 14.3726 15.7002 17.0038 18.2876 19.5545 20.8071 22.0470 23.2759
n¼4 11.7915 13.3237 14.7960 16.2235 17.6160 18.9801 20.3208 21.6415 22.9452 24.2339 25.5095 26.7733
n¼5 14.9309 16.4706 17.9598 19.4094 20.8269 22.2178 23.5861 24.9349 26.2668 27.5838 28.8874 80.1791
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ðbzÞmn¼ 0 when b¼ bc¼br¼
wmn

a

n
ð26bÞ

ðbzÞmn¼

�j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
r � b2

q
¼ � j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wmn

a

� 	2
�b2

r

when bobr¼
wmn

a

8
>><

>>:
ð26cÞ

By following the same procedure as for the TEz modes,
we can write the expressions for the cutoff frequencies
(fc)mn, propagation constant (bz)mn, and guide wavelength
(lg)mn as

ðfcÞmn¼
wmn

2pa
ffiffiffiffiffi
me
p ð27Þ

ðbzÞmn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� b2

r

q
¼ b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
br
b

� �2
s

¼ b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
bc

b

� �2
s

¼ b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
wmn

ba

� �2
s

¼ b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

when f > fc¼ ðfcÞmn

8
>>>>>>>>>>><

>>>>>>>>>>>:

ð28aÞ

ðbzÞmn¼ 0 when f ¼ fc¼ ðfcÞmn

�
ð28bÞ

ðbzÞmn¼

�j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
r � b2

q
¼ � jb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
br
b

� �2

�1

s

¼ � jb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bc

b

� �2

�1

s

¼ � jb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wmn

ba

� �2

�1

s

¼ � jb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fc

f

� �2

�1

s

when fofc¼ðfcÞmn

8
>>>>>>>>>>><

>>>>>>>>>>>:

ð28cÞ

ðlgÞmn¼
2p

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ¼

lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s when f > fc¼ ðfcÞmn

8
>>>><

>>>>:

ð29aÞ

ðlgÞmn¼f1 when f ¼ fc¼ ðfcÞmn ð29bÞ

According to (27) and the values of wmn of Table 2, the
order (lower to higher cutoff frequencies) in which the TMz

modes occur is TM01, TM11, TM21, and so forth. The band-
width of the first single-mode TMz

01 operation is 3.8318/
2.4059¼ 1.5927:1. Comparing the cutoff frequencies of the
TEz and TMz modes, as given by (12b) and (27) along with
the data of Tables 1 and 2, the order of the TEz

mn and TMz
mn

modes is that of TE11 (w011¼ 1:8412), TM01, (w01¼2.4049),
TE21 (w021¼ 3:0542), TE01 ðw001¼ 3:8318Þ¼TM11

ðw011¼ 3:8318Þ, TE31 (w031¼4:2012), and so forth. The dom-
inant mode is TE11 and its bandwidth of single-mode op-
eration is 2.4049/1.8412¼ 1.3062:1. Plots of the field
configurations over a cross section of the waveguide,

both E and H, for the first 30 TEz
mn and/or TMz

mn modes
are shown in Fig. 2 [1].

It is apparent that the cutoff frequencies of the TE0n

and TM1n modes are identical; therefore they are referred
to here also as degenerate modes.

The electric and magnetic field components can be
written using (22) as

Eþr ¼ � j
1

ome
@2Aþz
@r@z

¼ � Bmn

brbz

ome
J0mð brrÞ

� ½C2 cosðmfÞþD2 sinðmfÞ�e�jbzz

ð30aÞ

Eþf ¼ � j
1

ome
1

r
@2Aþz
@f@z

¼ � Bmn
mbz

omer
Jmð brrÞ

� ½�C2 sinðmfÞþD2 cosðmfÞ�e�jbzz

ð30bÞ

Eþz ¼ � j
1

ome
@2

@z2
þ b2

� �
Aþz

¼ � jBmn

b2
r

ome
JmðbrrÞ

� ½C2 cosðmfÞþD2 sinðmfÞ�e�jbzz

ð30cÞ

Hþr ¼
1

m
1

r
@Aþz
@f
¼Bmn

m

m
1

r
Jmð brrÞ

� ½�C2 sinðmfÞþD2 cosðmfÞ�e�jbzz

ð30dÞ

Hþf ¼ �
1

m
@Aþz
@r
¼ � Bmn

br
m

J0mð brrÞ

� ½C2 cosðmfÞþD2 sinðmfÞ�e�jbzz

ð30eÞ

Hþz ¼ 0 ð30f Þ

where

0

¼
@

@ð brrÞ
ð30gÞ

By using (30a)–(30f), the wave impedance in the þ z di-
rection can be written as

ðZþ z
w Þ

TM
mn ¼

Eþr
Hþf
¼ �

Eþf
Hþr
¼
ðbzÞmn

oe
ð31Þ
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With the aid of (28a)–(28c) the wave impedance of (31)
reduces to

ðZþ z
w Þ

TM
mn ¼

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

oe ¼
ffiffim
e

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� fc

f

� 	2
r

¼ Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� fc

f

� 	2
r

when f > fc¼ ðfcÞmn

8
>>>><

>>>>:

ð32aÞ

ðZþ z
w Þ

TM
mn ¼

0

oe
¼ 0 when f ¼ fc¼ ðfcÞmn

�
ð32bÞ

ðZþ z
w Þ

TM
mn

�jb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fc

f

� �2

�1

s

oe
¼ � j

ffiffiffi
m
e

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fc

f

� �2

�1

s

¼ � jZ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fc

f

� �2

�1

s

when fofc¼ ðfcÞmn

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð32cÞ

Examining (32a)–(32c) we can make the following state-
ments about the wave impedance for the TMz modes.

Figure 2. Field configurations of first 30 TEz and/or
TMz modes in a circular waveguide. (Source: C. S. Lee,
S. W. Lee, and S. L. Chuang, Plot of modal field distri-
bution in rectangular and circular waveguides, IEEE

Trans. Microwave Theory Tech., r 1985, IEEE.)
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1. Above cutoff it is real and smaller than the intrinsic
impedance of the medium inside the waveguide.

2. At cutoff it is zero.

3. Below cutoff it is imaginary and capacitive. This
indicates that the waveguide below cutoff behaves
as a capacitor that is an energy storage element.

Whenever a given mode is desired, it is necessary to
design the proper feed to excite the fields within the wave-
guide and detect the energy associated with such modes.
To maximize the energy exchange or transfer, this is ac-
complished by designing the feed, which is usually a probe

or antenna, so that its field pattern matches that of the
field configuration of the desired mode. Usually the probe
is placed near the maximum of the field pattern of the de-
sired mode; however, that position may be varied some-
what in order to achieve some desired matching in the
excitation and detection systems. Shown in Fig. 3 are sug-
gested designs to excite and/or detect the TE11 and TM01

modes in a circular waveguide, to transition between the
TE10 of a rectangular waveguide and the TE11 mode of a
circular waveguide, and to couple between the TE10 of a
rectangular waveguide and TM01 mode of a circular wave-
guide.

Figure 2. (Continued).
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4. ATTENUATION FROM OHMIC LOSSES

It has been shown that the attenuation coefficients of the
TE0n (n¼ 1,2,y) modes in a circular waveguide monoton-
ically decrease as a function of frequency [2,3]. This is a
very desirable characteristic, and because of this the ex-
citation, propagation, and detection of TE0n modes in a
circular waveguide have received considerable attention.
The attenuation coefficient for the TEz

mn and TMz
mn modes

inside a circular waveguide are given, respectively, by

TEz
mn

ðacÞ
TEz

mn ¼
Rs

aZ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

�
fc

f

� �2

þ
m2

ðw0mnÞ
2
�m2

" #
Np=m

ð33aÞ

TMz
mn

ðacÞ
TMz

mn ¼
Rs

aZ
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s Np=m ð33bÞ

where

Rs¼

ffiffiffiffiffiffiffi
om
2s

r
ð34Þ

Plots of the attenuation coeficient versus the normalized
frequency f/fc, where fc is the cutoff frequency of the dom-

inant TE11 mode, are shown for six modes in Fig. 4a and b
for waveguide radii of 1.5 and 3 cm, respectively. Within
the waveguide is free space and its walls are made of cop-
per (s¼ 5.7 � 107 S/m).

It is evident from the results of the preceding example
that as fc/f becomes smaller the attenuation coefficient de-
creases monotonically (as shown in Fig. 4), which is a de-
sirable characteristic. It should be noted that similar
monotonically decreasing variations in the attenuation
coefficient are evident in all TE0n modes (n¼ 1,2,3,y).
According to (15a)–(15f), the only tangential magnetic
field component to the conducting surface of the wave-
guide for all these TE0n (m¼ 0) modes is the Hz compo-
nent, while the electric field lines are circular. Therefore
these modes are usually referred to as circular electric
modes. For a constant power in the wave, the Hz compo-
nent decreases as the frequency increases and approaches
zero at infinite frequency. Simultaneously the current
density and conductor losses on the waveguide walls
also decrease and approach zero. Because of this attrac-
tive feature, these modes have received considerable
attention for long-distance propagation of energy, espe-
cially at millimeter-wave frequencies. Typically attenua-
tions as low as 1.25 dB/km (2 dB/mi) have been attained
[2]. This is to be compared with attenuations of 120 dB/km
for WR-90 copper rectangular waveguides, and 3 dB/km
at 0.85 mm, and less than 0.5 dB/km at 1.3mm for fiberoptic
cables.

Although the TE0n modes are very attractive from the
attenuation point of view, there are a number of problems
associated with their excitation and retention. One of the
problems is that the TE01 mode, which is the first of the
TE0n modes, is not the dominant mode. Therefore in order
for this mode to be above its cutoff frequency and propa-
gate in the waveguide, a number of other modes (such as
the TE11, TM01, TE21, and TM11) with lower cutoff fre-
quencies can also exist. Additional modes can also be
present if the operating frequency is chosen well above
the cutoff frequency of the TE01 mode in order to provide
a margin of safety from being too close to its cutoff fre-
quency.

To support the TE01 mode, the waveguide must be
oversized and it can support a number of other modes.
One of the problems faced with such a guide is how to ex-
cite the desired TE01 mode with sufficient purity and sup-
press the others. Another problem is how to prevent
coupling between the TE01 mode and undesired modes.
The presence of the undesired modes causes not only high-
er losses but also dispersion and attenuation distortion to
the signal since each exhibits different phase velocities
and attenuation. Irregularities in the inner geometry, sur-
face, and direction (bends, nonuniform cross sections, etc.)
of the waveguide are the main contributors to the coupling
to the undesired modes. However, for the guide to be of
any practical use, it must be able to sustain and propagate
the desired TE01 and other TE0n modes efficiently over
bends of reasonable curvature. One technique that has
been implemented to achieve this is to use mode conver-
sion before entering the corner and another conversion
when exiting to convert back to the desired TE0n

mode(s).

Figure 3. Excitation of TEmn and TMmn modes in a circular
waveguide: (a) TE11 mode; (b) TM01 mode; (c) TE10 (rectangular)–
TE11 (circular); (d) TE10 (rectangular)–TM01 (circular).
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Another method that has been used to discriminate
against undesired modes and avoid coupling to them is
to introduce filters inside the guide that cause negligible
attenuation to the desired TE0n mode(s). These filters in-
troduce cuts that are perpendicular to the current paths of
the undesired modes and parallel to the current direction

of the desired mode(s). Since the current path of the un-
desired modes is along the axis (z direction) of the guide
and the path of the desired TE0n modes is along the
circumference (f direction), a helical wound wire
placed on the inside surface of the guide can serve as a
filter that discourages any mode that requires an axial

Figure 4. Attenuation for TEz
mn and TMz

mn

modes in a circular waveguide: (a) a¼1.5 cm;
(b) a¼3 cm.
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component of current flow but propagates the desired
TE0n modes [3,4].

Another means to suppress undesired modes is to in-
troduce within the guide very thin baffles of lossy material
that will act as attenuating sheets. The surfaces of the
baffles are placed in the radial direction of the guide so
that they are parallel to the Er and Ez components of the
undesired modes (which will be damped) and normal to
the Ef component of the TE0n modes that will remain un-
affected. Typically two baffles are placed in a crossed pat-
tern over the cross section of the guide.

A summary of the pertinent characteristics of the TEz
mn

and TMz
mn modes of a circular waveguide are found listed

in Table 3.
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Table 3. Summary of TEz
mn and TMz

mn Mode Characteristics of Circular Waveguide

TEz
mn

m¼0;1;2; . . . ;

n¼1;2;3; . . .

 !
TMz

mn

m¼0;1;2; 3; . . .;

n¼1; 2; 3; 4; . . .

 !

Eþr �Amn
m

er
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brbz

ome
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COAXIAL LINE DISCONTINUITIES
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Various types of coaxial-line discontinuities have been dis-
cussed in the literature [1–4], including: capacitive gaps,

open-ended configuration, impedance steps, capacitive
windows, T junctions, small elliptical and circular aper-
tures, aperture coupling between two coaxial lines, and
bifurcation of a coaxial line. The configurations and the
equivalent circuits for some of the discontinuities are
shown in Fig. 1. The mode-matching technique with
variational formulation is the commonly used approach
to arrive at the equivalent-circuit parameters of disconti-
nuities. The available results for some of these disconti-
nuities are summarized in the following sections.

1. CAPACITIVE GAPS IN COAXIAL LINES

A gap in the center conductor of a coaxial line, as shown in
Fig. 1a, introduces mainly a series capacitance in the line.
This type of discontinuity finds common use in microwave
filters, DC blocks, and coaxial-line reentrant cavity.

 

 

2a

2a

2a

2a1

2b1

Capacitive gap

Open ended line

Coaxial line open standard

Step on inner conductor

Step on outer conductor

2a2

Dielectric

�* = �′− j�′′

T

T T

T T

T T

T T

A

A

T′

C2 C2

C1

C

C

C

C

R

(a)

(b)

(c)

(d)

(e)

T

2b

2b

2b

2b1 2a1

2b2 2a1

2s

′T

T

T

T

T

Figure 1. Discontinuities in coaxial lines
and their equivalent circuits.
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If the gap width is small compared to the wavelength,
the problem can be treated electrostatically and the equiv-
alent circuit of the gap discontinuity may be formulated as
shown in Fig. 1a. For the purpose of analysis, the equiv-
alent circuit may be written as shown in Fig. 2. The series
and shunt capacitances are determined by computing
three capacitances: total capacitances of a length of line
(1) with a short circuit at plane AA, (2) with an open cir-
cuit at the plane AA, and (3) with no discontinuity. The
section of line must be sufficiently long to ensure that an
undisturbed field distribution is obtained at the end lo-
cated away from the discontinuity. This condition is ful-
filled if the linelength is equal to or greater than the
diameter of the outer conductor. Numerical results
for various gap widths and diameter ratios are given in
Table 1 [3].

Gap capacitances for diameter ratios 5–1 and 7–1 are
also given in Refs. 3 and 4. The values of capacitances C1

and C2 of Table 1 can also be utilized to determine capac-
itances for the open-end configuration and for the config-
uration shown in Fig. 3. The open-end capacitance is given
by C2 when s-N. The capacitance with the short-circuit-
ing plane at a distance s from the inner conductor is C, and
is given by (2C1þC2). A closed-form expression for the
capacitance C is written as follows [3,4]:

C¼
pa2e0er

s
þ4ae0er ln

b� a

s

� �
ð1Þ

This equation is valid under the condition l0b(b�a)bs.
The first term in (1) is the parallel-plate capacitance be-
tween the face of the inner conductor and the short-cir-
cuiting plane. The second term is the fringing capacitance.

It may be observed from Table 1 that C2 approaches zero
for vanishingly small gap width and therefore, the series
capacitance C1 is dominant in (1). As gap width increases,
C2 increases linearly but the decrease in C1 is faster.
Expression (1) is accurate to within 5% for small gaps
(s/ao0.1) For a 50-O line the error is less than 1.5%.

Variational analysis of the geometry of Fig. 2 shows
that the capacitances C1 and C2 increase with frequency
[5]. Variation of these capacitances with normalized fre-
quency k0b is shown in Fig. 4 for s/a¼ 0.25 and 0.025 in a
50-O line [5]. It is seen that while the shunt capacitance C2

increases very slowly (almost negligibly) with frequency,
the series capacitance C1 increases much more rapidly
and shows a sharp increase near the cutoff frequency of
cylindrical waveguide TM01 mode. Variational analysis of
a gap in the central conductor of a rectangular coaxial line
has been reported [6]. The behavior of gap capacitances
with gap width and frequency is similar to that in a cy-
lindrical coaxial line. The gap capacitance in the coaxial
line can also be described in terms of the associated
reflection coefficient G. Eom et al. have used the mode-
matching method to determine G for a coaxial line termi-
nated in a gap [7]. A rapidly converging series for G has
been obtained. The effect of dielectric inhomogeneity in
the gap has been included.

2. OPEN-ENDED COAXIAL LINE

The schematic of an open-ended coaxial line with an infi-
nite flange and its equivalent circuit are shown in Fig. 1b.
The equivalent circuit consists of a parallel combination

Zo C2

2C1 A

A

Short or
open circuit

T

Figure 2. Equivalent circuit for the evaluation of capacitive gap
discontinuities.

T A

A

S

T

C

Figure 3. Coaxial line with short circuit (coaxial-line reentrant
cavity) and its equivalent circuit.

Table 1. Capacitances C1 and C2 of Equivalent Circuit of Fig. 1a for Gaps in Coaxial Lines (pF/2pb, b in cm)

Diameter Ratio (b : a)

10 : 9 4 : 3 5 : 3 2 : 1 2.3 : 1 3 : 1

Gap Ratio (s/b) C1 C2 C1 C2 C1 C2 C1 C2 C1 C2 C1 C2

0.05 0.367 0.0354 0.275 0.0143 0.188 0.0082 0.138 0.0061 0.109 0.00509 0.0702 0.0039
0.075 0.238 0.0486 0.183 0.0206 0.127 0.0120 0.0946 0.0089 0.0757 0.00746 0.0498 0.0057
0.100 0.173 0.0598 0.136 0.0265 0.0960 0.0156 0.0719 0.0116 0.0578 0.00972 0.0384 0.0074
0.150 0.106 0.0767 0.0858 0.0366 0.0623 0.0221 0.0474 0.0166 0.0384 0.0139 0.0259 0.0105
0.200 0.0718 0.0890 0.0598 0.0450 0.0443 0.0277 0.0340 0.0210 0.0277 0.0176 0.0188 0.0133
0.250 0.0516 0.0985 0.0436 0.0520 0.0328 0.0327 0.0254 0.0248 0.0217 0.0208 0.0143 0.0157
0.300 0.0383 0.1060 0.0328 0.0579 0.0249 0.0369 0.0194 0.0281 0.0161 0.0235 0.0109 0.0178

Source: Table 6 of H. E. Green, The numerical solution of some important transmission line problems, IEEE Trans. Microwave Theory Tech. MTT-13:676–692

(Sept. 1965) (r 1965 IEEE).
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of a capacitor C and a resistor R at the flange. The capac-
itance C arises from the fringing electric field between the
center conductor and outer conductor of the coaxial line.
The shunt resistance R represents the power loss due to
radiation from the open end. Quasistatic analysis of the
open-ended coaxial line has been described [8]. The aper-
ture admittance at the flange may be written as [8]

YL¼Grþ jB ð2Þ

where Gr¼ 1/R and B¼oC and

B¼
2oe�

½lnðb=aÞ�2
I1 �

k2I2

2

� �
ð3Þ

Gr¼
k3poe�

12

b2 � a2

lnðb=aÞ

� �2

ð4Þ

k2¼o2m0e
�

where e�¼ e0 � je00 represents the terminating medium
at the flange. The coefficients I1 and I2 are defined as

follows:

I1¼

Z b

a

Z b

a

Z p

0

cosf0

ðr2þ r02 � 2rr0 cosf0Þ1=2

�df0dr0dr

ð5aÞ

I2¼

Z b

a

Z b

a

Z p

0
cosf0ðr2þr02 � 2rr0 cosf0Þ1=2

�df0dr0dr

ð5bÞ

Computed values of integrals I1 and I2 for a few commer-
cially available coaxial lines are given in Table 2 [8].

It may be pointed out that the first term in (3) describes
the upper bound for the static capacitance of the opening,
while the second term gives the frequency-dependent part
of the capacitance. Comparison with the data based on fi-
nite-element method (FEM) or method-of-moment (MoM)
analysis shows good agreement [8].

Using the values of I1 and I2 from Table 2, the following
expressions for the capacitance C may be derived from (3):

For a 3.6-mm Teflon-filled coaxial line in free space (f in
MHz):

C ðpFÞ¼ 0:0221þ 0:3453� 10�11f 2 ð6aÞ

For a 6.4-mm Teflon-filled coaxial line in free space (f in
MHz):

CðpFÞ¼ 0:03999þ1:9687� 10�11f 2 ð6bÞ

An open-ended coaxial line exciting a monopole probe (Fig.
5) has been used for permittivity measurements of biolog-
ical materials. The biological tissues consist essentially of
water; free ions such as Naþ , Kþ , Ca2þ , Cl� ; and a num-
ber of proteins. This composition makes the dielectric
properties of the tissues similar to those of saline solu-
tions, which are characterized by a high loss factor at
microwave frequencies. The probe is used as a sensor
for permittivity measurements. The sensor is placed in
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Figure 4. Frequency dependence of gap discontinuities of Fig. 2.
[From Figure 3 of S. Sen and P. K. Saha, Equivalent circuit of a gap
in the central conductor of a coaxial line, IEEE Trans. Microwave
Theory Tech. MTT-30:2026–2029 (Nov. 1982) (r 1982 IEEE).]

Table 2. Value of Integrals I1 and I2 for a Few Coaxial
Lines

Line (mm) b (cm) a (cm) I1 (�10�3) I2 (�10� 9)

14 (air) 0.7145 0.3102 5.88293048 �103.784060
7 (air) 0.35 0.1520 2.88055348 �12.194870
8.3 (Teflon) 0.362 0.1124 4.21373732 �17.5606001
6.4 (Teflon) 0.2655 0.0824 3.09155881 �6.92967372
3.6 (Teflon) 0.1499 0.0455 1.77531131 �1.2618826
2.2 (Teflon) 0.0838 0.0255 0.99058927 �0.22018405

Source: Table 1 of D. K. Misra, A quasi-static analysis of open-ended co-

axial lines, IEEE Trans. Microwave Theory Tech. MTT-35:925–928 (Oct.

1987) (r 1987 IEEE).
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contact with the material under test, and the reflection
coefficient G is measured. Knowledge of the relationship
between the measured G and the permittivity e then al-
lows one to determine the latter. A number of models have
been developed to determine e, including the capacitive
model, the antenna model, the equivalent transmission-
line model, and the rational function model. A compara-
tive study of these models for a lossy material is available
in Ref. 9, where it is concluded that the equivalent trans-
mission-line model for biological tissue characterization is
adequate.

3. REFLECTION STANDARD FOR COAXIAL LINES

A short-circuited coaxial line can be used as a reflection
standard only at one frequency for which it is a quarter-
wave long. However, an open-circuited coaxial line with
extended outer conductor as shown in Fig. 1c, can be used
as a broadband reflection standard with minimal losses.
Also, this reflection standard can be fabricated easily us-
ing commercially available components. Variational
analysis of this device has been reported elsewhere in
the literature [2,10–12]. If the coaxial line/circular
waveguide combination is operated below the cutoff
frequency of the dominant mode in circular waveguide,
the signal will get attenuated in the waveguide. In addi-
tion, if the waveguide is sufficiently long to attenuate the
signal by B50 dB, the radiation from the waveguide will
be negligible. Therefore, the coaxial line/waveguide junc-
tion will be capacitive in nature. Bianco et al. [12] have
computed the junction capacitance. The variation of junc-
tion capacitance with frequency for a 50-O 7-mm airline
(2b¼ 7 mm, er¼ 1.000640) is given by the following ex-
pression [12]

C¼
Cð0Þ

ð1� ðfMHz=34450Þ2Þ1=2
ð7Þ

where C(0) is the static capacitance and is 79.70 fF for the
7-mm line.

4. STEPS IN COAXIAL LINES

The step in a coaxial line can be due to (1) an abrupt
change in the diameter of either the inner conductor
(Fig. 1d) or the outer conductor (Fig. 1e) or (2) a simulta-
neous change in diameters of both the conductors. In other
words, the step discontinuity may arise when two coaxial
lines with different characteristic impedances are connect-
ed in cascade. Here, a1 and b1 are the radii of the inner and

outer conductors of one coaxial line and a2 and b2 repre-
sent the same for the other coaxial line. The step discon-
tinuity may also result when a coaxial line is butt-
terminated in a connector with the same impedance. The
equivalent circuit of a step can be described by a shunt
capacitance at the plane of the step as shown in Figs. 1d
and 1e. The capacitance does not vary appreciably with
frequency if the cross-sectional dimensions of the line at
the plane of discontinuity are small fractions of the wave-
length.

Discontinuity capacitance can be computed using the
mode-matching technique for determining the difference
in capacitances between that of the structure with the
discontinuity, and that computed by adding the contribu-
tions of two single unperturbed lines with cross-sectional
dimensions and lengths equal to the actual lines on each
side of the step. The lines may be terminated by magnetic
walls after a distance equal to one diameter on each side of
the step. This technique has been used in Refs. 1 and 13.
Gogioso et al. [14] have used the variational method
to calculate the discontinuity capacitance. FEM has
been used in Ref. 15 to analyze the double-step disconti-
nuity; computed results for a butt transition between a
coaxial line and a 7-mm precision connector are presented
there.

Somlo [13] has obtained closed-form expressions for the
discontinuity capacitance:

Step on the inner conductor (i.e., b1¼ b2¼ b; Fig. 1d):

C

2pb
ðF=mÞ¼

e
p

a2þ 1

a
ln

1þ a
1� a

� 2 ln
4a

1� a2

� �

þ1:11� 10�15ð1� aÞðt� 1Þ

ð8Þ

where a¼ (b�a2)/(b�a1) and t¼ (b/a1). The maximum
error in (8) is 730 fF/m for 0.01rar1.0 and
1.0otr6.0. In the limiting case when a1-0, t-
N, an expression for the step discontinuity obtained
from Fig. 1 of Ref. 13 is given as follows:

C

2pb
ðF=mÞ¼

2e
p
ð1:477� ln 4aÞ ð9Þ

where a¼ (b�a)/b. Equation (9) may be used to deter-
mine C(0) for (7) [e.g., one obtains C(0)¼ 80.7 fF for
50-O 7-mm airline; this compares favorably with the
computed value of 79.7 fF].

Step on the outer conductor (i.e., a1¼a2¼a; Fig. 1e):

C

2pa
ðF=mÞ¼

e
p

a2þ 1

a
ln

1þ a
1� a

� 2 ln
4a

1� a2

� �

þ4:12� 10�15ð0:8� aÞðt� 1:4Þ

ð10Þ

Probe

Dielectric
under test

2a 2b

Figure 5. Coaxial-line-excited monopole probe for permittivity
measurement.
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where a¼ (b1�a)/(b2�a) and t¼ (b2/a). The maximum
error in (10) is 760 fF/m for 0.01rar0.7 and
1.5rtr6.0. The stepsize decreases as a increases
from 0 to 1. For simultaneous steps in both the con-
ductors, the discontinuity capacitance can be deter-
mined approximately from the discontinuity
capacitances associated with step in either (inner
or outer) conductor [3,4].

The frequency dependence of step capacitance has been
included in Ref. 13 through a multiplier factor K that has
been plotted for five different combinations of a and t. This
plot is included here as Fig. 6. The S matrix for a step
discontinuity in the inner conductor of rectangular coaxial
lines has been described by Xu et al. [16]. The mode-
matching method in conjunction with FEM has been em-
ployed to improve accuracy and efficiency.

5. T JUNCTION OR STUB IN COAXIAL LINES

The configuration of a T junction and its equivalent circuit
are shown in Fig. 7. The branchline can be viewed as a
shunt circuit in parallel with the mainline. Experimental
results for a specific set of parameters are available for
l0¼ 10 cm [17]. The T junction finds application in branch-
line couplers, filters, and other components and has been
analyzed in a rectangular coaxial line [16] using mode
matching, and FEM techniques. The analysis has been
extended to a branchline directional coupler.

Other types of discontinuity in coaxial lines that occur
less frequently, such as capacitive windows in a coaxial
line, aperture coupling between two coaxial lines, bifur-
cation of a coaxial line, small elliptical and circular aper-
tures in the outer conductor, and a coaxial line with
infinite central conductor, are discussed in Ref. 1.
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Figure 6. Frequency correction factor K for
step capacitance versus (b2�a1)/l. [From Fig-
ure 3 of P. I. Somlo, Computation of coaxial-
line step capacitance, IEEE Trans. Microwave

Theory Tech. MTT-15:48–53 (Jan. 1967)
(r 1982 IEEE).]
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1. INTRODUCTION

Starting with Maxwell’s theoretical concept of wave prop-
agation in the 1870s, followed by Heinrich Hertz’ experi-
mental proof of the transmission of electromagnetic wave
energy in the 1890s, RF–microwave technologies saw ex-
traordinary advances during the nineteenth and twenti-
eth centuries. Progress in this field, particularly its
application in high-frequency wired and wireless commu-
nications technology, has hinged most critically on the ef-
ficient transmission and reception of electromagnetic
energy through various media. Without carefully designed
transmission lines, RF and microwave technologies could
not have undergone further development and modern civ-
ilization could certainly not have reached the present ‘‘in-
formation age.’’ In everything from a handheld GPS
receiver to a jumbo jet, transmission-line design is of cru-
cial importance to proper operation. The sheer diversity of
RF–microwave devices available today means that RF–
microwave designers must spend most of their time tun-
ing transmission lines, matching various sections, and de-
signing controlled attenuation to other parts of the
system. For example, while a mobile phone consists of
high-frequency microstrip transmission lines in planar
multilayered circuits, a jumbo jet has 275 km of cables of
various forms, including low-frequency lighting, high-fre-
quency navigation tools, and wireless terrestrial and sat-
ellite navigation and communication equipment. Just as
High-frequency devices and gadgets such as radios, tele-
vision sets, satellite ground stations, and satellite pay-
loads are useless without efficient transmission lines,
adapters, and assemblies in the same way that the main
engine block in an automobile is useless without conduits,
nuts, and bolts. Transmission lines are guiding structures
that convey high-frequency electromagnetic energy from
one block to another. Their careful design for amplitude
and phase matching is therefore extremely important.

The high-frequency transmission line industry is a
huge enterprise. According to http://www.global-
spec.com, 186 coaxial cable manufacturing companies
and 60 waveguide manufacturing companies operate
in the United States alone. Moreover, 585 companies

T T

T T

T′

T′

n:1

B

Figure 7. T junction and its equivalent circuit.
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manufacture cable assemblies, including connectors,
adapters, and attenuators. In the year 2000, the market
volume increased by about 25%. This is due to rapid
growth of wireless mobile communications and other sec-
tors. With the emergence of new innovative technologies
in the twenty-first century, such growth is expected to
continue at a still higher rate.

High-frequency cables, waveguides, and accessories are
usually very expensive items because they require manu-
facturing to high standards and tolerances. The most com-
mon forms of such transmission lines are coaxial cables
and waveguides. For RF–microwave frequencies, which
span anything from a few MHz to 30 GHz, the coaxial line
is the oldest and most widely used devices for transferring
RF energy from one point to another. Heinrich Hertz used
coaxial cables in his experiments to prove Maxwell’s the-
ory of electromagnetic wave propagation. Hertz used co-
axial lines to generate the standing waves. In the 1930s
when radios became very popular, coaxial transmission
lines were used exclusively at low frequencies such as
VHF and UHF applications. The shielding properties of
coaxial lines minimize the static interference of charge
leakage at low frequencies. For higher-frequency applica-
tions such as 1 GHz and above, waveguide structures are
generally used. The waveguide is preferred because of its
low transmission losses and high power-handling capabil-
ities. In 1897, Lord Rayleigh mathematically proved the
concept of wave propagation through single-conductor
rectangular and circular waveguides. He also proved the
existence of a cutoff frequency below which no wave can
propagate through the waveguide. Following the example
of Lord Rayleigh, Sir Jagadish Chandra Bose invented
waveguides and used these waveguides in his wireless ex-
periments in 1894. He also invented waveguide horn an-
tennas for millimeter-wave transmission and reception.
Sir Jagadish Bose extensively used scientific demonstra-
tions of EM wave propagations and detections in his
teaching classes in the Presidency College of Kolkata,
India. Also in 1894, Sir Oliver Lodge observed direction-
al radiation when he surrounded a spark oscillator with a
metal tube. Because high-frequency sources were not
widely available, not much work was conducted on wave-
guides until about 1930. After this time, scientists from
AT&T and MIT radiation laboratory rediscovered the
waveguide and developed a theoretical framework to ex-
plain the cutoff frequencies and propagation modes. Dur-
ing and after World War II, the design and use of various
coaxial cables and waveguides advanced with new thrusts
for emerging applications in radars and wireless commu-
nications.

In this article we first describe the classical theory in
which transmission lines are assumed to be a distributed
section of series resistance and inductance, as well as
shunt capacitance and conductance. This model is then
evolved into the ‘‘telegrapher equation,’’ which explains
the wave nature of electromagnetic energy guided by a
two-conductor transmission line. Basic characteristic pa-
rameters such as the propagation constant, phase velocity,
and characteristic impedance are derived. This general-
ized transmission line theory can be applied to any trans-
mission-line type. Finally, the field theory of transmission

lines is used to derive coaxial transmission-line theory.
Practical examples of various coaxial cables and cable as-
semblies available on the market are also presented. Dif-
ferent waveguide configurations such as parallel-plate,
rectangular, circular, and elliptical waveguides are dis-
cussed and propagation modes in the waveguide are de-
fined. Planar waveguides such as microstrip lines,
slotlines, and coplanar waveguides are also presented.

2. CLASSIFICATION OF TRANSMISSION LINES

Most practical waveguide structures rely on single-mode
propagation in a particular direction. They can conse-
quently be conveniently classified according to the polar-
ization properties of the electromagnetic waves they carry:
transverse electromagnetic (TEM), transverse electric
(TE), or transverse magnetic (TM) modes. TEM modes
have both electric and magnetic fields transverse to the
direction of propagation. In TM mode, the magnetic field is
transverse to the direction of propagation and in TE mode,
the electric field is transverse to the direction of propaga-
tion. Mathematically, these modes for a wave propagating
in the z direction can be represented as follows:

1. TEM waves: Ez¼ 0, Hz¼ 0

2. TM waves: Eza0, Hz¼ 0

3. TE waves: Ez¼ 0, Hza0

4. Hybrid waves: Eza0, Hza0

Transmission lines can be classified with respect to po-
larization, as shown in the tree diagram in Fig. 1. TEM is
the dominant mode of propagation in coaxial lines and
parallel-plate transmission lines where two conductors
are involved. TE and TM propagation modes are typical-
ly found in single-conductor waveguides, which have rect-
angular, circular, elliptical or ridge-type cross sections.
Other than TEM, TE, or TM modes, hybrid modes are also
known that contain all six components (Ex ,Ey, Ez, Hx ,
Hy,Hz) of electric and magnetic fields. Examples of trans-
mission lines that support hybrid modes of propagation
include microstrip (MS) transmission line, slotline (SL),
and coplanar waveguide (CPW) structure.

The various forms of transmission lines are shown in
Fig. 2. Figure 2a illustrates the most typical such lines: a
parallel, two-conductor transmission line in which the
conductors are uniformly separated by an air dielectric.
The evolution of waveguides away from the two-conductor
transmission line can perhaps be best understood in terms
of the theory of quarter-wave transformers. A quarter-
wave section of a short-circuited transmission line is
transformed by an operating frequency into an open cir-
cuit at the input end of the line. The waveguide is then
considered to be two short-circuited, quarter-wave sec-
tions along the two-wire transmission line. The cutoff in
the waveguide’s frequency dependence can be understood
in terms of the behavior of the quarter-wave section of
the line.

Figure 2b depicts a coaxial cable where the center con-
ductor is concentric with the outer cylindrical conductor,
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which is usually the ground for the transmission line. As
such, it acts as the shield for outside interference. The
uniform gap between the two conductors is filled with a

dielectric material. The advantage of the coaxial cable is
its high immunity to interfering signals due to the shield-
ing provided by the outer conductor of the information-
carrying signal.

Other forms of high-frequency transmission lines are
dielectric waveguides (not shown here), parallel-plate
waveguides (Fig. 2e), and planar transmission lines such
as microstrip lines (Fig. 2f) and striplines (Fig. 2g).

Table 1 compares the three most popular transmission
lines used in modern microwave circuits and systems: co-
axial cables, waveguides, and microstrip lines. As can be
seen, each line has its own advantages and disadvantages.
While coaxial cables are popular in network-related, low-
and medium-frequency operation, waveguides are pre-
ferred in high-frequency and high-power applications. At
high frequencies, both coaxial cables and microstrip lines
exhibit high power losses and signal distortions. Because
of their better power-handling capability, waveguides are
popular for radars and similar high-power, high-frequency
applications in which their physical bulk is not a hin-
drance. For compact and portable, lightweight gadgets
such as mobile phones, handheld GPS receivers, and some
solid-state, high-power amplifier modules, microstrip lines
are preferred. To compensate for the losses they suffer as a
result of high attenuation, amplifiers are typically used.
Transmission lines and circuit formats are therefore se-
lected according to their specification requirements and
applications.

3. TRANSMISSION LINE THEORY: LUMPED-ELEMENT
CIRCUIT MODEL

A transmission line is often schematically represented by
a two-wire line, because transmission lines for TEM wave
propagation always have at least two conductors. Figure 3
illustrates a differential length (Dz) of a two-conductor
transmission line represented by a distributed parameter
network. The voltages and currents vary in magnitude
and phase over its length. The distributive parameters are

R¼ resistance per unit length

L¼ inductance per unit length

TEM

Coaxial
MS CPWSlot line

TE TM Hybrid

Transmission line

Parallel plate

Rect. waveguide
Circ. waveguide
Ridge waveguide

Conventional

MMIC coaxial line

Figure 1. Classification of transmission lines based on a single mode of wave propagation.

(a) (b)

(c) (d)

(e) (f)

(g)

Metal strip

Grounded
conducting plane

Dielectric
substrate

Grounded
conducting plane

Figure 2. Commonly used waveguide structures: (a) open two-
wire line; (b) coaxial line; (c) rectangular waveguide; (d) circular
waveguide; (e) parallel-plate waveguide; (f) microstrip line;
(g) stripline.
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G¼ conductance per unit length

C¼ capacitance per unit length

Dz¼ incremental length

One can determine the current and voltage relations
for the short length of line Dz. Kirchhoff ’s voltage and
current laws are applied along the transmission line
shown in Fig. 3. In the derivation, the line length of
Dz-0 is assumed. Equations for the instantaneous volt-
ages and currents and for time-harmonic equivalents are
as follows:

Instantaneous equations

�
@v

@z
¼RiþL

@i

@t
ð1Þ

�
@i

@z
¼GvþC

@v

@t
ð2Þ

Time-harmonic equations where ejot is assumed

�
dV

dz
¼RIþ joLI ð3Þ

�
dI

dz
¼GV þ joCV ð4Þ

The solution for instantaneous voltages and currents is

vðz; tÞ¼Re½VðzÞejot�; iðz; tÞ¼Re½IðzÞejot� ð5Þ

Wave equations for time-harmonic voltages and currents
are rewritten as

�
dV

dz
¼ ðRþ joLÞI

�
dI

dz
¼ ðGþ joCÞV

)

�
d

dz

dV

dz

� �
¼ ðRþ joLÞ

dI

dz

d2V

dz2
¼ ðRþ joLÞðGþ joCÞV

8
>>>><

>>>>:

ð6Þ

The final expressions for time-harmonic voltage and cur-
rent wave equations along the line are

d2V

dz2
¼ g2V ð7Þ

d2I

dz2
¼ g2I ð8Þ

The propagation constant g for the line is defined as

g¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ joLÞðGþ joCÞ

p
¼ aþ jb ð9Þ

where a is the attenuation constant (Np/m) and b is the
propagation constant (rad/m).

The traveling-wave solutions are

VðzÞ¼V þ ðzÞ þV�ðzÞ¼V þ0 e�gzþV�0 eþ gz ð10Þ

IðzÞ¼ Iþ ðzÞþ I�ðzÞ¼ Iþ0 e�gzþ I�0 eþ gz ð11Þ

The plus sign indicates the forward-traveling wave, and
the minus sign indicates the backward-traveling wave.
Applying (11) to the voltage of (3) gives the current on the
line:

IðzÞ¼
� 1

Rþ joL

dVðzÞ

dz
¼

g
Rþ joL

½V þ0 e�gz � V�0 eþ gz� ð12Þ

The characteristic impedance of the line is

Z0¼
V þ0
Iþ0
¼

Rþ joL

g
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ joL

Gþ joC

s

ð13Þ

To relate the voltage and current on the line;
Z0¼ ðV

þ
0 =Iþ0 Þ ¼ � ðV

�
0 =I

�
0 Þ. The wavelength of the wave

along the line is

lg¼
2p
b

ð14Þ

Table 1. Comparison of Common Transmission Lines and
Waveguides

Characteristic Coaxial line
Rectangular
Waveguide Microstrip line

Preferred mode TEM TE10 Quasi-TEM
Dispersion None Medium Low
Bandwidth High Low High
Power-handling

capacity
Medium High Low

Loss/attenuation Medium Low High
Physical size Large Large Small
Ease of

fabrication
Medium Medium Easy

Integration with
other components

Hard Hard Easy

i(z, t )

v (z, t )

+

−

+

−

i (z + ∆z, t )

v (z + ∆z, t )

R ∆z L ∆z

G ∆z

∆z

C ∆z

N

Figure 3. Lumped-element equivalent-circuit model of the dif-
ferential length of a transmission line.
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and the phase velocity of the wave along the transmission
line is

vp¼
o
b
¼ lf ð15Þ

For lossless transmission lines, R¼G¼ 0; the propagation
constant is g¼ jo

ffiffiffiffiffiffiffi
LC
p

¼ aþ jb. Therefore, the attenuation
constant a¼ 0 and b¼o

ffiffiffiffiffiffiffi
LC
p

. The characteristic imped-
ance is

Z0¼

ffiffiffiffi
L

C

r
ð16Þ

The general solution of a lossless transmission line is

VðzÞ¼V þ ðzÞþV�ðzÞ¼V þ0 e�jbzþV�0 ejbz ð17Þ

IðzÞ ¼ Iþ ðzÞþ I�ðzÞ¼ ðV þ0 =Z0Þe
�jbz � ðV�0 =Z0Þe

jbz ð18Þ

The wavelength of the wave along the line
lg¼ ð2p=bÞ¼ ð2p=o

ffiffiffiffiffiffiffi
LC
p

Þ and the phase velocity of the
wave along the transmission line is vp¼ (o/b)¼ lf.

3.1. Coaxial Lines

The key feature of coaxial lines is that their characteristic
impedance is very broadband. The fundamental mode of
operation is TEM, where the electric and magnetic fields
are transverse in the direction of propagation. A typical
coaxial cable, shown in Fig. 4, consists of two concentric
conductors of inner and outer radii a and b, respectively,
with the space between them filled with a dielectric (er)
such as Teflon or polyethylene. In this section we perform
a field analysis on a coaxial cable to calculate the equiv-
alent circuit parameters such as R, G, L, and C as defined
earlier in the telegrapher equation.

Let the voltage between the conductors be V0 e7jbz and
the current I0 e7jbz. The fields of a traveling TEM wave
inside the coaxial line along the þ z direction are then
given as follows:

E¼
V0r̂r

r lnðb=aÞ
e�gz ðV=mÞ ð19Þ

H¼
I0f̂f
2pr

e�gz ðA=mÞ ð20Þ

The conductors are assumed to have a surface resistivity
Rs. The material filling the space between the conductors
is assumed to have a complex permittivity e¼ e0 � je00, and
the permeability is m¼ m0mr. We now determine the trans-
mission line parameters R, G, L, and C.

The time-average magnetic energy store is defined as

Wm¼
m
4

Z

S

HH�ds¼LjI0j
2=4 ð21Þ

The self-inductance per unit length is

L¼
m
jI0j

2

Z

S

HH�ds ðH=mÞ

¼
m
2p

lnðb=aÞ ðH=mÞ

ð22Þ

The time-average electric energy stores is defined as

We¼
e
4

Z

S

EE�ds¼CjV0j
2=4 ð23Þ

The self-capacitance per unit length is

C¼
e
jV0j

2

Z

S

EE�ds ðF=mÞ¼
2pe0

lnðb=aÞ
ðF=mÞ ð24Þ

The power loss per unit length due to the finite conduc-
tivity s of the metallic conductor is

Pc¼
RS

2

Z

C1 þC2

HH�dl¼RjI0j
2=2

where the surface resistivity is defined as RS¼ 1/sdS,
where dS is the skin depth of the conductor. The series re-
sistance R per unit length of the line is

R¼
RS

jI0j
2

Z

C1 þC2

HH�dl ðO=mÞ

¼
RS

2p
1

a
þ

1

b

� �
ðO=mÞ

ð25Þ

(a) (b)

b

Water proof
outer jacket

Aluminum
shield

Dielectric
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Braided
copper

�r

a

Figure 4. Coaxial cable: (a) cross-sectional
view; (b) isometric view.
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Due to the ‘‘lossy’’ dielectric, the time-average power dis-
sipated per unit length is

Pd¼
oe00

2

Z

S

EE�ds¼GjV0j
2=2 ð26Þ

The conductance per unit length is

G¼
oe00

jV0j
2

Z

S

EE�ds ðS=mÞ¼
2poe0 0

lnðb=aÞ
ðS=mÞ ð27Þ

So far we have calculated the equivalent-circuit model pa-
rameters of a coaxial cable with the radii of the outer and
inner conductors of b and a, respectively. Now we opt to
calculate the characteristic impedance of the coaxial line
Z0, which is frequency-independent and can be calculated
as

Z0¼
V0

I0
¼

ffiffiffi
m
e

r
ln

b

a

� �
¼

60
ffiffiffiffi
er
p ln

b

a

� �
ðOÞ ð28Þ

The approximate cutoff frequency of the cable can be cal-
culated from (29), at which point the first non-TEM mode
of propagation begins. At a frequency above fcutoff [5], other
propagation modes dominate and the characteristic im-
pedance becomes frequency-dependent:

Fcutoff ðGHzÞ¼
7:51
ffiffiffiffi
er
p

1

aþ b

� �
ð29Þ

The line parameters L, R, C, and G of coaxial lines can be
calculated from

C¼
55:63er

ln b
a


 � ðpF=mÞ ð30Þ

L¼ 200 ln
b

a

� �
ðnH=mÞ ð31Þ

R¼ 10
1

a
þ

1

b

� � ffiffiffiffiffiffiffiffiffi
fGHz

s

r
ðO=mÞ ð32Þ

G¼
0:3495erfGHz tanðdÞ

ln
a

b

� 	 ðS=mÞ ð33Þ

where tand is the loss tangent of the dielectric material, s
is the conductivity of the conductor in S/m, and fGHz is the
signal frequency in GHz.

3.1.1. Cable Losses. The losses in a coaxial cable arise
from two sources: resistance of the conductors and the di-
electric losses between the two conductors. The conductor
losses are ohmic and increase with the square root of the
frequency due to the skin effect. The dielectric loss is due
to the finite conductivity of the dielectric material and in-
creases linearly with the frequency. Figure 5a shows the
attenuation per foot and power-handling capability of a
MegaPhase TM Series test cable. As can be seen in Fig. 5a,
the per unit length attenuation increases with frequency.
In Fig. 5b the power-handling capacity of the cable reduc-
es with frequency. The frequency dependence of the at-
tenuation and the power-handling capability is explained
in the following section.

The transmitted power can be expressed in terms of the
voltage or maximum value of the electric field inside the
line:

PT¼
1

2Z0
jVj2¼

1

Z
jEaj

2ðpa2Þ ln
b

a

� �
ð34Þ

The attenuation coefficients due to conductor and dielec-
tric losses are

P0loss¼
1

2
Rs½ð2paÞjHaj

2þ ð2paÞjHbj
2�

¼
RsjI

2j

4p
1

a
þ

1

b

� � ð35Þ

ac¼
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2PT
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2Z

1
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þ

1

b

� �

ln
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Figure 5. Attenuation per foot and power-handling capability of a coaxial cable as a function of
frequency. (Source: http://www.megaphase.com/html/test02.html.)
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ad¼
w

2c
tanðdÞ ð37Þ

Total losses will be

a¼ acþ ad¼
Rs

2Z

1

a
þ

1

b

� �

ln
b

a

� � þ o
2c

tanðdÞ ð38Þ

where the surface resistivity is

Rs¼

ffiffiffiffiffiffiffiffiffi
om0

2s

r
ð39Þ

3.1.2. Types of Coaxial Cable. There are various types
of coaxial cables available in the commercial market. They
are broadly categorized as flexible cables and semirigid
cables. Flexible cables are most widely used as measure-
ment tools for test and characterization. There are two
varieties of flexible cable available. The overall cable di-
ameters vary from o0.25 in. to 41 in. depending on the
power-handling capability of the wire. Some cables use a
stranded inner conductor, while others employ solid wire
with single braid or double-braided outer conductor. The
outer jacket plays no part in the electrical performance of
the cable—it simply holds everything together and sup-
plies a waterproof covering. Selection of cable types de-
pends primarily on the characteristic impedance of the
cable, capacitance per unit length, power-handling capa-
bility, outer diameter, and attenuation per unit length at
the specific frequency. Preference is also given to double-
shielded/braided cable over the corresponding single-
shielded cable due to the resilience against interference
and physical ruggedness. Figure 6b shows an air-filled co-
axial cable with spiral dielectric fin support. This cable
displays low loss due to the air dielectric; the phase veloc-
ity is very close to that of the free space.

3.1.3. Semirigid Cables. Another popular transmission
line is semirigid cable. Both inner and outer conductors
are solid, and the two conductors are uniformly separated
with dielectric material. Semirigid cables can be bent to
moderate angles but, once bent, cannot be brought back to

their original shape. Cables of this type are neither rigid
nor flexible; hence their name. Semirigid cables have bet-
ter shielding capabilities and are more immune to outside
interference than are flexible cables. Semirigid cables also
have reduced attenuation and enhanced power-handling
capabilities. Figure 7 shows various forms of semirigid
cables soldered with SMA connectors at both ends. The
inner conductors are made from various materials such as
silver-coated copper, silver-plated copper-clad steel, and
silver-plated aluminum. The dielectric filling is typically
polyethylene, polytetrafluoroethylene (TFE Teflon),
polytetrafluoroethylene–hexafluoropropylene (FEP Tef-
lon), or kapton. The outer conductor is made of copper,
aluminum, stainless steel, and special copper alloys. Se-
lection of a particular type of semirigid cable involves con-
sideration of factors such as power-handling capability,
attenuation per unit length, size, higher-mode cutoff fre-
quency, dielectric strength, and breakdown voltages (co-
rona discharge voltage).

3.1.4. Coaxial Connectors. Coaxial cable is no use if in-
terfacing with various components in a system is made.
Various types of coaxial connectors and cable assemblies
are used. Each type of connector can be attached to a cable
in several waves: direct solder, crimpon, and screwon.
Figure 7 shows various bent coaxial cable assemblies.

Interfacing cables with connectors and adapters need
special care. Bending also requires special jigs to ensure
minimum distortion of its regular shape. The cable must
be cut to the exact length and then bent to the shape
required. After shaping, the inner conductors are made in
exact lengths such that they can be inserted into the inner
conductor of a connector. Then solder is applied to
the outer jacket to electrically connect the adapter and
the cable. Adapter assemblies of this type are shown in
Fig. 8.

3.1.5. More Recent Developments of Coaxial Line. Coax-
ial cables are nonplanar in nature, and compatibility with
modern monolithic microwave integrated circuits
(MMICs) and microelectromechanical structures
(MEMS) is an issue. MMIC and MEMS support planar
transmission lines such as microstrip lines, striplines,
slotted lines, and coplanar waveguides (CPWs). More
recently, with the advent of new processing techniques,
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Braided 
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Al 
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shields
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Dielectric Dielectric

Figure 6. Flexible coaxial cable (coax) configurations: (a) double-braided solid-filled coax; (b) air-
filled coax with spiral dielectric fin support.
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MMIC and MEMS coaxial lines have been developed.
These lines are designed for use in extremely wide fre-
quency ranges from DC to THz. Monolithic implementa-
tion of coaxial lines in silicon and gallium arsenide (GaAs)
substrate up to 40 GHz (c.f. Fig. 9a) has been reported [12].
The MMIC line is composed of a center conductor sur-
rounded by a homogeneous dielectric (Polmide) covered
entirely with a gold-plated ground plane. The pure TEM
mode propagation of the proper mode is verified from the
measurement. The authors also theoretically verify the
losses up to 1000 GHz frequency band, and the transmis-
sion loss is about 15 dB/mm. The line has a measured
maximum attenuation of 1.6 dB/mm at 40 GHz.

Developments in MEMS technology have made many
breakthroughs in RF and microwave technologies. This
state-of-the-art manufacturing technology supports IC
batch processing on silicon wafers. A MEMS microcoaxi-
al transmission line with inclined shields has been devel-
oped by the Korea Advanced Institute of Science and
Technology [13]. With the removal of dielectric between
the conductors, a very low attenuation of 0.03 dB/mm at
10 GHz has been obtained from the fabricated microcoax-
ial transmission line. Investigation reveals that the mi-
crocoaxial line fabricated on a glass line is less lossy than
that fabricated on a silicon device. The MEMS microcoax-
ial line is shown in Fig. 9b.

Thus far, we have discussed the two main types of mi-
crowave transmission lines, namely, coaxial cables and
waveguides, including their historical perspectives and
more recent market statistics. The basic transmission-line
theory of the telegrapher equation is presented. The the-
ories of coaxial lines based on lumped elements as well as

field theory have been presented. Two types of coaxial
lines—flexible and semirigid cables—are discussed. Dif-
ferent connectors and adaptors of coaxial cables and cable
assemblies are presented. Finally, the most recent devel-
opment in MMIC and MEMS microcoaxial lines at higher
frequencies are presented. In the following section, we will
discuss waveguides.

3.2. Waveguide

In the preceding section, we discussed various types of
coaxial transmission lines. In this section we shall discuss
various nonplanar and planar waveguide structures and
their modes of operations. Waveguides are extensively
used to transfer electromagnetic energy efficiently from
one point to another in a wide spectrum of frequency.
Nonplanar waveguides are hollow tubes in which waves
can propagate only at certain frequencies and cannot
propagate below the cutoff frequencies. The cross section
of the enclosed boundaries of the waveguide is transverse
to the direction of propagation. Waveguides are used at
microwave frequencies for two reasons: (1) they are often
easier to fabricate than are coaxial lines and (2) they can
be made to have less attenuation. Coaxial lines require the
center conductor to be supported by the solid dielectric in
the center of the outer cylindrical jacket. In contrast, a
waveguide does not need any center conductor and its di-
electric is air. Because of the high losses in a coaxial line
over any distance (42 ft), along with the cable leakage at

Figure 7. Various semirigid cable bends. (Source: http://

www.shibata.co.jp/etxt/3_g_g6.htm.)

Figure 8. Various coaxial cable assemblies. (Source: http://
www.gordontech.com.au/.)
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Figure 9. (a) MMIC rectangular coaxial line
on GaAs [12]; (b) MEMS microcoaxial
line [13].
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higher frequencies, the waveguide structure is preferred
at higher frequencies. If the waveguide boundaries change
direction within reasonable limits, the wave is bound to
follow the changing direction without much distortion and
discontinuity. In practice, such bends and junctions are
very common in high-power radar systems where wave-
guides carry high-power high-frequency EM energy from
the transmitter to the antenna. In waveguides, the waves
are guided according to the distributions of the EM fields
in the waveguide and their dependence on currents and
charges on the conducting boundaries and the reflections
of the fields in the conducting boundaries.

The most common hollow waveguides have rectangular
or circular cross sections; however, the rectangular wave-
guides are preferred over circular ones for many applica-
tions. Figure 10 illustrates various forms of rectangular
waveguides. Very often rectangular waveguides are de-
signed such that one side of the rectangular wall is twice
the length of the other side. This cross-sectional dimen-
sion has the advantage of enabling the operator to control
the polarization of the wave to be transmitted. The elec-
trical fields remain parallel to the smaller dimension of
the waveguide cross section. If the dimension is made
much larger, the electric field does not remain parallel to
the side any more. On the other hand, if the dimension is
made much smaller, then there will be considerable
attenuation. The dimensions of the waveguide are gene-
rally designed such that only the fundamental or domi-
nant mode can propagate. All other higher-order modes
attenuate quite rapidly. Furthermore the dimensions
are to be chosen such that there is a significant difference
between the cutoff frequencies of the successive modes.
This is necessary to ensure that only one designed mode
may propagate.

Another popular type is the circular waveguide. In con-
trast to the rectangular waveguide, a circular waveguide
lacks the sense of polarization of the wave that is being
transmitted through. This is because there is no preferred
direction across the circular cross-sectional plane. Fur-
thermore, the cutoff frequencies of different modes are
very close. As a consequence, it is very hard to determine
an operating frequency that will yield a low attenuation
for the dominant mode and high attenuation for the other
higher-order modes. The advantage of the circular wave-
guide is exploited from its circular symmetry. Rotary
joints use circular symmetry. For rotating antenna feeds
used in radars, rotary joints are employed. The quality (Q)
factor of the circular waveguide cavity is higher than that
of the rectangular waveguide. This inherent characteristic
is exploited in frequency meters.

Before proceeding further with the discussion of the
hollow metallic waveguides, we shall first examine wheth-
er any wave can propagate within the waveguide (i.e., in a
guide whose conducting boundaries form a simple con-
nected region) and, if so, how the propagation takes place.
As mentioned earlier with respect to coaxial cables, a TEM
wave can propagate through the two-conductor transmis-
sion line. In contrast, in the single-conductor hollow wave-
guide such a TEM wave cannot propagate. This can be
proved by field theory and solving the Helmoltz wave
equation. Another very simple and interesting concept
has been developed [14]. The waveguide can be perceived
by a two-conductor transmission line supported by two
quarter-wavelength short-circuited sections as shown in
Fig. 11. Since the short-circuited quarter-wavelength sec-
tion transforms into an open circuit (with infinity imped-
ance, which is electrically invisible) at its input, there is no
effect on power transmission. In many sections of this
type, a rectangular waveguide such as that shown in
Fig. 11 is used. To preserve the transmission-line proper-
ty of the waveguide, the dimension d must not be less than
one wavelength. Any frequency in the dimension a less
than a half-wavelength (i.e., o0.5l) causes the circuit to
become an inductive shunt (joL), which prevents propa-
gation. The frequency at which the a dimension is a half-
wavelength is called the cutoff frequency.

Complete solutions to field equations are known for a
limited number of structures with a well-defined geometry
that is compatible with the coordinate system. Each mode

Figure 10. Different forms of waveguides:
(a) rectangular waveguide; (b) twist polarizer;
(c) circular waveguide; (d) rectangular wave-
guide bend.

d
b

a

�/4

Figure 11. A rectangular waveguide derived from a two-wire
transmission line supported by two quarter-wavelength short-
circuited sections.
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can be characterized by its electrical and magnetic com-
ponents and can be visualized as field patterns by its elec-
tric and magnetic vectors.

In wave propagating structures, the transmission of
microwave energy takes place in a region surrounded by
boundaries, in most cases a metallic wall; and, for analyt-
ical purpose, these are assumed lossless. Other assump-
tion is that, within the frequency of interest, a waveguide
can support at least one propagating mode above its cutoff
frequency, which is the function of waveguide geometry.

The time-harmonic electric and magnetic fields are
assumed to have the following forms

Eðx; y; z; tÞ¼Eðx; yÞejwt�jbz ð40Þ

Hðx; y; z; tÞ¼Hðx; yÞejwt�jbz ð41Þ

where b is the propagation constant along the guide di-
rection. The corresponding wavelength is the guide wave-
length (lg¼ 2p/b):

lg¼
l0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ð42Þ

where l0 is the wavelength of a plane wave propagating in
an infinite medium. Two important features can be noted
from this equation: (1) at higher operating frequency l¼ l0

and (2) as f approaches fc, lg becomes infinite and the cor-
responding mode does not propagate. Therefore, for a
given mode of propagation, the operating frequency is
always selected above the cutoff frequency.

3.2.1. Parallel-Plate Waveguide. The parallel-plate
waveguide normally supports TM and TE modes. It can
also support the TEM mode of propagation as it is formed
with two flat plates or strips as shown in Fig. 2e. The
stripwidth W is assumed to be much greater than the sep-
aration distance d so that the fringing field and any
x components of the field can be ignored. A material
with relative permittivity er and permeability m0 is
assumed to fill the region between the plates.

3.2.1.1. TEM Modes. The TEM mode solution can be
obtained by solving Laplace’s equation as in (43) for the
electrostatic potential f between the two plates:

r2
t fðx; yÞ¼ 0 for 0 
 x 
 W and 0 
 y 
 d ð43Þ

The initial boundary conditions for potentials are

fðx; 0Þ¼ 0

fðx;dÞ¼V0

ð44Þ

Since there is no variation in the x plane, the equation can
be solved with given boundary conditions and the trans-
verse electric field and magnetic field components can be
calculated. Once the electric field is derived, the voltage
and the current on the top plate can be calculated from the

electric field component and the surface current density,
respectively. The characteristic impedance of the parallel
plate can be found as follows:

Z0¼
V

I
¼

dZ
o

ð45Þ

The Z0 depends only on geometry and the material pa-
rameter. The attenuation due to dielectric loss is given as
follows:

ad¼
k tan d

2
ðNp=mÞ ð46Þ

The conductor attenuation for different mode of propaga-
tion can be calculated from the following equations:

ac¼
Rs

Zd
ðNp=mÞ ðfor TEM modeÞ ð47Þ

ac¼
2k2

c Rs

kbZd
ðNp=mÞ ðfor TEn modeÞ ð48Þ

ac¼
2kRs

bZd
ðNp=mÞ ðfor TMn modesÞ ð49Þ

The cutoff frequency and propagation constant for TEn and
TMn modes are

fc;TM¼
Z

2d
ffiffiffiffiffi
me
p ð50Þ

and the propagation constant is

bTE¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 �

np
d

� 	2
r

ð51Þ

The wave impedance of TEn and TMn modes are frequen-
cy-dependent and are given as

ZTM¼
�Ey

Hx
¼

bZ
k

ð52Þ

ZTE¼
Ex

Hy
¼

kZ
b

ð53Þ

The attenuation due to conductor loss for TM1, TE1, and
TEM modes in a parallel-plate waveguide is shown in
Fig. 12. At the cutoff frequency the attenuation reaches
infinity, prohibiting the propagation of modes.

3.2.2. Rectangular Waveguide. The rectangular wave-
guide can propagate TM or TE modes, but not TEM modes.
The uniform rectangular waveguide structure is shown in
Fig. 13. The propagation is in the z direction.

The cutoff frequency for TEmn modes can be calculated
as follows:

fc;mn¼
1

2p
ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mp
a

� 	2
þ

np
b

� 	2
r

ð54Þ
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The mode with the lowest cutoff frequency is called the
dominant mode. As we have assumed previously that
a4b, the lowest fc occurs for the TE10 mode (for m¼ 1
and n¼ 0):

fc;10¼
1

2a
ffiffiffiffiffi
me
p ð55Þ

The propagation constant of TE mode is

bTE¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

c

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 �

mp
a

� 	2
�

np
b

� 	2
r

ð56Þ

The wave impedance that relates the transverse electric
and magnetic fields is

ZTE¼
Ex

Hy
¼

kZ
b

ð57Þ

where Z¼
ffiffiffiffiffi
me
p

, the intrinsic impedance of the material
filling the waveguide.

The attenuation due to dielectric loss is shown in
Fig. 14 for various TE and TM modes of rectangular wave-
guide WR-90 with an aluminum wall.

3.2.3. Circular Waveguide. The cross sectional view of a
circular waveguide is shown in Fig. 15. Circular wave-
guides support TE and TM modes of propagation. Circular
waveguides also used in many applications as guiding
structures in the propagation of microwave energy.

The field equations are solved in cylindrical coordinates
for both TEmn and TMmn modes as

@2

@r2
þ

1

r
@

@r
þ

1

r2

@2

@j2
þ k2

c

� �
hzðr;jÞ

ezðr;jÞ
¼ 0 ð58Þ

where hz and ez respectively are electric and magnetic
fields. The dominant mode in circular waveguide is TE11

mode. The propagation constant and cutoff frequency for
TEmn modes are expressed as follows:

bTE;nm¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

c

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2 �
r0nm

a

� �2
s

ð59Þ

fc;nm¼
kc

2p
ffiffiffiffiffi
me
p ¼

r0nm

2ap
ffiffiffiffiffi
me
p ð60Þ
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Figure 12. Attenuation due to conductor loss for TEM, TM1, and
TE1 modes of a parallel-plate waveguide.
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Figure 13. Coordinate system and electric field distribution in a
rectangular waveguide.
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Figure 14. Attenuation of various modes of rectangular wave-
guide WR-90 with aluminum wall: (1) WR-90 waveguide; (2) WR-
90 waveguide with b¼2a.
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For TMmn modes the propagation constant and cutoff fre-
quency are expressed as

bTM;nm¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

c

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 �

rnm

a

� 	2
r

ð61Þ

fc;nm¼
kc

2p
ffiffiffiffiffi
me
p ¼

rnm

2ap
ffiffiffiffiffi
me
p ð62Þ

where r and r0 are the mth roots of Bessel’s functions Jn(x)
and its first derivatives Jn

0ðxÞ with order n, respectively.
The attenuation due to conductor loss in an aluminum
circular guide with radius 2.45 cm for different modes is
shown in Fig. 16. As can be seen, the attenuation decreas-
es to a very small quantity at higher frequency of opera-
tion. The transverse field patterns and the cutoff
frequencies of various modes are shown in Figs. 17a and
17b, respectively.

3.2.4. Elliptic Waveguide. The elliptic waveguide is a
cylindrical waveguide where the transverse section is of
elliptical form, as shown in Fig. 18.

The readers are referred to other sources [1–3] for
quantitative information on elliptic waveguides. The

dominant mode in elliptic waveguide is the eH11 mode.
One major application of elliptical waveguide is imped-
ance matching. The transverse electric and magnetic field
patterns of several lower order modes in an elliptical
waveguide with eccentricity e¼ 0.75 are shown in
Fig. 19 [2].

3.2.5. Microstrip Line. The microstrip line is one of
the most popular transmission lines [10] because it can be
fabricated using the photolithography process and easily
integrated with other active and passive microwave
devices up to the millimeter-wave frequency band. The
geometry of the microstrip transmission line is shown in
Fig. 20.

The broad range of microwave components such as fil-
ters, resonators, diplexer, distribution networks, and
matching circuits are made with microstrip lines. Al-
though the microstrip structure is physically simple, the
theoretical analysis is rather complex. A number of meth-
ods are employed to analyze the behavior of the microstrip
line. However, there are closed-form analytical expres-
sions for the characteristic impedance and propagation
velocity [11]. The microstrip line supports quasi-TEM
mode as the pure TEM mode is impossible because of
the air–dielectric interface. Most of the power is confined
to the region bounded by the width of the microstrip
line,called the fringing field. Due to the presence of air
in the fringing-field region, some of the power may radiate
into free space. However, using a high-dielectric substrate
and shielding the structure, the power loss due to radia-
tion can be minimized. The microstrip medium is disper-
sive and supports higher-order modes. Nevertheless, its
popularity is the result of the ease in integration with
surface mountable chip components such as chip capaci-
tors, chip resistors, and other lumped elements with good
thermal dissipation properties of the medium without dis-
turbing the RF propagation.

To design a basic microstrip line, it is important to
know the characteristic impedance and effective permit-
tivity, which is normally frequency-dependent. Many
varieties of approximations have been reported in the
literature [3]. However, the fairest and most accurate
method in determining the characteristic impedance and
effective permittivity [7] is outlined below:

Z0¼
Z

2p
ffiffiffiffiffiffi
ere
p ln

8d

W
þ0:25

W

d

� �
for

W

d

 1

� �

Z0¼
Z
ffiffiffiffiffiffi
ere
p

W

d
þ1:393þ0:667 ln 1:444þ

W

d

� �� ��1

for
W

d
� 1

� �

ð63Þ

where W is the width of the microstrip line, h is the height,
and ere is the effective relative permittivity of the dielectric
slab.
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Figure 15. Cross sectional view of a circular waveguide.
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Figure 16. Attenuation due to metallic conductor of various
modes of circular aluminum waveguide, with a¼2.54 cm.
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The effective permittivity can be expressed as

ere¼
erþ 1

2
þ

er � 1

2
F

W

d
ð64Þ

F
W

d
¼ 1þ 12

d

W

� ��0:5

þ 0:04 1�
W

d

� �2

for
W

d
� 1

� �

F
W

d
¼ 1þ12

d

W

� ��0:5

for
W

d

 1

� �
ð65Þ

With these equations, the characteristic impedance and
effective dielectric constant of a microstrip line can be
evaluated. All modern microwave computer-aided design
tools are equipped with these calculations for the charac-
teristic impedance, linewidth, and effective dielectric con-
stant of microstrip lines. At higher-frequency operation
other factors such as decreased Q factors, radiation loss,
surface-wave loss, and higher-order mode propagation are
very critical in the design of microstrip lines. Figure 21
illustrates variation in the characteristic impedance and
effective dielectric constants with respect to width for a
microstrip line designed for two different substrates of

y

a

x

b

Figure 18. Geometry of the elliptical waveguide.
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(4) TM11
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TE01

f

(5) TE01

(a)

(b)

(6) TE31

Figure 17. (a) Transverse field patterns of various modes in circular waveguide; (b) locations of
cutoff frequencies of the first few TE and TM modes.
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dielectric constant of 2.0 and 10.5. As can be seen in Fig.
21a, the characteristic impedance decreases with the
width–height ratio of the dielectric substrate. With high-
er dielectric constants the characteristic impedance is
lower for the same dimension of line. As shown in Fig.
21b, the effective dielectric constant increases with the
width–height ratio of microstrip lines. A microstrip real-
ization of a quadrature direct conversion receiver [15] de-
signed on RT Duroid substrate of dielectric constant of

10.5 and 0.635 mm thickness is presented in Fig. 22. As
can be seen in the figure, all active and passive microwave
devices such as quadrature hybrid coupler, asymmetric
coupled-line bandpass filters, lowpass filters, Wilkinson
power divider, and even harmonic mixer (EHMIX) are de-
signed using photolithographic processes. The lumped
components such as chip resistors, capacitors, and diode
mixers are soldered on the microstrip lines. Thus micro-
strip lines have created a revolution in high-frequency and
microwave circuits.

3.2.6. Slotline. Slotlines are planar transmission-line
structures that are widely used in MMIC circuits. The
basic slotline structure, shown in Fig. 23, consists of a
dielectric slab with a narrow slot etched on the ground
plane on only one side of the dielectric slab. This geometry
is planar and well suited for MIC/MMIC designs. The
wave propagates along the slot with the major electric
field component oriented across the slot while the mag-
netic field is in the plane perpendicular to the slot. The
mode of propagation in slotline is non-TEM in nature.
Unlike the conventional waveguide, in the slotline there is
no cutoff frequency and propagation occurs at all frequen-
cies down to zero. Because of the slotline’s non-TEM

eH01 eE01

eH11 eE11

oH11 oE11

Figure 19. Field distribution of modes in
elliptic waveguides [2].

Wd 

Substrate GND plane

Microstrip line

�r

Figure 20. Structure of the microstrip line.
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nature, the characteristic impedance and phase velocity
are not constant but vary with frequency at a slow rate.
The characteristics of the slotline with regard to dielectric
thickness are shown in Fig. 24 [6]. Readers are referred to

the literature [3] for a detailed theoretical analysis of slot-
line structures.

3.2.7. Coplanar Waveguide Transmission Line. The ge-
ometry of coplanar waveguide (CPW), shown in Fig. 25,
consists of two slots of width w etched on the ground
plane of a dielectric substrate and separated by a spacing
s. This structure is also referred to as a uniplanar struc-
ture as the signal-carrying line lies along with the
ground plane in the same plane. This structure often
demonstrates better dispersion behavior than does the
microstrip line [4,5]. As a result of low parasitic effects,
this structure is a good choice for higher-frequency oper-
ation. The characteristic impedance of the line depends
primarily on the width of slots and their spacing for a
given substrate.

The characteristic of a CPW line are shown in Fig. 26.
The variation of effective dielectric constant and charac-
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teristic impedance as line parameters can be a useful
tool for the design of the CPW line and its associated
components. A detailed analysis and closed-form expres-
sions of CPWs are reported in Ref. 8.

Figure 27 is a photograph of various MMIC slot anten-
nas on coplanar waveguides designed on GaAs substrate
near 24 GHz. The slot dipole is fed through a CPW
line, and the calculated and measured performances of

the antenna is shown in Fig. 28. The details of antenna
design are reported in Ref. 9.

4. CONCLUSION

This article has presented a historic perspective of coaxial
cables and waveguides and has reviewed market poten-
tials of coaxial cables, waveguides, and accessories. The
classifications of various transmission lines according to
the modes excited in the particular transmission lines
have been shown. Two-wire transmission lines such as co-
axial cables, parallel-plate waveguides, and microstrip
lines support TEM mode fields. The single-conductor
transmission lines support non-TEM mode fields such as
TE and TM modes. Next, the classical transmission line
theory has been derived in the ‘‘telegrapher’’ equation.
Next, the coaxial cable has been discussed. The design
parameters, higher-order mode cutoff frequency, and at-
tenuation of coaxial cables were presented. The two main
types of coaxial cable are flexible and semirigid coaxial
cables. The most recent developments of extremely high-
frequency coaxial cables exploiting MMIC and MEMS pro-
cessing techniques were presented. It was shown that
MEMS microcoaxial cable is low-loss even at very high
frequencies such as in the millimeter-wave range.

Various waveguides in the form of parallel-plate wave-
guides and rectangular, circular, and elliptical waveguides
were presented in terms of their cutoff frequencies and
attenuation. Finally different planar waveguides such as
microstrip lines, slotlines, and coplanar waveguides were
presented. Their design formulas were also given for the
benefit of designers.
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fective dielectric constant; (b) variation of characteristic imped-
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Figure 27. Photograph of a coplanar-waveguide-fed MMIC an-
tenna on GaAs substrate near 24 GHz. (Courtesy PWTC,
Nanyang Technological University, Singapore.)
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Figure 25. The geometry of a CPW line.
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COMBLINE FILTERS

CHI WANG

Orbital Sciences Corporation
Dulles, Virginia

1. INTRODUCTION

Combline filters are one of the most widely used types of
bandpass filters in many communication systems and other
microwave applications because of many of their unique
merits. The first combline filter was introduced by Mat-
thaei in 1963 [2]. The design equations and procedures of
the rectangular bar combline filter with narrow to mod-
erate bandwidth, using the coupled rectangular bar de-
sign data from Getsinger [3], were also given by Matthaei
[1,2]. Cristal [4,5] later presented the data for coupled cir-
cular cylindrical rods between parallel ground planes;
thus, more manufacturing-advantageous and cost-effec-
tive cylindrical rod combline filters can be designed with
reasonable accuracy and excellent electrical performance.
Although Matthaei’s design equations were based on
approximations, the results were shown to be reasonably
good for narrow-to-octave bandwidth applications.
Wenzel’s exact analysis approach or full-wave electromag-
netic simulations can be used for more accurate designs
[9–11]. Combline filters with elliptic function frequency
responses, first presented by Rhodes and Levy, give great
flexibility in their configuration and responses [6].

With the rapid development of satellite communica-
tions since the 1970s and mobile communications since
the 1980s, generalized filters with elliptic function re-
sponses having cross-couplings between nonadjacent res-
onators are widely used [6–8,13,22–27]. Combline filters
are particularly suitable for achieving elliptic function re-
sponse and for high-volume, low-cost production, because
all the resonator rods can be mounted or built in on the
common surface of the filter housing, while all the tuning
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Figure 28. (a) CPW-fed slot dipole antenna at 24 GHz; (b) calculated and measured return loss of
the antenna [9].
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screws are mounted in a single cover. In addition, the res-
onator locations of the combline filter may be flexibly ar-
ranged according to the filter’s coupling matrix and
system mechanical requirement. The combination allows
filters with large numbers of resonators and complicated
cross-coupling configuration to be tuned nearly to theo-
retical performance without excessive cost.

In the physical realization of combline filters, the input
and output couplings can be achieved by a short-circuited
coupled line as part of an impedance transforming section,
or an inductively coupled loop, a capacitive coupled probe,
or by a direct, tapped-in line. The direct-tapped input/out-
put configuration makes the combline filter more compact
and easy to fabricate and therefore is more advantageous
than other types of input/output structures [14–20]. This
method was first described in the literature by Dishal [15]
for small-percentage-bandwidth interdigital filters, and by
Cohn [16] for combline filters. Cristal [17] gave exact gen-
eral equivalent circuits for combline and interdigital ar-
rays using graph transformations; thus the tapped line
can be designed with high accuracy.

It is well known that the difference between the mea-
sured results and the design based on the conventional
TEM combline theory can be as much as 30% depending
on the filter’s bandwidth [21]. Using full-wave electromag-
netic computer-aided design (CAD) tools, combline filters
can be designed in high accuracy with arbitrary resonator
and coupling aperture dimensions [21,48]. The unloaded
Q and the spurious responses of the resonators can be
computed accurately from the electromagnetic simulators.
Furthermore, the temperature characteristic and power
handling capability of combline filters can be accurately
determined [50–52].

Ceramic combline filters were introduced in the
1980s to satisfy the needs for miniature filters for
mobile communications taking advantage of the develop-
ment of high-dielectric-constant, low-loss dielectric
materials. They have been widely used in many commu-
nication systems [40–47]. Ceramic combline filters can be
manufactured using single or multiple solid ceramic
blocks with a metallized exterior. The resonator rods are
realized by a series of metallized holes that are grounded
at one end of the block, where the opposite ends of the
blocks are kept open. Therefore, the resonator lines are
around a quarter-wavelength long at resonance. Cou-
plings between adjacent resonators can be achieved by ei-
ther series capacitors or apertures [42,48]. These ceramic
combline filters can be designed and manufactured with
high accuracy, and are very suitable for low-cost mass
production.

Combline filters are most suitable for applications re-
quiring relatively low insertion loss in the frequency range
between 500 MHz and 12 GHz, and they have following
attractive features:

1. They are compact. The length of the resonator rods
may be designed to be l0/8 or less at resonance. The
unloaded Q of the resonator cavity is a function of its
cross section. Therefore the size of the combline fil-
ter can be varied depending on the applications.

2. Combline filters possess the ability to be tuned over
a wide range of frequencies without suffering signif-
icant degradation in performance [2,12]. The tuning
range is a function of the amount of capacitance ad-
justment provided by the tuning screw.

3. The combline resonator has very high unloaded Q:
volume ratio compared with other types of resona-
tors, such as empty waveguide cavity and dielectric
loaded resonators, although the combline resonator
doesn’t give the highest unloaded Q value.

4. They have strong stopbands, and the stopband
above the primary passband can be made very
broad. Combline filters may be designed to be spu-
rious-free over 3–4 times the center frequency of the
filter.

5. Adequate coupling can be maintained between reso-
nator elements with sizable spacing between such
resonator lines.

6. They are reliable, low in cost, and very suitable for
manufacturing. All resonator rods can be mounted
or built in to the filter housing, and all tuning screws
can be directly attached to the housing or cover. In
addition, all the materials are readily available and
can be modified easily.

2. CONFIGURATIONS

A combline filter usually consists of a conductive enclosure
and a number of parallel conductive rods serving as res-
onators, which are short-circuited at one end and open-
circuited at the other end. The open ends of the resonator
rods are usually close to one side of the enclosure in order
to create sufficient capacitance between the rod and the
ground. Coupling between resonators is achieved by way
of the EM coupling between resonator lines. The input and
output coupling may be achieved in several ways as stated
in the introduction.

Figure 1 shows a combline bandpass filter in transmis-
sion-line form. The resonators of the filter consist of
TEM-mode transmission-line elements that have a
lumped capacitor Cs

k between the open end of each reso-
nator line element and ground. Lines 1 through n and
their associated capacitances Cs

1 to Cs
n constitute resona-

tors, while lines 0 and nþ 1 are not resonators but part of
impedance transforming sections at both ends of the filter.

With the lumped capacitors present, the resonator lines
will be less than a quarter-wavelength long at resonance,
and the coupling between resonators will be predominant-
ly magnetic in nature. It is usually desirable to make the
capacitances of the combline filter sufficiently large so that
the resonator lines will have a length of l0/6 or less at
resonance.

The second passband of the combline filter occurs when
the resonator line elements are somewhat over a half-
wavelength long, so if the resonator lines are l0/8 long at
the primary passband, the second passband will be cen-
tered at somewhat over 4 times the frequency of the first
passband [2]. Therefore, the combline filters can have
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extremely broad spurious-free stopband compared with
other types of filter.

Figure 2 shows the original four-pole combline filter
having the configuration shown in Fig. 1 published by
Matthaei in 1963 with its top cover removed. Figure 3
shows an alternate configuration of the combline filter
that is currently widely used in the industry and is more
favorable for manufacturing. The cross section of the res-
onator rods may be rectangular or circular; the circular
configuration is more common because it is easier to man-
ufacture. Each resonator rod has a counterbored hole at
its open end. A tuning screw in the cover can be adjusted
to penetrate in or out concentrically to the resonator rod to
adjust the resonant frequency of the resonator to the de-
sired value. The tuning screws between the resonator rods
are used to adjust the coupling coefficient between the
resonators.

The input/output coupling can be achieved by short (or
open)-circuited impedance transformer bars as shown in
Matthaei’s original configuration [2], or by direct tap as
shown in Fig. 3. The input/output coupling can also be
achieved by a coupling loop or probe. As the later input/
output coupling methods do not need an extended trans-
mission rod at each end of the combline filter, the filter is
more compact.

The resonator rods can be separate parts mounted into
the filter housing, using screws to achieve good contact, or
can be built into the filter housing so that resonators and
enclosure constitute a single piece, with only a top cover,
tuning screws, and connectors needed to complete the fil-
ter. The couplings between resonators can be controlled by
the spacing between them or by varying the aperture di-
mension on a conductive wall between two resonators. The
resonators can be arranged in a row or in any desired lay-
out depending on the coupling structure of the filter.

Significant progress in microwave filter technology has
taken place since the 1970s, particularly the use of elliptic
function responses using nonadjacent couplings between
resonators together with compact filter configurations
[6–8,13,22,23]. Transmission zeros can be achieved on
the lower, higher side or both sides of the filter’s passband
depending on the attenuation requirements. The resul-
tant filter may have sharper attenuation response; thus
fewer resonators are required, which results in a more
compact filter with lower insertion loss. Figure 4 shows an
example of an elliptic function combline filter with built-in
resonators and a very compact configuration [39].

There are several ways to design a combline filter, but
the most popular method is to use a lowpass prototype fil-
ter. This is transformed into the desired bandpass filter,
and then the physical dimensions are determined by
either approximation or full-wave 3D electromagnetic
simulations. Figure 5 shows the typical design procedure
of a combline filter based on this approach. First, the
specifications are used to determine the desired filter
parameters, such as number of resonators, bandwidth,
passband ripple, and the desired ideal frequency respons-
es from the lowpass prototype filter. Then the filter topol-
ogy and equivalent-circuit parameters, such as filter
element values gk, the admittance inverters Jk,kþ 1, impe-
dance inverters Kk,kþ 1, or coupling matrix Mk,kþ 1, are

θ0 1 2 3 n

n+1

n−1

1 2 3 n−1 n
C1

S C2
S C3

S CS
n−1 Cn

S

YB = YAYA

Impedance
transformer

Resonator
Rod

Figure 1. A combline filter with
short-circuited input/output lines.

Figure 2. The original combline filter [1].
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determined. The required unloaded Q of the resonators is
determined, and the basic cavity and rod dimensions can
then be decided. Finally the rod, spacing, or aperture di-
mensions can be obtained from Matthaei’s approximate
design equations using Getsinger’s or Cristal’s design
charts. A prototype is mode to verify the correctness of
the design and to perform some minor adjustments. Other
practical issues such as temperature compensation and
power handling capability should also be considered.

3. LOWPASS PROTOTYPE

Figure 6 shows a typical Chebyshev response of a lowpass
prototype filter and that of the corresponding bandpass
filter. The lowpass prototype filter is usually chosen to
have unit bandwidth o1

0 for convenience, while the

bandwidth of the bandpass filter can be arbitrarily
specified.

The relationship between the lowpass prototype re-
sponse and the corresponding bandpass filter is given as
[1,2]

LAðoÞ¼L0Aðo
0Þ ð1Þ

where

o0 ¼
o01
o

o
o0
�

o0

o

� �
ð2Þ

o¼
o2 � o1

o0
; o0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
o2o1
p

ð3Þ

The mapped lowpass prototype filter response has the
same characteristics as that of the bandpass filter, or vice
versa. Therefore, if the desired bandpass filter has n re-
turn loss poles in passband and m finite transmission ze-
ros in stopband, the corresponding lowpass prototype
filter will also have n poles in passband from �o1

0 to o1
0

at location ai (i¼ 1, 2,y, n) and m zeros in stopband at
location bi (i¼ 1, 2,y, m). The insertion loss and return
loss of the lowpass prototype filter versus frequency can be
expressed in terms of the poles and zeros as

LA ¼ 10 log
1

1þ e f
�� ��2

 !
ð4Þ

LR¼ 10 log
e f
�� ��2

1þ e f
�� ��2

 !
ð5Þ

A

A′

FREQUENCY
TUNING SCREW

RESONATOR ROD

A - A′

COUPLING
TUNING SCREW

Figure 3. A combline filter with tapped-in input/output couplings.

Figure 4. A 12-pole elliptic function combline filter [39].
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where

f¼
P o0ð Þ
Q o0ð Þ

¼

Qn
i¼ 1 o0 � aið ÞQm
i¼ 1 o0 � bið Þ

ð6Þ

e¼ 10LAr=10 � 1 ð7Þ

The approximation problem is to find the locations of the
poles with locations of the given zeros to determine the
equal-ripple passband response. The pole and zero loca-
tions of the transfer function can be determined by opti-
mizing the polynomial function P(o0) through iterations
[7] or by the recursive technique shown by Cameron [26].
For a Chebyshev response, all the transmission zeros are
at infinity, and a closed-form expression for the pole loca-

tions exists, as follows:

ai¼ cos
ð2i� 1Þp

2n

� �
; i¼ 1; 2; . . . ;n ð8Þ

Figure 7 shows the attenuation characteristics for a 0.01-
dB-ripple Chebyshev filter versus number of poles. The
0.01-dB passband ripple gives better than 25 dB return
loss for the ideal case; therefore it is often used as the
starting point for a practical filter design.

Given the transfer function and pole–zero locations of
the lowpass prototype filter, the circuit element values of
the lowpass and bandpass filters can be obtained by net-
work synthesis. The commonly used forms for the proto-
type filter circuits are shown in Fig. 8 using gk (k¼ 0, 1,y,
n, nþ1) as the element values. The prototype filters in
Fig. 8a using the shunt capacitor as the first element and
in Fig. 8b using the series inductor as the first element
have identical responses and gk values; therefore, either
form may be used depending on the applications. When
converting a prototype filter to a bandpass filter, a lowpass
prototype with n reactive elements leads to a bandpass
filter with n resonators.

For Chebyshev filters having passband ripple LAr dB,
g0¼ 1, and o01¼ 1, the remaining g values can be obtained
analytically as follows:

g1¼
2a1

sinh
b

2n

� � ð9Þ

gk¼
4ak�1ak

bk�1gk�1
ð10Þ

gnþ1¼

1 for n odd

coth2 b
4

� �
for n even
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Figure 6. Lowpass prototype and corresponding bandpass filter
responses.
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Figure 5. Typical combline filter design procedure.
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Here

b¼ ln coth
LAr

17:37

� �
ð12Þ

ak¼ sin
ð2k� 1Þp

2n

� �
ð13Þ

bk¼ sinh2 b
2n

� �
þ sin2 kp

n

� �
ð14Þ

Table 1 presents the computed g element values for
Chebyshev filters for n¼ 1 through 10 with 0.01- and
0.1-dB passband ripple levels.

The g values of the lowpass prototype filter given in
Eqs. (9)–(11) are normalized to unit input impedance g0¼

1 and unit bandwidth o01¼ 1. For filters having different
input port impedance and bandwidth, the desired induc-
tance or capacitance values can be easily scaled from the
normalized g values by the following equations

L¼
R0

o0
L0 ð15Þ

C¼
C0

R0o0
ð16Þ
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Figure 7. Attenuations of the 0.01-dB-ripple Chebyshev filters.
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Figure 8. Lowpass filter circuit and parameters (a) a shunt capacitor as first element; (b) a series
inductor as first element.
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where the values of the normalized inductor L0 and ca-
pacitor C0 are equal to the particular g value of the pro-
totype filter.

The lowpass prototype filter circuits in Fig. 8 consist of
both inductors and capacitors. However, in bandpass and
bandstop filter designs, it is desirable to use the same type
of resonator having all inductors or all capacitors in the
prototype filters.

This can be achieved by using the impedance inverter
(K inverter) or admittance inverter (J inverter) as
shown in Fig. 9. The inverters act like frequency-
independent quarter-wavelength lines, so that only
inductors exist in the K-inverter prototype, and only

capacitors in the J-inverter prototype networks.
Figure 9 also gives the equations for converting the g
value of the lowpass filter prototype to these forms.
The components value such as R, L, C, or G in the
prototype circuit using J or K inverters can be chosen
arbitrarily. The frequency responses of the inverter
circuits in Fig. 9 are identical to those of the original pro-
totype filters.

Another commonly used analysis method in the cavity-
type bandpass filter design is to use the coupling matrix.
Figure 10 presents the equivalent circuit of a generalized
coupled bandpass prototype filter using the coupling
matrix [7,26].

Table 1. Element Values for Chebyshev Filters Having g0¼1, x0
0 ¼1 for 0.01- and 0.1-dB Ripples

Value of n g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11

0.01 dB ripple
1 0.0960 1.0000
2 0.4488 0.4077 1.1007
3 0.6291 0.9702 0.6291 1.0000
4 0.7128 1.2003 1.3212 0.6476 1.1007
5 0.7563 1.3049 1.5773 1.3049 0.7563 1.0000
6 0.7813 1.3600 1.6896 1.5350 1.4970 0.7098 1.1007
7 0.7969 1.3924 1.7481 1.6331 1.7481 1.3924 0.7969 1.0000
8 0.8072 1.4130 1.7824 1.6833 1.8529 1.6193 1.5554 0.7333 1.1007
9 0.8144 1.4270 1.8043 1.7125 1.9057 1.7125 1.8043 1.4270 0.8144 1.0000
10 0.8196 1.4369 1.8192 1.7311 1.9362 1.7590 1.9055 1.6527 1.5817 0.7446 1.1007

0.1 dB ripple
1 0.3052 1.0000
2 0.8430 0.6220 1.3554
3 1.0315 1.1474 1.0315 1.0000
4 1.1088 1.3061 1.7703 0.8180 1.3554
5 1.1468 1.3712 1.9750 1.3712 1.1468 1.0000
6 1.1681 1.4039 2.0562 1.5170 1.9029 0.8618 1.3554
7 1.1811 1.4228 2.0966 1.5733 2.0966 1.4228 1.1811 1.0000
8 1.1897 1.4346 2.1199 1.6010 2.1699 1.5640 1.9444 0.8778 1.3554
9 1.1956 1.4425 2.1345 1.6167 2.2053 1.6167 2.1345 1.4425 1.1956 1.0000
10 1.1999 1.4481 2.1444 1.6265 2.2253 1.6418 2.2046 1.5821 1.9628 0.8853 1.3554
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Figure 9. Modified prototype using impedance and
admittance inverters.
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A general solution of the narrowband coupled cavity
filter described above has been presented in a paper by
Atia and Williams in the form of the loop equations as [7]

½Z� � ½I� ¼ ½V� ð17Þ

ð½R� þ s½I� þ j½M�Þ

i1

i2

..

.

in�1

in

2
6666666664

3
7777777775

¼

e1

0

..

.

0

0

2
666666664

3
777777775

ð18Þ

where

s¼ jo0 ð19Þ

M½ � ¼

l11 M12 M13 � � � M1;n�1 M1n

M12 l22 M23 � � � M2;n�1 M2n

M13 M23 l33 � � � M3;n�1 M3n

..

. ..
. ..

. . .
. ..

. ..
.

M1;n�1 M2;n�1 M3;n�1 � � � ln�1;n�1 Mn�1;n

M1n M2n M3n � � � Mn�1;n lnn

2
6666666666664

3
7777777777775

ð20Þ

The matrix R has all-zero entries except for the (1, 1) and
(n, n) elements, which are R1 and Rn, respectively. M is the
so-called coupling matrix and has general entries of Mij for
iaj, and lii for i¼ j. lii gives the resonant frequency of
each resonator mapped to the lowpass prototype domain
according to Eqs. (2) and (3).

The coupling matrix of the bandpass filter can be de-
termined by the network synthesis method as described in
Refs. 7 and 26 or by optimization from the pole and zero
locations of the filter’s transfer function [24]. For the case
of direct network optimization, the coupling matrix ele-
ments are the optimization variables and the objective er-
ror function can be established by determining the

difference between the transfer function frequency re-
sponse of the prototype filter and the frequency response
of the optimized filter. The Chebyshev coupling matrix of
the same order can be used as the starting guess of the
coupling matrix.

For filters with Chebyshev frequency responses, the
coupling matrix of the filter can be obtained analytically
from the g values of the prototype filter as

R1¼
1

g0g1
ð21Þ

Mi;iþ 1¼
1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gigiþ 1
p ð22Þ

Rn¼
1

gn�1gn
ð23Þ

where the remaining elements in the coupling matrix are
zero.

As in the case of the lowpass prototype filter, the cou-
pling matrix shown in Eq. (20) is normalized to the pass-
band from –1 to þ 1 and zero center frequency. For a
bandpass filter with center frequency f0, and bandwidth
BW, the required couplings of the filter are the normalized
filter’s coupling elements multiplied by the bandwidth
with the unit same as that of the bandwidth.

4. DIRECT-COUPLED COMBLINE FILTER DESIGN

Matthaei gave the approximate design equations for the
direct-coupled combline filter shown in Fig. 1 in terms of
the resonator rod’s self-capacitance to ground Cj per unit
length, and the mutual capacitance Cj,jþ1 per unit length
between neighboring resonator bars j and jþ 1 [1,2]. The
design equations use the lowpass prototype filter param-
eters gj (i¼ 0,1,y,n,nþ 1) to achieve the desired frequency
responses. The equations are sufficiently accurate for the
applications of narrow bandpass filters with bandwidths
up to octave.

By specifying the width of the filter enclosure and
the resonator rod dimension, the admittance Yaj of the
resonator lines can be computed. It is usually desirable
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M12
M2,i

M2,n
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Mi,n–1
Mi,n
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Figure 10. A bandpass filter equivalent circuit.
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to choose the ratio of enclosure width to resonator line-
width in the range between 3 and 4 so that optimum
unloaded Q can be achieved. In addition, the electrical
length y0 of the resonator lines ranges between p/4 and
p/3 at center frequency so that the filter will have both
wide spurious-free stopband and less unloaded Q degra-
dation due to excessive end loading in case shunt resona-
tors are used.

4.1. Design Equations

The normalized J-inverter parameters of the combline fil-
ter can then be computed as

GT1¼
ðo2 � o1Þb1

g0g1o0o01
ð24Þ

Jj; jþ 1¼
ðo2 � o1Þ

o0o01

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bjbjþ 1

gjgjþ 1

s

ð25Þ

GTn¼
ðo2 � o1Þbn

gngnþ1o0o01
ð26Þ

where

bj¼Yaj
cot y0þ y0 csc2 y0

2

� �
ð27Þ

The normalized self-capacitances per unit length between
each resonator rod and ground are

C0

e
¼

Z0YAffiffiffiffi
er
p 1�

GT1
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� �
ð28Þ
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� �
;
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ð30Þ
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e
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� �
ð32Þ

The normalized mutual capacitances per unit length be-
tween two adjacent resonator rods are

C01

e
¼

Z0YAffiffiffiffi
er
p �

C0

e
ð33Þ

Cj; jþ 1

e
¼

Z0YAffiffiffiffi
er
p

Jj; jþ 1

YA
tan y0

� �
; j¼ 1 to n� 1 ð34Þ

Cn;nþ 1

e
¼

Z0YAffiffiffiffi
er
p �

Cnþ 1

e
ð35Þ

The required lumped capacitances Cs
j between the open

end of the resonator rod and ground are

Cs
j ¼Yaj

cot y0

o0
; j¼ 1 to n ð36Þ

Knowing the desired self- and mutual capacitances of the
combline filter resonator rods, we can determine the spac-
ing between the adjacent resonators from the Getsinger or
Cristal’s design curves for the parallel-coupled rectangu-
lar or circular bars as described in the following section.

4.2. Parallel-Coupled Bars

The resonator bars of a combline filter can be considered
as an array of the parallel lines. The cross section of the
bar is usually rectangular or circular. The dimensions of
the lines can be related to the various line capacitances
per unit length. The self- and mutual capacitances ob-
tained from Eqs. (28)–(36) can be used to determine the
bar dimensions from Getsinger’s parallel-coupled rectan-
gular line curves for the rectangular cross section resona-
tor rod combline filters, or from Cristal’s parallel-coupled
cylindrical rod design data for the circular cross section
resonator rod combline filters.

4.2.1. Coupled Rectangular Bars between Parallel Pla-
tes. The cross section of a parallel-coupled rectangular
bars under consideration and various line capacitances
are shown in Fig. 11. There are two parallel ground planes
spaced a distance b apart, and a pair of rectangular bars
located parallel to and midway between the ground
planes. Assuming that Ca is the self-capacitance per unit
length between line a and ground, Cab is the mutual ca-
pacitance per unit length between lines a and b, and Cb is
the capacitance per unit length between line b and
ground, then, in terms of odd- and even-mode capacitanc-
es for lines a and b, respectively, we have

Ca
oo¼Caþ 2Cab; Ca

oe¼Ca ð37Þ

Cb
oo¼Cbþ 2Cab; Cb

oe¼Cb ð38Þ

In Fig. 11, the capacitance per unit length of each line has
been separated into component parts by their contribu-
tions. Cp is the parallel-plate capacitance per unit length
from the top or bottom side of one bar to the adjacent
ground plane, C0fe is the fringing capacitance per unit
length to ground from the inner corner when the bars
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are excited in the even mode, and C0fo is the fringing
capacitance per unit length to ground from the inner cor-
ner when the bars are excited in the odd mode. The ca-
pacitance C0f is the fringing capacitance per unit length for
any of the outer corners of the rods. Assuming that all the
coupled bars have the same height and thickness, so that
the fringing capacitances are the same for both bars, the
total self- and mutual capacitances of the coupled bars are

Ca¼ 2ðCa
pþC0f þC0feÞ ð39Þ

Cab¼ ðC
0
fo � C0feÞ ð40Þ

Cb¼2ðCb
pþC0f þC0feÞ ð41Þ

Figures 12–14 give the normalized design charts by Get-
singer [3], which relate DC/e, C0fe=e, C0fo=e, and C0f=e to the
rectangular bar dimensions, where

DC¼Cab ð42Þ

To design a combline filter with rectangular cross section
resonator bars, first compute the Cj and Cj, jþ 1 values of
the filter using Eqs. (28)–(36), and then select a convenient
value for t/b, and use Fig. 12 of DC/e and Cfe

0/e versus s/b
to determine sj, jþ 1/b and also Cfe

0/e. Using t/b and Fig. 14
of Cf

0/e versus t/b, Cf
0/e can be determined. As the par-

allel-plate capacitance Cp/e is given by

Cp

e
¼ 2

w=b

1� t=b
ð43Þ
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C′fe C′fe C′fe

C′fe

C′fe

C′fe
C′feC′fe C′fe

C′f Ca
p

Ca
p

s
b

Cb
p

Cb
p

Line a Line b t b

�

wa was

Electric wall for odd mode
Magnetic wall for even mode

t
b = 0.80

0.60

0.40

0.20

0.10
0.05
0.0

0.05
0.0

0.025

0.60
0.40

0.20
0.10

0.025

�

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
0.01

0.02

0.03
0.04
0.05
0.06
0.08
0.10

0.20

0.30
0.40
0.50
0.60
0.80
1.0

2.0

3.0
4.0
5.0
6.0
8.0

10.0

∆c

C
′ f e

ε
ε

∆c
O

R

t
b = 0.80

Figure 12. Fringing capacitances for coupled rectangular bars.

s

btLINE a LINE b

c f'

c f'

c f'

c f'

c f' e

c f' e c f' e

c f' e

c f' o

c f' o c f' o

c f' o

c p
a

c p
a

c p
b

c p
b

wa wb

ELECTRIC WALL FOR ODD MODE

MAGNETIC WALL FOR EVEN MODE

Figure 11. Cross section of parallel-coupled
rectangular lines.

COMBLINE FILTERS 683



when the ground-plane spacing b is specified, the desired
bar width wj can be determined as follows:

wj

b
¼

1

2
1�

t

b

� �
1

2

Cj

e

� �
�
ðC0feÞj�1;j

e
�
ðC0feÞj; jþ 1

e

� �
ð44Þ

wj

b
¼

1

2
1�

t

b

� �
1

2

Cj

e

� �
�

C0fe
e
�

C0f
e

� �
ð45Þ

4.2.2. Coupled Circular Rods between Parallel
Plates. Combline filters made from circular cylindrical

resonator rods can achieve the same excellent electrical
performance and at the same time may offer manufactur-
ing advantages. Cristal has given design data for coupled
circular cylindrical rods between parallel ground planes
[4] that can be used to accurately design a combline filter
with circular resonator rods. Figure 15 shows the geome-
try of the periodic, circular cylindrical rods between par-
allel ground planes under consideration. The circular rods
have diameter d and are spaced periodically at a distance
c. The ground planes are separated at distance b.

The spacing between adjacent rod surfaces is denoted
by s and is given by

s¼ c� d ð46Þ

The total static capacitances of the rods are related to the
mutual capacitance between two adjacent rods Cm and the
self-capacitance Cg of each rod. The total capacitance
measured between one rod and ground when the rods
are driven in the odd mode is

Co¼Cgþ 4Cm ð47Þ
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assuming that both sides of the rod are having the same
potential conditions. The total capacitance measured be-
tween one rod and ground when the rods are driven in the
even mode is

Ce¼Cg ð48Þ

From Eqs. (47) and (48) we can obtain

Cm¼
1
4ðCo � 4CeÞ ð49Þ

Cristal’s design graphs of the normalized capacitance C/e
versus normalized spacing s/b are given in Fig. 16 for Cm/
e and in Fig. 17 for 1

2 Cg=e.
As in the rectangular cross section resonator bar case,

to design a combline filter with circular cylindrical reso-
nator rod, one first needs to compute the Cj and Cj; jþ 1

values of the filter using Eqs. (28)–(36), where

Co¼Cj ð50Þ

Cm¼Cj; jþ 1 ð51Þ

and then use Fig. 17 of Cm/e to determine the rod spacing
sj; jþ 1=b and use Fig. 16 of Cg/e to determine the normal-
ized rod diameter d/b.

4.3. Tapped-Line Input and Output

For a tap point located around the bottom 20% of a l/4-long
resonator rod, the relationship between the tap point and
the resulting loaded Qe is given approximately by [15]

Qe¼
p
4

R

Z0

� �
1

sin2
½ðp=2Þðl=LÞ�

" #
ð52Þ

Qe¼
f0

R1BW
ð53Þ

where l is the height of the tap point to the bottom of the
resonator rod; L is the equivalent height of the resonator
rod, which is equal to l/4; R is the impedance of the input
or output port; R1 is the element of the filter’s coupling
matrix; and Z0 is the impedance of the resonator rod.
Figure 18 shows the graph of the equation for the
loaded Q.
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Cristal [17] later presented a general open-wire equiv-
alent circuit considering the effects of the coupled resona-
tors using a graph transformation process for combline
and interdigital filter designs. In previous papers he as-
sumed that the input or output port will be directly
connected to the tapped-in point. However, for practical
applications, the tapped line will have an impedance
different from that of the input/output port and resonator
rod with a given electrical length. The tapped-line length
and impedance can have significant effect and therefore
should be included in the analysis of the combline filter
input/output couplings. Figure 19 shows an equivalent
circuit of the tapped-line input/output coupling neglecting
the effect of the rest of the resonators. In Cristal’s ap-
proach, the graph transformation process or a circuit sim-
ulator can be used to solve the tapped-line coupling
circuit.

5. FILTER TOPOLOGIES

The combline filter design equations presented in the pre-
vious sections are approximate and based on the direct-
coupled filter type, typically exhibiting Chebyshev fre-
quency responses. The stopband attenuation level is de-
termined mainly by the number of stages of the filter. The
use of nonadjacent or cross-couplings in the narrow-band-
width bandpass filter with elliptic function response per-
mits great flexibility in the choice of the frequency
response. As a result, a smaller number of resonators
are required to meet the attenuation specification.

Theoretically, cross-coupling can be applied between
any two nonadjacent resonators of the filter, and also in-
cluding the input and output ports. However, in practical
applications the cross-couplings that can be applied are
usually limited by the physical layout and complexity of
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the filters. The advantage of the filter with an extra num-
ber of cross-couplings may be offset by the layout limita-
tion, with much more development effort and the
sensitivity of the filter network, leading to longer tuning
time and poorer temperature stability.

Combline filters with either asymmetric or symmetric
frequency response may be realized to meet the desired
attenuation characteristics by applying the proper cross-
coupling topology and values. For each desired filter trans-
fer function, the configuration or topology that can achieve
the targeted frequency response is not unique. However, it
is usually preferable to achieve the desired frequency re-
sponse by using known simple topologies. Figure 20 shows
typical canonical-form coupled resonator filters with
cross-couplings that can achieve the asymmetric frequen-
cy response in part (a), and symmetric frequency response
in part (b) [13]. Topologies for so-called CQ and CT filters
are shown in Fig. 21.

Filters having complicated cross-coupling structures as
shown in Fig. 20 can achieve more transmission zeros us-
ing a minimum number of cross-couplings. However, each
cross-coupling may affect more than one transmission zero
location, which usually makes them more difficult to tune.
For commercial applications when cost is a main concern,
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the filter topology that makes the filter easy to design and
to tune will be very attractive to filter designers.

The cascaded triplet (CT) or cascaded quadruplet (CQ)
sections are relatively simple to tune. Each section is typ-
ically responsible only for the transmission zeros that it
generates and therefore can be used as a basic building
block to create more complicated filter structures.
Figure 22 presents the examples using two CT or CQ
sections in the cascaded filters.

A CT filter consists of cascaded groups of three cavities
or nodes, each with one cross-coupling between first and
third resonators in the CT section. The cross section will
introduce one transmission zero at either the lower or the
higher side of the passband depending on the sign of the
cross-coupling. A cross-coupling with negative sign or ca-
pacitive-type coupling will generate the transmission zero
at the lower side, while the positive or inductive cross-
coupling will generate the transmission zero at the higher
side. An aperture between two combline resonators usu-
ally achieves positive coupling unless the aperture is at
the top of the cavity and the electrical length of the comb-

line rod is over 751 [48]. A coupling bar or probe between
the top of the resonators can usually achieve the required
capacitive coupling.

Similarly, a CQ filter consists of cascaded groups of four
cavities or nodes, each with one cross-coupling between
the first and fourth resonators in the CQ section. When
the cross-coupling is capacitive, one symmetric pair of
transmission zeros one at each side can be achieved. For
inductive cross-coupling, a pair of zeros will be on the real
axes, and as a result the group delay frequency response of
the filter may be equalized.
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If the quadruplet section has two cross-couplings as
shown in Fig. 23, two asymmetric transmission zeros may
then be achieved. The locations of the zeros depend on the
relative sign of the couplings. Assuming that all the adja-
cent couplings are inductive, Table 2 summarizes the lo-
cations of the zeros corresponding to the sign of the cross-
couplings. Similarly, a general five-resonator section with
three transmission zeros can be analyzed [25]. Figure 24
gives an example of an eight-pole combline filter having
five transmission zeros using multiple cross-coupling four-
and five-resonator sections. The three high-side zeros are
realized by the 1–5 cross-coupled five-resonator section,
while the two low-side zeros are realized by the 5–8 cross-
coupled four-resonator section.

As a general rule, a simple Chebyshev response filter
that meets the passband, but not the stopband, require-
ments would be used as the starting point of the design.
By bringing transmission zeros from DC or infinity to
finite frequencies, the desired stopband characteristics
can be achieved. In most cases, the overall degree of the
filter can be reduced compared with a Chebyshev design
that meets the same requirements.

6. EM SIMULATIONS

To realize narrowband combline filters with relatively
complex resonator topologies, all physical parameters
such as cavity and aperture dimensions need to be deter-
mined from the given coupling matrix. Such filter designs
are now increasingly dependent on accurate electro-
magnetic (EM) computer simulations, due to complexity
of the filter structures. As a result, strong interaction

between resonators cannot be neglected and should be
considered in the design. These requirements usually can
be satisfied only by EM simulation. As shown in Fig. 5, the
approximate design equations from Eqs. (24)–(53) for
space-coupled combline cases can be replaced completely
by EM simulations.

6.1. EM Simulators and Methods

Three-dimensional (3D) EM simulation software is usual-
ly preferred for use in cavity-type combline filter design.
The most commonly used numerical techniques for arbi-
trary structures are the finite-element method (FEM) and
the finite-difference time-domain method (FDTD). These
methods can analyze complex structures but usually re-
quire large amounts of memory and long computation
time. Other computer software can solve some common
structures very efficiently (using much less memory) by
utilizing the properties of the structure, such as the mode-
matching (MM) and transmission-line matrix (TLM)
methods. For planar structure problems, the method of
moment method (MoM) is usually used.

The commonly used commercial EM simulators are
Ansoft or Agilent’s HFSS using FEM, CST’s Microwave
Studio using the FDTD method for 3D arbitrary struc-
tures, Agilent’s Momentum using FEM, Sonnet’s Em, and
Zeland’s IE3D using MoM for 3D planar structures.

For narrow-bandwidth-coupled resonator filter design,
it is usually convenient to divide the filter into individual
pieces to determine the cavity and aperture dimension
separately when using the EM simulation software to
perform the design from the efficiency and memory usage
point of view; otherwise too much simulation time will be

4 3

1 2

RB

RA

M34
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M24M14

M12

Figure 23. Generalized quadruplet section for two-transmission-
zero implementation.

Table 2. Locations of Transmission Zeros for Generalized
Quadruplet Section

Case M14 M24 Number of Zeros (of0,4f0)

1 ¼0 o0 1 (1, 0)
2 ¼0 40 1 (0, 1)
3 o0 ¼0 2 (1, 1)
4 40 ¼0 2 (j, j)
5 40 40 2 (0, 2)
6 40 o0 2 (2, 0)
7 o0 o0 2 (1, 1)
8 o0 40 2 (1, 1)
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needed. Most of the parameters will be fine-tuned by tun-
ing screws at the prototype stage and during production.

6.2. Resonant Frequency

An EM simulator can model the resonator and determine
the resonant frequencies of both the fundamental and
higher-order modes. In addition, the field distributions of
the resonant cavity can be obtained, including the tuning
screw as shown in Fig. 25. Figure 26 presents the typical
higher-order mode chart of the combline resonators with
the airgap between the rod and enclosure as a variable. It
is shown that TM02 and HE11 are the first two higher-or-
der modes of the typical combline resonator. For the small-
gap case, a resonator with a shorter length has a larger
mode separation. The resonant frequency of the first
higher-order mode can be 3–5 times the dominant

mode resonant frequency when the height of the cavity
is 0.5–1.0 times the diameter of the cavity. The typical
small-gap reentrant cavity bandpass filter can achieve
a spurious-free range of more than twice the center
frequency. This mode separation ratio decreases as the
gap increases.

6.3. Unloaded Q

Accurate determination of the unloaded Q factor of the
resonator is very important for combline filter design,
since it directly relates to loss, size, and cost of the filter.
Empirically, the unloaded Q of a combline resonator can
be estimated from the measurements of many practical
filters using the equation [21]

Q¼Kb
ffiffiffiffi
f0

p
ð54Þ

where b is the width of the cavity in inches, f0 is the res-
onant frequency in gigahertz, and K is a constant approx-
imately equal to 1600 with b less than 0.08l for a practical
silver-plated combline resonator. However, when b is
above 0.08l, K increases, and can be as much as 2800 for
b¼ 0.18l. Figure 27 shows the measured unloaded Q of
the combline resonator expressed in K values with b/l in
terms of K as a function of b/l in the range between 0.12
and 0.20. The practical Q is dependent on factors such as
surface roughness, plating quality, tuning screw penetra-
tion, and possible surface contact problems, which partial-
ly explains the spread in the K values of various designs
having the same b/l.

EM simulation software can compute the unloaded Q of
a cavity accurately. Since a combline resonator has small

Figure 26. Typical mode chart of a combline resonator relative to
dominant mode as a function of gap.
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loss, a perturbation method is usually incorporated for
this kind of computation. Figure 28 shows the computed
unloaded Q of the combline resonators versus the ratio of
the outer/inner diameter ratio D2/D1 with different rod
lengths. It is shown that maximum unloaded Q of the res-
onators occurs when D2/D1 is approximately 3.6. Longer
rod length yields higher unloaded Q for the same D1

and D2.
Both the resonant frequency and unloaded Q decrease

when the tuning screw penetrates into the cavity. The
tuning screw may have a strong effect on unloaded Q of
the combline resonator, which should be considered in the
filter design. Figure 29 shows the computed unloaded Q of
a combline resonator versus resonant frequency change by
the tuning screw.

7. TYPICAL APPLICATIONS

Combline filters have been widely used in many commu-
nication systems and microwave applications. They have
become more and more important for low-loss microwave
filters in the 0.5–12 GHz frequency band for both narrow-
and wideband applications. Applications of combline fil-
ters also include diplexers (duplexers), multiplexers, and
delay-line filters. When a combline cavity is filled with a
high dielectric constant material, it results in a dielectric
resonator having significantly reduced dimensions.

Another application for combline filters is to replace the
lowpass filter to achieve a very wideband spurious-free
response in the system [49]. For this type of application,
the bandwidth of the filter is usually relatively large and
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therefore does not require very high unloaded Q; thus the
filter can be very small in size. As the combline resonator
can have superior stopband performance, wideband spu-
rious-free performance with a sharp rolloff skirt can be
achieved easily with combline resonator filters.

Multiplexers, particularly duplexers, are frequently re-
quired by communication systems for RF front ends to
separate or combine both transmit and receive signals
[28–37]. A schematic drawing of a commonly used paral-
lel-connected multiplexer with N channels is shown in
Fig. 30. The multiplexer consists of channel filters and a
susceptance annulling network, which in turn consists of
transmission lines series-connected to each channel filter

and a shunt susceptance element at a common input port
to help provide a nearly constant total input admittance
[33–38]. The susceptance annulling network is achieved
by optimizing the length and characteristic impedance of
the transmission lines and the shunt susceptance element
value to minimize the interaction among the channels. For
narrowband applications, the suceptance jB0 of the an-
nulling network can be maintained by offsetting the res-
onant frequency of the first cavities of the channel filters
to cancel the susceptance of the channel filters. Figure 31
is a photograph of a DCS (digital communication system)
duplexer consisting of two 6-pole combline filters. Each
channel filter has two CT sections having two transmis-
sion zeros at one side. Figure 32 presents the measured
frequency response of the duplexer.
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1. CONSTITUTIVE RELATIONS

For most media, the general form of constitutive relations
that account for multiple effects resulting from interaction
between electromagnetic waves and media can be ex-
pressed by [1]

Di¼ eijEjþ gE
ij@tEjþ xE

ijkDjEk

þbE
ijBjþ aE

ij@tBjþ ZE
ijkDjBkþ � � �

ð1aÞ

Hi¼ m�1
ij Bjþ gB

ij@tBjþ ZB
ijkDjBk

þ bB
ijEjþ aB

ij@tEjþ ZB
ijkDjEkþ � � �

ð1bÞ

where Ek and Hi are the electric and magnetic field
components; Di and Bk are electric and magnetic induction
components; and eij, gij

B, ZE
ijk, and so on are constitutive

tensors of different ranks. The space Dj and time @t

derivatives take into account spatial and temporal varia-
tions of the field.

For linear, stationary, and dispersive bianisotropic
media in the frequency domain, their constitutive rela-
tions can be described by a set of equations as follows
[2–25] (ejot):

D
*

¼ e0 eðoÞ½ �E
*

þ
ffiffiffiffiffiffiffiffiffi
m0e0
p

xðoÞ½ �H
*

ð2aÞ

B
*

¼m0 mðoÞ½ �H
*

þ
ffiffiffiffiffiffiffiffiffi
m0e0
p

ZðoÞ½ �E
*

ð2bÞ

where o is the operating angular frequency; the tensors
[e(o)], [m(o)], [x(o)] and [Z(o)] are the relative permittivity,
permeability and magnetoelectric tensors, respectively.
Apparently, Eqs. (2a) and (2b) are applicable for the
constitutive description of electromagnetically anisotro-
pic, biisotropic chiral, uniaxially, or biaxially bianisotropic
media [26–45]. Therefore, Eqs. (2a), and (2b) can incorpo-
rate most practical applications of complex linear media
used in RF engineering.

2. CLASSIFICATION OF BIANISOTROPIC1 MEDIA

2.1. Continuous Groups of Symmetry (CGS)

In Eqs. (2a) and (2b), four constitutive tensors are usually
described by a 3� 3 matrix, respectively. However, accord-
ing to the theory of continuous groups of symmetry (CGS)
developed by Dmitriev [1,46–49], the number of indepen-
dent elements in [e(o)], [m(o)], [x(o)] and [Z(o)] for a given
bianisotropic medium is completely governed by a certain
magnetic group of symmetry. From CGS theory, we can
understand the four constitutive tensors if the CGS of
medium is known. Typically, these tensors correspond to
the following CGSs:

D4hðD2dÞ; D4hðD2hÞ; C4hðS4Þ; C4hðC2hÞ;

D4ðD2Þ; D2dðS4Þ; D2dðD2Þ; D2dðC2vÞ;

C4vðC2vÞ; D2hðD2Þ; D2hðC2hÞ;

D2hðC2vÞ; S4ðC2Þ; C4ðC2Þ; D2ðC2Þ; C2hðCiÞ;

C2hðC2Þ; C2hðCsÞ; C2vðC2Þ;

C2vðCsÞ; CiðC1Þ; C2ðC1Þ; CsðC1Þ
ð3Þ

1The term bianisotropic denotes the property of being biisotropic
and/or anisotropic.
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The constitutive tensors for these 23 linear complex media
are given as follows [1]:

1ðD4hðD2dÞ: Nf ¼ 5Þ: ½e� ¼

exx 0 0

0 exx 0

0 0 ezz

2
666664

3
777775
;

½m� ¼

mxx 0 0

0 mxx 0

0 0 mzz

2
666664

3
777775

½x� ¼

0 xxy 0

xxy 0 0

0 0 0

2

666664

3

777775
; ½Z� ¼ ½x�

ð4aÞ

2ðD4hðD2hÞ: Nf ¼4Þ: ½e� ¼

exx 0 0

0 exx 0

0 0 ezz

2
666664

3
777775
;

½m� ¼

mxx 0 0

0 mxx 0

0 0 mzz

2
666664

3
777775
;

½x� ¼ ½Z� ¼ ½0�

ð4bÞ

3ðC4hðS4Þ: Nf ¼6Þ: ½e� ¼

exx 0 0

0 exx 0

0 0 ezz

2

666664

3

777775
;

½m� ¼

mxx 0 0

0 mxx 0

0 0 mzz

2
666664

3
777775

½x� ¼

xxx xxy 0

xxy �xxx 0

0 0 0

2
666664

3
777775
;

½Z� ¼ ½x�

ð4cÞ

4ðC4hðC2hÞ: Nf ¼4Þ: ½e� ¼

exx 0 0

0 exx 0

0 0 ezz

2
666664

3
777775
;

½m� ¼

mxx 0 0

0 mxx 0

0 0 mzz

2

666664

3

777775
;

½x� ¼ ½Z� ¼ ½0�

ð4dÞ

5ðD4ðD2Þ: Nf ¼7Þ: ½e� ¼

exx 0 0

0 exx 0

0 0 ezz

2
666664

3
777775
;

½m� ¼

mxx 0 0

0 mxx 0

0 0 mzz

2

666664

3

777775

½x� ¼

xxx 0 0

0 xyy 0

0 0 xzz

2
666664

3
777775
;

½Z� ¼ � ½x�

ð4eÞ

6ðD2dðS4Þ: Nf ¼8Þ: e½ � ¼

exx exy 0

�exy exx 0

0 0 ezz

2
666664

3
777775
;

m½ � ¼

mxx mxy 0

�mxy mxx 0

0 0 mzz

2

666664

3

777775

x½ � ¼

xxx xxy 0

xxy �xxx 0

0 0 0

2
666664

3
777775
;

Z½ � ¼

xxx �xxy 0

�xxy �xxx 0

0 0 0

2
666664

3
777775

ð4f Þ
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7ðD2dðD2Þ: Nf ¼6Þ: e½ � ¼

exx 0 0

0 exx 0

0 0 ezz

2
66664

3
77775
;

m½ � ¼

mxx 0 0

0 mxx 0

0 0 mzz

2
66664

3
77775

x½ � ¼

xxx 0 0

0 xxx 0

0 0 xzz

2
66664

3
77775
;

Z½ � ¼

xxx 0 0

0 xxx 0

0 0 xzz

2
66664

3
77775

ð4gÞ

8ðD2dðC2vÞ: Nf ¼6Þ: ½e� ¼

exx 0 0

0 exx 0

0 0 ezz

2

66664

3

77775
;

½m� ¼

mxx 0 0

0 mxx 0

0 0 mzz

2

66664

3

77775

½x� ¼

0 xxy 0

xyx 0 0

0 0 0

2

66664

3

77775
;

½Z� ¼ � ½x�

ð4hÞ

9ðC4vðC2vÞ: Nf ¼6Þ: ½e� ¼

exx 0 0

0 exx 0

0 0 ezz

2
666664

3
777775
;

½m� ¼

mxx 0 0

0 mxx 0

0 0 mzz

2

666664

3

777775

½x� ¼

0 xxy 0

xyx 0 0

0 0 0

2
666664

3
777775
; ½Z� ¼ ½x�

ð4iÞ

10ðD2hðD2Þ: Nf ¼9Þ: ½e� ¼

exx 0 0

0 eyy 0

0 0 ezz

2
666664

3
777775
;

½m� ¼

mxx 0 0

0 myy 0

0 0 mzz

2
666664

3
777775

½x� ¼

xxx 0 0

0 xyy 0

0 0 xzz

2

666664

3

777775
; ½Z� ¼ ½x�

ð4jÞ

11ðD2hðC2hÞ: Nf ¼8Þ: ½e� ¼

exx exy 0

�exy eyy 0

0 0 ezz

2

666664

3

777775
;

½m� ¼

mxx mxy 0

�mxy myy 0

0 0 mzz

2
666664

3
777775

½x� ¼ ½Z� ¼ ½0�

ð4kÞ

12ðD2hðC2vÞ: Nf ¼8Þ: e½ � ¼

exx 0 0

0 eyy 0

0 0 ezz

2

666664

3

777775
;

m½ � ¼

mxx 0 0

0 myy 0

0 0 mzz

2
666664

3
777775

x½ � ¼

0 xxy 0

xyx 0 0

0 0 0

2
666664

3
777775
;

Z½ � ¼

0 xyx 0

xxy 0 0

0 0 0

2

666664

3

777775

ð4lÞ
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13ðS4ðC2Þ: Nf ¼9Þ: e½ � ¼

exx 0 0

0 exx 0

0 0 ezz

2
666664

3
777775
;

m½ � ¼

mxx 0 0

0 mxx 0

0 0 mzz

2

666664

3

777775

x½ � ¼

xxx xxy 0

xyx xyy 0

0 0 xzz

2
666664

3
777775
;

Z½ � ¼

xyy �xxy 0

�xyx xxx 0

0 0 xzz

2
666664

3
777775

ð4mÞ

14ðC4ðC2Þ: Nf ¼9Þ: e½ � ¼

exx 0 0

0 exx 0

0 0 ezz

2

666664

3

777775
;

m½ � ¼

mxx 0 0

0 mxx 0

0 0 mzz

2
666664

3
777775

x½ � ¼

xxx xxy 0

xyx xyy 0

0 0 xzz

2
666664

3
777775
;

Z½ � ¼

�xyy xxy 0

xyx �xxx 0

0 0 �xzz

2

666664

3

777775

ð4nÞ

15ðD2ðC2Þ: Nf ¼13Þ: e½ � ¼

exx exy 0

�exy eyy 0

0 0 ezz

2
66664

3
77775
;

m½ � ¼

mxx mxy 0

�mxy myy 0

0 0 mzz

2
66664

3
77775

x½ � ¼

xxx xxy 0

xyx xyy 0

0 0 xzz

2
66664

3
77775
;

Z½ � ¼

�xxx xyx 0

xxy �xyy 0

0 0 �xzz

2

66664

3

77775

ð4oÞ

16ðC2hðCiÞ: Nf ¼12Þ: e½ � ¼

exx exy exz

exy eyy eyz

�exz �eyz ezz

2
666664

3
777775
;

m½ � ¼

mxx mxy mxz

mxy myy myz

�mxz �myz mzz

2
666664

3
777775

x½ � ¼ Z½ � ¼ ½0�

ð4pÞ

17ðC2hðC2Þ: Nf ¼13Þ: e½ � ¼

exx exy 0

exy eyy 0

0 0 ezz

2
666664

3
777775
;

m½ � ¼

mxx mxy 0

mxy myy 0

0 0 mzz

2
666664

3
777775

x½ � ¼

xxx xxy 0

xyx xyy 0

0 0 xzz

2

666664

3

777775
;

Z½ � ¼

xxx xyx 0

xxy xyy 0

0 0 xzz

2
666664

3
777775

ð4qÞ
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18ðC2hðCsÞ: Nf ¼12Þ: e½ � ¼

exx exy 0

exy eyy 0

0 0 ezz

2
666664

3
777775
;

m½ � ¼

mxx mxy 0

mxy myy 0

0 0 mzz

2
666664

3
777775

x½ � ¼

0 0 xxz

0 0 xyz

xzx xzy 0

2

666664

3

777775
;

Z½ � ¼

0 0 xzx

0 0 xzy

xxz xyz 0

2

666664

3

777775

ð4rÞ

19ðC2vðC2Þ: Nf ¼13Þ: e½ � ¼

exx exy 0

�exy eyy 0

0 0 ezz

2
666664

3
777775
;

m½ � ¼

mxx mxy 0

�mxy myy 0

0 0 mzz

2
666664

3
777775

x½ � ¼

xxx xxy 0

xyx xyy 0

0 0 xzz

2
666664

3
777775
;

Z½ � ¼

xxx �xyx 0

�xxy xyy 0

0 0 xzz

2

666664

3

777775

ð4sÞ

20ðC2vðCsÞ: Nf ¼12Þ: e½ � ¼

exx 0 0

0 eyy eyz

0 �eyz ezz

2
666664

3
777775
;

m½ � ¼

mxx 0 0

0 myy myz

0 �myz mzz

2
666664

3
777775

x½ � ¼

0 xxy xxz

xyx 0 0

xzx 0 0

2
666664

3
777775
;

Z½ � ¼

0 �xyx xzx

�xxy 0 0

xxz 0 0

2
666664

3
777775

ð4tÞ

21ðCiðC1Þ: Nf ¼21Þ: e½ � ¼

exx exy exz

exy eyy eyz

exz eyz ezz

2

666664

3

777775
;

m½ � ¼

mxx mxy mxz

mxy myy myz

mxz myz mzz

2
666664

3
777775

x½ � ¼

xxx xxy xxz

xyx xyy xyz

xzx xzy xzz

2

666664

3

777775
;

Z½ � ¼

xxx xyx xzx

xxy xyy xzy

xxz xyz xzz

2

666664

3

777775

ð4uÞ
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22ðC2ðC1Þ: Nf ¼21Þ: e½ � ¼

exx exy exz

exy eyy eyz

�exz �eyz ezz

2
666664

3
777775
;

m½ � ¼

mxx mxy mxz

mxy myy myz

�mxz �myz mzz

2
666664

3
777775

x½ � ¼

xxx xxy xxz

xyx xyy xyz

xzx xzy xzz

2
666664

3
777775
;

Z½ � ¼

�xxx �xyx xzx

�xxy �xyy xzy

xxz xyz �xzz

2
666664

3
777775

ð4vÞ

23ðCsðC1Þ: Nf ¼21Þ: e½ � ¼

exx exy exz

exy eyy eyz

�exz �eyz ezz

2

666664

3

777775
;

m½ � ¼

mxx mxy mxz

mxy myy myz

�mxz �myz mzz

2

666664

3

777775

x½ � ¼

xxx xxy xxz

xyx xyy xyz

xzx xzy xzz

2

666664

3

777775
;

Z½ � ¼

xxx xyx �xzx

xxy xyy �xzy

�xxz �xyz xzz

2
666664

3
777775

ð4wÞ

It is obvious that the constitutive features of normal
uniaxially anisotropic media such as microwave laminates
can be represented by the CGSs of C4hðC2hÞ or D4hðD2hÞ.
Uniaxially bianisotroic media, such as chiroomega media,
can be described by D2dðC2vÞ or C4vðC2vÞ. For gyroelectric
and gyromagnetic anisotropic media, their constitutive
features can be represented by D2hðC2hÞ. On the other
hand, it should be pointed out that in these constitutive
tenors, each element could be the function of operating
frequency, or even a complex quantity. The interaction

features of electromagnetic waves with various composite
bianisotropic structures can be found in the literature
[50–54]. The constitutive tensors of some CGSs of bianiso-
tropic media are described in detail below.

2.2. Ferroelectric Materials [55–57]

Ferroelectric thin films can be used as the substrate or
superstrate of various microstrip- or coplanar-waveguide-
based microwave devices (Fig. 1) that possess certain
tunabilities in their electromagnetic features. When the
crystalline principal axes of the ferroelectric film are
oriented in the coordinate directions, the film is reduced
to the simplified case of the CGS described above, namely,
D2hðC2vÞ and m½ � ¼m0 I

¼

, xxy¼ xyx¼ 0. The film’s permittiv-
ity tensor Iefm in the unbiased condition, the biasing
electric field ~EEbias¼0, can be expressed by

½ef ð0Þ� ¼

exxð0Þ 0 0

0 eyyð0Þ 0

0 0 ezzð0Þ

2
664

3
775 ð5Þ

When the biasing DC electric field is applied, Iefm becomes

½ef ðE
*

biasÞ� ¼

exxðE
*

biasÞ 0 0

0 eyyðE
*

biasÞ 0

0 0 ezzðE
*

biasÞ

2
66664

3
77775

ð6Þ

Here, each element ½ef ðE
*

biasÞ� can be a function of each of
the three bias field components Ex;y;z;bias. If we assume, for
simplicity, diagonal functional projection of the bias field
components onto the permittivity tensor Iefm elements,
then we have

½ef ðE
*

biasÞ� ¼

exxðEx;biasÞ 0 0

0 eyyðEy;biasÞ 0

0 0 ezzðEz;biasÞ

2
664

3
775 ð7Þ

Using the hexagonal perovskite crystalline form for
BaxSr1�xTiO3 (BSTO) thin film, with the c axis parallel to
the y axis and having properties different from those in the
a- and b-axis directions parallel to the xz plane and having
the same effects, Iefm takes an uniaxial form as

½ef ð0Þ� ¼

exxð0Þ 0 0

0 eyyð0Þ 0

0 0 exxð0Þ

2
664

3
775 ð8Þ
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In the case of Ebias¼Ex, the ferroelectric effect renders
Iefm as

½ef ðEbiasÞ� ¼

exxðEx;biasÞ 0 0

0 eyyð0Þ 0

0 0 exxð0Þ

2
664

3
775 ð9Þ

and Ief (Ebias)m is biaxial.
It is understood that, as a rule, the losses in ferro-

electrics decreases with decreasing temperature. So, after
the discovery of high-temperature superconductivity
(HTS), much effort has been devoted to combining HTS
with ferroelectrics to realize the tunability of microwave
devices in a low-loss situations. The modified microstrip
structure in Fig. 1 consists of a dielectric substrate (LAO

or MgO, typically 254mm thick), a ferroelectric thin-film
layer with thickness ranging from 300 to 2000 nm for
various applications, and a gold or YBCO thin film of
0.35 or 2mm thick for the top strip, respectively.

On the other hand, in order to achieve the desired
propagation characteristics of a ferroelectric microstrip
line or coplanar waveguide, an additional ferrite layer can
also be introduced in the substrate or superstrate–
substrate structures presented above.

2.3. Sapphire

A nonmagnetic sapphire is also very important for high-
frequency applications, and its relative permittivity tensor
can be expressed by

½e� ¼

exx exy 0

eyx eyy 0

0 0 ezz

2
664

3
775 ð10aÞ

exx¼ exðTÞ cos2 yeþ eyðTÞ sin2 ye

exy¼ eyxðTÞ¼ ½eyðTÞ � exðTÞ� sin ye cos ye

eyy¼ exðTÞ sin2 yeþ eyðTÞ cos2 ye; ezz¼ ezðTÞ ð10bÞ

where ye ð0 
 ye 
 360Þ is the misalignment angle be-
tween the coordinates of the line and principal axes of Iem
with respect to the x direction in x–y plane, ex;y;zðTÞ are the
three principal-axis permittivities, and T is the operating
temperature of sapphire.

2.4. Gyroelectric Media [58–61]

A great deal of attention has been paid to the microwave
propagation in gyroelectric or solid-state magnetoplasmas
in the past a few decades, since this type of medium (Ixm¼
IZm¼ 0) can be used to make various nonreciprocal de-
vices for microwave and millimeter-wave applications,
such as gyroelectric waveguides and planar microstrip
transmission lines, as shown in Figs. 2a–2d. These models
provide a basis for further developing planar integrated
nonreciprocal devices, where the bulk gyroelectric media
present the advantage of a very good coupling between the
wave and the media. So, owing to the good mobility of the
media, the losses are reduced.

In Fig. 2a, the longitudinal DC magnetic field is along
the z-axis direction. On the other hand, if the DC magnetic
field is wrapped around the z axis into a cylindrical shape,
it forms an azimuthally magnetized solid-state plasma-
filled coaxial waveguide that can support the cylindrically
symmetric TM01 mode, and the corresponding permittivity
tensor can be written as [61]

e½ � ¼

exx 0 exz

0 eyy 0

�exz 0 exx

2
664

3
775 ð11Þ

LA O D2

D1
t

X

(a)

(b)

Y

Z

YMgO(LaAlO3)

2a

D3

(HTS)(HTS) (HTS

s w

BSTO

s

)

LA O

BSTO

D2

D1
t

WSS
(HTS)TS)

X

Y

Z

YMgO(LaAlO3)

2a

D4

D3
(HTS) (HTS) (HTS)

s w s

BSTO2
BSTO1

(�0, �0)

(�0, �0)

.

.

Figure 1. Cross-sectional views of two composite ferroelectric
coplanar waveguides: (a) BSTO substrate; (b) BSTO superstrate-
substrate.
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In Fig. 2b, there is a transversely magnetized plasma
between two perfectly conducting parallel plates sepa-
rated by a distance 2d, where the static magnetic field
is applied in the x direction and wave propagation is in
the z direction. If the plasma is magnetized in the y
direction, normal to the conducting plates, the modes are
not, in general, separable into TE and TM modes.
Here the relative permittivity tensor can be written in
the form

½e� ¼

exx 0 0

0 eyy eyz

0 �eyz ezz

2

664

3

775 ð12Þ

where each element in (12) is given in Ref. 61. Figure 2c
shows a suspended single-slotline structure and Fig. 2d, a
suspended coplanar waveguide.

When the biasing DC magnetic field B
*

0 of the solid-
state plasma in Fig. 2 is in an arbitrary direction (j0,y0),
its permittivity tensor can be described by (ejot)

½eðoÞ� ¼

exxðoÞ exyðoÞ exzðoÞ

eyxðoÞ eyyðoÞ eyzðoÞ

ezxðoÞ ezyðoÞ ezzðoÞ

2

664

3

775 ð13aÞ

exxðoÞ¼ e1ðoÞþ ½e2ðoÞ � e1ðoÞ� sin2 n cos2 c

exyðoÞ¼ � jgðoÞ cos nþ ½e2ðoÞ � e1ðoÞ� sin c cos c sin2 n

exzðoÞ¼ fjgðoÞ sin cþ ½e2ðoÞ � e1ðoÞ� cos c cos ng sin n

eyxðoÞ¼ jgðoÞ cos nþ ½e2ðoÞ � e1ðoÞ� sin c cos c sin2 n

eyyðoÞ¼ e1ðoÞþ ½e2ðoÞ � e1ðoÞ� sin2 n sin2 c

eyzðoÞ¼ f�jgðoÞ cos cþ ½e2ðoÞ � e1ðoÞ� sin c cos ng sin n

ezxðoÞ¼ f�jgðoÞ sin cþ ½e2ðoÞ � e1ðoÞ� cos c cos ng sin n

ezyðoÞ¼ fjg cos cþ ½e2ðoÞ � e1ðoÞ� sin c cos ng sin n

ezzðoÞ¼ e1ðoÞ sin2 nþ e2ðoÞ cos2 n

ð13bÞ

In (13b), two consecutive rotations of angles c and n are
determined by the spherical angles j0 and y0 by

cos c¼
sin y0 cos j0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðsin2 y0 cos2 j0þ cos2 y0Þ

q ð13cÞ

cos n¼ sin y0 sin j0 ð13dÞ

e1ðoÞ ¼ es �
o2

pðo� jt�1Þ

oe0½ðo� jt�1Þ
2
� o2

c �
ð13eÞ

(a)

(d)

B0

s sw

b

Gyroelectric
substrate

D3

D2

D1

(b)

y

x

z

+d

B0

−d

Gyroelectric
medium

propagatio
n

(c)

w

D4

D2

D1

b

D3�
d

B0

Gyroelectric
substrate

X

Z

Y

PEC

Gyroelectric
medium

B0 Perfect 
conductor

Figure 2. Schematic diagrams of gyroelectric
waveguides and planar transmission lines:
(a) circular; (b) planar; (c) slotline; (d) copla-
nar waveguide.
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e2ðoÞ¼ es �
o2

p

oe0ðo� jt�1Þ
ð13f Þ

gðoÞ¼ �
o2

poc

oe0½ðo� jt�1Þ
2
� o2

c �
ð13gÞ

where op¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðne2=e0m�Þ

p
represents the plasma frequency;

oc¼ eB0=m�, the cyclotron frequency; n, the carrier con-
centration; e, the electron charge; m*, the electron effective
mass (kg) (i.e., 0.067 me for GaAs); me, the electron rest
mass; B0, the DC magnetizing field; j, the orientation
angle of B0 in the x–y plane; t, the momentum relaxation
time of the semiconductor material; and es, the relative
dielectric permittivity of the semiconductor.

2.5. Ferrites

Ferrites have been widely used as important elements in
microwave and millimeter-wave devices, such as phase
shifters, resonance isolators, circulators, and superstrates
or substrates of microwave integrated circuits (MICs).
One of the main advantages of using magnetized ferrites
is that their characteristic parameters, as in Fig. 2, can be
controlled by adjusting an applied DC magnetic bias field.
Hence, various tunable microwave devices can also be
designed when we combine ferrites with other materials,
as shown in Fig. 3.

In Fig. 3b [62], a high-temperature superconductor
(HTS) strip (2) of a width W is located on top of the
dielectric substrate (1) and separated by a dielectric layer
(3) from an epitaxial ferrite film (4) deposited on a di-
electric substrate (5). The structure may contain either an
HTS or metal bottom electrode (0), the microstrip resona-
tor, or two HTS electrodes (Fig. 2a), placed at a distance
W1 from each other, the CPW resonator. The thickness of
the HTS electrodes (2), ferrite layer (4), bottom electrode
(0), and dielectric layers (1), (3), and (5) are t, tf, t0 and t1,
t3, t5, respectively. An external DC biasing magnetic field
He is applied parallel to the plane of the structure and
makes an angle f with the central stripline direction.

When the biasing DC magnetic field �BB0 takes an
arbitrary orientation (j0,y0), the permeability tensor
[m(o)] of ferrites can be written as [34]

½mðoÞ� ¼

mxxðoÞ mxyðoÞ mxzðoÞ

myxðoÞ myyðoÞ myzðoÞ

mzxðoÞ mzyðoÞ mzzðoÞ

2

664

3

775 ð14aÞ

mxxðoÞ¼ mðoÞþ ½1� mðoÞ� sin2 y0 cos2 j0

mxyðoÞ¼ ½1� mðoÞ� sin j0 cos j0 sin2 y0

� jk cos y0

mxzðoÞ¼ jk sin j0 sin y0

þ ½1� mðoÞ� sin y0 cos y0 cos j0

myxðoÞ¼ ½1� mðoÞ� sin j0 cos j0

� sin2 y0þ jk cos y0

myyðoÞ¼ mðoÞþ ½1� mðoÞ� sin2 y0 sin2 j0

myzðoÞ¼ � jk cos j0 sin y0

þ ½1� mðoÞ� sin y0 cos y0 sin j0

mzxðoÞ¼ � jk sin j0 sin y0þ ½1

� mðoÞ� sin y0 cos y0 cos j0

mzyðoÞ¼ jk cos j0 sin y0þ ½1

� mðoÞ� sin y0 cos y0 sin j0

mzzðoÞ¼ 1� ½1� mðoÞ� sin2 y0

mðoÞ¼ m1ðoÞ � jm2ðoÞ

m1ðoÞ¼ 1þ
o0om½o2

0 � o2ð1� a2
mÞ�

Fm

m2ðoÞ¼
oomam½o2

0þo2ð1þ a2
mÞ�

Fm

kðoÞ¼ k1ðoÞ � jk2ðoÞ

k1ðoÞ¼ �
oom½o2

0 � o2ð1þ a2
mÞ�

Fm

k2¼ �
2omo0amo2

Fm

Fm¼ ½o2
0 � o2ð1þ a2

mÞ�
2þ 4ðoo0amÞ

2

ð14bÞ

where o¼ jgjH0; om¼ jgjMs, Ms is the saturation magne-
tization of the ferrite, g denotes to the gyromagnetic ratio
(¼ � 2.21 � 105 rad .m/C), am identifies the Landau
damping coefficient, and the loss is taken into account.

2.6. Biisotropic Chiral Medium

Since the early 1990s many researchers have explored the
diverse chirality effects in biisotropic chiral media on
electromagnetic wave propagation, radiation, and scatter-
ing. Electromagnetic waves in chiral media show some
very interesting features, such as optical rotatory disper-
sion (ORD), which causes the rotation of polarization; and
circular dichroism, due to the different absorption coeffi-
cients of right- and left-handed circularly polarized waves.
Some component models using chiral media have been
proposed, such as chirowaveguides, chirolens, chirodomes,
chirostrip antennas, chiral resonators, and chiral-mode
transformers [63–83].

The constitutive equation for biisotropic chiral media
can be easily obtained from Eqs. (2a) and (2b), as
follows

D
*

¼ e0er E
*

þ
ffiffiffiffiffiffiffiffiffi
m0e0
p

xH
*

ð15aÞ

B
*

¼ m0mrHþ
ffiffiffiffiffiffiffiffiffi
m0e0
p

ZE
*

ð15bÞ
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where we let ½e� ¼ er I
¼

, ½m� ¼ mr I
¼

, ½x� ¼ x I
¼

¼ jk I
¼

, and
½Z� ¼ x� I

¼

¼ � jk I
¼

, where I
¼

is the unit dyad, k is the
chirality parameter, and the frequency-dependent prop-
erty of constitutive quantities should be understood but
here o is suppressed. In a chiral medium, the eigenmodes
are the left- and right-handed circular polarized waves, as
observed in ferrites. However, there is no biasing DC
magnetic field needed. Some models of chiral devices are
outlined as follows.

2.6.1. Chirowaveguides. Figure 4 shows the geometries
of circular (a) and a rectangular (b) chirowaveguides,
which have been extensively studied by some researchers.

The guided-mode characteristics in chirowaveguides in
Fig. 4 are completely controlled by chirality parameter. It
can be predicated that the ordinary modes of transverse
electric TEnm, transverse magnetic TMnm, or transverse
electromagnetic (TEM) modes cannot be supported in
circular bianisotropic waveguides. The propagating modes
along z axis are always hybrid, but they can be classified
into hybrid modes HEnm and EHnm. The descriptor EHnm

is used here for hybrid modes originating in ordinary
TMnm modes, and HEnm is used for hybrid modes stem-
ming from ordinary TEnm modes. Here n(¼ �N,y,
0, y,N) and m(¼ 1,y,N) respectively denote the azi-
muthal and radial quantum numbers, of which n implies
an azimuthal variation e�jnj and m implies that the mode
is number m when ordered after increasing cutoff fre-
quency for given n.

The longitudinal components Ez and Hz are coupled
with each other; however, Ez and Hz can be decoupled as
follows

Ez¼SþUþ þS�U� ð16aÞ

Hz¼ qþUþ þ q�U� ð16bÞ

where U7 are determined by

r2
t U� þS�U� ¼0 ð16cÞ

X

Z

Y

1

(bi)(an)Isotropic
chiral media

Perfect electric conductor

(bi)(an)Isotropic
chiral medium

Perfect electric conductor

R2

R1

2

(a)

(b)

Figure 4. Geometries of chirowaveguides: (a) circular; (b) rec-
tangular.
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Figure 3. Geometries of ferrite-based tunable microstrip line and coplanar resonator: (a) BSTO–
ferrite microstrip line; (b) multilayer composite HTS–ferrite coplanar resonator.
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and more generally, by

S� ¼
�ðC1þC4Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðC1 � C4Þ

2
þ 4C2C3

q

2
ð16dÞ

q� ¼
�S�ðS� þC1Þ

C2
ð16eÞ

C1¼
joðA43ZzzþA41ezzÞ

D0
; C2¼

joðA43mzzþA41xzzÞ

D0

C3¼ �
joðA21ezzþA23ZzzÞ

D0
; C4¼ �

joðA21xzzþA23mzzÞ

D0

D0¼A21A43 � A23A41 ð16f Þ

Further, the transverse components electric and magnetic
fields inside the chirowaveguide can be expressed in terms
of Ez and Hz as follows [31,32,35,69–71]

Ex

Ey

Hx

Hy

2
666664

3
777775
¼

A22 A21 A42 A41

�A21 A22 �A41 A42

A24 A23 A44 A43

�A23 A24 �A43 A44

2
666664

3
777775

@Ez

@x

@Ez

@y

@Hz

@x

@Hz

@y

2
6666666666664

3
7777777777775

ð17aÞ

where

A21¼
a3b2þa4b3 � a2b1

D
; A22¼

a1b1þa4b2 � a3b3

D

A23¼
a1b2þa2b3 � a4b4

D
; A24¼

a3b4 � a1b3 � a2b2

D

A41¼
a1b5þa2b8 � a6b9

D
; A42¼

a2b5 � a3b6þa4b7

D

A43¼
a1b7þa3b9þa2b10

D
; A44¼

a1b6þa2b8þa4b9

D

b1¼a2
7þa2

8; b2¼a6a7 � a5a8; b3¼a6a8þa5a7;

b4¼a2
5þa2

6; b5¼a3a8 � a4a7

b6¼a1a7 � a3a5; b7¼a4a5 � a1a8;

b8¼a2a7 � a3a6; b9¼a1a6 � a2a5

a1¼ � ðgþoZxyÞ; a2¼ joZxx; a3¼ � omxy;

a4¼ jomxx; a5¼oexy; a6¼ � joexx

a7¼ � ðg� oxxyÞ; a8¼ � joxxx

D¼a1ða1b1þa2b4 � a3b3Þþa2ða2b1 � a4b3 � a3b2Þ

þa3ða3b4 � a2b2 � a1b3Þ

þa4ða1b2 � a2b3þa4b4Þ ð17bÞ

where g is the mode propagation constant. In Fig. 4a, six
field components of the guided hybrid modes HE(EH)nm

can be expressed in a set of closed-form equations. For
example, in the inner chiral region (rrR1) in Fig. 4a, the
tangential field components are given by [69]

Eð1Þz ¼ ½D
ð1Þ
1 Sð1Þþ Jnð

ffiffiffiffiffiffiffiffi
Sð1Þþ

q
rÞþDð1Þ2 Sð1Þ� Jnð

ffiffiffiffiffiffiffiffi
Sð1Þ�

q
rÞ�e�jnj ð18aÞ

Eð1Þj ¼fD
ð1Þ
1 ½�Mð1Þþ J0nð

ffiffiffiffiffiffiffiffi
Sð1Þþ

q
rÞ �

jnNð1Þþ
r

Jnð

ffiffiffiffiffiffiffiffi
Sð1Þþ

q
rÞ�

þDð1Þ2 ½�Mð1Þ� J0nð
ffiffiffiffiffiffiffiffi
Sð1Þ�

q
rÞ �

jnNð1Þ�
r

Jnð

ffiffiffiffiffiffiffiffi
Sð1Þ�

q
rÞ�ge�jnj

ð18bÞ

Hð1Þz ¼ ½D
ð1Þ
1 qð1Þþ Jnð

ffiffiffiffiffiffiffiffi
Sð1Þþ

q
rÞþDð1Þ2 qð1Þ� Jnð

ffiffiffiffiffiffiffiffi
Sð1Þ�

q
rÞ�e�jnj ð18cÞ

Hð1Þj ¼fD
ð1Þ
1 ½�Xð1Þþ Jn

0ð

ffiffiffiffiffiffiffiffi
Sð1Þþ

q
rÞ �

jnY ð1Þþ
r

Jnð

ffiffiffiffiffiffiffiffi
Sð1Þþ

q
rÞ�

þDð1Þ2 ½�Xð1Þ� Jn
0ð

ffiffiffiffiffiffiffiffi
Sð1Þ�

q
rÞ �

jnY ð1Þ�
r

�Jnð

ffiffiffiffiffiffiffiffi
Sð1Þ�

q
rÞ�ge�jnj

ð18dÞ

where D1
(1) and D2

(1) are unknown mode-expanding con-
stants to be determined. Here, Jn and Jn

0 are the Bessel
function of the first kind and its derivative, respectively.
After some mathematical treatments, the mode dispersion
and attenuation characteristics in chirowaveguides can be
understood.

As in normal waveguides, various discontinuities may
also exist in chirowaveguides, as shown in Fig. 5. This
structure is symmetric in the z-axis direction, and the
scattering of the guided mode may be analyzed in terms of
the symmetric and asymmetric excitations as indicated in
Ref. 79.

Figure 6 shows two cases of a normal waveguide
partially filled with bianisotropic chiral media, and these
may be easily met in the measurement of chiral parameter
using some standard waveguide methods.

In the case of coaxial line filled with a biisotropic chiral
medium, the influence of permittivity and length of chiral
sample W on the amplitude of scattering parameters
is depicted in Fig. 7, where a¼ 3.04 mm, b¼ 7.0 mm,
c¼6.0 mm, xc¼10�4 mho, and m¼ m0.

2.6.2. Chiral Resonators. Chiral media can be used to
produce circular cylindrical and spherical dielectric reso-
nators that are further used in filters and antennas.
Figure 8 shows the configurations of two chiral spherical
resonators [81].
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The inner and outer electromagnetic fields of the chiral
sphere shown in Fig. 8a can be expressed by

~EEð1Þchiral¼ �
X

m;n

fjamn½
~NNð1Þe;mnðkþ rÞþ ~MMð1Þe;mnðkþ rÞ

þ jbmn½
~NNð1Þo;mnðkþ rÞþ ~MMð1Þo;mnðkþ rÞ�

þ cmn½
~NNð1Þe;mnðk�rÞ � ~MMð1Þe;mnðk�rÞ�

þdmn½
~NNð1Þo;mnðk�rÞ � ~MMð1Þo;mnðk�rÞ�g

ð19aÞ

~HHð1Þchiral¼
1

Zc

X

m;n

famn½
~NNð1Þe;mnðkþ rÞþ ~MMð1Þe;mnðkþ rÞ

þbmn½
~NNð1Þo;mnðkþ rÞþ ~MMð1Þo;mnðkþ rÞ�

þ jcmn½
~NNð1Þe;mnðk�rÞ � ~MMð1Þe;mnðk�rÞ�

þ jdmn½
~NNð1Þo;mnðk�rÞ � ~MMð1Þo;mnðk�rÞ�g

ð19bÞ

and

~EEfree¼ �
X

m;n

½jemn
~NNð4Þe;mnðk0rÞþ jfmn

~NNð4Þo;mnðk0rÞ

þ gmn
~MMð4Þe;mnðk0rÞþhmn

~MMð4Þo;mnðk0rÞ�

~HHfree¼
1

Z0

X

m;n

½�jgmn
~NNð4Þe;mnðk0rÞ � jhmn

~NNð4Þo;mnðk0rÞ

þ emn
~MMð4Þe;mnðk0rÞþ fmn

~MMð4Þo;mnðk0rÞ�

ð19cÞ

where amn, bmn, cmn, dmn, emn, fmn, gmn, hmn, are unknown
coefficients that can be determined by boundary condi-

tions at r¼R1; ~MMð1;4ÞeðoÞmnðkþ ð0ÞrÞ and ~NNð1;4ÞeðoÞmnðkþ ð0ÞrÞ are

spherical vector wavefunctions. In the case of a multilayer
chiral spherical resonator, as shown in Fig. 8b, the elec-
tromagnetic fields in each layer can be easily obtained as
given in Refs. 72 and 73. Straightforwardly, a set of
characteristic equations can be derived after some math-
ematical treatments, and the Q factor as a function of
chirality parameter is shown in Fig. 9 for hybrid modes of
different orders [81]. As an example, the Q factor of hybrid
mode HEm22 varies from 30 to 500 as xr increases from
zero to one.

2.6.3. Chiral Striplines and Chiral Slotlines. A chiral
medium can also be combined with other materials, such
as ferrites, to form some novel nonreciprocal chirostrip
transmission lines. Figure 10 shows the shielded
chiralstripline and two chiral slotlines with chiral and
ferrite substrates [42].

d
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chiral medium

2t22t1
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Figure 5. Cross-sectional view of a chirowaveguide grating [79].
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Figure 6. A waveguide partially filled with chiral media: (a) coaxial line; (b) rectangular
waveguide.
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Using the technique of exponential matrix in the
spectral domain, together with the Galerkin MoM
(method of moments) procedure, the mode dispersion
characteristics in these structures can be understood. As
an example, Fig. 11 shows the frequency dependence
of effective permittivity eeff þ in the structure shown in
Fig. 10b, and both chirality and gyrotropy are considered
here. The parameters chosen for calculation are assumed
to be f¼ 40 GHz, a¼ 3.556 mm, D1¼D4¼3.3935 mm, D2¼

D3¼0.1625 mm, ½eð2ÞðoÞ� ¼ 12:6 I
¼

, Ms
(2) m0¼0.275,

oð2Þ0 =oð2Þm ¼ 0:30, að2Þm ¼ 0:0, yð2Þ0 ¼ 90, jð2Þ0 ¼ 0, ½xð2ÞðoÞ� ¼
½Zð2ÞðoÞ�� ¼ 10�6 I

¼

; eð3ÞðoÞ
� �

¼ 2:2 I
¼

; mð3ÞðoÞ
� �

I
¼

, xð3ÞðoÞ
� �

¼

Zð3ÞðoÞ
� ��

¼ j0:5 I
¼

ðaÞ, and j0:8 I
¼

ðbÞ.
In Fig. 11, the ferrite substrate is magnetically biased

by a magnetic field fixed to the x-axis direction with
saturation magnetization Mð2Þs m0¼ 0:275; oð2Þ0 =oð2Þm ¼ 0:3.
Physically, such a unilateral chiral ferrite slotline is a
nonreciprocal structure, but only the effective dielectric
constant of forward wave is demonstrated here. It is
obvious that, at high frequency f¼40 GHz and for strong
chirality, eeff decreases rapidly with increasing the slot
width.

2.6.4. Faraday Chiral Media. Faraday chiral media are
classified as chiroplasmas or chiroferrites in which the
effects of both gyrotropy and chirality are combined
[49,84]. Corresponding to the CGS of C1, their four
constitutive tensors can be described by

C½ � ¼

Cxx �jCxy 0

jCxy Cxx 0

0 0 Czz

2
664

3
775; C¼ e; m; x; Z ð20Þ

where these tensors contain a total of 12 scalar quantities.
When a circular waveguide is filled with Faraday chiral
media, as shown in Fig. 4a, the longitudinal components
Ez and Hz can be decoupled and expressed by Eqs. (16a)
and (16b). Following a procedure similar to that described
in Refs. 32 and 35, the field distribution in each layer can
be derived, and also the mode dispersion characteristics
can be understood. Some hybrid analytical and numerical
techniques, as proposed in Refs. 85–89, can be employed to

study the combined effects of gyrotropy and chirality
on the guided hybrid mode characteristics. On the other
hand, it should be mentioned that to design and fabricate
Faraday chiral media, and further to extract their consti-
tutive parameters at microwave frequencies, is very chal-
lenging work. Although some methods have been proposed
[90], many difficult problems need to be explored by the
researchers in both material and microwave fields.

3. TYPICAL METHODOLOGIES

3.1. Exponential Matrix Technique in the Spectral Domain

Among the techniques used to deal with the interaction of
an electromagnetic wave with multilayer bianisotropic
media, we should mention the exponential matrix
technique proposed by Tsalamengas [4], which has been
successfully used to study source radiation and wave
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Figure 8. A single- (a) and a multilayer (b) chiral resonators.
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propagation problems related to single-, double-, and
multilayer bianisotropic structures [34,38–40,42,50–54]
as shown in Fig. 12. Here, we let the z axis of a rectangular
coordinate system be normal to all boundaries and the x
and y axes lie in the plane of the top interface. In the z-axis
direction, the geometry has discrete variation in material
characteristics, and this structure may be with or without

a backed plane at z¼ � dðNÞ ðdðNÞ ¼
PN

i¼ 1 DðiÞÞ. For the
nonbacked case the regions z40 and zo�d(N) are usually
assumed to be free space ðe0;m0Þ. The thickness of each

layer is denoted by D(1),y,D(i)
ðjdðiÞ � dði�1ÞjÞ; . . . ; and D(N).

Mathematically, the four constitutive tensors ½eðiÞðoÞ�,
½mðiÞðoÞ�, ½xðiÞðoÞ�, and ½ZðiÞðoÞ� (i¼ 1,y, N) of each layer
may take any type of the above mentioned 23 CGSs or
even another form [1].

Assuming that a linearly polarized electromagnetic
wave is obliquely incident on a multilayer bianisotropic
medium, as shown in Fig. 12, four propagating modes with
different phase velocities can be generated in each layer.
After propagation through the medium, the polarization of
the transmitted field is rotated with respect to the polar-
ization of the incident wave. Now we introduce the
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Figure 10. Cross-sectional views of three
microstrip transmission lines with chiral
and ferrite substrate: (a) chiral stripline;
(b) unilateral chiral slotline; (c) bilateral
chiral slotline.
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one-dimensional Fourier transform domain defined by

~ccðkx; zÞ¼
1

2p

Z þ1

�1

cðx; zÞejkxxdx ð21aÞ

cðx; zÞ¼
Z þ1

�1

~ccðkx; zÞe
�jkxxdkx ð21bÞ

into the following Maxwell equations ðejotÞ:

r� �HHðiÞ ¼ jofe0½eðiÞðoÞ� �EEðiÞ

þ
ffiffiffiffiffiffiffiffiffi
m0e0
p

½xðiÞðoÞ� �HHðiÞg;
ð22aÞ

r� �EEðiÞ ¼ � jofm0½m
ðiÞðoÞ� �HHðiÞ

þ
ffiffiffiffiffiffiffiffiffi
m0e0
p

½ZðiÞðoÞ� �EEðiÞg
ð22bÞ

Following a procedure similar to that proposed in Ref. 4,
the transverse field components in each layer of multi-
layered bianisotropic slabs can be expressed as

d

dz

~EEðiÞx ðkx; zÞ

~EEðiÞy ðkx; zÞ

~HHðiÞx ðkx; zÞ

~HHðiÞy ðkx; zÞ

2
6666666664

3
7777777775

¼

qðiÞ11 qðiÞ12 qðiÞ13 qðiÞ14

qðiÞ21 qðiÞ22 qðiÞ23 qðiÞ24

qðiÞ31 qðiÞ32 qðiÞ33 qðiÞ34

qðiÞ41 qðiÞ42 qðiÞ43 qðiÞ44

2
6666666664

3
7777777775

�

~EEðiÞx ðkx; zÞ

~EEðiÞy ðkx; zÞ

~HHðiÞx ðkx; zÞ

~HHðiÞy ðkx; zÞ

2
6666666664

3
7777777775

ð23Þ

where the matrix elements q11
(i)
� q44

(i) are functions of
spectral variable kx and material parameters (all the
elements of ½eðiÞðoÞ�, ½mðiÞðoÞ�, ½xðiÞðoÞ� and ½ZðiÞðoÞ�). After
some mathematical manipulations, their exact expres-
sions can be derived and presented [38]. Furthermore,
the general solution to the vector differential Eq. (23) can
be written as follows:

~EEðiÞx ðkx; zÞ

~EEðiÞy ðkx; zÞ

~HHðiÞx ðkx; zÞ

~HHðiÞy ðkx; zÞ

2
666666666664

3
777777777775

¼

TðiÞ11ðz
$
Þ TðiÞ12ðz

$
Þ TðiÞ13ðz

$
Þ TðiÞ14 z

$
Þ

TðiÞ21ðz
$
Þ TðiÞ22ðz

$
Þ TðiÞ23ðz

$
Þ TðiÞ24ðz

$
Þ

TðiÞ31ðz
$
Þ TðiÞ32ðz

$
Þ TðiÞ33ðz

$
Þ TðiÞ34ðz

$
Þ

TðiÞ41ðz
$
Þ TðiÞ42ðz

$
Þ TðiÞ43ðz

$
Þ TðiÞ44ðz

$
Þ

2
666666666664

3
777777777775

~zz¼�ðzþdðiÞÞ

�

~EEðiÞx ðkx;�dðiÞÞ

~EEðiÞy ðkx;�dðiÞÞ

~HHðiÞx ðkx;�dðiÞÞ

~HHðiÞy ðkx;�dðiÞÞ

2
666666666664

3
777777777775

ð24Þ

The matrix ½TðiÞðz
$
Þ�4� 4 in (24) is a transmission matrix,

which physically relates to the tangential electromagnetic
fields on one surface z¼ �d(i) to the tangential fields on
another surface in the ith layer. Further, ½TðiÞðz

$
Þ�4� 4 can

be expressed in the form of exponential matrix as follows:

½TðiÞðzÞ�4� 4¼ ez½qðiÞ �4� 4 ð25Þ

The procedure for calculating the exponential matrix in
(25) can be followed as described in Ref. 4, and is omitted
here.

The incident plane wave in the spectral domain can be
expressed as a superposition of TM and TE (with respect
to the y axis) as follows:

~EEincðkx; zÞ

~HHincðkx; zÞ

2
64

3
75¼

�ETM
inc~eey � ETE

inc~eeþ

½�ETM
inc e
!

þ þETE
inc~eey�=Z0

2
64

3
75

� e�jk0ðx sin y0�z cos y0Þ

ð26Þ

where y0 is the incident angle, k0¼o
ffiffiffiffiffiffiffiffiffi
m0e0
p

; kx¼ k0 sin y0,
Z0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
, ~ee� ¼ �~eex cos y0þ~eez sin y0, and ~eex, ~eey, and ~eez

are the three unit vectors, respectively. The reflected wave
fields in the spectral domain can be written as a super-
position of TM and TE (to y)

~EEðrÞðkx; zÞ

~HHðrÞðkx; zÞ

2
64

3
75¼

�ETM
0 ~eey � ETE

0 ~ee�

½�ETM
0 ~ee� þETE

0 ~eey�=Z0

2
4

3
5

� e�jk0z cos y0

ð27Þ
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where E0
TM and E0

TE refer to the TM and TE components in
the reflected waves, respectively. In Fig. 12, if there is no
backed plane at z¼ �d(N), the transmitted waves into
region zo�d(N) are denoted by

~EEðtÞðkx; zÞ

~HHðtÞðkx; zÞ

2
64

3
75¼

�ETM
2 ~eey � ETE

2 ~eeþ

½�ETM
2 ~eeþ þETE

2 ~eey�=Z0

2
4

3
5

� ejk0ðzþdðNÞÞ cos y0

ð28Þ

where E2
TM and E2

TE refer to the TM and TE components in
transmitted waves, respectively. Furthermore, E0,2

TM and
E0,2

TE above can be determined by enforcing the boundary
conditions at each interface in Fig. 12. When the structure
shown above is backed by a perfectly conducting backed
plane, we have

ETE
0

ETM
0

" #
¼

R11 R21

R12 R22

" #
ETE

inc

ETM
inc

" #
ð29Þ

where R11,22 denotes for the copolarized reflection coeffi-
cients and R12,21 represents the cross-polarized reflection
coefficients [4]. In the no-backing case, the transmitted
matrix is determined by

ETE
2

ETM
2

" #
¼

T11 T12

T21 T22

" #
ETE

inc

ETM
inc

" #
ð30Þ

where T11,12 and T12,21 are the co- and cross-polarized
transmission coefficients, respectively. A more detailed
study on the co- and cross-polarized reflection and trans-
mission characteristics of different layered omega(chiro)-
ferrite geometries can be seen in Ref. 53. As an example,
Fig. 13 shows the variations of the co(cross)-polarized
reflection and transmission coefficients as a function of
the incident angle for a chiroferrite slab in free space, and
we let

eð1Þxx ¼ eð1Þyy ¼ 5:0; eð1Þzz ¼ 6:0; eð1Þxy ¼ � eð1Þyx ¼ j0:3

mð1Þxx ¼ mð1Þyy ¼ 0:9; mð1Þzz ¼ 1:5; mð1Þxy ¼ � mð1Þyx ¼ j0:4

xð1Þxx ¼ Zð1Þxx ¼ xð1Þyy ¼ Zð1Þyy ¼ j0:5; xð1Þzz ¼ Zð1Þzz ¼ j0:9

xð1Þxy ¼ Zð1Þxy ¼ j0:1; xð1Þyx ¼ Zð1Þyx ¼ � j0:1

The biasing DC magnetic fields �HH0 of all chiroparticles are
all along the z axis.

On the other hand, the technique described above,
combined with the Galerkin MoM procedure, can also be
extended to treat bianisotropic microstrip structures, as
shown in the literature [39,40,42,54]. However, it should
be mentioned that to deal with the mode dispersion
characteristics in a microstrip transmission line with
bianisotropic material, a general multilayer model is
shown in Fig. 14. It is evident that this model can
incorporate various applications [55–57]. However, we

need to be careful about the destroy in image symmetry
of the constitutive tensors [54,91].

3.2. Extended Finite-Element Method (FEM)

The extended FEM as well as the FEM–boundary-element
method (FEM-BEM) is able to treat wave propagation and
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radiation problems related to complex bianisotropic media
[26,92,93]. Figure 15 shows the geometry of a bianisotro-
pic waveguide with an arbitrary cross section, where the
filled bianisotropic medium can be lossless or lossy. More
generally, the bianisotropic region may consist of several
types of bianisotropic media, but the structure must be
homogeneous in the z-axis direction.

Following a procedure similar to that used in Refs.
92–94, for admissible test functions ~EEtest and ~HHtest, we
must have

X

e

Z Z

e

f~EE�test
. ½jr� ~HHþoð e½ �~EEþ x½ � ~HHÞ�

þH
*�

test
. ½�jr� ~EEþoð m½ � ~HHþ Z½ �~EEÞ�dx dy¼0

ð31Þ

where the appropriate interelement and boundary condi-
tions are handled during the assembly

P
e over all ele-

ments. Here, both the necessary continuity requirements
on ~nn� ~EE and ~nn� ~HH and the additional requirements on ~nn �
~BB and ~nn � ~DD are, as described below, explicitly enforced on
the test and expansion functions. The six components of
the electric and magnetic test and expansion fields are
approximated on each element in terms of the values at
each nodal point according to

~EE

~HH

( )
¼ N½ �T

Exf g

Ey

� �

Ezf g

Hxf g

Hy

� �

Hzf g

8
>>>>>>>>>>><

>>>>>>>>>>>:

9
>>>>>>>>>>>=

>>>>>>>>>>>;

e�jbz ð32aÞ

where

N½ � ¼

Z0 Nf g 0f g 0f g 0f g 0f g 0f g

0f g Z0 Nf g 0f g 0f g 0f g 0f g

0f g 0f g �jZ0 Nf g 0f g 0f g 0f g

0f g 0f g 0f g Nf g 0f g 0f g

0f g 0f g 0f g 0f g Nf g 0f g

0f g 0f g 0f g 0f g 0 �j Nf g

2
666666666664

3
777777777775

ð32bÞ

and Z0¼
ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
. The real m� 1 column vector {N} is the

element shape function vector, m is the number of nodal
points on each element, {0} is a m� 1 null vector, and the
superscript ‘‘T’’ denotes a matrix transposition. The col-
umn vectors {Ex}, {Ey}, {Ez}, {Hx}, {Hy}, and {Hz} are m� 1
complex field vectors representing the nodal point values
of, respectively, Ex/Z0, Ey/Z0, jEz/Z0, Hx, Hy, and jHz on
each element.

By employing the standard Galerkin procedure with
the expansion in (32a) and (32b), we can obtain the
following generalized eigenvalue equation

o P½ � þ b Q½ � þ R½ �
� �

Exf g

Ey

� �

Ezf g

Hxf g

Hy

� �

Hzf g

8
>>>>>>>>>>><

>>>>>>>>>>>:

9
>>>>>>>>>>>=

>>>>>>>>>>>;

¼ 0f g ð33Þ

where the column vector is composed of all the nodal point
variables used to represent ~EE and ~HH throughout the
waveguide cross section. Note that both the complex
propagation constant b and the real angular frequency o
may be treated as the eigenvalue, depending on which is
numerically most advantageous or of primary interest.

By expanding (31) in component form, the quadratic
sparse matrices [P], [Q], and [R] take forms similar to
those in Ref. 94, and

Q½ � ¼ � Z0

X

e

ZZ

e

0f g 0f g 0f g 0f g � Af g 0f g

0f g 0f g 0f g Af g 0f g 0f g

0f g 0f g 0f g 0f g 0f g 0f g

0f g Af g 0f g 0f g 0f g 0f g

� Af g 0f g 0f g 0f g 0f g 0f g

0f g 0f g 0f g 0f g 0f g 0f g

2

666666666664

3

777777777775

dx dy

ð34Þ

X
Z

Y
PEC

O

(bi)(an)Isotropic
chiral media

Figure 15. The bianisotropic waveguide with an arbitrary cross
section.
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½R� ¼Z0

X

e

ZZ

e

0f g 0f g 0f g 0f g 0f g � Cf g

0f g 0f g 0f g 0f g 0f g Bf g

0f g 0f g 0f g � Cf g Bf g 0f g

0f g 0f g Cf g 0f g 0f g 0f g

0f g 0f g � Bf g 0f g 0f g 0f g

Cf g � Bf g 0f g 0f g 0f g 0f g

2
666666666664

3
777777777775

dx dy

ð35Þ

and

A½ � ¼ Nf g Nf gT ð36aÞ

B½ � ¼ Nf g
@ Nf gT

@x
ð36bÞ

C½ � ¼ Nf g
@ Nf gT

@y
ð36cÞ

The continuity of n
*
� ~EE, n

*
� ~HH, n

*
. ~DD, and n

*
. B
*

, where
~nn is the unit normal vector perpendicular to an element
side in the transversal x–y plane, is enforced. Also, the
sample third-order triangular mesh is shown in Fig. 16,
and in order to satisfy the interelement conditions, it is
sufficient to apply the following at each nodal point along
each internal side

~nn�ðEp �
~EEqÞ¼ 0 ð37Þ

~nn� ð ~HHp �
~HHqÞ¼0 ð38Þ

~nn . ð ep

� �
~EEpþ xp

� �
~HHp � eq

� �
~EEq � xq

� �
~HHqÞ¼ 0 ð39Þ

~nn . ð mp

� �
~HHpþ Zp

h i
~EEp � mq

� �
~HHq � Zq

h i
~EEqÞ¼ 0 ð40Þ

where fE
*

p; ~HHpg and fEq; ~HHqg represent unconnected field
components in adjacent elements, p and q. To satisfy the
external boundary conditions at each nodal point along
each external side it is sufficient to enforce

~nn�E
*

p¼ 0 ð41aÞ

~nn . ð mp

� �
~HHpþ Zp

h i
~EEpÞ¼ 0 ð41bÞ

on electric walls and

~nn� ~HHp¼ 0 ð42aÞ

~nn . ð ep

� �
~EEpþ xp

� �
~HHpÞ¼ 0 ð42bÞ

on magnetic walls. From these equations, it can be found
that the total number of unknown is r6Np, where Np is
the number of nodal points.

As indicated in Ref. 94, the most important property of
the eigenvalue problem (30) now is the O(1/N) density of
the matrices [P], [Q], and [R]. This property ensures that

the maximum number of nontrivial matrix elements on
each row is independent of the dimension of the matrices.
Thus an upper bound of the densities becomes
r¼NNz=N2 � Oð1=NÞ, where Nz is the maximum number
of nonzero elements on each row and N is the matrix
dimension. Therefore, for large problems, sparse eigenva-
lue codes can be used to save significant amounts of
computer time an memory.

3.3. Extended Method of Line (MoL)

The normal method of line (MoL) [28] is very useful in the
analysis of planar radiative and transmissive microwave
components. This method was developed by mathemati-
cians and physicists in order to solve partial-differential
equations in the electromagnetic analysis of optical and
microwave devices, for the numerical solution of the
partial-differential Helmholtz equation. Originally devel-
oped to study planar waveguides, MoL was also extended
to study stratified microwave components with arbitrarily
shaped cross sections and microstrip discontinuities, in-
cluding one-dimensional and bidimensional resonators
and antennas. The latest extensions of this method have
been achieved to study gyrotropic media and microwave
components mounted on cylindrical or spherical struc-
tures.

The standard version of MoL, does not allow for the
study of elements with bianisotropic superstrate–sub-
strates. More recently, an extended MoL numerical pro-
cedure, which allows for the analysis of components in
the presence of any linear, inhomogeneous, or lossy
bianisotropic medium, has been developed [28]. Such an
extension is based on the generalization of the transmis-
sion-line equations for a general linear medium.

n

Element p

Element q

Figure 16. A portion of a sample of third-order mesh in the
bianisotropic region.
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Applying the curl Maxwell equations in a sourceless
bianisotropic region, and after some mathematical manip-
ulations, a set of transmission-line equations for a biani-
sotropic medium in Cartesian coordinates can be derived
as follows ðejotÞ

@½Et�

@ �zz
¼

Axx Axy

Ayx Ayy

" #
½Et� þ

Zxx Zxy

Zyx Zyy

" #
½ ~HHt� ð43aÞ

@½Ht�

@ �zz
¼

Yxx Yxy

Yyx Yyy

" #
½Et� þ

Bxx Bxy

Byx Byy

" #
½ ~HHt� ð43bÞ

where ½Et� ¼
Ex

Ey

" #
; ½Ht� ¼

Hx

Hy

" #
, ½ ~HHt� ¼ Z0½Ht�, and Z0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
.

The 16 operatorial tensor elements Aij;Bij;Yij;Zij, where i,
j¼ x, y, z, involve both the constitutive tensor entries and
the transverse derivatives and are given in Ref. 28 and
omitted here, and are very similar to the expressions
shown in Ref. 34.

It should be noted that Eqs. (43a) and (43b) can be
decoupled only for particular bianisotropic media whose
constitutive parameters allow the coupling matrices [A]
and [B] to vanish. The necessary and sufficient condition
on the medium constitutive tensors to obtain decoupled
equations, independently from the excitation, can be
written in the following form [28]

e½ � ¼

exx exy 0

eyx eyy 0

0 0 ezz

0

BB@

1

CCA; m½ � ¼

mxx mxy 0

myx myy 0

0 0 mzz

0

BB@

1

CCA;

x½ � ¼

0 0 xxz

0 0 xyz

xzx xzy 0

0
BB@

1
CCA; Z½ � ¼

0 0 Zxz

0 0 Zyz

Zzx Zzy 0

0
BB@

1
CCA ð44Þ

which represents the CGS of C2hðCsÞ above. Under such
circumstances, a standard MoL procedure similar to that
expressed in (43) can be used, and we have

@2½Et�

@ �zz2
¼ � ½PE�½Et�;

@2½Ht�

@ �zz2
¼ � ½QE�½Ht�: ð45a;bÞ

This set of equations can be easily discretized in two
dimensions and then diagonalized, and the electromag-
netic characteristics of the structure, as shown in Figs.
17a and 17b, can be further understood.

In the general case, an extended version of MoL needs
to be developed, as discussed in Ref. 28. Starting from
(43a) and (43b) and discretizing in the transverse plane as
in the standard MoL, a set of equations involving trans-

verse field components can be derived as follows

d½ÊEt�

d �zz
¼ ½ÂA�½ÊEt� þ ½ẐZ�½ĤHt� ð46aÞ

d½ĤHt�

d �zz
¼ ½ŶY�½ÊEt� þ ½B̂B�½ĤHt� ð46bÞ

where the symbol ^ stands for bidimensional discretiza-
tion. Here [ÊEt] and [ĤHt] depend only on z, respectively, as
shown in Fig. 18, where ÊEx and ĤHy are calculated on lines
denoted by ‘‘o’’, while ÊEy and ĤHx are sampled on lines
denoted by K. The other two sets, denoted by empty and
solid square dots, respectively, contain the lines in which
the central-difference derivatives are computed.

In Fig. 18, dx and dy are the discretization steps for the
central-difference operators along x and y, respectively.
The matrices ½ÂA�; ½ẐZ�; ½ŶY�; and ½B̂B� are obtained from
Eqs. (4), given in Ref. 28, substituting their elements
with discretized quantities. First of all, partial derivatives
are substituted with central-difference matrices ½D̂D�, also
including the boundary conditions.

0

x

y

z

0

x

y
z

(a) (b)

D1

D2

b

a

(c) 

Bianisotropic substratesBianisotropic substrates

Microstrip

Patch

PEC

(bi)(an)Isotropic chiral
substrate

Figure 17. Microstrip transmission lines and antenna on biani-
sotropic substrates.

dx

lx

ly
a

b

0

0

Ny
0+1

Nx
0+1

dy

Figure 18. Rectangular patch with discretization lines.
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Equations (46a) and (46b) are the algebraic discretized
versions of the generalized transmission line equations,
and they can be changed into

d½ĉc�
d �zz
¼

ÂA ẐZ

ŶY B̂B

" #
½ĉc� ð47Þ

where ½ĉc� ¼ ÊEt ĤHt

� �T
and the superscript ‘‘T’’ represents

the transpose of matrix. It is evident that the solution to
(47) is in the form of an exponential matrix, which is well
documented in Ref. 4 and used elsewhere in the literature
[34,38–40,50–54] by enforcing certain boundary conditions.

As a numerical example, Fig. 19 shows the geometry of
a patch cavity resonator loaded with a bianisotropic sub-
strate, and the resonant frequency versus patch side
length is depicted in Fig. 20 for er¼ 2:0, D¼ 0.8 mm, and
a¼ b¼10 cm.

In Fig. 18, the bianisotropic substrate is characterized
by the CGS of D2dðC2vÞ, and

e½ � ¼ e0er

1 0 0

0 1 0

0 0 1

2

666664

3

777775
; m½ � ¼ m0

1 0 0

0 1 0

0 0 1

2

666664

3

777775
;

x½ � ¼ c�1
0

0 jx 0

jx 0 0

0 0 0

2
666664

3
777775
; Z½ � ¼ � x½ �

ð48Þ

where c0¼ 3� 108 m=s. It is seen that, compared to the
isotropic case, the resonant frequency changes very little
for a given patch width, and this is because the bianiso-
tropic substrate is supposed to be very thin and the
magnetoelectric coupling effect is very weak [28].

3.4. Finite-Difference Time-Domain Method (FDTD)

The finite-difference time-domain (FDTD) method [95] is
the most popular three-dimensional full-wave numerical
algorithm that has been used to model electromagnetic

phenomena and interactions in various fields. The simpli-
city and effectiveness of FDTD method stem from the
utilization of a Cartesian grid from the discretization of
the structure, with appropriate staggering of the un-
known discrete values of the components of the electric
and magnetic field vectors in such a manner that the curl
operations in Maxwell’s equations can be approximated in
terms of second-order accurate finite differences. The
staggering of the fields is known as the Yee lattice. This
discretization results in a state space representation of the
discrete values of all six components of the electric and
magnetic fields on the grid. The simplicity and versatility
of the FDTD algorithm, combined with its suitability for
parallel implementation, has prompted aggressive re-
search and development toward its further enhancement.

In the time domain, the constitutive equations of
biisotropic chiral media can be expressed by

~DDðtÞ¼ e~EEðtÞþ
w
c0

~HHðtÞ �
1

c0

Z t

0
k0ðtÞ ~HHðt� tÞdt ð49aÞ

~BBðtÞ¼ m ~HHðtÞþ
w
c0

~EEðtÞ �
1

c0

Z t

0
k0ðtÞ~EEðt� tÞdt ð49bÞ

X

Y
Z

Da

Bianisotropic
substrate

b
Patch lp2

lp1

Figure 19. A patch cavity resonator loaded
with a bianisotropic substrate.
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Figure 20. Resonant frequency versus patch side length [28].
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and (49a) and (49b) respectively can be further discretized
as

~DDðnÞ¼ e~EEðnÞþ
w
c0

~HHðnÞ

�
1

c0

Xn�1

m¼ 0

~HHðn�mÞ

Z ðmþ 1ÞDt

mDt

k0ðtÞdt

ð50aÞ

~BBðnÞ¼ m ~HHðnÞþ
w
c0

~EEðnÞ

�
1

c0

Xn�1

m¼ 0

~EEðn�mÞ

Z ðmþ 1ÞDt

mDt

k0ðtÞdt

ð50bÞ

The complex time-domain chirality parameter k̂k0ðtÞ is
defined as [95]

k̂k0ðtÞ¼ � j
to2

0ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

q e½�xo0tþ jðf�o0

ffiffiffiffiffiffiffiffi
1�x2
p

t� ð51Þ

while the time-domain chirality parameter should be the
real part of k̂k0ðtÞ, and

k0ðmDtÞ¼

Z ðmþ 1ÞDt

mDt

k0ðtÞdt ð52aÞ

k̂k0ðmDtÞ¼

Z ðmþ 1ÞDt

mDt

k̂k0ðtÞdt ð52bÞ

In the time domain, the time dependences of both permit-
tivity and permeability are described by the following
equations:

eðtÞ¼ e0 e1dðtÞþ
ðes � e1Þo0ee

�o0exet

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

e

q sinðo0e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

e

q
tÞ

2
64

3
75

ð53aÞ

mðtÞ¼ m0 m1dðtÞþ
ðms � m1Þo0me�o0mxmt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

m

q sinðo0m

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

m

q
tÞ

2
64

3
75

ð53bÞ

Further, (50a) and (50b) respectively become [95]

~DDðnÞ¼ e0e1~EEðnÞþ
w
c0

~HHðnÞþ e0Re½ŵweð0Þ�
~EEðnÞ

þ e0Re ~̂cc~cc
E

we
ðn� 1Þeð�xe þ j

ffiffiffiffiffiffiffiffi
1�x2

e

p
Þo0eDt

h

�
Re½k̂k0ð0Þ�

c0

~HHðnÞ �
1

c0
Re½~̂cc~cc

H

k ðn� 1Þ

� eð�x�j
ffiffiffiffiffiffiffiffi
1�x2
p

Þo0Dt�

i

ð54aÞ

~BBðnÞ¼ m0m1 ~HHðnÞþ
w
c0

~EEðnÞþ m0Re½ŵwmð0Þ�
~HHðnÞ

þ m0Re ~̂cc~cc
H

wm
ðn� 1Þeð�xm þ j

ffiffiffiffiffiffiffiffiffi
1�x2

m

p
Þo0mDt

h

þ
Re½k̂k0ð0Þ�

c0

~EEðnÞþ
1

c0
Re½~̂cc~cc

E

k ðn� 1Þ

� eð�x�j
ffiffiffiffiffiffiffiffi
1�x2
p

Þo0Dt�

i

ð54bÞ

where

~̂cc~cc
F

jðnÞ¼
Xn�1

m¼ 0

~FFðn�mÞĵjðmÞ ð54cÞ

Finally, the general algorithm for dispersive biisotropic
chiral media can be found, and in this algorithm [95],
we must

1. Update the y component of the electric displacement
Dy

iþ ð1=2Þðnþ
1
2Þ and the magnetic flux density

By
iþ ð1=2Þðnþ ð

1
2ÞÞ by

Dy
iþ 1=2 nþ

1

2

� �
¼ e0e1Ey

iþ1=2 nþ
1

2

� �

þ e0Re½ŵweð0Þ�E
y
iþ 1=2 nþ

1

2

� �

þ e0Re½ĉcEy

weiþð1=2Þ
n�

1

2

� �
eð�xe þ j

ffiffiffiffiffiffiffiffi
1�x2

e

p
Þo0e

Dt

þ
w
c0

Hy
iþð1=2Þ nþ

1

2

� �

�
Re½k̂k0ð0Þ�

c0
Hy

iþð1=2Þ nþ
1

2

� �

�
1

c0
Re½ĉcHy

kiþð1=2Þ
n�

1

2

� �
eð�x�j

ffiffiffiffiffiffiffiffi
1�x2
p

Þo0Dt��

ð55aÞ

By
iþ 1=2 nþ

1

2

� �
¼m0m1Hy

iþ 1=2 nþ
1

2

� �

þm0Re½ŵweð0Þ�H
y
iþ 1=2 nþ

1

2

� �

þm0Re½ĉcEy

wmiþ ð1=2Þ n�
1

2

� �
eð�xm þ j

ffiffiffiffiffiffiffiffiffi
1�x2

m

p
Þo0m

Dt

þ
w
c0

Ey
iþ 1=2 nþ

1

2

� �

þ
Re½k̂k0ð0Þ�

c0
Ey

iþ ð1=2Þ nþ
1

2

� �

þ
1

c0
Re½ĉcEy

kiþð1=2Þ
n�

1

2

� �
eð�x�j

ffiffiffiffiffiffiffiffi
1�x2
p

Þo0Dt��

ð55bÞ
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2. Update the x component of the electric displacement
Dx

i ðnþ 1Þ and the magnetic flux density Bx
iþ 1ðnþ 1Þ

by

Dx
i ðnþ1Þ¼ e0e1Ex

iþ1ðnþ1Þþ e0Re½ŵweð0Þ�E
x
iþ1ðnþ1Þ

þ e0Re½ĉcEx

weiþ ð1Þ
ðnÞeð�xe þ j

ffiffiffiffiffiffiffiffi
1�x2

e

p
Þo

0e
Dtþ

w
c0

Hx
i ðnþ1Þ

�
Re½k̂kð0Þ�

c0
Hx

i ðnþ1Þ

�
1

c0
Re½ĉcHx

ki
ðnÞeð�x�j

ffiffiffiffiffiffiffiffi
1�x2
p

Þo
0
Dt��

ð56aÞ

Bx
i ðnþ 1Þ¼ m0m1Hx

i ðnþ 1Þ

þ m0Re½ŵwmð0Þ�H
x
i ðnþ 1Þ

þ m0Re½ĉcEx
wmi
ðnÞeð�xm þ j

ffiffiffiffiffiffiffiffiffi
1�x2

m

p
Þo

0m
Dt

þ
w
c0

Ex
i ðnþ 1Þþ

Re½k̂k0ð0Þ�
c0

Ex
i ðnþ 1Þ

þ
1

c0
Re½ĉcEx

ki ðnÞe
ð�x�j

ffiffiffiffiffiffiffiffi
1�x2
p

Þo0Dt��

ð56bÞ

On the basis of (56a) and (56b), the interaction of a
transient microwave signal with biisotropic media can be
fully understood, in particular the material dispersion and
loss effects.

To use biisotropic and bianisotropic chiral media to
fabricate certain microwave devices, there are still many
challenging problems that need to be explored further,
such as the control or optimization of material parameters
and their measurements.
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lower-frequency regions, without affecting the radiation
pattern.

3. TRIANGULAR (BOWTIE) ANTENNAS

A triangular plate antenna above a conducting ground
plane and a bowtie antenna are shown in Figs. 10a and
10b. These antennas also possess broadband characteris-
tics, though not as broad as a solid conical antenna. The
theoretical characteristics of the bowtie antenna have
been obtained numerically [20] by using the method of fi-
nite-difference time domain (FDTD). Figures 11a and 11b
show the calculated input impedance. The input imped-
ance of the triangular plate antenna above the ground
plane is half of that of the bowtie antenna.

The far-zone electric field patterns in the x–y plane and
in the x–z plane are shown in Figs. 12a and 12b, respec-
tively. Note that the radiation is enhanced in the direction
perpendicular to the antenna plate for the antenna length
2htl, because the radiation from the antenna surface
current is added in phase in that direction. The theoretical
directivity gain of the bowtie antenna in the direction of
the x axis is shown in dBi in Fig. 13 versus the antenna
length 2h/l for various cone angles [20]. It is noted here
that the bowtie antenna can also be simulated by several
radial wire rods as the solid biconical antenna.

BIBLIOGRAPHY

1. S. A. Schelkunoff, Principal and complementary waves in
antennas, Proc. IRE 34(1):23–32 (1946).

2. S. A. Schelkunoff, Advanced Antenna Theory, Wiley, New
York, 1952.

3. P. D. P. Smith, The conical dipole of wide angle, J. Appl. Phys.
19(1):11–23 (1948).

4. C. T. Tai, On the theory of biconical antennas, J. Appl. Phys.
19(12):1155–1160 (1948).

5. C. T. Tai, Application of variational principle to biconical
antennas, J. Appl. Phys. 20(11):1076–1084 (1949).

6. C. H. Papas and R. W. P. King, Radiation from wide-angle
conical antennas fed by a coaxial line, Proc. IRE 39(1):49–51
(1951).

7. S. A. Saoudy and M. Hamid, Input admittance of a biconical
antenna with wide feed gap, IEEE Trans. Anten. Propag.
38(11):1784–1790 (1990).

8. V. Badii, K. Tomiyama, and D. M. Grimes, Biconical trans-
mitting antennas, a numerical analysis, Appl. Comput. Elect-

romagn. Soc. J. 5(1):62–93 (1990).

9. J. G. Maloney, G. S. Smith, and W. R. Scott, Jr., Accurate
computation of the radiation from simple antennas using the
finite-difference time-domain method, IEEE Trans. Anten.

Propag. 38(7):1059–1068 (1990).

10. G. H. Brown and O. M. Woodward, Jr., Experimentally de-
termined radiation characteristics of conical and triangular
antennas, RCA Rev. 13(4):425–452 (1952).

11. R. M. Bevensee, Handbook of Conical Antennas and Scatter-

ers, Gordon & Breach, New York, 1973.

12. C. Polk, Resonance and supergain effects in small ferromag-
netically or dielectrically loaded biconical antennas, IRE
Trans. Anten. Propag. 7(special suppl.):414–423 (1959).

13. J. R. Wait, Electromagnetic radiation from conical structures,
in R. E. Collin and F. J. Zucker, eds., Antenna Theory,
McGraw-Hill, New York, 1969.

14. S. Adachi, A theoretical analysis of semi-infinite conical an-
tennas, IEEE Trans. Anten. Propag. 8:534–547 (l960).

15. C. E. Smith, C. M. Butler, and K. R. Umashanker, Charac-
teristics of a wire biconical antenna, Microwave J. 22(9):37–40
(1979).

16. O. Givati and A. P. C. Fourie, Analysis of skeletal wire conical
antennas, IEEE Trans. Anten. Propag. 44:844–858 (1996).

17. S. Adachi, R. G. Kouyoumjian, and R. G. Van Sickle, The finite
conical antenna, IEEE Trans. Anten. Propag. 7(special
suppl.):S406–S411 (1959).

18. L. L. Bailin and S. Silver, Exterior electromagnetic boundary
problem for sphere and cones, IRE Trans. Anten. Propag.
4(1):5–16 (1956); corrections 4(3):313 (1957).

19. A. G. Kandoian, Three new antenna types and their applica-
tions, Proc. IRE 70W–75W (1946).

20. Private communication from Y. He, T. Uno, and S. Adachi,
1997.

COPLANAR STRIPLINE (CPS) COMPONENTS

YOUNG-HO SUH

Mimix Broadband Inc.
Houston, Texas

1. INTRODUCTION

Coplanar stripline (CPS) is an attractive uniplanar trans-
mission line offering flexibility in the design of planar mi-
crowave and millimeter-wave circuits, especially in
mounting the solid-state device in series or shunt with
no via holes. Its balanced structure is useful in applica-
tions such as printed dipole antenna feeding, rectennas,
uniplanar mixers [1], integrated optic traveling-wave
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Figure 13. Directivity gain of a bowtie antenna in x direction
(from Ref. 20).
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modulators [2], optical control microwave attenuators and
modulators [3], and other optoelectric devices [4,5]. CPS
characteristics include low loss, small dispersion, small
discontinuity parasitics, comparable insensitivity to sub-
strate thickness, and simple implementation of open-
ended or short-ended strips.

A few studies regarding CPS components modeling and
filter applications have been performed. In 1996, CPS dis-
continuities such as open and short circuits, series gap,
spur slot, and spur strip were investigated [6]. In Ref. 6,
each discontinuity was represented as an equivalent
lumped element. The CPS open circuit was represented
as a shunt capacitor, CPS short circuit was represented as
a shunt inductor, and the CPS series gap was represented
as a series capacitor. A quarter-wavelength spur slot and
spur strip were represented as a series short circuit and a
shunt open circuit, respectively. Simons et al. [6] also
proposed CPS component measurement method using
thru-reflect-line (TRL) calibration with CPS on-water
standards for the first time. In 1997, CPS discontinuities
and their applications to bandstop [7] and bandpass [8]
filters were studied by using the spur-strip and the spur-
slot resonators. Goverdhanam et al. [7] introduced various
CPS components such as a narrow transverse slit, a sym-
metric step, a right-angle bend, and a tee junction. Fan
et al. [9] proposed uniplanar hybrid ring couplers and a
branchline hybrid coupler using an asymmetric CPS with
25% and 10% bandwidths, respectively, at a center fre-
quency of 3 GHz in 1997. A lumped-element CPS lowpass
filter was designed in 1998 [10] using spiral inductors and
interdigital capacitors, and a CPS lowpass filter using
a transverse slit and a parallel-coupled gap of CPS dis-
continuities was presented in 1999 [11]. Kim et al. intro-
duced a CPS MEMS phase shifter that could be easily
packaged or integrated into the waveguide in 2003 [12].
Lumped-element models of CPS circuits and discontinu-
ities were extracted using a full-wave method of moments
[13]. A new deembedding technique called a ‘‘short
(circuit)/open(circuit) calibration scheme’’ is applied to cal-
ibrate these calculated models for accurate circuit model
extraction.

Comparably extensive work has been reported in co-
planar waveguide (CPW) components such as resonators
and filters. Dib et al. investigated CPW discontinuities
based on the solution of an appropriate surface integral
equation in the space domain in 1991 [14]. In 1998, [15],
Hettak et al. reported various types of CPW series reso-
nators and their applications to filters and in 1999 they
described CPW shunt stubs printed within the center con-
ductor and implemented miniature filters were with these
shunt stubs [16]. However, CPW shunt stub resonator re-
quires additional airbridges or bonding wires, which
might increase the fabrication cost and complexity. CPW
series resonators require a large conductor area and, the
structure of the CPW bandpass filter using CPW series
resonators is comparably complex.

This article is organized into three major parts: (1) re-
view and investigation of CPS characteristics; (2) intro-
duction of CPS circuit components such as resonators,
filters, and tee junction; and (3) CPS applications to an-
tennas and wireless power transmission.

First, a CPS characteristics analysis using a quasi-
TEM analytical equation derived by the conformal map-
ping method is described. The relationship between the
characteristic impedance and CPS strip width and gap is
analyzed. Transmission-line loss is analyzed as a function
of characteristic impedance of CPS. Parameter variations
due to change in substrate height are discussed. From the
analysis, the design considerations for practical CPS com-
ponent implementations are discussed. Following a brief
analysis of CPS, new types of CPS components and their
performances are presented. Six types of CPS resonator
are first introduced and their performances are analyzed
in terms of Q factor or bandwidth. CPS resonators are re-
alized with open-ended and short-ended strips in various
configurations, and lumped-element equivalent circuits
for the resonators are presented. The appropriate circuit
configuration for high Q factor is analyzed. The relation-
ship between CPS characteristic impedance and CPS at-
tenuation is briefly discussed for high Q factor. Two new
classes of CPS bandpass filter are presented using the
resonators discussed here for narrow- and wideband ap-
plications, and their lumped-element equivalent circuits
are presented. A novel, simple CPS lowpass filter is pre-
sented using a CPS line loaded with interdigital capaci-
tors. The lowpass filter is easily reproducible using a
prototype of the desired filter type with the selected cut-
off frequency.

A new method of microstrip-fed CPS tee junction is
introduced without using bonding wires or via holes. For
the tee junction, novel coupled CPS (CCPS) is presented
and its performance is discussed. Tee-junction applica-
tions are demonstrated in a twin-dipole antenna and
a dipole phased array with detailed illustrations and
photographs.

Microstrip-to-CPS transition for CPS component mea-
surements is briefly discussed. The transition presented
in this article enables convenient CPS components mea-
surement with a conventional network analyzer using the
common short (circuit)/open (circuit) load-thru (SOLT)
calibration method.

All the CPS components presented in this article is
fabricated on the RT/Duroid 5870 substrate with 1 oz cop-
per cladding, 20 mil substrate height, and the dielectric
constant of 2.33.

2. CPS CHARACTERISTICS ANALYSIS FOR THE
DESIGN CONSIDERATION

The structure of CPS on a finite substrate is illustrated
in Fig. 1. Analytical techniques for calculating the char-
acteristic impedance, the effective dielectric constant,
and dielectric and conductor losses of the CPS are de-
scribed in Refs. 12–14. Closed-form quasi-TEM parame-
ters for the symmetric coplanar stripline on finite
substrate thickness are necessary for practical purposes,
which is extensively discussed in Ref. 20a. Loss mecha-
nisms considered in this article are conductor (ac) and
dielectric (ad) losses.
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Dielectric loss (ad) is independent of the geometry of the
line and can be expressed as follows:

ad¼ 27:3
erffiffiffiffiffiffi
ere
p

ere � 1

er � 1

tan d
l0

ðdB=unit lengthÞ ð1Þ

Effective dielectric constant (ere) is represented as

ere¼ 1þ
er � 1

2

K 0ðk1Þ

Kðk1Þ

Kðk2Þ

K 0ðk2Þ
ðF=unit lengthÞ ð2Þ

where er is the dielectric constant and K(K), K0(K) are the
complete elliptic integrals of the first kind and its comple-
ment, respectively. k1 and k2 are expressed as

k1¼
s

sþ 2W
¼

a

b
ð3Þ

k2¼
sinhðpa=2hÞ

sinhðpb=2hÞ
ð4Þ

where h represents substrate thickness, s is the gap be-
tween the CPS strips, and W is the width of the CPS strip.
K(k) can be found with series expansion approximation as
for 0rkr0.707

KðkÞ¼
p
2

1þ 2
k2

8
þ 9

k2

8

� �2
(

þ 50
k2

8

� �3

þ 306:25
k2

8

� �4

þ � � �

) ð5Þ

and for 0.707rkr1

KðkÞ¼pþ ðp� 1Þ
k02

4

� �

þ 9 p�
7

6

� �
k04

64

� �

þ 25 p�
37

30

� �
k06

256

� �
þ � � �

ð6Þ

where

p¼ ln
4

k0
ð7Þ

k0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
p

ð8Þ

K0(k) can be obtained from K0(k)¼K(k0) and applied to se-
ries expansions.

The conductor loss (ac) of a CPS expression is given as

ac¼
8:68Rs

ffiffiffiffiffiffi
ere
p

480pKðk1ÞK 0ðk1Þð1� k2
1Þ

�
1

a
pþ ln

8pað1� k1Þ

tð1þ k1Þ

� �� ��

þ
1

b
pþ ln

8pb

t

1� k1

1þ k1

� �� ��
ðdB=unit lengthÞ

ð9Þ

a, b, and k1 are as defined in (3). K(K) and K0(K) can be
obtained from (5)–(8) with the property of K0(K)¼K(K0). t
is the strip thickness and Rs is the surface resistance, de-
fined as

Rs¼

ffiffiffiffiffiffiffiffiffi
om0

2s

r
ðOÞ ð10Þ

where s is the metallic strip conductivity. These equations
assume strip thickness t43d, t5a, and t5(b–a), where d
is skin depth, expressed as

d¼

ffiffiffiffiffiffiffiffiffi
2

oms

s

ðunit lengthÞ ð11Þ

Total attenuation, including dielectric and conductor
losses at 10 GHz, is plotted in Fig. 2 with a fixed strip
width (W¼ 1.5 mm) and separation between the strips (s)
increased from 0.1 to 20 mm. It is observed that the wider
is the separation (s), the lower the total attenuation (acþ ad)
and the higher the characteristic impedance (Z0) are
achieved. In other words, the higher the characteristic
impedance of CPS, the lower the transmission-line

Magnetic field lines 

Electric field lines 

W s

t

h �r

Figure 1. Coplanar stripline (CPS) structure
(from Ref. 20b with permission from IEEE).
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attenuation that can be achieved. In the relationship be-
tween the dielectric constant of the substrate and the total
attenuation, the higher is the dielectric constant, the high-
er is the total attenuation. For a practical design, moder-
ate characteristic impedance with a proper dielectric
constant substrate is used for low attenuation. Hence,
Fig. 2 is useful for selecting CPS component design
parameters.

3. CPS RESONATORS

3.1. Open-Ended T-Strip Resonators

Two types (A and B) of open-ended T-strip resonator are
presented in this section. The structure of resonator type
A and its lumped-element equivalent circuit are illustrat-
ed in Fig. 3. Resonator type A consists of open-ended T
strips with 0.5 mm width and around lg/2 (0.42 lg) or
25.4 mm length, placed outside the strips designed to
operate at a center frequency of B4.28 GHz. As shown in

Fig. 3, the CPS transmission line is represented as
lumped-element LC circuits. The T strips become induc-
tor, and gap1 induces coupling capacitance due to the cou-
pling with CPS strips. Hence, T strips can be represented
as a shunt series resonator (L0C0 circuit), which exhibits
bandstop behavior. The narrower is the gap1, the higher is
the loaded Q (QL) value, due to the strong coupling and the
low loss at gap1.

As discussed in Section 2, CPS transmission-line at-
tenuation is reduced when the CPS strip separation (s)
widens, as shown in Fig. 2. Accordingly, the narrower the
gap1, and greater the s will increase the loaded Q(QL).
Computed loaded (QL) and unloaded Q(QU) values are
displayed in Table 1 with various gap1 and s values. The
computation was performed using a commercial full-wave
electromagnetic simulator, which uses the method of mo-
ments. Table 1 shows that the narrow gap1 and the wide s
configuration provide a high QL value, and QU values are
similar in every configuration. QU calculation of the band-
stop resonator [21] is expressed as

QU¼
QLffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� 2� 10�L=20Þ
p ð12Þ

Where QL is the loaded Q, expressed as

QL¼
f0

Df3 dB
ð13Þ

f0, Df3 dB, and L represent the center frequency, the 3 dB
insertion loss bandwidth, and the insertion loss at the
center frequency, respectively.

Measured and simulated frequency responses of this
type of resonator with 0.6 mm of s and 0.5 mm of gap1 are
shown in Fig. 4. A measured QL of 97.27 is achieved with a
resonance frequency of 4.28 GHz with a 3 dB insertion loss
bandwidth of 44 MHz. QU of 97.44 is obtained from (12)
with the insertion loss (L) of –27.53 dB at the center fre-
quency. Measured Q values agree with simulated result
(QL¼ 101.9 and QU¼ 102.05) displayed in Table 1.

Resonator type B consists of open-ended T strips placed
inside the CPS transmission line. The structure of reso-
nator type B and lumped-element equivalent circuit are
shown in Fig. 5.

Gap2, gap3, and the open-ended T-strip width are all
0.5 mm. To place the open-ended T strips between the nar-
rowly spaced CPS strips, the transmission-line gap s is
widened from 0.6 to 2.5 mm, which corresponds to the
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Figure 2. Total attenuation (acþ ad) of a CPS as a function of gap
separation (s) at 10 GHz. The strip width (W) is fixed at 1.5 mm. A
20-mil-height, 2.33 dielectric constant, and 1-oz copper cladding
substrate was used (from Ref. 20b with permission from IEEE).

W

s

L'

C'

25.4 mm

0.5 mm (gap1)

L2

C2C1

L1

Figure 3. CPS resonator using open-ended T strips and its
lumped-element equivalent circuit (type A) (from Ref. 20b with
permission from IEEE).

Table 1. Simulated Loaded Q (QL) and Unloaded Q (QU) of
Resonator Type A (from Ref. 20b with permission from
IEEE)

Gap1 (mm) s (mm) QL QU

0.25 0.6 113.6 114.7
1.2 114.1 115.6

0.5 0.6 101.9 102.05
1.2 104.7 105.2

1 0.6 62.6 72.8
1.2 76.3 79.1
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impedance value increase from 184 to 250O. Despite this
increase in impedance, little insertion loss deterioration
occurs and the return loss response is better than 10 dB.
The open-ended T-strip length is around lg/2 (0.39lg) or
25.4 mm at the center frequency of near 4.02 GHz. This
type of resonator, similar to type A, has also coupling
capacitance at gap2, and additional capacitance takes
place at gap3.

Table 2 describes the simulated Q values of resonator
type B with various gap2 and gap3 values. The gap3 value
corresponds to s value, which is the CPS separation be-
tween two strips. The narrower the gap2 and the wider the
s, the higher the QL values, due to the stronger coupling
capacitance and, accordingly, the lower transmission-line
attenuation, as shown in Fig. 2 from CPS analysis in Sec-
tion 2. It can be concluded that the higher characteristic
impedance corresponds to the higher QL values for CPS
resonators as shown in Tables 1 and 2 and Fig. 2.

Simulated and measured frequency responses of the
type B resonator are shown in Fig. 6. Measured QL and QU

values of resonator type B, with 0.5 mm of gap2 and gap3,

are 98.04 and 98.09, respectively. The 3 dB insertion loss
bandwidth is 41 MHz, and the insertion loss (L) is
� 32.22 dB at the center frequency. The simulated QL

and QU values are 121.25 and 121.27, respectively, as
given in Table 2.

3.2. T-Slot Resonator

A T-slot resonator (type C) can be considered as a comple-
mentary structure of the type A resonator. Its structure is
illustrated in Fig. 7. Similar to the spur-slot resonator in
Ref. 7, a T slot can be considered as series short-ended
stubs or shunt open-ended stubs where each arm mea-
sures a quarter-wavelength.

The frequency response of this resonator exhibits band-
stop behavior and the lumped-element equivalent circuit
is represented as a shunt–series resonator (L0C0 circuit).
The length of the T slot is about lg/2 (0.47lg) or 25.4 mm at
a center frequency of B4.78 GHz. The width of the T slot
(gap4) is 0.5 mm, and s and W are 0.6 and 1.5 mm, respec-
tively.

It is found that the T-slot resonator has a QL value
much higher than that of open-ended T-strip resonators,
mainly because the T-slot resonator’s metallic area is
much smaller than that of the T-strip resonator due to
and thus the radiation loss of the former is much less.
Simulated QL and its corresponding QU are described in
Table 3.

Loaded Q (QL) of the T-slot resonator is B262.93 with
gap4 0.5 mm and s 0.6 mm, while open-ended T-strip res-
onators such as types A and B have QLo150. The T-slot
resonator is also found to be less sensitive to gap4 and s
than is the open-ended T-strip resonator.

Similar to the case of two T-strip resonators, the value
of QL increases when gap4 is reduced and s is increased.
This is due to the higher coupling at gap4 and lower
attenuation when s is increased. Wider s corresponds to
higher characteristic impedance with fixed W for CPS as
discussed in Section 2. While the relationship between the
characteristic impedance and the value of QL follows the
results of T-strip resonators, values of QL are not very
sensitive to gap4 and s or the characteristic impedances.
This implies that the resonance energy is stored more ef-
fectively with the slot configuration than with the strip
one.

It can be concluded that the higher characteristic im-
pedance corresponds to the higher QL values for CPS res-
onators from the results of T-strip and T-slot resonators,
and that the T-slot resonator has better performance in
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Figure 4. Simulated and measured frequency responses for
open-ended T-strip resonator (type A) with gap1 0.5 mm and s

0.6 mm (from Ref. 20b with permission from IEEE).
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Figure 5. CPS resonator using open-ended T strips and lumped-
element equivalent circuit (type B) (from Ref. 20b with permission
from IEEE).

Table 2. Simulated Loaded Q (QL) and Unloaded Q (QU) of
Resonator Type B (from Ref. 20b with permission from
IEEE)

Gap2 (mm) Gap3 (mm) QL QU

0.25 0.5 127.2 129.1
1.0 129.7 130.6
2.0 136.1 137.4

0.5 0.5 121.25 121.27
1.0 124.3 125.2
2.0 134.3 134.9
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terms of the Q factors but insensitive to the characteristic
impedance (see Tables 1–3 and Fig. 2).

Type C resonator simulated and measured frequency
responses are shown in Fig. 8. Measured QL and its cor-
responding QU values of resonator type C, with 0.6 mm of s
and 0.5 mm of gap4 are 244.2 and 245.7, respectively. The
3 dB insertion loss bandwidth is 41 MHz, and the insertion
loss (L) is � 43.7 dB at the center frequency. These Q val-
ues are also close to simulated results (QL¼262.93 and QU¼

263.37) given in Table 3.

3.3. Square-Ring-Shape Open-Ended Strip Resonator

The square-ring-shape open-ended strip resonator (type
D) has two open-ended strips located outside the strips,
similar to type A. These open-ended strips are bent to have
square forms. The structure of square-ring-shape open-
ended strip resonator is shown in Fig. 9.

The length of the open-ended strip is about 0.32lg

(15.52 mm) at a center frequency of B5.08 GHz. This res-
onator has a shorter coupling arm (4.625 mm) than do
types A and B. Therefore, open-ended strips have loose
coupling and induce high losses. Two open-ended strips
are purposely located asymmetrically to prevent any pos-

sible radiation as does the dipole antenna. The asymmet-
ric structure induces a spurious response around 6.1 GHz.

Measured and simulated return and insertion losses of
this resonator are illustrated in Fig. 10. Measured QL and
QU of this resonator are 23.51 and 23.87, respectively. The
3 dB insertion loss bandwidth is 216 MHz and the inser-
tion loss (L) is � 18.3 dB at the center frequency. Simu-
lated QL and QU are 38.1 and 38.51, respectively.

Compared to resonators A and B, which consist of open-
ended T strips, the type D resonator is compact but its QL

is low. Hence, this resonator would be useful for applica-
tions requiring spatial efficiency with moderate bandstop
purpose.

3.4. Short-Ended Strip Resonators

One merit of the uniplanar transmission line is the con-
venient implementation of the short-ended strips with no
via holes. Two types of short-ended strip resonator (types
E and F) are introduced and investigated. Resonator type
E utilizes a short-ended strip, in contrast to resonator
types A, B, and D as illustrated in Fig. 11.

The total length of the short-ended strip is about 0.44lg

(13.7 mm), which is around lg/2, with 0.5 mm width at a
center frequency of B8 GHz. The transmission line is wid-
ened, similar to that of resonator type B, when the short-
ended strip is placed between the CPS strips but little in-
sertion loss deterioration occurs and return loss is
410 dB. The short-ended strip becomes an inductor and
gap4 induces coupling capacitance due to coupling with
CPS strips. This short-ended strip and gap4 consist of a
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Figure 6. Simulated and measured frequency
responses for open-ended T-strip resonator
(type B) with gap2 and gap3 0.5 mm and s

0.6 mm (from Ref. 20b with permission from
IEEE).
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Figure 7. CPS resonator using T slots and its lumped-element
equivalent circuit (type C).

Table 3. Simulated Loaded Q (QL) and Unloaded Q (QU) of
Resonator Type C

Gap4 (mm) s (mm) QL QU

0.25 0.6 265.00 265.52
1.2 266.20 267.26
1.8 267.24 267.97

0.5 0.6 262.93 263.37
1.2 263.97 264.90
1.8 264.37 266.55
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shunt–parallel resonator (L00C00 circuit), which acts as
bandpass behavior.

Measured and simulated frequency responses of this
resonator are illustrated in detail in Fig. 12. A measured
insertion loss of 0.12 dB is achieved at a center frequency
of 8.12 GHz. This type of resonator can be utilized for
bandpass filter applications. The measured bandwidth of
o3 dB insertion loss and 410 dB return loss is around
3 GHz (36.94%) with resonator type E.

For resonator type F, two short-ended strips are
attached together in a closed polygon configuration as
shown in Fig. 13. Similar to the type E resonator, coupling
capacitance at gap5 and the short-ended strip inductance
consist in a shunt parallel resonator (L00C00 circuit), which
exhibits bandstop behavior. The total length of the short-
ended strip is about 1.1lg (48.1 mm) at a center frequency
of B5.4 GHz. The transmission-line gap s is widened
similar to that of resonator types B and E.

Frequency responses of this resonator are illustrated in
Fig. 14. The measured bandwidth of o3 dB insertion loss
and 410 dB return loss is B0.84 GHz (15.67%). A mea-
sured insertion loss of 0.5 dB was achieved at a center fre-

quency of 5.36 GHz. The bandwidth of resonator type F is
almost half that of resonator type E, which is due to the
cascading of two identical resonators.

Six different types of resonator are presented, and their
performances are analyzed. As discussed, the T-slot reso-
nator (type C) has the highest QL among four different
bandstop resonators and resonator type E has the widest
passband bandwidth between the two different short-end-
ed strip resonators. As shown in Tables 1–3 and Fig. 2,
CPS resonators can have high QL when high characteris-
tic impedance and strong coupling capacitance are em-
ployed. Many variations and combinations of these six
resonators are possible. Therefore, these resonators would
be very useful for designing CPS filters.
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Figure 8. Simulated and measured frequency responses for a
T-slot resonator (type C).
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Figure 9. Square-ring-shape open-ended strip CPS resonator
and its lumped-element equivalent circuit (type D) (from Ref.
20b with permission from IEEE).
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Figure 10. Simulated and measured frequen-
cy responses for square-ring-shape resonator
(type D) (from Ref. 20b with permission from
IEEE).
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4. CPS FILTERS

This section describes two new classes of CPS bandpass
filter that utilize combinations of the resonators presented
in Section 3. Design methods for CPS bandpass filters are
presented and discussed. These bandpass filters have good
passband insertion loss and wide stopband suppressions.
The simple CPS lowpass filter design method is also dis-
cussed with practical circuit implementation.

4.1. Bandpass Filter Realization Using Multiple Short-Ended
Strips

This type of bandpass filter uses type E resonators pre-
sented in Section 3. The structure and the lumped-ele-
ment equivalent circuit of this filter are shown in Fig. 15.

A transmission line with periodically loaded reactive
cells has the characteristic of filters. One reactive cell can
be formed with resonator type E, which exhibits bandstop
behavior. The total length of the unit cell is around lg/2
(0.41lg) or 12.5 mm at a center frequency of 8 GHz. The
spacing between neighboring cells is one of the most
important factors for bandpass filter design in periodic
structures.

Because of the structural dimension of the unit cell,
uniform spacing between unit cells is impossible. Hence,
two neighboring cells are grouped as a subcell. This band-
pass filter, correspondingly, has two subcells. The inter-
unit-cell spacing within the subcell is optimal at 2 mm;
spacing under 2 mm manifests loose band rejection at
stopbands, while spacing exceeding 2 mm between exhib-
its sharper out-of-band rejection but shows unsatisfactory
return loss at passband. A distance between subcells is
about lg/2 (0.46lg) or 14 mm to ensure a good rejection at
stopbands similar to conventional periodic structure. As
shown in Fig. 15, CPS transmission-line sections are rep-
resented as the lumped-element LC circuits.

The short-ended strip consists a shunt parallel resona-
tor (L00C00 circuits), discussed in Section 3 for resonator
type E. The transmission-line gap s is widened in the same
way as in resonator types B, E, and F. For designing CPS
components, transmission-line inductance and capaci-
tance values play important roles and should be consid-
ered for CPS components modeling. Values of the
capacitance and the inductance of CPS strips can be ac-
curately extracted by the method of moments using com-
mercial full-wave electromagnetic software.

Simulated and measured frequency responses of this
filter are illustrated in Fig. 16. Measured insertion loss of
0.48 dB is achieved at a center frequency of 8.24 GHz. A
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Figure 11. Short-ended strip CPS resonator and its lumped-el-
ement equivalent circuit (type E) (from Ref. 20b with permission
from IEEE).
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Figure 12. Simulated and measured frequen-
cy responses for short-ended strip resonator
(type E) (from Ref. 20b with permission from
IEEE).
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Figure 13. Closed polygon short-ended strip CPS resonator and
its lumped-element equivalent circuit (type F) (from Ref. 20b with
permission from IEEE).

COPLANAR STRIPLINE (CPS) COMPONENTS 787



wide bandwidth of 4.16 GHz (52%) is achieved with less
than 3 dB insertion loss and better than 10 dB return loss,
and the 1 dB insertion loss bandwidth ranges from 6.9 to
9.8 GHz. Stopbands range from 2 to 5.38 GHz in a lower
stopband area and from 11.1 to 13.31 GHz in a higher
stopband area.

4.2. Bandpass Filter Using Short-Ended Strips with T Strips

Figure 17 illustrates the bandpass filter structure using
short-ended strips with T strips and shows its lumped-el-
ement equivalent circuit.

This type of filter consists of types A and F resonators
and interdigital capacitors. Closed polygon short-ended
strips (type F resonators) are represented as shunt–par-
allel resonators (L00C00 circuits) and T-strips (type A reso-
nators) are represented as a shunt series resonator (L0C0

circuit). An interdigital capacitor (C) is placed inside each

type E resonator to provide higher capacitance. The inter-
digital capacitor is widely used as the microwave circuit’s
lumped-element component possessing tight coupling.

The capacitance of the interdigital capacitor is ex-
pressed as

C¼ e0
erþ 1

2

� �
KðkÞ

Kðk0Þ
NlðFÞ ð14Þ

where K(K) is the complete elliptic integral of the first
kind, which is expressed in (5)–(8). k is defined as

k¼ sin
pW

2d

� �
ð15Þ

where W is the width of the interdigital capacitor’s finger
and d is the distance between fingers; k0 is as defined
in (8).
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Figure 14. Simulated and measured frequen-
cy responses for closed polygon short-ended
strip (type F) (from Ref. 20b with permission
from IEEE).
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The number and length of the interdigital capacitor
fingers are N¼ 3 and l¼ 2 mm, respectively. All the inter-
digital capacitor gap distances are uniformly 0.5 mm, with
a capacitance C of B0.31 pF from full-wave electromag-
netic simulation using the method of moments. Most of the
capacitance takes place at the edges of the fingers. Hence,
the gap distance between the fingers together with the
number of fingers is important factor in determining the
capacitance value.

The width of the short-ended strip is 0.5 mm and the
length is 0.79 lg or 41.5 mm. The capacitance (C00) and in-
ductance (L00) values of the short-ended strip are about
0.00563 pF/mm and 0.0763 nH/mm at 5 GHz, which can be
found by simulation. The inductance (L00) and total capac-
itance, including interdigital capacitance (CT¼CþC00),
can be found by the following equations

L0 0 ¼ 0:0463� lðnHÞ ð16Þ

CT¼ 0:31þ 0:00563� lðpFÞ ð17Þ

where l is the total length of the short-ended strip in mil-
limeters. With (16) and (17), the approximate dimensions

of the short-ended strip can be found at the desired
frequency.

Two unit cells are cascaded with a distance of Blg/4
(0.28lg) or 13.6 mm. A type A resonator (L0C0 circuit) is
combined with this filter to enhance the suppression at the
lower stopband with a length of 29.1 mm (0.48lg) at a
center frequency of B4 GHz. This is a good example an
advantage of the uniplanar transmission line, namely,
open-ended and short-ended strips together without any
via holes.

Measured and simulated frequency responses are
given in Fig. 18, showing good agreement between
measured and simulated data. The measured bandwidth
of o1 dB insertion loss and 410 dB return loss
ranges from 4.82 to 5 GHz (3.64%). Stopbands with the
suppression of less than � 20 dB range from 3.56 to
3.98 GHz (0.42 GHz) at the lower band and from 5.48
to 6.08 GHz (0.6 GHz) at higher band. The low insertion
loss of 0.61 dB was measured at a center frequency of
4.94 GHz.

Two types of bandpass filters are designed for wideband
and narrowband applications using proposed resonators.
Bandpass filters show low passband insertion loss and
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Figure 16. Simulated and measured frequency
responses of a bandpass filter using multiple
short-ended strips: (a) return loss; (b) insertion
loss (from Ref. 20b with permission from IEEE).
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good stopband suppression. These filters would be useful
for uniplanar circuit implementations.

4.3. CPS Lowpass Filter

Few CPS lowpass filters have been reported. CPS lowpass
filters are very useful in rectenna circuits [15–20a]. CPS
lowpass filter design examples have been reported [5,6]
with complex structures, the design methods are not clear.
In this section, a novel lowpass filter with the lumped-
element equivalent circuit is presented. The design meth-
od for the desired filter type is described. A simple 0.2 dB
equal-ripple Chebyshev CPS lowpass filter is designed
with a cutoff frequency of 7.4 GHz. The structure of the
lowpass filter is illustrated in Fig. 19.

For designing the lowpass filter with the chosen spec-
ification, a ladder circuit and its element definitions
should be first performed. Tabulated element values of
the ladder circuit can be easily found in Ref. 28. With those
element values, a prototype of the lowpass filter can be
designed. After proper scaling in terms of impedance and
frequency, lumped-element values of the lowpass filter can
be found.

As shown in Fig. 19, capacitance is realized with
the interdigital capacitor, and inductance is realized

with the CPS transmission line itself. Capacitance of
the interdigital capacitors can be found by simulation
or in (14).

As mentioned earlier, the CPS transmission line has its
own inductance and capacitance, and those values should
be considered for designing CPS components. This design
demonstrates how the CPS line inherent inductance can
be utilized in the design of the CPS components. At the
design frequency, the capacitance and inductance of CPS
per unit length can be found using a commercial simula-
tor.

For inserting interdigital capacitors inside the narrowly
spaced CPS strips, the CPS strip gap s is widened in the
same way as in CPS resonator types B, E, and F, but little
insertion loss deterioration occurs and return loss is better
than 10 dB.

Simulated and measured frequency responses of the
CPS lowpass filter are shown in Fig. 20. Measured data
show sharp suppression after the cutoff frequency of
7.4 GHz and suppression better than 20 dB up to
13.8 GHz. A low passband insertion loss of 0.7 dB is
achieved at passband. Measured and simulated data
show good agreement. With this configuration, any kinds
of CPS filters can be easily synthesized with desired speci-
fications.

L1 L2 L3 L4

C1 C2 C3 C4CC

L'

C'

A B C DE F G H

A B C D E F G H

0.5 mm

29.1 mm

L"1 L"2C"1 C"2

Figure 17. Structure of a bandpass filter using short-ended strips with T strips and its lumped-
element equivalent circuit (from Ref. 20b with permission from IEEE).
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5. MICROSTRIP-FED CPS TEE JUNCTION

Little work has been reported for CPS tee junctions. A
CPS tee junction was introduced in 1997 [7], and a copla-
nar waveguide (CPW)-fed CPS tee junction was developed
for the twin-dipole antenna feeding [29a]. Both methods
require bonding wires.

In this section, a new microstrip fed CPS tee junction
using a coupled CPS (CCPS) is introduced. Because of the
inherent CPS structure as shown in Fig. 21a, it is almost
impossible to build a CPS tee junction without having a
discontinuity in the CPS structure. With the aid of the
CCPS structure, which uses the coupling method, a phys-
ical discontinuity is introduced to the CPS structure while
fields are continuous over the entire transmission line.
Bonding wire is not required for constructing the CPS tee
junction.

The structure of the coupled CPS is illustrated in Fig.
21b. One of the CPS strips is discontinued and is termi-
nated with radial stubs with a rotation angle of 301 and a
radius of 1.5 mm for coupling to the bottom-layer metal-
lization. The bottom-layer metallization, which is coupled
from the top layer’s radial stubs, functions as a CPS strip
as shown in Fig. 22. The radial stub is used to accomplish

a smooth field transition. Figure 22 compares metallizat-
ion at different layers of the CPS with those of the con-
ventional CPS shown in Fig. 1. A little insertion and
return loss deterioration takes place because electric fields
of the CCPS are not exactly normal to the strips.

Measured CCPS frequency responses are shown in Fig.
23, and its performance is compared with that of conven-
tional CPS. Figure 23 also shows that the insertion loss of
CCPS is around 0.5 dB deterioration compared with that
of conventional CPS at 1.7–7.58 GHz and that the return
loss is 410 dB. Insertion loss deterioration of o1 dB cov-
ers a wider frequency range, from 1.7 to 13.3 GHz.

The tee-junction configuration is illustrated in Fig. 24.
Characteristic impedance of the CCPS is 184O, and the
microstrip feedline has an input impedance of 50O. A
quarter-wavelength transformer was used to transform
the microstrip’s impedance from 50O to 92O. Part of the
microstrip feedline’s ground plane forms the coupled CPS
(CCPS).

The measured and simulated frequency responses of
the tee junction are shown in Fig. 25. An ideal lossless tee
junction equally splits the power between each output port
with S21¼S31¼ � 3 dB. The measurements in Fig. 25
show an insertion loss of 0.7 dB and a return loss of
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Figure 18. Simulated and measured frequen-
cy responses of a bandpass filter using short-
ended strips with T strips: (a) return loss;
(b) insertion loss.
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410 dB at 2–4.15 GHz. It is expected that wider band-
width can be achieved if a binomial or Chebyshev trans-
former is used instead of a quarter-wavelength
transformer at the microstrip feeding.

Measured phases are almost identical at each output
port as shown in Fig. 26.

6. CPS TRANSITION

For CPS component measurements, transition to other
transmission lines, which enables convenient measure-
ment with the conventional network analyzer, is required.

CPS-to-CPW, CPS-to-slotline, and CPS to-microstrip tran-
sitions have been reported.

In 1993 Ho et al. [30] developed a CPS-to-CPW transi-
tion. This transition included CPW-to-slotline transition
as an intermediate transition. The measured frequency
responses of the CPW-to-CPS-to-CPW back-to-back tran-
sition showed less than 1 dB insertion loss from 1.6 to
7 GHz (1–4.3), and the return loss was better than 13 dB.

Simons [31] developed a CPS-to-slotline transition with
a bandwidth of 30% at 9.5 GHz in 1994. The measured in-
sertion loss was 1.5 dB for the frequency range from 8 to
11.2 GHz (1–1.4) and a return loss of 410 dB.
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Figure 19. CPS lowpass filter and its lumped-
element equivalent circuit.
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In 1994, Tilley et al. [32] presented a wideband CPW-
to-CPS-to-CPW transition with 1 dB back-to-back inser-
tion loss from 0.45 to 5 GHz (1–11). In 1995, Li et al. [33]
proposed a CPW-to-CPS-to-CPW back-to-back transition
with the bandwidth ranging from 0.4 to 3.6 GHz (1–9) us-
ing Chebyshev multisection impedance transformers in
the CPW transmission line. In 2000, Mao et al. [34] dem-
onstrated a CPS-to-CPW transition operating up to
20 GHz with an insertion loss of o0.5 dB and a return
loss of 410 dB.

Various methods of designing CPS-to-microstrip tran-
sitions have been reported. In 1995, Dib et al. [35] report-
ed a type of uniplanar transitions based on the concept of
mode conversion with a 3 dB back-to-back insertion loss
bandwidth from 7 to 11.5 GHz (1–1.6) for the CPS-to-mi-
crostrip transition. In 1997, Qian and Itoh [36] improved
the performance with a 3 dB back-to-back insertion loss
bandwidth from 6 to 13 GHz (1–2.1) by employing sym-
metric tee junction for the structure reported by Dib et al.
[35]. Simons et al. [37] also proposed a CPS-to-microstrip
transition using a coupling method with a 2.4 dB back-to-
back insertion loss bandwidth from 5.1 to 6.1 GHz (1–1.2).
However, this design used a CPS-to-microstrip-to-CPS
back-to-back structure and required special CPS TRL
(thru-reflect-line) on-wafer calibration standards with a
National Institute of Standards and Technology (NIST)
deembedding software program for a network analyzer
calibration [37–39a]. Most of these CPS-to-microstrip

transitions used high-dielectric-constant substrate (er410)
to reduce the CPS characteristic impedance [28–30].

This section introduces two types of broadband CPS-to-
microstrip transitions. One operates from 1.3 to 13.3 GHz
(1–10.2) with an insertion loss of o3 dB and a return loss
of 410 dB for a back-to-back transition, and the other op-
erates from 2 to 20 GHz (1–10) with an insertion loss of
o3.5 dB and a return loss of 410 dB. Both have simple
structures and can be easily fabricated using a low-dielec-
tric-constant substrate (er¼ 2.33). Microstrip-to-CPS-to-
microstrip back-to-back structures have been fabricated,
which is convenient for CPS component measurement
with a conventional network analyzer.

6.1. Transition with a Radial Stub Radius of 5.5 mm and its
Performance

The structure of a back-to-back microstrip-to-CPS-to-
microstrip transition is illustrated in Fig. 27. RT/Duroid
5870 is used as the substrate with a dielectric constant of
2.33 and a thickness of 20 mil.

The gap s and strip width W of the CPS are 0.6 and
1.5 mm, respectively. The CPS characteristic impedance is
184O, as was simulated with a commercial full-wave elec-
tromagnetic simulator, which uses the method of moments.

As shown in Fig. 1, electric field lines of CPS are di-
rected from one strip conductor to the other on a layer.
Electric field lines for microstrip are directed from top
layer conductor to bottom layer ground-plane metallizat-
ion. The radial stub is used to accomplish the rotation of
the electric field lines and is rotated with an angle of f to
change electric field orientation from parallel to vertical

t

W
s

Electric field lines 

Magnetic field lines 

h
�r

Figure 22. Cross-sectional view at A–A0 with field distributions
of CCPS for different layers of metallization (from Ref. 29b with
permission from IEEE).
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Figure 21. Coupled CPS (CCPS) structure: (a) conventional
CPS; (b) CCPS (from Ref. 29b with permission from IEEE).
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against the substrate. The rotation angle f is optimized at
301 for good coupling.

A broadband coupling can be accomplished by termi-
nating one of the CPS strips with the radial stub as shown
in Fig. 27.

The radius and the rotation angle (f) were optimized at
5.5 mm and 301, respectively. The width of microstrip line
was optimized at 1.3 mm for 50O matching. Length of the
microstrip line is chosen as 40 mm. For the impedance
transformation from the high characteristic impedance of
CPS (184O) to the microstrip line’s impedance (50O),

smooth insertion of the ground plane toward the micro-
strip line is important with the proper microstrip line
width. Since this method does not employ any quarter-
wavelength transformer, which would limit the bandwidth
as seen in other methods [28,29a], broadband performance
is achieved.

The radial stub length determines the highest operat-
ing frequency of the transition. This is because the radial
stub creates a virtual short circuit to the bottom metal-
lization with a quarter-wavelength, which is a ground
plane of the transition. The shorter is the radial stub, the
higher is the operating frequency. Therefore, factors such
as radial stub length, rotation angle (f), and length of
microstrip determine performance of the transition.

The measured return and insertion loss of back-to-back
transition, excluding the SMA (end launch assembly) con-
nector loss, are illustrated in Fig. 28.

The measured o3 dB insertion loss bandwidth of back-
to-back transition is from 1.3 to 13.3 GHz (1–10.2) with a
return loss of better than 10 dB. The o1 dB insertion loss
bandwidth for the back-to-back transition is from 1.4 to
7.3 GHz (1–5.2). For an insertion loss of less than 0.5 dB
for the back-to-back transition, the bandwidth ranges
from 1.5 to 6 GHz (1–4) with a return loss of 410 dB.

The transition can be modified to operate at higher fre-
quencies with shorter-radius radial stubs. Shorter-radius
radial stubs enable higher frequency coupling between top

Top layer metallization

Bottom layer metallization

s

W

Port 1

Port 2 Port 3

Figure 24. Structure of microstrip-fed CPS tee junction (from
Ref. 29b with permission from IEEE).
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and bottom metallization, but because of the smaller cou-
pling area of the stub, insertion loss is increased. The
transition with the radial stub radius of 2.5 mm has been
designed and tested. The geometry of transition with a
radial stub radius of 2.5 mm is illustrated Fig. 29.

Frequency responses of the transition are shown in
Fig. 30. Measured back-to-back return loss is better than
10 dB from 2 to 20 GHz (1–10) with an insertion loss of

o3.5 dB. Although the insertion loss is higher in the
smaller radial stub structure than in the larger radial
stub transition, the transition would be useful in feeding
high-frequency dipole type antennas.

These transitions are convenient in measuring CPS
components with the conventional network analyzer
without any special on-wafer calibration standards for
CPS TRL calibrations and should find many useful
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Figure 27. Microstrip-to-CPS-to-microstrip back-to-back transition structure with a radial stub
radius of 5.5 mm (from Ref. 39b with permission from IEEE).
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applications for CPS components and circuits measure-
ment as well as dipole type antenna feeding.

7. ANTENNA APPLICATION—A MILLIMETER-WAVE
PRINTED DIPOLE PHASED-ARRAY ANTENNA FED BY A
MICROSTRIP-TO-CPS TEE JUNCTION

A printed dipole antenna has the benefits of low profile,
light weight, low cost, and compact size. To construct a
printed dipole array, several configurations have been pro-
posed. Nesic et al. [40] reported a one-dimensional printed
dipole antenna array fed by microstrip at 5.2 GHz. Scott
[41] introduced a microstrip-fed printed dipole array using
a microstrip-to-CPS balun. In Refs. 40 and 41, the balun
designs did not permit easy impedance matching, and the
structures were too big and complicated. In 1998, a wide-
band microstrip-fed twin-dipole antenna was introduced
with a double-sided structure operating at the frequency
range from 0.61 to 0.96 GHz [42]. Zhu and Wu [29a] devel-
oped a 3.5-GHz twin-dipole antenna fed by a hybrid finite
ground coplanar waveguide (FGCPW)/CPS tee junction.
An X-band monolithic integrated twin-dipole antenna

mixer was reported [43] with devices directly integrated
into the antenna, so no feeding network was necessary.

In this section, a new planar printed dipole phased-ar-
ray antenna using a multi-transmission-line tunable
phase shifter controlled by a piezoelectric transducer
(PET) [44,45a] is presented at 30 GHz. The phased array
antenna uses a new twin-dipole antenna excited by a
microstrip-fed CPS tee junction introduced in Section 5.
The PET-controlled phase shifter does not require any
solid-state devices or their driving circuits. The 1� 8 twin-
dipole phased-array antenna has compact size, low loss,
low cost, light weight, and reduced complexity as well as
good beam scanning with low sidelobe levels.

7.1. Microstrip-Fed CPS Tee Junction at Ka Band

The twin-dipole antenna is fed by a CPS. Since the con-
ventional planar transmission line is a microstrip line, a
microstip-to-CPS transition is needed to feed the dipole. A
microstrip-fed CPS tee junction without using bonding
wires or airbridges was introduced in Section 5, where an
operating frequency centered near 3.5 GHz with 0.7 dB
insertion loss ranging from 2 to 4.15 GHz was described.
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Figure 28. Measured return and insertion
losses of the microstrip-to-CPS-to-microstrip
back-to-back transition with a radial stub ra-
dius of 5.5 mm (from Ref. 39b with permission
from IEEE).
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Figure 29. Microstrip-to-CPS-to-microstrip back-to-back transition with a radial stub radius of
2.5 mm.
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The tee junction utilized novel coupled CPS (CCPS). Using
the CCPS, the transmission line can exhibit physical dis-
continuity while the fields are continuous over entire
transmission line.

The structures of a conventional CPS and a CCPS at
30 GHz are identical to those in Fig. 21, but with different
strip width W and gap s between strips. A 31-mil RT/
Duroid 5870 substrate with a dielectric constant of 2.33 is
used for the antenna and feeding network simulation and
fabrication.

The width W of a CPS strip is 0.65 mm and the gap s
between the strips is 0.5 mm, with a characteristic imped-
ance of 202O. The wideband coupling performance of
radial stubs is described in detail in the microstrip-to-
CPS-to-microstrip back-to-back transition in Section 6,
where the smaller radius of the radial stub is described
as providing higher operating frequency with minimal in-
sertion loss and return loss deterioration compared to the
conventional CPS configuration.

Performances of CCPS are simulated and compared
with those of conventional CPS as shown in Fig. 31. This
figure shows that the insertion loss of CCPS deteriorates
by B1 dB compared with that of conventional CPS for the
frequency range from 29.2 to 35 GHz and that the return
loss is better than 10 dB. Insertion loss deterioration of
less than 2 dB covers a wider frequency range, from 26.4 to

35 GHz. From the above mentioned results, CCPS shows
that fields are continuous all over the transmission line
with the aid of radial stub; however, a physical disconti-
nuity is introduced at one of the CPS strips.

The structure of a microstrip-fed CPS tee junction at
30 GHz is shown in Fig. 32. The tee junction has the char-
acteristic impedance of 202O at each output port (ports 1
and 2). The input impedance to the microstrip feed at port
3 is about 101O, which is half of 202O. Radial stubs ef-
fectively rotate the electric fields from parallel to the nor-
mal to the substrate to ensure effective coupling to the
bottom metallization, which provides the microstrip-line
ground.

The tee junction is simulated to verify the performance
at 30 GHz. Simulated performance of the tee junction,
shown in Fig. 33, reveals that the tee junction splits the
power equally to each CPS port with 1.2 dB insertion loss
at 30 GHz. Simulated 2 dB insertion loss bandwidth of the
tee junction is 27.2–34.8 GHz, and the return loss is
420 dB.

7.2. Phased-Array Antenna with Multi-Transmission-Line
PET-Controlled Phase Shifter

The structure of the twin-dipole antenna is illustrated in
Fig. 34. The antenna array is placed in front of a reflector
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for unidirectional radiation. The reflector is spaced from
the antenna at the distance of 1.5 mm (60 mil), which is
B0.15l0.

The length of the dipole is 5.3 mm or 0.53l0 and the
distance between dipoles is optimized to 3.6 mm or 0.36l0,
which is less than a half-wavelength in order to provide
low sidelobe and grating lobe levels as well as low inser-
tion loss incurred from the CPS tee junction.

The input impedance of a single-dipole antenna is
around 202O. The strip width W and gap s between strips
of CCPS at the CPS tee junction are determined to have a
CCPS characteristic impedance identical to the dipole an-
tenna input impedance for good impedance matching.

The structure of the 1� 8 printed twin-dipole phased
array is shown in Fig. 35. The spacing d between the twin-
dipole antennas is about 7.4 mm or 0.82l0. A conventional
microstrip power divider with binominal impedance trans-
formers is used to cover the wide bandwidth. The bottom
metallization provides good ground plane for the micro-
strip.

To obtain the required phase shift, the 101-O microstrip
feeding lines to the antenna, which have the same input
impedance as the twin dipole antenna, are perturbed with

a dielectric perturber actuated by a piezoelectric trans-
ducer (PET). The length of dielectric perturber varies lin-
early from 5 to 35 mm on top of line 2 and on line 8. The
first line is not perturbed. The PET is configured to have
no deflection (no perturbation) when a DC voltage of 0 V is
applied, and full deflection (full perturbation) when a DC
voltage of 50 V is applied. A 50-mil RT/Duroid 6010 with
a dielectric constant of 10.2 is used as the dielectric
perturber.

The amount of differential phase shift (DFn) is linearly
proportional to the length of perturber [45a], which is
expressed as

DFn¼Lperturber;n 	 Dbn ð18Þ

where Lperturber,n is the perturber length along the
nth transmission line. Dbn represents the differential
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Figure 32. Structure of Ka-band microstrip-fed CPS tee junction
for twin-dipole antenna feeding (from Ref. 45b with permission
from IEEE).
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propagation constant, expressed as

Dbn¼bunperturbed � bperturbed;n ð19Þ

where bperturbed,n represents the propagation constant of
the nth perturbed transmission line, which is microstrip
in this case. Since the first perturbed microstrip line (i.e.,
the second line) has the minimum perturbed length, the
following relationship is obtained:

DF2¼F ð20Þ

With a dielectric perturber of 5 mm, the differential
phase shift (DFn) of 88.81 takes place with a 2 dB inser-

tion loss as shown in Fig. 36. The narrower microstrip line
generates larger phase shift, but the insertion loss is in-
creased. Hence, a proper microstrip line width should be
chosen for having a good phase shift as well as low inser-
tion loss.

Table 4 summarizes the design and measured param-
eters for the twin-dipole phased array. The parameters in
Table 4 are useful in analytical calculations of the scan
angle (y0), maximally achievable gain, and optimum ele-
ment spacing d of the phased array.

According to (18) and (19), the perturber’s length can be
determined for a desired phase shift. A length of 5 mm di-
electric perturber produces about 88.81 differential phase
shift. Accordingly, the length of each neighboring
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Figure 35. Structure of printed dipole
phased-array antenna controlled by PET:
(a) top view; (b) side view (from Ref. 45b with
permission from IEEE).
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perturbed line is increased by 5 mm. The length of per-
turber for the final microstrip (Lperturber,8th) is B35 mm,
which gives a differential phase shift of 621.61.

Measured return loss of the 1� 8 twin dipole array is
plotted in Fig. 37. The measured return loss is B41.9 dB
at 30.3 GHz for the unperturbed twin-dipole phased-array
antenna. With perturbation by the dielectric perturber,
the return loss is B31.8 dB at 30.7 GHz, which shows a
0.4 GHz frequency shift compared with the unperturbed
result. For a bandwidth from 30 to 31.5 GHz, a measured
return loss is better than 15 dB.

7.3. Phased-Array Measurements

The phased array is measured in an anechoic chamber. As
shown in Fig. 35, the antenna is arrayed for H-plane beam
scanning. To accomplish bidirectional scanning, two tri-
angular perturbers are used side by side [45a]. PET actu-
ation for the dielectric perturber is configured as 0 V for no
perturbation (no PET deflection) and 50 V for full pertur-
bation (full PET deflection).

The measured twin-dipole phase-array antenna gain
without perturbation (0 V for PET) is about 14.4 dB, with a
3 dB beamwidth of 61 as shown in Fig. 38. The fully per-
turbed antenna with a dielectric perturber controlled by
PET shows about 421 (� 201 Bþ 221) beam scanning with
a gain of 12.2 dBi. Sidelobe levels of the steered beam are
411 dB less than those of the mainbeam. The beam can be
dynamically steered depending on the voltages applied to
PET because the amount of phase shift changes according
to the applied voltages on PET as shown in Fig. 36.

The comparison among analytical, simulation, and
measured results of the phased array are exhibited in
Table 5. The beam scanning angle follows closely among
analytical, full-wave simulation, and measured results.

Measured unperturbed gain is about 2.3 dB lower than
that found in analytical or simulated data. This is due to
the insertion loss of the power divider and the mutual
coupling effects among elements, which normally degrade
antenna gain. The measured gains of steered beams are
about 2.2 dB less than those of the unperturbed beam, due
to the insertion loss incurred by dielectric perturbation.

8. CIRCUIT APPLICATION—A HIGH-EFFICIENCY DUAL-
FREQUENCY RECTENNA FOR 2.45 AND 5.8 GHZ WIRELESS
POWER TRANSMISSION USING CPS TRANSMISSION LINE

As a circuit application of CPS, the dual-frequency re-
ctenna is presented operating at both 2.45 and 5.8 GHz
(ISM bands) simultaneously. The rectenna is an important
element for wireless power transmission. Applications of
the rectenna are mainly for receiving power where the
physical connections are not possible. Various kinds of re-
ctennas have been developed since Brown demonstrated
the dipole rectenna using aluminum bars to construct the
dipole and the transmission line [22]. He also presented a
thin-film printed-circuit dipole rectenna [23] with an 85%
conversion efficiency at 2.45 GHz. Linearly polarized
printed dipole rectennas were developed at 35 GHz
[25,46] with conversion efficiencies of 60% and 70%, re-
spectively. A 5.8- GHz printed dipole rectenna was devel-
oped in 1998 [26] with a high conversion efficiency of 82%.
Microstrip patch dual polarized rectennas were also de-
veloped at 2.45 GHz [27] and 8.51 GHz [47]. More recently,
a circularly polarized rectenna, which does not require
strict alignment between transmitting and receiving an-
tennas, was developed at 5.8 GHz [48a] with a conversion
efficiency of 60%. Strassner and Chang also developed a
circularly polarized rectenna using dual-rhombic-loop an-
tennas at 5.8 GHz in 2003 [49]. The 4� 1 rectenna array
showed a conversion efficiency of 82% operating at low
power density.

Several rectenna operating frequencies have been con-
sidered and investigated. Components of microwave pow-
er transmission have traditionally focused at 2.45 GHz
and have more recently moved up to 5.8 GHz, where the
antenna aperture area is smaller than at 2.45 GHz. Both

Table 4. Parameter Values of Twin Dipole Phased Array
(from Ref. 45b with permission from IEEE)

Frequency
(GHz)

Single-Element
Gain (dBi)

Progressive
Phase

Shift (F)

Element
Spacing

(d)

Number of
Elements

(N)

30 7.7 88.81 7.4 mm 8
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Figure 37. Measured return loss of printed
twin-dipole phased-array antenna (from Ref.
45b with permission from IEEE).
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frequencies have comparably low atmospheric loss, cheap
components availability, and reported high conversion ef-
ficiency.

If the rectenna operates at dual band, it can be used for
wireless power transmission at either frequency depending
on power availability. A rectifying diode is analyzed to ob-
tain design parameters for high efficiencies at both fre-
quencies. A diode parameter, that provides high
conversion efficiency and insensitivity to operating fre-
quency is discussed. To prevent the higher-order harmon-
ics reradiation generated by the diode, a CPS lowpass
filter integrated with two additional open-ended T-strip
CPS bandstop filters is presented in this section.

8.1. Dual-Frequency Antenna Design

The structure of a rectenna is illustrated in Fig. 39. A
schematic of the circuit is shown in Fig. 40. The rectenna
consists of a receiving dual-frequency dipole antenna, a
CPS input lowpass filter, two CPS bandstop filters, a rec-
tifying diode, and a microwave block capacitor. The an-
tenna receives the transmitted microwave power, and the
input lowpass and the bandstop filters pass 2.45 and
5.8 GHz but block the higher-order harmonics from rera-
diation.

All microwave signals produced by the nonlinear recti-
fying diode, including fundamental and harmonics, are
confined between the input filters and microwave block
capacitor. Consequently, the conversion efficiency is
improved.

As discussed in Section 2, a low-dielectric-constant sub-
strate produces a low dielectric and conductor losses.
Hence, a 20 mil RT/Duroid 5870 substrate with a low

dielectric constant of 2.33 is used for the dual-frequency
rectenna design to maximize conversion efficiency.

The CPS dipole dual-frequency antenna with a reflec-
tor plate is designed for 2.45 and 5.8 GHz (ISM bands).
This type of dual-frequency antenna, introduced in 2000
[50], radiates bidirectionally and has a double-sided struc-
ture with a microstrip feed operating at 2.4 and 5.2 GHz.
Double-sided dual-frequency printed dipole antennas
were also reported [51,52] operating at 0.9 and 1.5 GHz.

The dual-frequency antenna presented in this section
has a uniplanar structure, which has the advantage of
convenient device mounting. A reflector plate is required
for the unidirectional radiation/reception, and it also
increases antenna gain.

As shown in Fig. 40, a long dipole is designed for oper-
ation at 2.45 GHz and a short dipole, at 5.8 GHz. The long
dipole has a length of 126.7 mm or 1.072l0 at 2.45 GHz,
and the short dipole has a length of 45.04 mm or 0.812l0 at
5.8 GHz. The feeding point has been moved about 0.8 mm
from the edge of the short dipole for impedance matching.
The coupling length and gap between the long and short
dipole are around 6.32 and 4.2 mm, respectively.

The reflector plate is normally placed at a distance
about a quarter-wavelength apart from the circuit at the
design frequency for low sidelobes created from image
sources. However, for dual-band operation, the reflector
plate distance must be optimized in order to produce good
radiation patterns and similar gains for both frequencies.
The reflector plate distance is optimized at 17 mm, which
is about 0.14l0 of 2.45 GHz and 0.32l0 of 5.8 GHz.

Measured frequency response of the antenna is shown
in Fig. 41. This measurement was performed using the
wideband CPS-to-microstrip transition presented in Sec-
tion 6. Measured return losses for the antenna only are
better than � 30 and � 25 dB at 2.45 and 5.8 GHz, respec-
tively. Return losses at second-order harmonics of the an-
tenna-only case are found to be around � 8.6 and � 3 dB
at 4.9 and 11.6 GHz, respectively.

8.2. CPS Lowpass Filter Integrated with T-Strip
Bandstop Filters

Filters are required for a rectenna to prevent all the har-
monics from reradiating through the antenna. New simple
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Figure 38. Measured H-plane radiation pat-
tern for twin-dipole phased-array antenna at
30 GHz. Measured beam scanning is from �201
to þ221 with full perturbation (from Ref. 45b
with permission from IEEE). (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Table 5. Comparison among Analytical, Simulation, and
Measured Results of 1 � 8 Phased Array (from Ref. 45b
with permission from IEEE)

Method

Beam
Scanning
y0 (deg)

Unperturbed
Gain
(dBi)

Element
Spacing
d (mm)

Analytical calculation 719.7 16.73 7.5
Full-wave simulation 720 16.48 7.4
Measured �20Bþ22 14.4 7.4
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CPS lowpass filter integrated with bandstop filters are
designed and shown in Fig. 42. As shown earlier at Fig. 19,
the lowpass filter has a 0.2 dB ripple Chebyshev response
with a cutoff frequency of 7 GHz to pass 2.45 and 5.8 GHz
and to reject 11.6 GHz, which is the second-order harmon-
ic of 5.8 GHz. However, the lowpass filter will pass the
second-order harmonic of 2.45 GHz at 4.9 GHz, and the
third-order harmonic level at 7.35 GHz will not be deeply
suppressed.

Open-ended T-strip CPS bandstop filters, presented at
Fig. 3, are placed outside the CPS strips for rejecting sec-
ond- and third-order harmonics of 2.45 GHz at 4.9 and
7.35 GHz, respectively. The lengths of bandstop filters are
20.1 (0.45lg) and 10.5 (0.35lg) mm at 4.9 and 7.35 GHz,
respectively.

The lowpass filter integrated with two additional open-
ended T-strip bandstop filters needs to transform the an-
tenna’s input impedance of 95O to the CPS characteristic

Figure 39. Circuit picture of dual-frequency re-
ctenna. The circuit is separated from a reflector
plate at a distance of 17 mm.

Bandstop filter for 7.35 GHz

Bandstop filter for 4.9 GHz

Schottky barrier detector diode

Microwave block capacitor
Air

Reflector

17 mm

Lowpass filter

Impedance transformation
section from 95Ω to 250Ω

Substrate (h = 20 mil, �r = 2.33)

1.072�0 for 2.45 GHz

0.812�0 for 5.8 GHz

Load resistor

Figure 40. Dual-frequency rectenna circuit schematic (from Ref. 48b with permission from IEEE).

802 COPLANAR STRIPLINE (CPS) COMPONENTS



impedance of 250O as well as blocking higher-order
harmonics.

An impedance transformation section consisting of two
CPS step discontinuities as shown in Fig. 42 is designed
and optimized by a full-wave electromagnetic simulator.

The strip width W and the separation gap s of CPS,
where the rectifying diode is placed, are designed as 1.5
and 0.6 mm, respectively, which corresponds to the 184O
of CPS characteristic impedance, (Z0). The CPS charac-
teristic impedance of 184O is selective to ensure a high
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Figure 41. Measured frequency responses of the
antenna and the antenna with filters. Good re-
turn loss is achieved at both 2.45 and 5.8 GHz
(from Ref. 48b with permission from IEEE).
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Figure 42. Structure of CPS lowpass filter
with bandstop filters (from Ref. 48b with per-
mission from IEEE).
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conversion efficiency according to the diode analysis,
which will be discussed later.

Measured frequency responses of the lowpass filter in-
tegrated with bandstop filters are shown in Fig. 43. Low
insertion losses of 0.15 and 0.75 dB are achieved at 2.45
and 5.8 GHz, respectively. Band rejections at the second
(4.9 GHz) and the third (7.35 GHz) harmonics of 2.45 GHz
are around 15 and 10 dB, respectively, and the band
rejection at the second harmonic of 5.8 or 11.6 GHz is
about 30 dB, which shows good bandstop performance for
these harmonics.

8.3. Dual-Frequency Antenna Integrated with Filters

For comparison, the frequency response of the antenna
integrated with filters is also shown in Fig. 41. Measured
return losses of 15.1 and 18.2 dB are achieved at 2.45 and
5.8 GHz, respectively.

Measured return losses at the second-harmonic levels
of 2.45 and 5.8 GHz are found to be 1.58 and 0.2 dB at 4.9

and 11.6 GHz, respectively. This shows that the lowpass
filter integrated with two additional bandstop filters ef-
fectively block the second-order harmonics at both fre-
quencies. The third-order harmonic level for 2.45 GHz is
about 1.62 dB at 7.35 GHz. Higher-order harmonic levels
are expected to be lower than second-order harmonics at
both frequencies.

Radiation patterns of the antenna with filters are mea-
sured in the anechoic chamber. Measured radiation pat-
terns at 2.45 and 5.8 GHz are shown in Figs. 44 and 45.
Measured E-plane gains are 5 and 5.4 dBi with a 3 dB
beamwidth of 31.51 and 361 at 2.45 and 5.8 GHz, respec-
tively. Because the reflector’s height has a longer wave-
length at 5.8 GHz compared to that at 2.45 GHz, the
radiation pattern for 5.8 GHz has a wider 3 dB beamwidth.
It is possible to have an identical 3 dB beamwidth with
similar radiation patterns for both frequencies by adjust-
ing the reflector height, but the input impedances of the
antenna for each frequency would be different. Hence, a
tradeoff was made between the input impedance and the
radiation pattern.
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Figure 43. Measured frequency responses of
CPS lowpass filter with bandstop filters. Low
insertion losses of 0.15 and 0.75 dB are
achieved at 2.45 and 5.8 GHz, respectively.
Good band rejection performances are
achieved at the second harmonics (4.9 and
11.6 GHz) of 2.45 and 5.8 GHz, and at the third
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At broadside, the cross polarization at 2.45 GHz is
about 19.4 and 18.2 dB below the copolarizations in E
and H planes, respectively. At 5.8 GHz, the cross-polariza-
tion is about 30.1 and 25 dB below the copolarizations in E
and H planes, respectively. These low cross-polarization
levels show good alignment between transmitting and re-
ceiving antennas. Relatively similar E-plane gains are
achieved at both 2.45 and 5.8 GHz.

Second-order harmonic radiation patterns are mea-
sured and shown in Fig. 46. At broadside, the second-or-
der harmonic radiation gains at 4.9 and 11.6 GHz are � 10
and �15 dBi, respectively. Since the gains for the funda-
mental frequencies at 2.45 and 5.8 GHz are 5 and 5.4 dBi,
the corresponding suppressions are about 15 and 20.4 dB,
respectively.

8.4. Diode Analysis

A diode analysis is used to achieve high RF-to-DC conver-
sion efficiencies at both frequencies. RF-to-DC conversion
efficiency Zd and input impedance Zd of the diode can be
calculated from the closed-form equations in Ref. 26,
which are expressed as

Zd¼
1

1þAþBþC
ð21Þ

where

A¼
RL

pRs
1þ

Vbi

V0

� �2

yon 1þ
1

2 cos2 yon

� �
�

3

2
tan yon

� �

ð22Þ

B¼
RsRLðoCjÞ

2

2p
1þ

Vbi

V0

� �
p� yon

cos2 yon
þ tan yon

� �
ð23Þ

C¼
RL

pRs
1þ

Vbi

V0

� �
Vbi

V0
tan yon � yonð Þ ð24Þ

Diode input resistance is expressed as

Rd¼
pRs

cos yon
yon

cos yon
� sin yon

� 	 ð25Þ

where RL and Rs represent the load resistance and the
series resistance of the diode, respectively. V0 is an output
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Figure 45. Radiation patterns of dual-fre-
quency antenna at 5.8 GHz (from Ref. 48b
with permission from IEEE). (This figure is
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voltage produced at the load resistance, and Vbi is a diode’s
built-in voltage. yon is the diode conduction time in radians
and Cj is the junction capacitance. The closed-form
expression for yon and Cj is

tan yon � yon¼
pRs

RL 1þ Vbi

V0

� � ð26Þ

The junction capacitance Cj is defined as

Cj¼Cj0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vbi

Vbiþ V0j j

s

ð27Þ

RF-to-DC conversion efficiency is frequency-dependent, as
shown in parameter B in (23). To minimize the conversion
efficiency dependence on the frequency, it is necessary to
minimize the effect of parameter B. Since parameter B is
proportional to the square of oCj, a small value of Cj will
reduce the effect of parameter B on the conversion
efficiency. For a small value of Cj, packaged diode is not
suitable.

From the preceding analysis, a flip-chip-type GaAs
Schottky barrier diode (MA4E1317) is selected as the rec-
tifying device. The diode has a built-in voltage (Vbi) and a
measured breakdown voltage (Vbr) of 0.7 and 12 V, respec-
tively. The maximum DC output voltage (V0) is about 6 V.
The zero-bias-junction capacitance (Cj0) is 0.02 pF with a
series resistance (Rs) of a 4O.

Using (21)–(27), RF-to-DC conversion efficiency Zd and
input resistance of the diode Rd can be calculated in terms
of load resistance RL at 2.45 and 5.8 GHz, as shown in Fig.
47, where very little difference in conversion efficiency is
observed between 2.45 and 5.8 GHz. This is due to the low
zero-bias-junction capacitance (Cj0) of the diode. Since Cj0

is low, the corresponding Cj is also low [26], and the value
of parameter B is very small compared to those of param-
eters A and C. Consequently, parameter B, which is fre-
quency-dependent, does not contribute much effect to the
diode’s conversion efficiency. From Fig. 47, the diode input
resistance Rd and the load resistance RL can be deter-
mined as design parameters for a desired target RF-to-DC
conversion efficiency Zd.

Because of the diode dimension, the CPS strip width (s)
is fixed at 0.6 mm and the corresponding characteristic
impedance is 184O. The diode input impedance is
matched to this impedance of 184O, which corresponds
to a load resistance of 310O as determined in Fig. 47. This
gives B82% target efficiency. To prevent the diode break-
down due to overload, determining the limit of output DC
power is necessary.

Typically, the DC power level limit is determined by
PDCoðV2

br=4RLÞ [26], where Vbr is the breakdown voltage
of the diode and RL is the load resistance. Therefore, ad-
equate load resistance RL is required as well as adequate
input resistance of the diode (Rd) to ensure a high effi-
ciency and a high output DC power.

8.5. Rectenna Measurements

The rectenna is measured in free space. The measurement
set up is shown in Fig. 48. Transmitting power is gener-
ated by a frequency synthesizer (HP 8341B) and amplified
by power amplifiers. Two types of power amplifiers,
L0203-42 and L0505-38 (Microwave Power Inc.), are
used, which can produce up to þ 42 and þ 38 dBm at
2.45 and 5.8 GHz, respectively. For the transmitting power
monitoring purpose, a directional coupler is used with
20 dB coupling along with a 20-dB attenuator for power
meter (HP 437B) protection. Standard-gain horn anten-
nas are used for transmitting power at 2.45 and 5.8 GHz,
respectively. From the diode analysis described in Section
8.4, the load resistance RL is taken as 310O, for 82%
target efficiency.

The microwave block capacitor not only bypasses the
microwave signal to the diode but also cancels the capac-
itive reactance of the diode by selecting an appropriate
distance from the diode at a specific frequency, which
maximizes the RF-to-DC conversion efficiency [26]. For
dual-band operation of the rectenna, the diode location is
optimized at 7.5 mm to have high efficiencies at both fre-
quencies.

Conversion efficiency of the rectenna is represented as

Z¼
PDC

Preceived
� 100ð%Þ ð28Þ

C
al

cu
la

te
d 

ef
fic

ie
nc

y 
(%

)

D
io

de
 in

pu
t r

es
is

ta
nc

e 
(O

hm
)

Load resistance (Ohm)

100

90

80

70

60

50

40

30

20

10

0

1000

900

800

700

600

500

400

300

200

100

0
900800700600500400300200100 10000

Efficiency at 2.45 GHz

Efficiency at 5.8 GHzFigure 47. Diode (MA4E1317) RF-to-DC con-
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(Rd) at 2.45 and 5.8 GHz. Diode parameter val-
ues of Vbi, V0, Vbr are 0.7, 6, and 12 V, respec-
tively. The zero bias junction capacitance (Cj0)
of 0.02 pF, and a series resistance (Rs) of 4O are
used for the analyses (from Ref. 48b with
permission from IEEE).
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where PDC is DC power produced at the load resistance
(RL) of the rectenna and Preceived is power received at an-
tenna of the rectenna. Preceived is calculated from the Friis
transmission equation expressed as

Preceived¼Pt
l0

4pR

� �2

GrGt¼PtAe
Gt

4pR2
ð29Þ

where the effective area Ae is represented as

Ae¼
l2

0Gr

4p
ð30Þ

and where Pt represents transmitted power, Gt and Gr

represent gains of transmitter and receiver antenna, re-
spectively, and R is the distance between the transmitter
and the receiver antennas.

For the rectenna measurements, R is taken to the edge
of the far field. Parameters for calculating Preceived of the
dual-frequency rectenna are displayed in Table 6. The ef-
ficiency is normally expressed as a function of power den-
sity. The power density is calculated by

PD¼
Pr

Ae
¼

PtGt

4pR2
ð31Þ

Measured rectenna efficiencies are shown in Fig. 49.
High efficiencies of 84.4% and 82.7% are measured at 2.45
and 5.8 GHz, respectively. Experimental efficiencies follow
closely with the theoretical efficiency calculations. Re-
ceived power at each highest efficiency points are 89.84
and 49.09 mW corresponding to power densities of 2.38
and 8.77 mW/cm2 at 2.45 and 5.8 GHz, respectively, as
shown in Fig. 49b.

At 80% efficiency points for both 2.45 and 5.8 GHz, the
ideal received power levels at both frequencies are almost
identical. Measurements show that received power levels
at 80% efficiency points are 35.6 and 39.26 mW at 2.45 and
5.8 GHz, respectively. Considering the antenna’s effective
areas (Ae) listed in Table 6, the required power density of
5.8 GHz is around 5.1 times larger than that of 2.45 GHz to
achieve 80% efficiency.

As shown in Fig. 46, the second-order harmonic radia-
tions at 4.9 and 11.6 GHz are around 15 and 20 dB less
than the fundamental frequency radiations at broadside.
Therefore, second-order harmonic reradiations are quite
small. Observing the return loss plot of the antenna inte-
grated with filters in Fig. 41, higher-order harmonic rera-
diations are expected to be small.

9. CONCLUSION

In this article, the CPS transmission line was analyzed for
practical components development. With this analysis,
practical CPS components were developed, investigated,
and their applications were implemented. It was found
that a lower-dielectric-constant (er) substrate and a higher
CPS characteristic impedance (Z0) are desired for lower
CPS attenuation. Different CPS configurations such as
varying s and W, can exhibit identical characteristic

Rectenna

R

310Ω

G

Frequency
synthesizer
(HP8341B)

Power amplifier
(L0203-42 and L0505-38)

Directional coupler
(20 dB coupling)

20 dB Attenuator

Standard gain
horn antennas

Load resistor

Volt meter

Power meter
(HP437B)

Figure 48. Rectenna measurement setup. Two different types of power amplifiers (L0203-42 and
L0505-38) and transmitting standard-gain horn antennas are used for dual-frequency power
transmissions (from Ref. 48b with permission from IEEE).

Table 6. Received Power Calculation parameters for Dual
Frequency Rectenna (from Ref. 48b with permission from
IEEE)

Frequency
(GHz)

l0

(cm)
Far Field

(cm)
Gr

(dBi)
Gt

(dBi)
Ae

(cm2)

2.45 12.2 87.1 5 14.5 37.7
5.8 5.1 48.5 5.4 17.6 7.4
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impedance (Z0). Although characteristic impedance values
(Z0) are identical with different CPS configurations, their
attenuation values might be different. Therefore, attenu-
ation should be verified by plotting in terms of s and W.

As for CPS components, six new types of CPS resona-
tors were presented with open-ended T strip, short-ended
strip, and T slots, and their performances were analyzed
in terms of quality factor (Q factor) or bandwidth. We
found that, while T-strip (types A, B, and D) and T-slot
(type C) resonators exhibit bandstop behavior, short-ended
strip resonators (types E and F) have bandpass frequency
responses. The T-slot resonator (type C) has the highest Q
factor among the resonators, which means that resonance
energy is stored better in the slots than in the strips. As
discussed earlier, CPS attenuation is reduced when the
characteristic impedance (Z0) is high, meaning that the
higher is Z0, the higher is the Q factor. Lumped-element
equivalent circuits of each resonator were presented. Two
types of CPS bandpass filters were designed using the
proposed resonators. Multiple short-ended strip bandpass
filter exhibited a wide passband bandwidth, but the band-
pass filter using short-ended strips with T strips showed
narrow passband bandwidth. A simple CPS lowpass filter

was developed with a cutoff frequency of 7 GHz using in-
terdigital capacitors and a CPS transmission line. The
measured performance showed low insertion loss at pass-
band and deep suppression at stopband.

A new CPS tee junction was introduced using a coupled
CPS (CCPS). The CCPS developed does not require any
bond wires or via holes to connect physically disconnected
CPS lines. The performance of CCPS was compared with
conventional CPS configuration, and its usefulness was
discussed. Using the CCPS, a novel microstrip-fed CPS tee
junction has been invented.

As an antenna application of CPS, a novel printed twin-
dipole phase-array antenna was developed at 30 GHz
using a multi-transmission-line tunable phase shifter con-
trolled by a piezoelectric transducer (PET). The new twin-
dipole antenna was designed using a microstrip-fed CPS
tee junction. To construct the tee junction, CCPS was used
for a physical discontinuity at CPS while fields were con-
tinuous over the entire transmission line. The tee junction
effectively split power to each CPS output port with low
insertion loss. The PET-actuated phase shifter required
only one (unidirectional beam scanning) or two (bidirec-
tional beam scanning) applied voltage sources to produce
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Figure 49. RF-to-DC conversion efficiency for
dual-frequency rectenna: (a) efficiency and DC
output voltage versus received power; (b) effi-
ciency versus power density (from Ref. 48b with
permission from IEEE).
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the progressive phase shift (F). The twin dipole phased-
array antenna demonstrated a 421 (�201Bþ 221) beam
scanning with more than 11 dB sidelobe suppression
across the scan.

As a circuit application of CPS, a dual-frequency re-
ctenna was presented operating at both 2.45 and 5.8 GHz
(ISM bands) simultaneously. The rectenna has a dual-fre-
quency dipole antenna integrated with CPS lowpass and
bandpass filter. For high conversion efficiency, a diode
analysis and transmission-line analysis were performed
for low attenuation. Second-order harmonic reradiations
were well suppressed with CPS filters without losing con-
version efficiency.

Since little research has been done on CPS and its
components, this article should provide some useful guide-
lines for designing and implementing CPS circuits and the
practical aspects of printed dipole antennas.
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COPLANAR STRIPLINE TRANSITIONS

RAINEE N. SIMONS

NASA Glenn Research Center
Cleveland, Ohio

1. INTRODUCTION

A balun is a circuit that is used to transform an unbal-
anced line to a balanced transmission line. In this article,
the design of baluns, which transform an unbalanced line,
such as a coplanar waveguide (CPW) and a microstrip
line, to a balanced line, such as a coplanar stripline (CPS),
is presented. The applications of these baluns include
double-balanced mixers, balanced amplifiers, and feed
network for dipole antennas. These baluns are also com-
monly referred to as ‘‘transitions between transmission
lines.’’ The baluns are divided into two categories for the
purpose of analysis: the Marchand baluns and the double-
Y baluns. Almost all the baluns discussed in this article
fall into the category of Marchand baluns.

2. COPLANAR STRIPLINE-TO-COPLANAR
WAVEGUIDE TRANSITION

2.1. Coplanar Stripline-to-Coplanar Waveguide Balun

Figure 1 shows a CPS to a CPW balun [1]. In this balun at
the balanced end currents of equal magnitude but opposite
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in direction flow along the two strip conductors. At the
unbalanced end currents of equal magnitude but opposite
in direction flow along the center strip conductor and the
ground planes on either side. A short circuit placed be-
tween conductors 1 and 2 at the balanced end results in an
open-circuit quarter-wavelength away at the unbalanced
end, forcing all the currents to flow between conductors 2
and 3. Further, conductors 1 and 3 are short-circuited at
the unbalanced end by a bond wire. This short circuit ap-
pears as an open-circuit quarter-wavelength away at the
balanced end, and therefore conductor 1 is isolated from
the balanced end.

This transition, in addition to serving as a balun, also
provides impedance transformation. Since RF energy
propagates between conductors 2 and 3, the characteris-
tic impedance between these conductors determines the
impedance transformation over the quarter-wavelength
section. In Ref. 2 the application of this transition to a
CPW feed network for a dipole antenna array is demon-
strated. A reduced-size lumped-element version of this
transition is demonstrated in Ref. 3.

2.2. Coplanar Stripline-To-Coplanar Waveguide Balun With
Slotline Radial Stub

Figure 2 shows a coplanar stripline (CPS)-to-coplanar
waveguide (CPW) balun. In this balun one of the slots of
the CPW is terminated in a broadband slotline radial open
stub, while the other slot extends further to meet the CPS.
In Ref. 4 the characteristics of an experimental balun are
reported. The measured insertion loss and return loss of
the balun are typically 1.0 dB and less than �13.0 dB, re-
spectively, over the frequency range of 1.6–7.0 GHz. The
balun has a bandwidth greater than 2 octaves. In Refs. 5
and 6 a variant of this balun is used for exciting a strip
dipole and a spiral antenna, respectively.

2.3. Coplanar Stripline-to-Coplanar Waveguide
Double-Y Balun

The double-Y junction in this balun [7] is formed by
placing alternatively three coplanar striplines (CPSs)
and three coplanar waveguides with finite-width ground
planes (FW-CPWs) as shown in Fig. 3. The advantage
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1

Unbalanced

Balanced

Coplanar
waveguide

Dielectric
substrate

Coplanar
stripline

�g
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Figure 1. Coplanar stripline-to-coplanar wave-
guide transition with three strip transmission
lines.
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waveguide

Coplanar
stripline

Slotline
radial stub

Dielectric
substrate

Figure 2. Coplanar stripline-to-coplanar waveguide tran-
sition with radial slotline stub.
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of FW-CPW over CPW in this design is the greatly reduced
parasitics. Because of small parasitics the FW-CPW
terminations behave almost like ideal open and short
circuits, resulting in wider bandwidth. This balun is
modeled as a six-port network as explained in Ref. 8.
In Ref. 9 the characteristics of an experimental balun
are reported. The geometry as well as typical measured
characteristics are summarized in Table 1. These charac-
teristics show that the balun has a bandwidth of several
decades.

3. COPLANAR STRIPLINE-TO-MICROSTRIP TRANSITION

3.1. Coplanar Stripline-to-Microstrip Transition with an
Electromagnetically Coupled Radial Stub

Coplanar stripline (CPS)-to-microstrip transitions [10] in
a back-to-back arrangement are shown in Fig. 4. In each
transition one of the CPS strip conductors is terminated in
a microstrip radial stub of radius R and angle f while the
other strip conductor is extended forward to form the mi-
crostrip line. The CPS strip conductor width and separa-
tion are W and S, respectively. The width of the microstrip
line is Wm. The resonance frequency of the radial stub de-
pends on the radius R and angle f. At resonance, the
microstrip radial stub provides a virtual RF short circuit
between the CPS strip conductor and the microstrip
ground plane on the opposite side of the substrate. In
the CPS, the electric field lines are across the strip con-
ductors and parallel to the substrate. In the microstrip
line, the electric field lines are normal to the substrate.
Hence, to gradually rotate the electric field lines by 901,
the microstrip ground-plane edge is tapered at an angle y.
The electric field lines at various cross sections along the
transition are illustrated in Fig. 5.

In Ref. 10, the characteristics of an experimental tran-
sition fabricated on a RT/Duroid 6010 substrate are re-
ported. The measured insertion loss and return loss for

two back-to-back transitions over the frequency range of
5.1–6.1 GHz is 2.4 dB (max) and less than � 10.0 dB,
respectively. The –10.0 dB return loss bandwidth of both
transitions is about 18% centered at 5.55 GHz. The nu-
merical simulation of the transition carried out using the
FDTD technique shows good agreement between mea-
sured and modeled results [10]. An optimized version of

Coplanar stripline open circuit
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Coplanar
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waveguide open circuit
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waveguide
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1

2

3
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Figure 3. Coplanar stripline-to-coplanar waveguide double-Y
balun or transition.

Table 1. Coplanar Waveguide with Finite-Width Ground
Planes-to-Coplanar Stripline Double-Y Balun Or
Transition

Dimensions and Characteristics
Substrate Material

er and Thickness (mm) Alumina 9.8, 0.635

Coplanar Waveguide

S (mm) 0.12
W (mm) 0.04
g (mm) 0.1
Z0(CPW) (O) 50.0
Stub length (mm) 0.996

Coplanar Stripline

W (mm) 0.2
S (mm) 0.02
Z0(CPS) (O) 50.0
Stub length (mm) 1.0

Measured Characteristics

Frequency range (GHz) DC�12.0
S11 (dB) r�13.0
S21 (dB) 2.0a

aFor two back-to-back transition.

Source: Ref. 9.

Coplanar stripline

Ground plane
Microstrip
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B
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D
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Figure 4. Two back-to-back coplanar stripline-to-
microstrip transition: topside circuit pattern—W¼0.69 mm, S¼

0.19 mm, R¼5.08 mm, f¼601, Wm¼0.19 mm, LCPS¼6.9 mm;
bottomside circuit pattern—L¼7.1 mm, Lm¼12.7 mm, yE71.
Substrate parameters: h¼0.254 mm, er¼10.5. Segments A–A,
B–B, C–C, and D–D refer to the various cross sections along the
transition.
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this transition has been demonstrated to have a decade
bandwidth [11]. In addition, the radial stubs can be
replaced by overlapping conductors as demonstrated in
Ref. 12 to provide a virtual short circuit. In [13] and in [14]
a transition from an asymmetric CPS (ACPS)-to-micro-
strip with radial stubs and with metal vias respectively,
are demonstrated.

3.2. Uniplanar Coplanar Stripline-to-Microstrip Transition

A uniplanar coplanar stripline (CPS)-to-microstrip back-
to-back transition [15] in a balanced arrangement is
shown in Fig. 6. In this transition, a microstrip line of
characteristic impedance 50O is coupled to two orthogonal
microstrip lines of characteristic impedance 70O through
a quarter-wave stepped impedance-matching transformer.
The characteristic impedance of 70O is chosen for ease of
fabrication. In an ideal transition, the mean pathlength of
the folded loop ‘‘a through b’’ is equal to 0.5 lg(microstrip),
where lg(microstrip) is the guide wavelength in the micro-
strip of characteristic impedance 70O at the center fre-
quency f0. In a practical transition for wideband operation,
the right-angle bend parasitic elements have to be com-
pensated. A simple solution to this problem is to increase
the mean pathlength of the microstrip. Hence, the mean
pathlength is chosen as 0.638 lg(microstrip). This design en-
sures that the phase of the signals at the input locations a
and b to the coupled microstrip line are 1801 out of phase.
The coupled microstrip lines are excited in the odd mode
with the electric field lines predominantly across the gap
S2. The dimensions of the gap S2 is chosen such that the
odd-mode characteristic impedance is 50O. The horizontal
orientation of the electric field lines in the coupled micro-
strip makes the transition to a CPS simple. The width
W and separation S of the CPS in the experimental
transition is the same as the coupled microstrip width
and separation.

In Ref. 15 the measured characteristics of the transi-
tion shown in Fig. 6 is reported. The transition is designed

for operation at a center frequency f0¼10.0 GHz; however,
the measurements show that f0 has shifted to 9.6 GHz.
The measured insertion loss and return loss are about
2.0 dB and less than � 10.0 dB, respectively, over 42%
bandwidth centered at 9.6 GHz. The numerical simula-
tion of the transition carried out using the FDTD tech-
nique shows that the measured and modeled results are in
good agreement [15].

3.3. Stacked Coplanar Stripline-to-Microstrip Transition

Figure 7 shows a coplanar stripline (CPS)-to-microstrip
transition [16] in a stacked configuration. In this
transition the microstrip ground plane is attached using

(b)

E
h

(d)

(a)

(c)

EE

E �0�r

Figure 5. Electric field lines at various cross sections along the
transition: (a) electric field between coplanar striplines at cross
section A–A; (b) electric field between coplanar stripline and mi-
crostrip ground at cross section B–B; (c) electric field in cross sec-
tion of asymmetric microstrip at C–C; (d) electric field in the cross
section of the symmetric microstrip at D–D.
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Figure 6. Two back-to-back balanced uniplanar coplanar strip-
line-to-microstrip transition. Wm¼0.23 mm, W1¼0.33 mm,
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electrically conducting epoxy to one of the strip conductors
of the CPS. The connection between the remaining strip
conductors is by a gold ribbon. Lee and Itoh [16] describe
the characteristics of an experimental transition. The ge-
ometry as well as the measured characteristics of the
transition are summarized in Table 2. The transition has
a wide bandwidth.

3.4. Microcoplanar Stripline-to-Microstrip Transition

Figure 8 shows a microcoplanar stripline (MCPS)-to-mi-
crostrip transition [17] in a back-to-back arrangement. In
this transition, the width of the microstrip ground plane is
abruptly reduced to form a symmetric parallel-plate line.
The parallel-plate conductors are next flared out to form
the MCPS. The cross section at three locations along the
transition are shown in the inset in Fig. 8. Sections A–A,
B–B, and C–C show the microstrip, the parallel plate, and
the MCPS regions, respectively. The relevant parameters
of the transition are as follows: h1¼ 254mm, er1¼10.5,
er2E1.0, W¼ 889 mm, Wm¼ 254 mm, and the characteristic
impedance Z0(microstrip)¼ 50O. In Ref. 17 the characteris-
tics of an experimental transition are reported. The mea-
sured insertion loss and return loss are 1.0 dB and less
than � 16.0 dB, respectively, for two back-to-back transi-
tions over the frequency range of 0.045–14.0 GHz. These
losses also include the loss of the test fixture. The mea-
surements show that the transition has a broad band-
width.

4. COPLANAR STRIPLINE-TO-SLOTLINE TRANSITION

An electromagnetically coupled coplanar stripline (CPS)-
to-slotline transition [18] in a back-to-back arrangement is
shown in Fig. 9. The CPS and the slotline are on opposite
sides of a dielectric substrate. To demonstrate the design

Table 2. Coplanar Stripline-to-Microstrip Transition

Dimensions and Characteristics
Coplanar Stripline

Substrate thickness (mm) 3000
er 10.0
W (mm) 490
S (mm) 58
Z0(CPS) (O) 50

Microstrip Line

Substrate thickness (mm) 127
er 2.0
Wm (mm) 385
Z0(m) (O) 50

Gold Ribbon

Width (mm) 350
Length (mm) 250

Measured Characteristics

Frequency range (GHz) DC�18.0
S11 (dB) r�13.0a

aFor two back-to-back transitions.

Source: Ref. 16.
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Figure 8. Two back-to-back micro-coplanar strip-
line-to-microstrip transition.
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of the transition, the cross sections at four locations along
the length are shown in Fig. 10. The input port at section
A–A is a CPS with strip conductor width W1 and separa-
tion S1. At section B–B the CPS overlaps the ground plane
of the slotline and transforms to coupled microstrip lines
of width W2 with odd-mode excitation. The separation S2

between the coupled microstrip lines gradually diverges
beyond B–B to C–C, but the strip width remains fixed at
W2. At section C–C, the coupled microstrip lines are totally
decoupled and behave as two independent lines. Beyond
this plane, the CPS is terminated in a short circuit arc of
radius R. Coupling between the CPS and the slotline takes
place at the location where the short circuit arc crosses

the slotline at right angles. The slotline has a slot of
width Ws.

Further, the slotline is terminated in a short circuit at a
distance L3, which is approximately lg(slotline)/4, where
lg(slotline) is the guide wavelength in the slotline at the de-
sign frequency f0. The measured return loss and insertion
loss characteristics of the transition are presented in Figs.
11a and 11b, respectively. Table 3 summarizes the transi-
tion performance.
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L3

R  
Ground
plane  
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bottom side)  

Coplanar
stripline

L2  

L1  

Figure 9. Two back-to-back electromagnetically coupled copla-
nar stripline-to-slotline transition. A–A, B–B, C–C, and D–D refer
to the various cross-sections along the transition.
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Figure 10. Cross-sectional view depicting transition between co-
planar stripline to slotline: (a) at cross section A–A; coplanar
stripline; (b) at cross section B–B; coupled microstrip lines; (c) at
cross section C–C; decoupled microstrip lines; (d) at cross section
D–D; slotline.
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Figure 11. Measured characteristics: (a) return loss; (b) inser-
tion loss.

Table 3. Coplanar Stripline-to-Slotline Transition

Dimensions and Characteristics

Substrate High-resistivity silicon (rE2500–3000O cm)
Thickness D (mm) 0.295
er 11.7
t (mm) E2.5

Coplanar Stripline

W1 (mm) 0.28
S1 (mm) 0.254
W2 (mm) 0.24
S2 (mm) 0.254
L1 (mm) 6.35
L2 (mm) 3.94
R (mm) 1.27

Slotline

WS (mm) 0.1143
LS (mm) 7.13
L3 (mm) 3.8

Measured Characteristics per Transition

f0 (GHz) 10.0
S11 (dB) r�10.0
S21 (dB) 1.45
Bandwidth (%) at f0 30.0

Source: Ref. 18.
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1. INTRODUCTION

Coplanar waveguide (CPW) is a type of planar transmis-
sion line suited for microwave integrated circuits (MICs)
as well as for monolithic microwave integrated circuits
(MMICs). The unique feature of this transmission line is
that it is uniplanar in construction, which implies that all
the conductors are on the same side of the substrate. This
attribute simplifies realization of short- or open-circuited
terminations and mounting of series and shunt lumped or
active elements. In addition, it also circumvents the need
for via holes. Furthermore, simplifies manufacturing and
allows fast and inexpensive characterization using on-wa-
fer techniques.

In this article, the design considerations for a CPW
3-dB hybrid coupler, 1801 hybrid coupler, 3-dB magic-T,
and aperture coupled patch antenna are presented. The
hybrid couplers and the magic Ts are widely used in MICs
as 901 and 1801 power dividers and combiners that form
the basic building blocks for subsystems such as balanced
mixers, balanced upconverters, balanced modulators, bal-
anced amplifiers, and balanced frequency multipliers. In
addition, they are also used in the construction of image
rejection mixers and upconverters. Furthermore, when
hybrid couplers are integrated into the feed system of
printed patch antennas and arrays, they can excite the
radiator in the desired amplitude and phase to generate a
linear or circular polarization. When magic Ts are inte-
grated with antennas, they can form a comparator to pro-
duce the monopulse sum and difference signals needed in
tracking radars.

In contrast with a Lange coupler, the above mentioned
couplers do not require narrow strip conductors and
slots, which impact tolerance and yield. To keep the
chip size small and thus lower the cost, the designs
presented here are for reduced-size hybrid couplers and
magic Ts.

2. REDUCED-SIZE 3-dB BRANCHLINE HYBRID

Equivalent circuits of standard and reduced-size branch-
line hybrid are shown in Figs. 1a and 1b, respectively. In a
standard hybrid the characteristic impedance of the
branchline and the throughline are Z0 and Z0/O2, respec-
tively. If in the reduced-size hybrid the characteristic im-
pedance of the both the branchline and the throughline
are Z, where Z is greater than Z0, then the electrical
length of the branchline y1, the electrical length of the
throughline y2, and the lumped capacitance C are given
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by Ref. 1:

y1¼ arcsin
Z0

Z

� �
ð1Þ

y2¼ arcsin
Z0ffiffiffi
2
p

Z

� �
ð2Þ

oCZ0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
Z0

Z

� �2
s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2�
Z0

Z

� �2
s

: ð3Þ

As an example, when Z0¼ 50O and Z¼ 70.7O, these three
equations give y1¼ 451, y2¼ 301. This implies that the
branchline and the throughline lengths y1 and y2 are
lg/8 and lg/12, respectively, where lg is the guide wave-
length.

The phase difference between the power to the direct
port and the power to the coupled port, that is, the phase
of (S21/S31), is computed in Ref. 1 for the reduced-size hy-

brid and the standard quarter-wavelength hybrid. The re-
sults show that the bandwidth over which the phase
difference is 901 is narrower in the case of the reduced-
size hybrid.

In a coplanar waveguide (CPW) if the center strip con-
ductor width is held fixed and the slot width increased, the
characteristic impedance increases and the conductor loss
reduces. Hence, the insertion loss of the reduced-size hy-
brid that has an impedance higher than that of the stan-
dard hybrid is not degraded by size reduction.

An experimental reduced-size hybrid fabricated on a
semiinsulating GaAs is reported in Ref. 1. The constant-
impedance transmission line is a CPW with a center strip
width of 10 mm and characteristic impedance of 70.0O. The
lengths of the branchline and the throughline are lg(CPW)/
8 and lg(CPW)/12, respectively, at 25 GHz. Air bridges are
used at the CPW junctions to tie the ground planes at
equal potential and suppress the coupled slotline even
mode. Metal–insulator–metal (MIM) shunt capacitors are
located at the corners of the inner ground metal. The in-
sulator film is Si3N4. The size of the fabricated hybrid is
500�500 mm. This is more than 80% smaller than a stan-
dard branchline hybrid.

The measured performance of the hybrid in Ref. 1 over
the frequency band of 24.0–26.0 GHz shows that the power
coupled from port 1 to ports 2 and 3 is within 5.070.5 dB,
return loss at port 1 is better than �10.0 dB, and the iso-
lation between ports 1 and 4 is better than –12.0 dB. As a
concluding remark, it may be mentioned that in Ref. 2 a
small 901 hybrid coupler based on the Wheatstone bridge
principle is demonstrated at a center frequency of
4.0 GHz.

3. REDUCED-SIZE 1801 RING HYBRID

The equivalent-circuit representation of a standard 1801
ring hybrid is shown in Fig. 2a. To reduce the size of the
hybrid, first the quarter-wavelength lines of 70O charac-
teristic impedance are replaced by one-eighth wavelength
lines of 100O characteristic impedance with lumped ca-
pacitances at the ends. Then, the three-quarter wave-
length line of 70O characteristic impedance is replaced
by a p-network consisting of lumped series capacitance
and shunt inductances. The lumped shunt inductances
and capacitances almost cancel each other, resulting in
the equivalent circuit [1] shown in Fig. 2b.

Besides size reduction, the reduced-size ring hybrid has
the advantage of being able to interchange ports at the
location of the series metal–insulator–metal (MIM) capac-
itor [1] as illustrated in Fig. 3. In Fig. 3a, the output ports
2 and 3 are located on opposite sides of port 4. By inter-
changing the location of ports 2 and 4, the output ports 2
and 3 are located side by side as shown in Fig. 3b. Further,
if port 4 is used as the input port, then the outputs at ports
2 and 3 are 1801 out of phase as discussed in Ref. 3. This
feature greatly simplifies balanced mixer construction
using a ring hybrid [4].

An experimental reduced-size ring hybrid fabricated on
a semiinsulating GaAs substrate with elevated CPW as
the transmission line has been reported in Ref. 5. The

Port 1

35Ω

50Ω 50Ω

35Ω
Port 4

Port 2

Port 3

λg1
4

λg1
4

λg2
4

λg2
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C C

Z = 70.7ΩZ = 70.7Ω

Z = 70.7  

Z = 70.7Ω

C C

λg

8

λg

12
Port 1 Port 2

Port 4 Port 3

(a)

(b)

Figure 1. (a) Standard branchline hybrid; (b) reduced-size
branchline hybrid. The guide wavelength on the line is denoted
as lg.
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elevated CPW has the advantage of reducing both the in-
sertion loss as well as the chip area as discussed in Ref. 3.
The hybrid consists of three 1

8th-wavelength 100-O elevat-
ed CPWs, a series capacitor and two shunt capacitors in
place of the three lg/4, and a 3lg/4 70-O transmission line
as in a standard ring hybrid. In the experimental hybrid,
the elevated CPW is meandered to further reduce the
overall size. The ring hybrid is schematically shown
in Fig. 4.

The measurements show that the coupling loss (7S127,
7S427) of the hybrid is on the order of 4.270.8 dB, return
loss (7S227) better than 17.0 dB, and isolation (7S327) better

than 18.0 dB over the frequency range 15.072.0 GHz. The
chip size is on the order of 0.50�0.55 mm.

4. REDUCED-SIZE 3-dB MAGIC T

The circumference of a magic-T circuit is typically about
one guide wavelength. To reduce the circumference and
thereby the overall size, consider the hybrid ring topology
[6] shown in Fig. 5. In this circuit it is assumed that the
transmission lines in opposite ring arms are identical and
that the hybrid ring is matched at all ports. The phase
shifter may be located anywhere in any of the four arms.
In this hybrid a signal fed to port 1 (H arm) will be split
equally and be in phase between the two output ports 2

Port 2

70Ω

70Ω 70Ω

70Ω

(a)

(b)

Port 1

Port 4

Port 3

λg
4

λg
4

3λg
4
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100Ω 100Ω
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C C
λg
8

jY0
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8
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8

Figure 2. Representation of (a) standard 1801 ring hybrid or rat
race with transmission lines; (b) equivalent reduced-size 1801
ring hybrid or ratrace with transmission lines and lumped ele-
ments. The wavelength on the line is denoted as lg.
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Figure 3. (a) Normal port layout; (b) port layout convenient for
balanced mixer applications.
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and 3 (balanced arms). Similarly, a signal feed to port 4
(E arm) will be split equally and be out of phase between
the two output ports 2 and 3. The following design equa-
tions hold good [6]:

Z2
c1¼Z2

0

sin2 y1þ sin2 y2 � 2 cos y1 cos y2

sin2 y1

ð4Þ

Z2
c2¼Z2

0

sin2 y1þ sin2 y2 � 2 cos y1 cos y2

sin2 y2

ð5Þ

where yi (i¼ 1,2) is the electrical length of arm i at the
center frequency f0. The impedances Zc1 and Zc2 are the

characteristic impedances of the lines in the ring arms.
The impedance Z0 is the terminating impedance. To obtain
real values for characteristic impedances, the following
condition must be satisfied [6]:

cos y1þ cos y2o
ffiffiffi
2
p

ð6Þ

In a symmetric design all four ring arms are identical.
In such a case Eqs. (4) and (5) reduces to [7]:

Zc¼Z0

ffiffiffi
2
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� cot2 y
p

ð7Þ

An experimental reduced-size magic T [6,7] realized
with symmetric coplanar striplines is shown in Fig. 6a.
Coplanar striplines are chosen because they allow easy
crossover of the two strips to realize the 1801 phase shifter
needed at the E arm. The crossover may be placed at any
position along the arm or at the T junction as shown in
Fig. 6b.

In Ref. 7 y is equal to 601 and for Z0 equal to 50O, Zc

from (7) is equal to 57.6O. This design results in a ring
circumference of 0.67 guide wavelength. The magic T is
fabricated on a 254-mm-thick alumina substrate (er¼ 9.9),
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Port 4

Port 3
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λg
8

100 Ω,      , elevated CPWMIM 
capacitor

Figure 4. Reduced-size 1801 ring hybrid with meandered elevat-
ed CPW.
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Figure 6. (a) Reduced-size ring magic T (from Ref. 7, copyright
r IEE) (b) alternate implementation with slotline feed for E-arm
(from Ref. 6, copyright r IEE).
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and the conductor thickness is 4mm. The geometric pa-
rameters and the measured performance of the magic T
are summarized in Table 1. The magic T has a bandwidth
slightly larger than 1 octave.

As a concluding remark, it may be mentioned that
other designs for magic Ts can be found in Refs. 8–11 in
the literature.

5. COPLANAR WAVEGUIDE APERTURE-COUPLED PATCH
ANTENNA

Aperture-coupled feeding is attractive because of certain
advantages, such as lack of physical contact between the
feed and radiator, wider bandwidth, and better isolation
between antennas and the feed network. Furthermore,
aperture-coupled feeding allows independent optimization
of antennas and feed networks by using substrates of dif-
ferent thickness or permittivity. A grounded coplanar
waveguide (GCPW) aperture-coupled patch antenna is
schematically illustrated in Fig. 7. In the experimental

antenna [12], the patch and the GCPW feed structure,
with a series gap L1 in the center conductor, are fabricated
on separate substrates, and the aperture is etched in the
common ground plane. The aperture is located directly

Table 1. Reduced-Size 3-dB Ring Magic T

Circuit Parameters and Measured Characteristics

Substrate (alumina) er 9.9
Thickness (mm) 254
Metallization thickness (mm) 4.0

Coplanar Waveguide

Strip width S1 (mm) 50
Slot width W1 (mm) 30
Z0 (O) 50

Coplanar Stripline

Strip width S1 (mm) 300
Slot width S2 (mm) 60
Zc (O) 57.6
y (deg) 60
Circumference lg 0.67
Ring radius (mm) 3478
Crossover gap g (mm) 100

Measured Performance

Center frequency f0 (GHz) 6
Frequency range (GHz) 4.5–9.2
Transmission when fed at H-arm 4.370.3

mag (S21), mag (S31) (dB)
Transmission when fed at E-arm 4.370.3

mag (S24), mag (S34) (dB)
Output magnitude balance when fed at H-arm 0.370.05

mag (S21/S31) (dB)
Output phase balance when fed at H-arm 074

phase (S21/S31) (deg)
Output magnitude balance when fed at E-arm 0.470.25

mag (S24/S34) (dB)
Output phase balance when fed at E-arm 18074

phase (S24/S34) (deg)
Return loss mag (S22) and mag (S33) (dB) o�10.0
Isolation mag (SEH), mag (S32) (dB) o�23.0

Feed 
substrate
ε0εr1

h1

h2
b

a

Dumbbell
shaped 
aperture

Microstrip 
patch

Antenna
substrate
ε0εr2

CPW 
input port

S

W

W

W2

L1

S1

L2

L

Lt

R
CPW 
feed line

Bond wires

Common ground 
plane

Figure 7. Grounded coplanar waveguide aperture-coupled patch
antenna: S¼0.076 cm, W¼0.025 cm, L¼0.711 cm, L1¼0.025 cm,
L2¼0.205 cm, W2¼0.69 cm, a¼0.76 cm, b¼1.14 cm, h1¼

0.051 cm, er1¼2.2, h2¼0.025 cm, er2¼2.2, Lt¼0.711 cm, S1¼

0.355 cm, R¼0.0843 cm.
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above the series gap. Thus, microwave power is coupled
from the GCPW feedline to the patch through the aper-
ture. In the experimental antenna, the patch is displaced
by B0.32 cm from the center of the aperture and the
GCPW stub length L is adjusted to provide the best im-
pedance match to the feedline. The radiation from the an-
tenna is linearly polarized with the plane of polarization
parallel to the patch side of dimension a.

The measured return loss is about –16.9 dB at the de-
sign frequency of 12.65 GHz as reported in Ref. 12. Typical
measured E- and H-plane radiation patterns [12] for the
GCPW aperture-coupled patch antenna are shown in
Figs. 8a and 8b, respectively. The patterns look fairly sym-
metric and exhibit a 3 dB beamwidth of about 601 and 501 in
the E and H planes, respectively. The measured front-to-
back ratio is B14.0 dB, which is typical for an aperture-cou-
pled patch antenna. Finally, in Ref. 13 an aperture-coupled
patch antenna with series slotline stubs in the CPW ground
planes, instead of a series gap in the CPW center strip con-
ductor, is demonstrated. The characteristics of this antenna
are similar to those presented above.
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1. INTRODUCTION

The coplanar waveguide (CPW) was invented by Wen [1]
in 1969 as a novel surface strip transmission line fabri-
cated on a dielectric substrate. As the strip conductor is
deposited on the same surface as the two ground planes in
close proximity, the CPW transmission line has demon-
strated several advantageous features over the conven-
tional microstrip line, for instance, easy surface mounting
of external devices, easy fabrication of both shunt and se-
ries passive elements, low-frequency dispersion, and easy
adjustment of desirable characteristic impedance. Since
its proposal, the CPW technology has been progressively
gaining a tremendous application in exploration of ad-
vanced RF and microwave integrated circuits, modules,
and subsystems. For this purpose, much effort has been
carried out to construct a new variety of modified CPW
transmission lines with varied cross-sectional configura-
tions and accurately characterize their propagation per-
formance in theory and experiment, as summarized in two
relevant books [2,3]. In particular, various static and full-
wave methods have been effectively developed to deal with
these inhomogeneous transmission lines and derive the
two per unit length transmission parameters, i.e., effective
dielectric constant and characteristic impedance.

This article focuses on the fundamentals of various
CPW transmission lines developed so far, including their
geometric schematics, transmission characteristics, mod-
eling techniques, and closed-formed design formulas:

1. The three most popular CPW lines with infinite and
finite ground widths as well as the backed conductor
are comprehensively described to exhibit their
transmission performance versus strip/slot dimen-
sion ratios, operating frequency, and strip conductor
profile.

2. Low-transmission-loss shielded CPW, suspended
CPW, nonleaky CPW, micromachined CPW, and cav-
ity-assisted CPW are briefly investigated.

3. Various coupled CPW transmission lines and the
extent of their weak and tight parallel coupling are
discussed.
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4. Various periodic slow-wave CPW transmission lines
with series inductive and/or shunt capacitive load-
ing in periodical intervals with the objective of min-
iaturization of CPW circuits are discussed, and their
complete propagation characteristics in terms of ef-
fective per unit length transmission parameters are
demonstrated.

2. BASIC CPW: GEOMETRY AND ANALYSIS

The conventional CPW transmission line [1] consists of
the central strip conductor and the two infinite-width
ground planes on two sides that are formed in close prox-
imity on the same surface of a dielectric substrate with
finite height, as illustrated in Fig. 1a. By equalizing the
electric potentials at the two ground planes, only the even
symmetric dominant CPW mode can be excited. At high
frequencies, this CPW mode becomes non-TEM with a
longitudinal component of magnetic field. In such a case,
the tangential magnetic field, on the surface of the coupled
slots between the strip conductor and two ground planes,
becomes elliptically polarized. This conventional CPW was
developed by Wen [1] for suitable applications in nonre-
ciprocal ferrite devices. However, the CPW has been ex-
tensively utilized as a quasi-TEM transmission-line
candidate for exploration of a variety of MMIC’s circuits

and modules. In this way, the cross-sectional dimensions,
such as slot and strip widths, are readily selected electri-
cally short in the frequency region of operation, so as to
minimize the longitudinal magnetic field component.

Figure 1b shows the cross-sectional configurations of
the electric and magnetic fields of the dominant quasi-
TEM mode. The electric field lines start from the central
conductor and then are symmetrically expanded with re-
spect to the central plane toward the ground planes at two
sides, whereas the magnetic field lines are perpendicular
to their electric counterparts at any given location and
surround the central conductor in terms of closed loops.
Figure 1c illustrates the distribution of electric current
densities on the strip conductor and ground planes, re-
spectively, that are longitudinally oriented in an antipar-
allel pattern. The current density strength inherently
tends to increase and then approach the infinity in an ex-
ponential function as the observed point moves to the me-
tallic edges, regardless of either strip conductor or ground
sides.

In Wen’s work [1], the relative permittivity is assumed
much larger than the unity (erb1) so that the finite height
of a substrate can be reasonably treated as the infinity
(h-N) for simplifying the theoretical analysis. But, in
practice, er and h have to be finite as shown in Fig. 2a.
Also, the actual ground width of this CPW is usually
finitely wide so as to formulate the call finite-ground
CPW or FGCPW as shown in Fig. 2b. Further, an addi-
tional conductor plate is often formed on the opposite sur-
face of a finite-height substrate in order to improve both
the mechanical strength and power-handling capability,
thus constructing the conductor-backed CPW (CBCPW) as
illustrated in Fig. 2c. Moreover, many other modified CPW
structures with dielectric multilayers and/or upper/lower

(a)

Electric field lines

Electric current density

Magnetic field lines

(b)

(c)

Substrate

GroundGround Strip

Figure 1. Schematic of infinite-ground coplanar waveguide
(CPW) transmission line and distribution profiles of electromag-
netic field and current density in cross section: (a) 3D schematic;
(b) electric and magnetic field lines; (c) electric current density.
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Figure 2. Cross-sectional view of three typical CPW transmis-
sion lines: (a) infinite-ground CPW; (b) finite-ground CPW;
(c) conductor-backed CPW.
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shielding conductors [2,3,5–7] are built on the basis of
these three basic CPW in order to meet various require-
ments in realizing the preferred electrical performance
and employing advanced fabrication techniques.

So far, extensive work in theory has been done to char-
acterize a variety of CPW transmission lines in terms of
per unit length characteristic impedance and propagation
constants by developing the quasistatic and full-wave
analysis approaches [2,3]. Assumption of quasi-TEM
mode at low frequencies, the quasistatic conformal map-
ping technique was initially utilized to model the CPW
line with infinite dielectric thickness [1] and then was sig-
nificantly extended to consider a number of CPW struc-
tures with shielded and multilayered configurations [4–7].
In this way, the total per unit length capacitance can be
derived as the algebraic sum of all the partial line capac-
itances [4–7] and separately calculated both above and
below the slot interface. Generally speaking, this tech-
nique is strictly valid for the hypothesis that the interface
of a substrate is considered as the magnetic wall or electric
field lies on the dielectric interface. However, an accuracy
of 41% for a wide range of physical dimensions and di-
electric permittivity is achieved as compared with that of
the full-wave spectral-domain method [6]. Of vital impor-
tance, this technique gives rise to analytical expressions
for effective dielectric constants and characteristic imped-
ance in terms of the ratio of complete elliptic integral of
the first kind and its complement, K(k)/K0(k), where k is
the variable.

The detailed mathematics of this procedure can be
found in the literature [e.g., 1–7] and are not discussed
here. In this section, the three sets of closed-form design
formulas are used to characterize three basic CPW struc-
tures in Figs. 2a–2c with respect to various physical di-
mensions. For the reader’s convenience, the analytical
expressions of the ratio K(k)/K0(k), are provided below in
two different regions of the variable k for infinite- and
finite-width-ground CPWs:

KðkÞ

K 0ðkÞ
¼

p

ln½2ð1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k24
p

Þ=ð1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k24
p

Þ�
ð0 � k

� 0:707Þ ð1aÞ

KðkÞ

K 0ðkÞ
¼

ln½2ð1þ
ffiffiffi
k
p
Þ=ð1�

ffiffiffi
k
p
Þ�

p
ð0:707 � k � 1Þ ð1bÞ

2.1. Infinite-Ground CPW

For conventional CPW with infinite-width ground as in
Fig. 2a, the two variables k1 and k2 are defined in terms of
the dimensions a, b, and h, respectively, where the strip
width W¼ 2a and S¼ b�a:

k1¼
a

b
ð2aÞ

k2¼
sinhðpa=2hÞ

sinhðpb=2hÞ
ð2bÞ

As such, the per unit length effective dielectric constant
and characteristic impedance can be deduced:

ere¼ 1þ
er � 1

2

Kðk2Þ

K 0ðk2Þ

K 0ðk1Þ

Kðk1Þ
ð3Þ

Z0¼
30p
ffiffiffiffiffiffi
ere
p

K 0ðk1Þ

Kðk1Þ
ð4Þ

Figures 3a and 3b show simulated results from Eqs. (3)
and (4), respectively, with respect to the ratio of slot to
strip widths (S/W in Fig. 3) under different h/W (height/
width ratios). The impedance (Z0) definitely increases as
the slot is widened for all the four listed h/W because of
reduced capacitive coupling between the strip conductor
and two ground planes. As h/W increases, the Zo curve
converges to that with very thick thickness (h/W¼ 20).
Meanwhile, the effective dielectric constant (ere) falls down
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Figure 3. Per unit length transmission parameters of the infi-
nite-ground CPW transmission line as a function of slot width
(S/W) with varying substrate thickness (h/W): (a) characteristic
impedance (Z0); (b) effective dielectric constant (ere).
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as the slot width is enlarged under the fixed finite thick-
ness (h/W) and it eventually becomes almost independent
of h if h/W is larger than 20 as can be seen in Fig. 3b. It can
be further deduced from these results that the effect of
finite dielectric substrate is almost ignorable if h exceeds
2b¼Wþ 2S.

2.2. Finite-Ground CPW

Practical CPW has finite-width ground planes as illustrat-
ed in Fig. 2b. In order to factor in the effect of finite ground,
the two modified variables, k3 and k4, are defined as below;
thus Eqs. (3) and (4) are still valid for this finite-ground
CPW by using k3 and k4 instead of k1 and k2:

k3¼
a

b

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2=c2

1� a2=c2

s

ð5aÞ

k4¼
sinhðpa=2hÞ

sinhðpb=2hÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� sinh2

ðpb=2hÞ= sinh2
ðpc=2hÞ

1� sinh2
ðpa=2hÞ= sinh2

ðpc=2hÞ

s

ð5bÞ

The calculated results are depicted in Figs. 4a and 4b, in
which W1¼ 2a, S¼ b�a, and W2¼ c� b indicate the strip,
slot, and finite-ground widths, respectively. As the ground-
to-strip width ratio of W2/W1 is reduced, Z0 tends to in-
crease and the effective ere also goes up slowly. This may be
attributed to the weakened strip-to-ground coupling and
partial transfer of field energy from the free space to di-
electric substrate. Moreover, we can find that the effect of
the two lateral finite grounds becomes much smaller as W2

is widened beyond 2W1, especially for the narrow slot
width (S).

2.3. Conductor-Backed CPW

An additional conductor plate is put on the lower interface
of a substrate to form the conductor-backed-CPW
(CBCPW) as shown in Fig. 2c. This CBCPW resembles a
mixed coplanar-microstrip structure, thus supporting a
parasitic microstriplike mode in addition to the dominant
CPW mode. The CPW-mode characteristic impedance may
be considerably reduced by the shunt connection of the
two per unit length capacitances between strip and lateral
ground as well as the strip and backed conductor. The
performance of this CBCPW can also be characterized us-
ing the conformal mapping technique [2,3]. For this pur-
pose, an alternative variable k5 is defined as follows:

k5¼
tanhðpa=2hÞ

tanhðpb=2hÞ
ð6Þ

As such, the two per unit length parameters can be cal-
culated in terms of the two closed-form equations:

ere¼ 1þ ðer � 1Þ
Kðk5Þ=K 0ðk5Þ

Kðk1Þ=K 0ðk1ÞþKðk5Þ=K 0ðk5Þ
ð7Þ

Z0¼
60p
ffiffiffiffiffiffi
ere
p

1

Kðk1Þ=K 0ðk1ÞþKðk5Þ=K 0ðk5Þ
ð8Þ

Figures 5a and 5b show the results of these two param-
eters versus the thickness-to-strip aspect ratio (h/W) un-
der varied slot-to-strip aspect ratios (S/W). When the
substrate is thin (i.e., with small h/W), the capacitive cou-
pling between the strip and backed conductor is signifi-
cantly tightened, causing this CBCPW to operate like a
microstrip line with decreased characteristic impedance
(Z0), as can be observed in Fig. 5a. Meanwhile, the elec-
tromagnetic field is moved to the substrate region under-
neath the strip conductor, thereby enlarging the effective
dielectric constant (ere) toward the dielectric permittivity
(er), as illustrated in Fig. 5b. At a narrow slot width of S/
Wr0.5, the backed-conductor effect becomes negligibly
small if the thickness (h) exceeds the strip width (W), im-
plying that this CBCPW operates as a conventional CPW
as in Fig. 2a. For the wide slot width (S/W41.0), both Z0

and ere seem to depend on the substrate thickness (h/W) to
some extent because of the concurrent existence of the
strip-to-ground and strip-to-conductor coupling.
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Figure 4. Per unit length transmission parameters of finite-
ground CPW transmission line as a function of finite-ground
width (W2/W1) with varying slot width (S/W1): (a) characteristic
impedance (Z0); (b) effective dielectric constant (ere).
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Until now, the three basic CPW transmission lines have
been characterized under the quasistatic assumption. The
formulas presented above are well verified at low frequen-
cies in comparison with the spectral-domain approach as
discussed in Ref. 6. However, because of the inhomoge-
neous layers in these CPW, the two per unit length pa-
rameters become frequency-dispersive as the operating
frequency increases as demonstrated extensively in the
literature [2,3,8]. In addition, the higher-order modes may
operate above their relevant cutoff frequencies and their
parasitic effects cannot be taken into account in the design
formulas above. Also, many other factors, such as the
strip/ground conductor thickness and cross-sectional pro-
files, may seriously affect these two parameters. In order
to rigorously model these CPW structures, a number of
full-wave numerical approaches, such as the mode-match-
ing method, spectral-domain method, method of lines, and
the finite-element method, were successfully developed in

the 1970s–1990s. As the detailed procedures of these
methods can be found in a contributed book [8], a lengthy
and complicated formulation of these approaches in math-
ematics would be beyond the main objectives of this article
and is not included here.

We nevertheless include some typical results using
these full-wave approaches to demonstrate the electrical
performance of CPW transmission lines with varied strip/
conductor configurations [9,10]. Figures 6a and 6b show
the calculated frequency-dispersive effective dielectric
constants (ere) of the conductor-backed CPW, CBCPW,
with rectangular or trapezoidal conductor configurations.
In all these structures, ere seems to be frequency-indepen-
dent at low frequencies (fo20 GHz) with a substrate
thickness of h¼ 100mm. This parameter increases sharp-
ly at the beginning and then more gradually as f increases,
and eventually reaches to the relative permittivity of this
substrate (i.e., er¼12.9), as f is beyond 100 GHz. In fact,(a)

S/W=0.5

S/W=0.5

1.5

1.5

3.0

3.0

5.0

5.0

�r=10.2
W=1.2mm

0 0.5 1 1.5 2 2.5 3 3.5 4

(b)
h / W

h / W

0 0.5 1 1.5 2 2.5 3 3.5 4

90

80

70

60

50

40

30

20

10

10

Z
0(

Ω
)

10

9.5

9

8.5

8

7.5

7

6.5

6

5.5

� r
e=

(�
/k

0)
2

Figure 5. Per unit length transmission parameters of conductor-
backed CPW transmission line as a function of substrate thick-
ness (h/W) with varying slot width (S/W): (a) characteristic im-
pedance (Z0); (b) effective dielectric constant (ere).
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all the electromagnetic (EM) fields definitely tend to be
moved into the substrate region with high permittivity at
high frequencies, thus causing the slow-wave propagation
behavior with reduced velocity, which is the common fre-
quency-dispersive feature for all CPW transmission lines.
As can be observed in Fig. 6a, ere at low frequencies grad-
ually decreases as the strip/ground thickness (t) increases
from 0 to 10 mm. Because of tightened coupling between
the central strip and two-side grounds for nonzero t, a
small portion of EM fields in the substrate is moved to the
free-space slot region. Figure 6b shows us that the varied
angle (y) of conductor edge wall affects the transmission
properties. As y increases, ere at low frequencies appears to
drop because of the upward-oriented EM fields between
the strip and ground.

3. MODIFIED CPW WITH ENHANCED PERFORMANCE

In this section, a variety of modified CPW transmission
lines that have many promising features for applications
in high-performance and millimeter-wave circuits will be
overviewed. Figure 7a is the cross-sectional view of an
initial CPW with metallic enclosure. This shielded CPW
can completely avoid the unexpected radiation loss that
occurs in the unbounded CPW discussed above. However,
because of the high conductivity loss and serious frequen-
cy dispersion, the preferred construction for the CPW is
suspension in a metallic enclosure as shown in Fig. 7b.
This type of CPW was originally reported by Hatsuda [11],
and the dominant-mode performance for this CPW is an-
alyzed approximately using the relaxation method under
the quasistatic assumption. To facilitate the mechanical
installation, an improved CPW, the nonsymmetrically
shielded CPW (NSCPW) [12] is shown in cross section
Fig. 7c. This NSCPW is constructed by mounting the CPW
in a nonsymmetric enclosure with respect to the upper
and lower regions through the grooves. In addition to the
low transmission loss and low frequency dispersion, this
shielded NSCPW is best suited for mounting solid-state
devices, constructing matching elements in series and
shunt, and formulating the biasing circuits [12]. The prop-
agation characteristics of the dominant and high-order
modes are theoretically studied using full-wave methods
[12,13], and the predicted phase constants of these modes
are experimentally verified [12] by measuring the multi-
ple transmission peaks of the two-port NSCPW resonator
with coaxial launchers at two ends.

The theoretical characteristics of multilayered CPW
transmission lines have been reported in the literature
[5–7]. Three of these CPW structures that exhibit en-
hanced electrical performance, namely, elevated, insulat-
ed, and nonleaky CPW, are discussed here (see cross-
sectional views in Fig. 8). The elevated CPW in Fig. 8a is
proposed [14] for construction of a nonlinear transmission
line fabricated with Schottky diodes on GaAs substrate.
This CPW has several attractive features such as low loss,
high wave velocity, and broad frequency bandwidth. Its
propagation performance is characterized with respect to
varied elevated heights [15] using the full-wave approach.
The CPW is fabricated on silicon substrate for low-cost

application in radiofrequency integrated circuits (RFICs).
Due to high attenuation, the CPW is usually constructed
by forming an insulated layer, such as low-loss polyimide
[16] or SiO2 [17], above the silicon substrate, as shown in
Fig. 8b. The measured results show that attenuation can
be reduced if the insulated layer is thick relative to the
strip and slot widths [16]. Figure 8c shows the multilay-
ered CBCPW with the upper metallic cover, and this
CBCPW is one of two possible nonleaky CPW structures
[18]. As demonstrated in the early literature, the presence
of the backed conductor in the CBCPW causes unexpected
power leakage into transverse directions in the form of a
parallel-plate wave. As discussed by Liu et al. [18], this
nonleaky CPW is established by forming an additional
upper layer or insulated layer with higher permittivity
above or below the strip/slot interface. Simulated results
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Figure 7. Cross-sectional view of enclosed CPW transmission
lines: (a) shielded CPW; (b) suspended CPW; (c) suspended CPW
with pedestal.
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show that the dominant CPW mode is purely bound with-
out leakage over certain frequency ranges as verified by
experiment [18].

Microshield line originated with Dib et al. [19] as a new
type of monolithic transmission line. Figure 9a shows its
cross-sectional geometry, in which the ground plane is de-
formed to totally or partially surround the inner conduc-
tor. By using the membrane technology, the inner
conductor can be suspended in air, thus eliminating di-
electric loss even at high frequencies. This line may be
considered as an enhancement of the CPW or microstrip-
line structure. As compared with the conventional CPW
investigated above, this microshield line may have several
advantages, such as no requirement for via holes or air-
bridges for ground equalization, reduced radiation loss,
reduced electromagnetic interference, and a wide imped-
ance range [19]. Since then, various types of microshield
lines have been developed and analyzed using the efficient
static or accurate full-wave methods. The V-shaped micro-
shield line with triangular cavity profile is illustrated in
Fig. 9b. Using the conformal mapping technique under the
static assumption [20], a set of closed-form expressions is
derived for characterization of symmetric and asymmetric
V-shaped lines. In addition, Figs. 9c and 9d show the mi-
croshield lines with upward- and downward-oriented trap-
ezoidal shapes, respectively, which may be the practical
shape in fabrication. Their performances are studied in
[21] with respect to positive or negative sidewall slope [i.e.,
angle (f)], implying that the effect of these nonvertical
sidewalls can be minimized by keeping these sidewalls
away from the slot edges.

The silicon micromachining technique has been devel-
oped to effectively remove the lossy dielectric material be-
low, above, or around the coupled apertures in CPW in an
effort to minimize propagation loss and reduce frequency
dispersion. Figure 10a shows the micromachined CPW

[22], where the material underneath the coupled aper-
tures is partially removed for construction of the free-
space V-shaped grooves. This resulting line minimizes the
total propagation loss since the EM fields are distributed
mainly in the lossless V-shaped region and current density
flow on the conductor is reduced. Figure 10b shows a prac-
tical microshielded membrane CPW that is fabricated by
attaching two silicon wafers together [3,22]. The upper
wafer, with a metallized cavity, supports a membrane with
the CPW. Because of an extremely thin electric mem-
brane, the overlapping capacitances between the top
ground planes and cavity sidewalls are very large in the
microwave region, thus virtually short-circuiting the over-
lapped region. The lower wafer is metallized on the top
surface and provides the bottom wall of the cavity. Figure
10c shows a micromachined overlay CPW [23]. By partial-
ly elevating the edges of the central conductor and further
overlaying them with the two outer ground planes, this
CPW has a lower propagation loss because the current
density is redistributed on the conductors and the imped-
ance range widens.

In practice, the CPW is usually placed on a ground
plane for mechanical support, inadvertently giving rise to
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Figure 8. Cross-sectional view of unbounded CPW transmission
lines: (a) elevated CPW; (b) insulated CPW; (c) nonleaky CPW.
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the conductor-backed CPW. In this CBCPW, the dominant
CPW mode may be coupled to the parallel waveguide
mode, which propagates transversally, causing the un-
wanted power leakage [24,25]. In addition, the substrate
and side ground planes are always finitely widened, and
this transversal leakage leads to substrate resonance and
multiple-mode interference. In order to address this issue,
the highly lossy silicon-doped substrate is inserted be-
tween the CPW and backed conductor as illustrated in Fig.
10d. This silicon submount layer operates as the absorbing
layer to absorb this transversal leakage and eventually
suppress the potentially harmful resonance. This suppres-
sion method is examined in numerical simulation and also
verified by experimental characterization of the fabricated
GaAs CBCPW [25]. Tien et al. [24] have shown that by
laterally short-circuiting the side grounds with the lower
ground, the electromagnetic field of the dominant CPW
mode can be confined mostly within the surrounded con-
ductor, thus alternatively suppressing this parasitic reso-
nance.

4. COUPLED CPW

The traditional coupled CPW was originally presented
[26] for design of directional couplers with improved iso-
lation due to smaller difference between the even- and

odd-mode propagation velocities. As shown in Fig. 11a, it
is constructed by placing the two parallel strip conductors
in close proximity. Due to strong interaction between
these two conductors, the EM power is coupled from one
line to the other, and the amount of coupling depends
mainly on the distance of separation 2a and longitudinal
length of the coupling section. Under the approximate as-
sumption of infinitely thick substrate, the static conformal
mapping technique is applied to characterize the two per
unit length capacitances in conjunction with the even and
odd dominant modes. As a result, the two sets of closed-
form formulas can be derived to calculate the character-
istic impedance values and effective dielectric constants.
Because the substrate is always electrically finite, the
even- and odd-mode transmission parameters of the cou-
pled CPW in Fig. 11a with finite thickness are obtained
using the same static technique as employed by Wen [26].
The relevant analytical formulas can be found in Ref. 27.
In the even-mode case, the two transmission parameters,
ere,e and Z0,e, can be obtained

ere;e¼ 1þ
er � 1

2

Kðke2ÞK
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K 0ðke2ÞKðke1Þ
ð9Þ
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Figure 10. Cross-sectional view of silicon-based low-loss CPW
transmission lines: (a) micromachined CPW with V-shaped
groove; (b) microshielded membrane CPW; (c) micromachined
overlay CPW; (d) Si-layer submounted CPW.
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Figure 11. Cross-sectional view of various coupled CPW trans-
mission lines: (a) edge-coupled; (b) backed-conductor-coupled;
(c) broadside-coupled; (d) parallel-coupled.
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Z0;e¼
60p
ffiffiffiffiffiffiffiffi
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p
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In the odd-mode case, the two corresponding parameters,
ere,o and Z0,o, can be given as

ere;o¼1þ
er � 1
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þ

Kðko3Þ

K 0ðko3Þ
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p

K 0ðko1Þ

Kðko1Þ
ð13Þ

in which the three variables ko1, ko2 and ko3 can be ana-
lytically expressed as a function of the incomplete ellipti-
cal integral of the first kind with respect to all transverse
dimensions [27]. These formulas are effectively verified by
Cheng [27] in comparison with the results from the full-
wave method.

In fact, the traditional coupled CPW in Fig. 11a usually
has weaker coupling due to edge coupling, thus resulting
in a limited operating bandwidth. In order to tighten the
coupling to a certain degree, an extra finite-extent backed
conductor is formed on the opposite surface of a dielectric
substrate underneath the coupled strip conductors [28], as
shown in Fig. 11b. This backed conductor is strongly cou-
pled with each upper strip conductor in a surface-to-sur-
face format, thus increasing the degree of coupling
between the two strip conductors. Figure 11c shows the
cross-sectional view of a broadside-coupled CPW [29], in
which the two CPW lines are formed at the upper and
lower surfaces of a thin substrate. Under the assumed
upper and lower shielding covers, the even- and odd-mode
characteristics of this substrate are studied using the qua-
sistatic technique. Numerical results [29] demonstrate a
significant increase in the ratio of the two impedances,
causing the coupling enhancement. However, as was the
case in the CBCPW, the parallel-plate mode may be excit-
ed in such a broadside-coupled CPW to transversally prop-
agate in the substrate between the two ground planes.
This unexpected mode raises some problematic issues,
such as power leakage, EM interference, and increased
power loss. Thus, this broadside-coupled CPW should be
constructed in a metallic enclosure that maintains elec-
trical contact with all the ground planes. In addition, a
triple-line-coupled CPW has been characterized by Cheng
[30], and its cross-sectional geometry is drawn in Fig. 11d.
By equalizing the electrical potential in the central strip
with those in the two side ground planes, this arrange-
ment can effectively suppress spurious coupling between
the two CPW lines so as to avoid any signal distortion.
Also, this triple line constitutes a basic block for the par-
allel-coupled bandpass filter. Its coupling performance is

investigated using static and full-wave approaches such
as conformal mapping [30].

5. PERIODIC SLOW-WAVE CPW

An infinite-extended CPW structure, loaded with identical
obstacles at each periodic interval, may be considered as
an effective uniform CPW transmission line [31]. This pe-
riodic CPW exhibits two fundamental properties: pass-
band–stopband selectivity and slow-wave propagation.
The passband performance is basically realized by peri-
odically interrupting the uniform CPW with series capac-
itive or shunt inductive elements, in which the periodicity
is comparable to the guided-wavelength operation in the
passband. However, because of the unexpected occurrence
of multiple ripples within the passband, this periodic CPW
has rarely been studied for practical design of CPW cir-
cuits. On the contrary, various periodic CPW transmission
lines with slow-wave and bandstop behaviors [32–40],
have generated increasing interest since the early 1980s.
Regardless of the various configurations and different ter-
minologies, to my best knowledge, this class of periodic
CPW commonly has two distinct features for the dominant
mode: slow-wave propagation at low frequencies and stop-
band attenuation in the midfrequency range.

In order to reduce the loss in uniform slow-wave CPW
with metal–insulator–semiconductor (MIS) and Schottky
contact configurations, a crosstie conductor grating with a
periodic pattern [32] is embedded underneath the uniform
CPW surface to make up the initial periodic slow-wave
CPW transmission line, as shown in Fig. 12a. Then, a
modified crosstie overlay slow-wave CPW [33] is con-
structed by swapping the crosstie conductor with the
CPW layer, as illustrated in Fig. 12b. Observing the cross
section of the crosstie conductor in Fig. 12a or 12b, we see
that the capacitive coupling between the central strip con-
ductor and the two outer ground planes are significantly
increased, thus reducing the characteristic impedance at
this section. Actually, this crosstie conductor grating can
be equivalently treated as extra shunt capacitive elements
that are periodically loaded on the uniform CPW without a
crosstie layer [40]. Alternatively, a slow-wave CPW is
formed on periodically doped semiconductor substrate.
Its schematic is shown in Fig. 12c, and Wang and Itoh
[34] have shown that it can reduce the attenuation. In
Refs. 32–34, these periodic CPW lines are approximately
characterized by the well-known Floquet theorem as well
as the approximation that the effects of each junction dis-
continuity between two constituent sections with and
without crossties are neglected [32–34]. After these two
sections are analyzed using the two-dimensional (2D) nu-
merical technique, two effective per unit length transmis-
sion parameters of these periodic CPW lines are derived to
explicitly demonstrate the fundamental guided-wave
characteristics, namely, slow wave at low frequencies
and bandstop or band rejection at certain midfrequencies.

To satisfy the requirements in miniaturizing millime-
ter-wave integrated circuits (MMICs), in a novel class of
periodic slow-wave CPW lines [35–38], the strip conductor
and/or ground-plane configurations are irregularly
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rearranged with periodically varied patterns. Figure 13a
shows the periodic CPW with the central conductor in the
form of a meanderline [35]. Because of an increased in-
ductance per unit length, the slow-wave factor in the pe-
riodic CPW is at least twofold greater than that in the
uniform CPW, resulting in a reduction in the longitudinal
length. Figure 13b shows the shunt-capacitive-loaded
slow-wave CPW [36] with interdigitated capacitors be-
tween the inner strip conductor and outer ground planes.
Experimental study is performed to extract its complex
propagation constant and characteristic impedance,
thereby confirming the theoretically predicted slow-wave
behaviors. By forming the periodic fingers in the two
grounds and inserting them into the transversal slits of
a central meander strip, a modified meanderline CPW [37]
is constructed as illustrated in Fig. 13c. Its enhanced ca-
pacitance per unit lengths results in further lowering the
velocity of propagation as exhibited in experiment. The
work [38] describes the slow-wave CPW with periodic slots
in the ground plane as shown in Fig. 13d. Since the uni-
form CPW is periodically loaded by these short-end slot-
line stubs, the extra series inductance per unit length is
increased so as to raise the slow-wave factor involved here.
The calibration method in experiment has been utilized
[38] to extract the velocity and characteristic impedance
from the measured S parameters.

The terms, photonic and electromagnetic bandgap
CPW, introduced in 1999 [39], have again aroused signif-
icant interest in characterizing periodically loaded CPW
transmission lines with nonuniform patterns on the
backed conductor or CPW central strip/ground surface.
In this aspect, the periodicity is selected to be electrically
comparable to the CPW guided wavelength at high fre-
quencies, thus inducing wave attenuation within a certain
frequency range referred to as the bandstop [31], band-
reject [33], or bandgap characteristic [39]. Extensive work
has been undertaken in theory and experiment to charac-
terize a large number of finite extended periodic CPW
structures with varied unit configurations in terms of S
parameters, thus illustrating the bandstop behavior of a
two-port device [39]. Following the results in much of the
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Figure 12. Schematic of traditional periodic slow-wave CPW
transmission lines with (a) embedded crosstie grating; (b) over-
laid crosstie grating; and (c) periodically doped substrate.

Figure 13. Top view of uniplanar slow-wave CPW transmission
lines with series inductive and/or shunt inductive loading:
(a) meanderline; (b) interdigitated capacitor; (c) modified mean-
derline; (d) periodically slotted ground.

830 COPLANAR WAVEGUIDE (CPW) TRANSMISSION LINES



early literature [31–38], one can deduce that the two per
unit length transmission parameters are critically impor-
tant in exposing the complete guided-wave characteristics
of various periodic CPW transmission lines with infinite
extension. Figure 14 illustrates the three modified peri-
odic CPW transmission lines reported in Ref. 40, extended
from the original structure described in Ref. 38. They are
constructed by etching a pair of transverse slots on the
ground planes and/or strip conductor so as to enhance the
shunt inductive loading with low radiation loss.

With no hypothesis in theoretical modeling, the two per
unit length transmission parameters of these infinite-ex-
tended periodic CPW lines [40] are directly extracted us-
ing the full-wave self-calibrated method of moments.
Figure 15a plots the three relevant sets of extracted com-
plex propagation constants (g) normalized to the free-
space wavenumber (k0), specifically, g/k0¼ aþ jb, where a
and b are the attenuation and phase constants, respec-
tively. Initially, the nonzero b/k0 increases slowly and then
rises rapidly while a/k0 remains zero at low frequencies,
regardless of the (varied) configurations. As the frequency
further increases, b/k0 begins to fall after peaking and a/k0

appears, increasing and decreasing until it disappears
again. These frequency ranges with nonzero a/k0 are the
so-called bandstop, band rejection, or bandgap for the
guided wave propagating in these periodic CPW trans-

mission lines. One of these lines, the periodic CPW (Fig.
15c) has the largest slow-wave factor at low frequencies
and achieves the widest stop bandwidth because of induc-
tive loading of paired slots on both inner and outer con-
ductors. Figure 15b shows three sets of complex
characteristic impedances, Z0¼Re(Z0)þ j Im(Z0). In the
lowpass frequency region, the real Re(Z0) tends to in-
crease slowly and then exponentially rapidly to infinity,
while the imaginary Im(Z0) remains zero. Then, Re(Z0)
suddenly disappears and is converted to its infinity imag-
inary counterpart, Im(Z0), and this Im(Z0) drops off very
quickly to zero. These nonzero Im(Z0) and zero Re(Z0)
within the whole stopband provide an alternative physical
view on the guided-wave bandstop behaviors of all the pe-
riodic slow-wave CPW transmission lines discussed here.

6. CONCLUSIONS

This article systematically describes the fundamental
geometries and propagation characteristics of various
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T ∆
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Figure 14. Top view of series inductively periodic CPW trans-
mission lines with slow-wave and bandstop transmission behav-
iors: (a) T-slotted ground; (b) T-slotted strip; (c) T-slotted strip and
ground.
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uniform CPW and periodic slow-wave CPW transmission
lines. First, the three basic CPW lines with infinite or fi-
nite ground width and backed conductor are discussed,
including detailed design formulas. Then, a variety of
modified CPW lines, namely, shielded, suspended, and mi-
cromachined CPW, including their performance advanta-
ges such as low conductivity and low material and
radiation losses, are briefly discussed. Next, four coupled
CPW lines are roughly investigated in terms of relative
coupling. Finally, several typical infinitely extended peri-
odic CPW lines are characterized as an effective uniform
CPW transmission line and their complete guided-wave
performance, such as slow-wave propagation and stop-
band attenuation, are demonstrated in terms of dispersive
and complex propagation constants and characteristic
impedance per unit length.
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1. INTRODUCTION

Corrugated horns are microwave antennas commonly
used as feeds for high-performance reflector antenna
systems. Although rectangular corrugated horns have
been successfully used, circular corrugated horns are
used more frequently, and this type of radiation device is
treated in detail in this article.

Corrugated horns are attractive as feeds as they pos-
sess several unique properties:

1. They have high beam symmetry and low sidelobes.

2. They show very low cross-polarization.

3. They exhibit high return loss over a quite broad
band (30–40%).

Corrugated horn properties have been investigated
since the 1950s, and the book by Clarricoats and Olver
[1] gives an accurate analytical description of their elec-
tromagnetic features, introducing simple and powerful
design tools, and thus so far is the major reference text
on the subject of corrugated horn antennas.

These antennas are widely used in the field of radio
astronomy, remote sensing, and telecommunications on
both ground-based and satellite platforms, whenever sim-
ple and easy-to-fabricate solutions to efficiently feed
reflector antennas are required.

More recently, research activity on corrugated horns
has been devoted mainly to studying complex profiles for
the corrugations. The effects of profiling the horns using
an exponential taper are accurately described in Ref. 2, an
exhaustive description of different methods for profiling
the horn corrugations is given in Ref. 3, a profile specific
for the electrical requirements typical of radio astronomy
applications with reduced size and weight is shown in
Ref. 4, and the effects of tuning the phase center position
by shaping the exponential profile, without changing in
practice other features such as beam size, sidelobe levels,
return loss, and cross-polarization, have also been inves-
tigated [5].

This work is intended to give the reader a brief
introduction to corrugated circular horns highlighting
their electromagnetic features, analysis tools, and design
aspects.

2. ELECTROMAGNETIC PROPERTIES OF
CORRUGATED WAVEGUIDES

In this section we attempt to explain the theory of electro-
magnetic propagation in circular corrugated waveguides,
with a short but thorough characterization of corrugated
waveguides, highlighting their main aspects, as this
knowledge is of great importance in understanding the
features of corrugated horns.

Figure 1 shows a longitudinal section of a circular
corrugated waveguide in a cylindrical coordinate system
(O,r,j,z). The metallic corrugated boundary extends be-
tween an inner radius a and an outer radius b and is
described in terms of a slot depth s, a slot width g, and a
tooth width t, for a total longitudinal periodicity of period
w. On the basis of this periodicity, the Floquet theorem
ensures that if one knows the field within the period

½EðpÞðr;j; zÞ;HðpÞðr;j; zÞ�O0; for z 2 ½0;wÞ ð1Þ

it is possible to obtain an arbitrary field configuration in
the whole domain, (0rrob, 0rjo2p, �NozoN),
whose wave nature is characterized by means of a propa-
gation constant b, as follows (propagation is assumed,
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without loss of generality, in the þ z-axis direction):

½Eðr;j; zÞ;Hðr;j; zÞ�

¼ ½EðpÞðr;j; zÞ;HðpÞðr;j; zÞ�e�jbz

ð2Þ

The periodical part of the field can be expanded in a
Fourier series:

½EðpÞðr;j; zÞ;HðpÞðr;j; zÞ�

¼
X1

n¼0

½Enðr;jÞ;Hnðr;jÞ�e�jbnz;

bn¼
np
w

ð3Þ

From now on a series of assumptions will be performed
largely to simplify the treatment. These assumptions are,
however, justified as they are relate to physical features of
corrugated horns.

The first simplification is that the corrugation period is
supposed to be very small compared to the wavelength,
w5l, so that in the Fourier spatial harmonic expansion
(3) the term n¼ 0 is predominant and can be the only one
considered. So the total field in the corrugated waveguide
is reduced to the following:

½Eðr;j; zÞ;Hðr;j; zÞ�

¼ ½E0ðr;jÞ;H0ðr;jÞ�e�jbz
ð4Þ

The transverse function of the field representation in (4)
½E0ðr;jÞ;H0ðr;jÞ� is assumed to be valid in the cylinder
(0rroa,0rjo2p); the general form of the field solution
is obtained by imposing the boundary condition in r ¼ a.
For the sake of simplicity, the subscript 0 will be omitted
in the following equations. The solution appears to be
similar to the one in the circular waveguide [6], but
substantial differences emerge, especially for the eigen-
mode functions, due to the presence of the corrugations.

As in the more general case, such as, for example,
optical fibers, in corrugated waveguides the boundary
conditions at r¼a cannot be reduced to a perfect electric
conductor or a perfect magnetic conductor; hence the field
cannot be expanded in terms of only TE or only TM modes
of a circular waveguide of radius a, but rather by a couple

of TE and TM modes. Such a combination can be seen as
another couple of modes, which are called hybrid modes,
each of which can propagate individually.

Thus, searching for the generic eigenmode solution, we
proceed in a classical way [7] by considering the long-
itudinal components of the fields as scalar potentials; they
have to satisfy the Helmholtz equation:

ðr2
t þ k2

t Þ½Ezðr;jÞ;Hzðr;jÞ� ¼ 0 ð5Þ

In this expression r2
t is a 2D operator on the variables

(r,j) and the transverse eigenvalue kt is introduced; at
this point it is unknown but must satisfy the relation

2p
l

� �2

¼ k2
0¼ k2

t þ b2
ð6Þ

in which l is the wavelength and k0 is the free-space
propagation factor; each eigenvalue will thus produce a
different propagation constant b.

One should observe that the eigenvalue kt in Eq. (5) is
the same for both Ez and Hz, so that each mode of the
associated pair TE and TM exhibits the same phase
velocity and group velocity, hence producing a hybrid
mode that is able to satisfy boundary conditions.

From a mathematical point of view, since the problem
shows azimuthal symmetry, the solution to the Helmholtz
equation (5) is the same as in a circular waveguide:

Ezðr;jÞ¼
P1

m¼ 0

JmðktrÞ

½Am cosðmjÞþCm sinðmjÞ�

Hzðr;jÞ¼
P1

m¼ 0

JmðktrÞ

Bm

Z0
sinðmjÞ þ

Dm

Z0
cosðmjÞ

� �

8
>>>>>>>>>>><

>>>>>>>>>>>:

ð7Þ

where Jm is the mth-order first-kind Bessel function;
Am, Bm,Cm,Dm, are complex constants; and the character-
istic impedance of the medium Z0¼

ffiffiffiffiffiffiffi
m=e

p
is introduced,

where m is the magnetic permeability and e is the electric
permittivity of the medium. We must now point out the
following observations:

* Equation (7) represents essentially the Fourier ex-
pansion of the potential in the azimuth coordinate j
for a given transverse eigenvalue kt that has still to
be determined by imposing boundary conditions.

* If a mode has no azimuth variation (m¼ 0), then it
has a single polarization state, but, for each mode
having m40, two linear polarizations exist and are
associated to the two terms in the bracket on the
right side of (7). Thus, given a generic mode with
m40 (the eigenvalue kt is also fixed), if Am¼Bm¼ 0,
then one has one of the two possible field polariza-
tions while if Cm¼Dm¼ 0, one has the other one; the
fields associated with each of these two polarization
states are orthogonal, as can be easily seen by
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Figure 1. Corrugated waveguide geometry.
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computing the flux of the coupled Poynting vector
S¼ 1

2EðAm ¼Bm ¼ 0Þ �H�ðCm ¼Dm ¼ 0Þ over an arbitrary cir-
cular section and verifying that it gives zero as result.

* Radial-type discontinuities excite modes having the
same azimuth variation; thus the harmonic number
m is preserved in a field propagating in a corrugated
waveguide. We can also state that, in this kind of
structure, there is no power transfer between fields
characterized by a different harmonic number m.

Considering a corrugated waveguide excited by the
circular waveguide TE11 fundamental mode and choosing
one of the two polarization states, a generic couple of
hybrid mode potentials can be expressed as follows:

½Ezðr;jÞ;Hzðr;jÞ� ¼J1ðktrÞ

A cosðjÞ;
B

Z0
sinðjÞ

� � ð8Þ

Before applying the boundary conditions, it is now useful
to write the electromagnetic field generated by the poten-
tials in (8), also expressing the z-variation terms:

Ez r;j; zð Þ ¼AJ1 ktrð Þ cos jð Þe�jbz

Hz r;j; zð Þ ¼
B

Z0
J1 ktrð Þ sin jð Þe�jbz

Ej r;j; zð Þ ¼ j
k0

kt
A

b
k0

J1 ktrð Þ

ktr
þBJ01 ktrð Þ

� �
sin jð Þe�jbz

Hj r;j; zð Þ ¼ � j
k0

ktZ0
AJ01 ktrð ÞþB

b
k0

J1 ktrð Þ

ktr

� �
cos jð Þe�jbz

Er r;j; zð Þ ¼ � j
k0

kt
A

b
k0

J01 ktrð ÞþB
J1 ktrð Þ

ktr

� �
cos jð Þe�jbz

Hr r;j; zð Þ ¼ � j
k0

ktZ0
A

J1 ktrð Þ

ktr
þB

b
k0

J01 ktrð Þ

� �
sin jð Þe�jbz

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

ð9Þ

This set of expressions is a generic hybrid mode-field
configuration with azimuth harmonic m ¼ 1, in which
the TM part ðAO0;B¼ 0Þ and the TE part ðA¼ 0;BO0Þ
can be noted.

We now return to the particular problem under con-
sideration here, namely, the corrugated waveguide geo-
metry of Fig. 1. As already mentioned, in corrugated horns
a small corrugation period, compared to the wavelength, is
assumed; this fact allows us to further assume that inside
the grooves of the corrugations (arrob) only a TEM wave
propagating in the radial direction exists, with all higher-
order modes in cutoff. In such a TEM wave (which is
rigorously the exact solution in the asymptotic limit as the
frequency and/or the radial co-ordinate approach infinity)
all the field components are equal to zero except the z
component of the electric field and the j component of
the magnetic field. Since the walls are perfect electric
conductors, no power loss is present and the Poynting

vector in r ¼a must be imaginary; hence

Hjða;jÞ
Ezða;jÞ

¼ �
1

jXs
ð10Þ

where Xs assumes the meaning of a reactance.
The reactance of the total field at r ¼a is given by two

main contributions:

1. A contribution that holds for the portion of w of
length g associated to the slot can be obtained by
considering that the corrugation slot behaves like a
transmission line of length s closed with a short
circuit, thus having at the section r ¼a a reactance
value given by

X ¼Z0 tanðk0sÞ ð11Þ

2. A contribution that holds for the width t associated
with the tooth is given by a short circuit at r¼a,
producing X¼ 0.

As a first approximation, the total reactance of the field
at r¼a is given by considering both contributions accord-
ing to their respective lengths of action. We can therefore
apply the following boundary condition:

Xs¼Z0 tanðk0sÞ 1�
t

w

� �
ð12Þ

Thus, substituting (10) and (12) in the field representation
(9) and also taking into account the following condition

Ejða;jÞ¼ 0 ð13Þ

we obtain the following relations

g¼
A

B
¼ �

k0u

b
J1
0ðuÞ

J1ðuÞ

y � �
Z0

Xs
¼

k0

kt

J1
0ðuÞ

J1ðuÞ
þ

b
gktu

u � kta

8
>>>>>><

>>>>>>:

ð14Þ

where g is the hybrid factor, y represents the normalized
susceptance, a new variable u is introduced, and
J1
0ðuÞ¼ ðd=duÞJ1ðuÞ. Substituting these relations in the

electric field expansion given in (9), using some algebraic
and trigonometric formulas, and neglecting the z depen-
dence, a very interesting representation is found for the
transverse component Et of the electric field, which is
useful for analyzing the properties of corrugated wave-
guides:

Et
ðr;jÞ¼ � j

k0

kt

B

2

� g
b
k0
þ 1

� �
J0ðktrÞx̂xþ 1� g

b
k0

� ��

J2ðktrÞ½cosð2jÞx̂xþ sinð2jÞŷy�
�

ð15Þ
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Eliminating the hybrid factor g in (14), the characteristic
equation is obtained as follows:

y

k0a
¼

J1ðuÞ

u3J1
0ðuÞ

u
J1
0ðuÞ

J1ðuÞ

� �2

�
b
k0

� �2
" #

ð16Þ

Thus, solving this equation for the variable u, the eigen-
values kt of the hybrid modes can be obtained. A detailed
analysis of (16) is beyond the scope of this work; the reader
is referred to the text by Clarricoats and Olver [1] for a
more in-depth treatment of this topic. Here we are inter-
ested only in some cases of practical interest:

1. If we assume that the slot length s is a quarter-
wavelength, then the normalized susceptance y is
zero, and using the asymptotic limit b-k0, where
the frequency is much greater than the cutoff
frequency of the mode (fbft), we can approximate
(16) by

u
J1
0ðuÞ

J1ðuÞ

� �2

�1¼ 0) u
J1
0ðuÞ

J1ðuÞ
¼  1 ð17Þ

2. In the same asymptotic limit b- k0, Eq. (17) is also
obtained as an approximation of (16) independently
from the slot length s, assuming that the radius a is
large enough that the first side of (16) tends to zero.

These two cases are important in practice because in
the region close to the throat (small a), corrugations are
designed in order to satisfy condition 1, while condition 2
is satisfied in the region close to the aperture (large a).

Equation (17) can be easily solved using the recurrence
formulas for Bessel functions

JnðuÞ¼ � J 0n�1ðuÞ þ
ðn� 1ÞJn�1ðuÞ

u

¼J 0nþ 1ðuÞþ
ðnþ 1ÞJnþ 1ðuÞ

u

ð18Þ

thus giving

J0ðuÞ¼ 0

J2ðuÞ¼ 0

(
ð19Þ

As can be noted from the first line of (14), in the asympto-
tic limit b-k0, the first line of (19) is equivalent to g¼ 1
and the second, to g¼ � 1. The dual condition g¼  1 is
termed the balanced hybrid condition. If this condition is
satisfied, the right side of (16) is always zero, thus produ-
cing a more general solution in the case in which the left
side of (16) is zero.

In this particular case two sets of hybrid modes, HE
and EH, corresponding to, respectively, g¼ 1 and g¼ � 1,
are simply given by analytical formulas.

The eigenvalues of these modes are

HE1n ) kt¼ kHE
1n ¼

u0n

a

EH1n ) kt¼ kEH
1n ¼

u2n

a

8
><

>:
ð20Þ

where u0n and u2n are the well-known and tabulated zeros
of the first-kind Bessel functions, the zero-order J0 and the
second-order J2, respectively.

Although these modes are approximated solutions of
corrugated waveguides, in the sense explained above, they
accurately describe wave propagation with the major
advantage of a relatively simple analytical form.

Using solutions (20) in the electric field expression (15),
with the asymptotic approximation b-k0, we obtain

* For the EH1n modes ðg¼ � 1Þ the transverse electric
field is given by

Et
1nðr;jÞ ffi � j

k0a

u2n
BJ2 r

u2n

a

� 	

½cosð2jÞx̂xþ sinð2jÞŷy�

ð21Þ

* For the HE1n modes ðg¼ 1Þ, we can use the following
approximation for (16)

y

k0a
¼

1

u2

b
k0

1

g
ð1� g2Þ

ffi
2

u2
1� g

b
k0

� �

) 1� g
b
k0

� �
¼

yu2

2k0a

ð22Þ

thus leading to

Et
1nðr;jÞ ffi �j

k0a

u0n
B�

J0
u0n

a
r

� 	
x̂xþ

yu2
0n

4k0a
J2

u0n

a
r

� 	�

½cosð2jÞx̂xþ sinð2jÞŷy�
�

ð23Þ

While EH modes show undesired field configuration fea-
tures, since there is no preferential direction for field
polarization, as can be noted in the electric field config-
uration of the EH11 mode of Fig. 2b, this is not the case for
the HE modes. In fact, regarding the HE11 fundamental
hybrid mode, one should note that, in the case in which
the first term inside the braces predominates over the
second one, the field is essentially linearly polarized, as
can be seen in Fig. 2a, and shows high azimuthal sym-
metry in amplitude. These features are of prime impor-
tance because they yield high beam symmetry and very
low cross-polarization.

The second term inside the braces is highly undesired
as it has the same negative polarization features as do EH
modes. Its contribution should be as low as possible, and
this may be achieved, as mentioned above, by keeping the
susceptance y very small using quarter-wavelength slots.
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3. RADIATION PROPERTIES OF CORRUGATED CONICAL
HORNS

A very useful method for accurate analytical description of
the radiation properties of corrugated horns is the Gaus-
sian beam approach, using the Gauss–Laguerre expansion
of the electromagnetic field [8]. Although this approach is
valid in the paraxial beam approximation [9] (i.e., for
narrow beams), it is a very good tool for fast analysis
and design of all the corrugated horns of practical interest.
It enables accurate description of the main lobe shape, up
to approximately � 20 dB relative to the maximum, and
accurate prediction of the phase center position. As a
drawback sidelobes are not characterized and there is
only a lower bound limit estimate for the cross-polariza-
tion level. These features can be taken into account,
together with flange effects and other second-order phe-
nomena, by resorting to numerical methods, as described
later.

Referring to Fig. 3, let’s consider a corrugated horn of
conical shape excited by a perfectly azimuth symmetric
fundamental HE11 hybrid mode that is assumed to be
polarized in the y-axis direction. Thus the electric field
contribution due to J0 in (23) gives the amplitude dis-
tribution at the horn aperture, where it is also possible to
accurately estimate the phase distribution. Indeed, using
the same approximation usually applied to common con-
ical waveguides, the radius of curvature of the aperture
phase distribution is assumed equal to the height L of the

ideal triangle formed by the corrugated wall envelope and
the aperture diameter (Fig. 3), which is approximately the
horn length. This results in the following analytical
expression for the field:

Et
1nðr;jÞ ffi A0J0 r

u01

R

� 	
e�jðk0r2=2LÞŷy ð24Þ

The constant A0 may be given an explicit value if, on
the horn aperture surface S, the following power
normalization rule is adopted:

ZZ

S

Et
1nðr;jÞ � ½E

t
1nðr;jÞ�

�dS : ¼ 1 ð25Þ

leading to

A0¼
1ffiffiffi

p
p

RJ1ðu01Þ
ð26Þ

The successive step is to expand the field in the space of
the Gauss–Laguerre complete set ð0 � ro1Þ of orthonor-
malized functions:

J0
u01

R
r

� 	

ffiffiffi
p
p

RJ1ðu01Þ

2
4

3
5e�jðk0r2=2LÞ

¼
X1

n¼ 0

an

ffiffiffi
2

p

r
1

w
L0

n 2
r2

w2

� �
� e�ðr

2=w2Þ

" #
e�jðk0r2=2LÞ

ð27Þ

where an are the expansion coefficients and L0
n is the

Laguerre zero-order nth polynomial. Of particular inter-
est is the zero term of the expansion

GðrÞ¼a0

ffiffiffi
2

p

r
1

w
� e�ðr

2=w2Þe�jðk0r2=2LÞ ð28Þ

which represents the normalized fundamental Gaussian
beam mode.

Neglecting a detailed analysis of the Gaussian beam,
which can be found in Ref. 10, it is important to highlight
that, in the expansion (27), w is an arbitrary parameter
that can be chosen according to different objectives, each
corresponding to different expansions. The most conveni-
ent choice for our purposes is the one maximizing the a0

coefficient; thus, by taking the fundamental Gaussian
beam mode only, the horn aperture field is already nicely
approximated. Then, the expression

0 � a0¼ 2
ffiffiffi
2
p

Z 1

0

J0ðu01uÞ

pJ1ðu01Þ

� �
e�ðu

2=p2Þu du � 1 ð29Þ

in which p¼w/R and u¼ r/R, must be maximized with
respect to p.

Figure 4 shows the a0 coefficient as a function of p. It
has a maximum at p¼ 0.6435, with a0¼ 0.99, correspond-
ing to a power coupling between the HE11 mode and the
Gaussian beam mode (28) of B98%.

x x

y y

(a) (b)

Figure 2. Corrugated waveguide—electric field distribution of
hybrid modes: (a) HE11; (b) EH11.
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Figure 3. Conical corrugated horn geometry.
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Once the best-coupled Gaussian beam has been
completely determined on the aperture (z¼ 0), the electro-
magnetic field is known, in our case, on the infinite half-
space z40, thanks to the Gaussian beam propagation
formula:

Gðr; z0Þ ¼
w0

wðz0Þ
� e�½r

2=w2ðz 0Þ�e�j½k0r2=2Hðz 0Þ�e�jk0z 0 ð30Þ

where a new coordinate z0 ¼ zþ za is introduced for con-
venience (Fig. 3), where za gives the horn aperture
position with respect to z0. The term w0, termed ‘‘beam
waist,’’ is a fundamental parameter governing all features
of the Gaussian beam according to what is demonstrated
in the following points:

1. The function w(z0) determines the transverse size of
the beam; for each z0 it gives the radial coordinate r at
which the field has a e� 1 ratio with the on-axis maximum.
This size has a minimum value that is exactly w0 at z0 ¼ 0,
and its general expression is given analytically by

wðz0Þ ¼w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
z0

zc

� �2
s

ð31Þ

where zc, the confocal distance, may be interpreted as the
limit between near-field and far-field regions and is given
by

zc¼
pw2

0

l
ð32Þ

where l is the wavelength. From (31) we can see that in
(30), the amplitude factor

Aðz0Þ ¼
w0

wðz0Þ
ð33Þ

decreases with a 1/z0 law for large on-axis distances from
the waist.

2. The term H(z0) gives the radius of curvature of the
wavefronts and is a function of the beam waist, through
the confocal distance zc, according to

Hðz0Þ ¼ z0 þ
z2

c

z0

� �
ð34Þ

This equation gives very important insights on Gaussian
beam behavior. The radius of curvature is infinite in two
cases: (1) in the near-field region at z0 ¼ 0, which means
that the field has a planar phase front exactly at the waist,
which is on the horn axis, commonly located in the inner
corrugated region of the horn; and (2) while approaching
infinity as z0 tends to infinity, meaning that, since this
occurs in the far region, the field has a spherical phase
front. It must, however, be noted that the radius of
curvature tends to infinity as z0, implying that the far-
field phase center of the Gaussian beam is the beam waist
position z0 ¼ 0. An even more important fact is that
Eq. (34) gives the radius of curvature of the beam at every
distance from the waist, so that, to the extent that the
Gaussian beam is a good approximation of the field
radiated by a corrugated horn, the phase center position
of the horn is known simply and accurately everywhere,
including the near-field region, with dramatic simplifica-
tion in the design task of the optics of reflector antenna
systems fed by corrugated horns.

It is now possible to characterize both phase center
position and radiation patterns of corrugated horns. By
considering the phase center position, the problem is to
determine the horn aperture abscissa za, where the field
expansion is completely known as a consequence of having
determined the waist w(za)¼pR, with p¼ 0.6435, and the
radius of curvature H(za)¼L.

To do this, the following inverse formulas, obtained by
manipulating (31) and (34), are useful:

w0¼
pRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
pðpRÞ2

l
1

L

 !2
vuut

;

za¼
L

1þ L
l

pðpRÞ2

� �2

ð35Þ

The relations in (35) are very important because they give
analytically both the far-field phase center position with
respect to the horn aperture (za from the aperture toward
the throat) and the waist w0, which governs, as mentioned
above, the Gaussian beam propagation. Thus, the field
radiated by the horn (z04za) can be analytically evaluated
everywhere.

As a consequence, we can also characterize the corru-
gated horn radiation pattern. To do this, we approximate,
in the far field, the expression (30) as follows:

wðz0Þ ffi wðzÞ ffi w0
z

zc
ð36Þ

a0

0.9

1

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
0 0.2 0.4 0.6 0.8 1

p

Figure 4. Coupling between the HE11 mode and the Gaussian
beam mode.
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Remembering the confocal distance expression (32) and
passing to a spherical coordinate system

z¼ r cosðWÞ; r¼ r sinðWÞ ð37Þ

it is possible to rewrite the field radiated by the aperture
distribution (24) with the Gaussian beam approximation
(28) as follows

jEðr; WÞj ffi a0

ffiffiffi
2

p

r
pw2

0

l

� �
1

r cosðWÞ
e� tan2ðWÞðpw0=lÞ

2

ð38Þ

which is assumed to be valid for r40 and 0 � Wop=2.
Moreover, it is possible to use the inverse formulas (35)

to express the radiated field in terms of the geometric
parameters R and L and expand the ŷy versor in spherical
coordinates, neglecting the radial component. Proceeding
in this way, we have a full characterization of the radiated
field, including its polarization, and obtain the following
expression

Eðr; W;jÞ¼
a0

r
exp � tan2ðWÞ

1

l
R

� �2 1

ðp � pÞ2
þp2 R

L

� �2

2
6664

3
7775

sinðjÞîiWþ
cosðjÞ
cosðWÞ

îij

� �
: ð39Þ

where

a0¼a0

ffiffiffi
2

p

r
pw2

0

l

� �
ð40Þ

Figure 5 shows the accuracy that can typically be achieved
with the Gaussian beam approximation. The plot gives the
j¼ 451 plane radiation pattern of a corrugated horn
obtained by a full-wave analysis, which is assumed to be
the reference, and by its best-fit Gaussian beam. The cut

chosen is representative of every j cut, at least up to a
level of approximately � 35 dB, because of the high azi-
muthal symmetry of the horn. Thus we are lead to the
conclusion, which is more or less valid in general for
standard corrugated horns, that the Gaussian beam
approach gives high accuracy with respect to the beam
pattern up to about � 15 dB below the on-axis maximum.

4. DESIGN ASPECTS OF CORRUGATED HORNS

Thus far we have presented a quite general theory to help
the reader understand the electromagnetic properties of
corrugated horns. This knowledge is, however, sufficient
only to a first step and rough design; for accurate design,
further aspects are needed and are developed in the
following paragraphs.

In particular, we intend to focus on arguments that
constitute requirements for most applications. As seen
above in (39), the mainbeam radiation is controlled by the
aperture size and the horn length. A very important task
is the design of the throat region because it controls
primarily the input return loss and the proper excitation
of the HE11 fundamental hybrid mode. Another important
feature of corrugated horns is the cross-polarization,
which is of importance mainly in modern dual-polariza-
tion applications. When the horn is used as a feed for a
reflector, the phase center position must be accurately
known; this, according to the Gaussian beam approxima-
tion, coincides in the far field with the waist position (35),
while in near field it is given by the center of curvature of
the phase front according to (34).

For a very accurate characterization of the properties
mentioned above, numerical techniques are needed. A
very accurate full-wave analysis method is presented
below.

4.1. MainBeam Radiation of Corrugated Horns

As stated above, an accurate analytical characterization of
the mainbeam pattern is given in (39). In practice, typical
specifications related to the mainbeam are given in terms
of gain, edge taper, or sometimes the waist, each of which
may be used to determine the geometric parameters R and
L of the horn.

When complex reflector arrangements are to be fed by a
corrugated horn, the waist is typically given as a require-
ment because the design of the optics is efficiently done
using the Gaussian beam approach.

If a waist w0 is given, then the mainlobe can be
determined. In particular, we can define the 1/e half-
beamwidth as the angle at which the field intensity is
1/e down from the on-axis maximum. Neglecting the cosðWÞ
term, from (38) we have the following approximation:

W1=e¼ tan�1 l
pw0

� �
ð41Þ

To obtain the geometric parameters of the horn, it is
possible to proceed by fixing the phase shift on the horn
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Figure 5. Corrugated horn radiation pattern at j¼451: L¼44l;
R¼3.4l.
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aperture

b¼
pR2

lL
ð42Þ

to a maximum allowed value b0, where b0¼ p=16 is a
practical choice.

Proceeding this way, it is possible to use the inverse
formulas (35) to simply have

R¼
w0

p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þp4b2

0

q
;

L¼
pR2

lb0

ð43Þ

As already mentioned, the Gaussian model is valid in the
paraxial beam approximation and, in practice, the wave-
length can be regarded as the lower limit for the waist
(w04l) in a design approach of this kind.

It is interesting to note that fixing the phase shift b is
equivalent to fixing the wavelength-normalized radius Rl

and the half-flare angle a defined by

Rl¼
R

l
; a¼ tan�1 R

L

� �
ð44Þ

The edge taper is the level, relative to the on-axis max-
imum, at which the horn illuminates a certain elevation
angle, usually individuated by the edge of the reflector
that is fed directly.

For example, an edge taper of X dB at an angle Wt may
be necessary. This information may be used to directly
obtain the waist by using (38), neglecting the cosðWÞ term
again, yielding

10X=20¼ etan2ðWtÞ�ðpw0=lÞ
2

ð45Þ

leading to

w0¼
l

2:95p
�

ffiffiffiffi
X
p

tanðWtÞ
ð46Þ

Once the waist has been calculated, it is possible to
proceed in the same way as in the previous case with
the waist given directly.

In practice, because of the approximation in the Gaus-
sian beam model, this method gives accurate results for
edge taper levels X up to 20–25 dB and taper angles Wt not
greater than 301.

If the gain is given as specification, an efficient way
to proceed for simple, accurate, and fast design is as
follows. First, it is more convenient to refer to the
gain G0 in the on-axis direction of the horn and, due
to the high return loss and the low ohmic losses of
corrugated horns, to approximate the gain with the

directivity D0:

G0 ffi D0¼ 4p
power density in W¼ 0

horn aperture outgoing power

¼ 4p
UðW¼ 0Þ

Prad

ð47Þ

The power out from the aperture can be written as the flux
of the real part of the Poynting vector:

Prad¼
1

2
Re

ZZ

S

E�H� � ẑz dS

¼
1

2
ReðYmÞ

ZZ

S

Etj j
2 dS

ð48Þ

where Et indicates the tangential component of the elec-
tric field, S is the horn aperture surface, and Ym is the field
admittance on the aperture. In the case of the hybrid HE11

fundamental mode, under the balanced hybrid condition
(19), introducing the field impedance Zm¼ 1/Ym, we have
Zm¼ z, the characteristic impedance of the medium.

The power density radiated in the free space on-axis
direction is given by

UðW¼ 0Þ¼
r2

2z
jEradðW¼ 0Þj2 ð49Þ

The radiated electric field Erad in the far-field approxima-
tion > 1Þ may be given as a function of the tangential
electric field distribution Et on the horn aperture. This can
be simply obtained by using the field expansion as a
spectrum of plane waves, and this method is outlined in
detail in Ref. 11.

Essentially, the far-field approximation can be obtained
as the plane-wave spectrum

Eradðr; W;jÞ¼ 2pj
e�jk0r

r
k0 cosðWÞÊEðx; ZÞ ð50Þ

asymptotically evaluated at the stationary point
x¼ sinðWÞ cosðjÞ; Z¼ sinðWÞ sinðjÞ, where the spectrum is
the 2D Fourier transform of the tangential electric field Et

on the aperture:

ÊEðu; vÞ¼
1

ð2pÞ2

ZZ

S

Etðx; yÞe
�juxe�jvy dx dy ð51Þ

In the on-axis direction W¼ 0, we have

ÊEð0; 0Þ¼
1

ð2pÞ2

ZZ

S

Et dS ð52Þ

Eradðr; W¼ 0;jÞ¼ j
1

l
e�jk0r

r

ZZ

S

Et dS ð53Þ

UðW¼ 0Þ¼
1

2z
1

l2

ZZ

S

Et dS

����

����
2

ð54Þ
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Obviously, the traditional approach based on the auxiliary
potential formulation according to the theory developed in
Ref. 12 can be used, leading to the same results. It is thus
possible to rewrite the on-axis gain expression (47) as a
function of the tangential electric field distribution Et on
the horn aperture alone

G0¼
4p

l2

ZZ

S

Et dS

����

����
2

z
Zm

ZZ

S

jEtj
2 dS

ð55Þ

where, in our case, Zm¼ z, as already stated.
We can use the effective area concept, in this case given by

Ae¼

ZZ

S

Et dS

����

����
2

ZZ

S

jEtj
2 dS

ð56Þ

for

G0¼ 4p2R2
lZA ð57Þ

where the aperture radius normalized to the wavelength Rl

is as defined in (44) and ZA¼Ae=A is the aperture efficiency,
where A¼ pR2 is the geometric area of the aperture. The
aperture efficiency, which is a measure of how much of the
aperture is effectively used, can be expressed in a more
useful way by using (24) (omitting the amplitude A0¼ 1)

ZZ

S

jEtj
2 dS¼ 2p

Z R

0
J2

0 u01
r
R

� 	
rdr

¼ pR2J2
1 ðu01Þ

ð58Þ

ZZ

S

Et dS

����

����
2

¼ 4p2R4

Z 1

0
J0ðu01xÞe�jðpRl tanðaÞÞ x2

x dx

����

����
2

ð59Þ

where we use the relation tanðaÞ¼R=L.
Thus we obtain a useful aperture efficiency expression

as a function only of the geometric parameters R and L:

ZA¼
4

J2
1ðu01Þ

Z 1

0
J0ðu01xÞe�jðpRl tanðaÞÞ x2

x dx

����

����
2

ð60Þ

This function is plotted against the parameter Rl tanðaÞ in
Fig. 6. We observe that it has a maximum ZA ¼ 0:69 in the
origin, corresponding to the case of a corrugated wave-
guide with a null half-flare angle a. It has to be noticed
that, in order to have the same efficiency, if we enlarge the
aperture radius R, the horn length also has to be increased
so that Rl tanðaÞ remains constant.

Concluding, according to (57) and (60), it is possible to
express the on-axis gain as a function only of the geo-
metric parameters R and L, which is the desired form,
analogously to the other cases of the waist and edge taper
specifications, in order to design corrugated horns.
Together with the curve in Fig. 6, another useful design
chart is given in Fig. 7, where parametric curves based on
the on-axis gain expression (57), with the aperture effi-
ciency given by (60), are plotted against Rl, with the flare
angle a used as a parameter. Given a particular on-axis
gain specification, it is thus possible, both analytically and
graphically, to obtain the most convenient solution in
terms of R and L.

4.2. Design of the Throat Transition Region

The initial part of the corrugated horn, the throat region,
is of primary importance because it directly determines
the input matching and the excitation of the HE11 funda-
mental hybrid mode.

Because circular waveguides are the most convenient
solutions to feed corrugated horns, the design of the throat
is not straightforward. As mentioned previously, the ideal
condition to support the propagation of the HE11 mode is
that the widths of both the tooth and the slot be much
smaller than the wavelength and that the slot depth be a
quarter-wavelength. This latter condition would produce
very poor input matching if applied directly to the initial
corrugations connected to the circular waveguide. This is
because a perfect magnetic wall results at a quarter-
wavelength distance (the slot depth) from the metallic
enclosure, constituting, with respect to the wave coming
from the circular waveguide, an equivalent open circuit as
a boundary condition at r¼a. This produces abrupt
discontinuities at the boundary, which presents, alter-
nately, short circuits (tooth sections) and open circuits
(groove sections) within a small fraction of the wave-
length. This is the required boundary condition for the
desired HE11 mode but is incompatible with the funda-
mental TE11 mode of the feeding circular guide; hence
high reflection coefficients would be present.
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Figure 6. Corrugated feed horn aperture efficiency.
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The solution is a transition region where the corruga-
tions begins with approximately half-wavelength slot
depths and with the teeth thicker than the slots; the
steady-state geometry is gradually reached with a few
corrugations. Proceeding this way, two important objec-
tives are obtained:

1. The equivalent boundary conditions for a half-wa-
velength-depth slot is a short circuit at r ¼ a, and
hence there is no abrupt discontinuity, with a gra-
dual variation giving a good input matching.

2. A half-wavelength slot also ensures the proper
propagating condition for the circular waveguide
TM11 mode, thus producing an adequate condition
to excite the hybrid HE11 mode of the corrugated
waveguide (formed by the TM11 and TE11 modes).

This type of solution is given in Fig. 8, where typical
values for the transition region geometry are explicitly
given. In practice transition regions may be formed by
10–20 corrugations.

Problems associated with the design of the transition
region have been encountered in the literature. Only an
intuitive explanation of the proposed solution has been

given here; a very detailed theoretical approach on this
can be found, for example, in Ref. 13.

4.3. Cross-Polarization

A large part of modern applications is based on dual-
polarization channels, where two channels exist at the
same frequency in the same medium (free space or wave-
guide). This means that the transmitter and receiver
subsystems, carrying the dual-polarized signal, need to
keep the two polarizations separate, introducing negligi-
ble coupling between them.

Thus, a related figure of merit here is the extent to
which the two polarizations may be kept uncoupled. With
respect to corrugated horns, this parameter is given by the
cross-polarization level and, instead of the ordinary W and
j components of the radiated field, in these applications a
more useful characterization is given in terms of copolar
(CP) and cross-polar (XP) components.

According to the Ludwig definition [14], a Huygens
source, (one electric and one magnetic elementary dipole,
mutually orthogonal, in phase and whose amplitudes are
in a ratio equal to the characteristic impedance of the
medium) radiates a pure copolar field with null cross-
polarization. Thus this source is taken as a reference, and
the CP or XP pattern of any antenna is defined by
projecting the antenna’s radiated field on the fields gen-
erated by two mutually orthogonal Huygens sources. The
Huygens source reference for the copolar field is oriented
so as to produce an electric field that is parallel to the one
generated by the antenna in the far field and in the
direction of maximum radiation. According to this defini-
tion, it is possible to demonstrate that, given the spherical
coordinate components EWðW;jÞ, EjðW;jÞ of the radiated
field, the copolar (ECP) and cross-polar (EXP) components
are given by

ECPðW;jÞ

EXPðW;jÞ

" #
¼MðjÞ

EWðW;jÞ

EjðW;jÞ

" #
ð61Þ

where the conversion matrix MðjÞ depends on the direc-
tion of the far-region electric field vector; in the case of an
y-directed or x-directed electric field, we have, respectively

MðjÞ¼MyðjÞ ¼
sinðjÞ cosðjÞ

cosðjÞ � sinðjÞ

2
4

3
5;

MðjÞ¼MxðjÞ ¼
cosðjÞ � sinðjÞ

sinðjÞ cosðjÞ

2
4

3
5

ð62Þ

As in a more general case of azimuth-symmetric feed, for a
corrugated horn producing a field with a first-order har-
monic variation in the azimuth coordinate (m¼ 1), the
radiated field may be obtained once the E-plane and
H-plane cut patterns, respectively CEðWÞ and CHðWÞ, are
given.

For example, in the case of an antenna radiating an
y-polarized far-region electric field, the following relation
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can be verified:

EWðW;jÞ¼CEðWÞ sinðjÞ;

EjðW;jÞ¼CHðWÞ cosðjÞ
ð63Þ

Combining these relations with (61), using the first row of
(62), the following results are obtained

ECPðW;jÞ¼CEðWÞ sin2
ðjÞþCHðWÞ cos2ðjÞ

EXPðW;jÞ¼ ½CEðWÞ � CHðWÞ� sinðjÞ cosðjÞ

¼
1

2
½CEðWÞ � CHðWÞ� sinð2jÞ

8
>>>><

>>>>:

ð64Þ

and the same expression can be verified analogous [CEðWÞ
and CHðWÞ are exchanged in the first expression] in the
case of an x-axis polarization. From (64) it should be noted
that, in general, the cross-polar component of the field has
a maximum in the 451 plane cut.

Usually the level of cross-polarization is given as a level
with respect to the maximum of the copolar; if we assume
the copolar maximum in the direction W¼ 0, we can give
the cross-polarization pattern, in decibels, as

XPðWÞ¼10 log10

1
4jCEðWÞ � CHðWÞj2

jCEðW¼ 0Þj2
ð65Þ

and the cross-polarization maximum can be found by
searching for the maximum of this expression for all the
allowed values of W:

XPmax¼ max
W2ð0;180�Þ

10 log10

1
4jCEðWÞ � CHðWÞj2

jCEðW¼ 0Þj2

( )
ð66Þ

To obtain the cross-polarization characterization of corru-
gated horns, we can use the field expression (39).

Proceeding this way, we have the cross-polar features of
the perfectly balanced hybrid HE11 mode that radiates
unperturbed, according to the Gaussian beam model, thus
neglecting contributions to cross-polarization coming from
the nonideality of the fundamental mode itself, higher-
order modes and flange effects.

From (39), we can readily find that

CEðWÞ¼ exp � tan2ðWÞ
1

1

Rl

� �2 1

ðppÞ2
þp2 tan2ðaÞ

2
6664

3
7775;

CHðWÞ¼
CEðWÞ
cosðWÞ

ð67Þ

where p¼0.6435 and the wavelength-normalized aper-
ture radius Rl and the half-flare angle a are as already
defined in (44), giving the following expression for the

cross-polarization pattern:

XPðWÞ¼ 10 log10

1�
1

cosðWÞ

����

����
2

4
exp � tan2ðWÞ

2

1

Rl

� �2 1

ðppÞ2
þp2 tan2ðaÞ

2

6664

3

7775

8
>>><

>>>:

9
>>>=

>>>;

:

ð68Þ

This expression is plotted in Fig. 9, with Rl as a para-
meter, for a corrugated waveguide (a¼ 0).

Curves related to the maximum of cross-polarization
are given in Fig. 10 as a function of Rl, with a as a
parameter.

Results shown in Figs. 9 and 10, even if obtained from
an approximate theory, provide an important insight into
the behavior of the cross-polar field of a corrugated horn,
also giving the optimum limit for achievable cross-polar-
ization performances. As we can see from both plots, the
cross-polarization is only very slightly affected by Rl and
a, which, on the contrary, significantly influence the
mainbeam pattern.

In fact, the geometry of the corrugations is of prime
importance in maintaining the cross-polarization down at
the levels given in Figs. 9 and 10. The corrugations must
give the appropriate boundary conditions for propagation
of the HE11 mode. As already stated regarding the transi-
tion region, typical optimum values, coming from a mix
between theory and experimental data, are those given in
the right side of Fig. 8, which are practically used for the
steady-state corrugation geometry from the end of the
transition region to the radiating aperture, consisting of a
0.25l slot depth, a 0.1l tooth width, and a 0.2l slot width.
These values, in practice, guarantee a cross-polarization
level better than B35 dB down the co-polar maximum, for
bandwidth of about 30–40%.
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Figure 9. Corrugated waveguide cross-polar pattern for different
values of the wavelength normalized aperture radius.
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4.4. Phase Center

The phase center is theoretically defined as the origin in
space of the spherical phase fronts of the radiated field. In
general, for practical antennas, the definition holds only
approximately, but corrugated horns are radiating struc-
tures for which a rather well-defined phase center exists.

In the Gaussian beam model, as we have seen, it is
possible to predict the phase center position in both the
near and far regions, by using (34) and (35). However, it is
sometimes important to estimate a more accurate phase
center position as a function of the radiating pattern. In
particular, in the design of a corrugated horn, it is
important to minimize the phase shift of the radiated field
on a given spherical surface subregion (e.g., as delimited
by the edges of the illuminated reflector). Thus the center
of curvature of the phase-shift-minimized wavefront on
that surface can be defined as the operative phase center
of the antenna. Knowledge of this point is important in
optimizing the position of a feed in a system of reflectors,
to produce the best optical design.

Computation of the phase center, given the radiated
phase pattern, can be carried out in different ways leading
to different degrees of approximation in the evaluation.
The one here shown is based on the minimization of a
given phase pattern in the far-field region.

To better explain this method, we refer to Fig. 11,
showing the geometry of a horn feeding a reflector an-
tenna. The aim is to minimize the phase variation of the
radiated far field inside the solid angle delimited by the
elevation angle W0 (for sake of simplicity, a symmetric
configuration is assumed), which is generally not necessa-
rily associated with the reflector edges. Let’s suppose that
O and O0 are two points separated by a distance d on the
axis of the horn (where, by symmetry, the phase center is
located); it can be shown that, in the far-field approxima-
tion, the phase patterns having the above mentioned
points as phase reference are related by

fPðW;jÞ
O 0 ðdÞ¼fPðW;jÞ

O � k0dcosðWÞ ð69Þ

in which fPðW;jÞ
C is the phase at the observation point P

with respect to the generic point C and k0 is the wave-
number. The right hand side of (69) can be seen as a
function of the variable d; thus the computation of the
phase center can be mathematically formulated as the
minimization of the function

f ðdÞ¼
X

i

X

j

Wijjf
PðWi ;jjÞ

O 0 ðdÞ � fPðW¼ 0Þ
O ðdÞjn ð70Þ

in which the absolute value of the phase shift, eventually
powered to an arbitrary value n, is suitably weighted by
Wij coefficients, with the double summation extended over
the samples ðWi;jjÞ of the angular region of interest.

4.5. Profiled Horns

As stated in the introduction (Section 1), corrugated horns
possessing profiles of corrugations consisting of complex
curves have been studied extensively.

The effect of the curved profile is to excite an appro-
priate higher-order set of modes to add degrees of freedom
with respect to standard linear profiled horns. These
additional parameters can be used to control electrical
requirements (the radiation pattern and the phase center
location) or mechanical requirements (space occupation
and weight reduction). In fact, using higher-order modes,
it is possible to modify the standard corrugated horn
aperture field in order to obtain a radiated mainbeam a
bit closer to a rectangle, which is the optimum shape when
feeding reflector antenna systems because both aperture
and spillover efficiency are maximized. The same ap-
proach is also valid if low sidelobe levels are required,
and in this case an exponential taper ending section is
most appropriate to excite the correct set of higher-order
modes; the longer is the exponential section, the lower is
the sidelobe level. The property of exciting higher-order
modes by varying the profile can be also used to satisfy
requirements on the horn mainbeam and at the same time
to reduce as much as possible the horn dimensions, which
is an attractive feature especially in spacecraft applica-
tions. A further advantage of adopting curved profiles is

X
P

m
ax

(d
B

)

−20

−25

−30

−35

−40

−45

−50

−55

1 1.5 2 2.5

R�

3 3.5 4 4.5 5
−65

−60

�=60°
�=45°

�=30°

�=20°

�=10°

�=5°

�=0°

Figure 10. Cross-polarization maximum parametric curves for
corrugated horns.

Reflector

P

ϑ

ϑ0
z

x

y

d

O ′ O
Horn

Figure 11. Reference geometry for phase center numerical eva-
luation.

844 CORRUGATED HORN ANTENNAS



the possibility of controlling the phase center position and
its stability versus frequency; for example, if the profile is
quite flat in the region near the radiating aperture,
resembling an open corrugated waveguide, the phase
center is very close to the aperture itself, and is also
very stable with respect to frequency. Thus phase center
position and stability can be controlled by properly design-
ing the slope and the shape of the end part of the profile.
When dealing with optical systems, especially in those
applications in which feed clusters are required, this
feature gives some degree of freedom to the design of the
geometric configuration of the feeds, which can be very
critical because of mutual coupling, for example.

Typically, the design of profiled horns begins with the
design of a standard linear horn, matching as closely as
possible the specifications. Then, using numerical techni-
ques performing the electromagnetic analysis and the
optimization, the design is refined to fully satisfy all the
requirements.

Here we discuss in analytical detail the so-called dual
profile [5]. As shown in Fig. 12, it is formed by two
elementary curves, the sine square rs at the beginning
and the exponential re at the end, according to the follow-
ing rule

rsðzÞ¼Riþ ðRs � RiÞ

ð1� AsÞ
z

Ls
þAs sin2 p

2

z

Ls

� �� �
; 0 � z � Ls

ð71Þ

reðzÞ¼Rsþ eaðz�LsÞ � 1;

Ls � z � LeþLs;

a¼
1

Le
lnð1þR� RsÞ

ð72Þ

where 0 � As � 1 modulates the first region profile be-
tween a straight line and a pure sine square.

The principal effect of the sine square profile is the
shaping of the mainlobe by properly exciting higher-order
modes, while the exponential taper controls mainly the
phase center position and the sidelobe levels.

A more flexible version for the shaping of the horn
corrugation profile can be obtained by using parametric
curves. Among these the nonuniform rational B-splines
(NURBS) are particularly versatile [15]. NURBS curves
are generated by an ordered set of points {Pi}, i¼ 0,y,n,
defining the control polygon, through a function expressed
as a ratio of vector-valued polynomials

PðuÞ¼

Pn

i¼ 0

qiPiNi;pðuÞ

Pn

i¼ 0

qiNi;pðuÞ

ð73Þ

where qi are an assigned set of weights and Ni,p(u) are the
normalized B-spline basis functions of degree p. Design
methods based on NURBS have already been successfully
used [16], and a typical corrugated horn NURBS profile is
shown in Fig. 13, where the upper part of the horn
longitudinal cut is given and the control polygon is high-
lighted.

4.6. Numerical Techniques for Corrugated Horns

Thus far theoretical aspects of corrugated horns have been
discussed on the basis of simple models. Formulas and
graphs derived in this way are very useful in the design
and, in general, are also sufficient if requirements are not
too stringent. This is seldom the case in many modern
applications, where high levels of accuracy are required in
the design phase. Taking advantage of the computational
power of modern computers, numerical techniques for the
analysis of electromagnetic problems are now used suc-
cessfully in microwave applications as a refinement of the
simple design approach described above.

Regarding the analysis of circular corrugated horns, a
hybrid numerical technique is the most efficient, using a
combination of different methods according to their ability
to accurately analyze different regions. This technique is
presented in Ref. 17 and is based on the mode-matching
method (MM) [18] and the method of moments (MoM) [19].
The internal part of the horn is best analyzed with MM
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Figure 12. Dual-profile corrugated horn.
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making use of the generalized scattering matrix (GSM)
concept. The horn can be seen as a cascade of single-step
discontinuities in circular waveguide for which the MM
method allows computation of the GSM. The overall horn
geometry is analyzed by respectively cascading all the
GSMs of the steps to find the overall GSM of the corru-
gated structure. MM is convenient for these structures
because of its efficiency and small storage demand. In fact,
whenever a new step is solved, it is immediately cascaded
with the following step to form a partial GSM that
includes all the steps solved thus far.

In the corrugated horn analysis only a particular
subset of modes may be chosen. In the case of a circular
waveguide TE11 excitation, the subset of TE1n/TM1n

modes is sufficient to fully represent the field inside the
horn if the azimuth symmetry is preserved everywhere.
The rule for choosing the number N of modes in a single
circular waveguide section for accurate numerical results
and computation efficiency depends on the wavelength-
normalized radius of the waveguide; typically, this is
about N¼ 20Rl. The outer part of the horn, including
the radiating aperture and the external metallization, is
analyzed with the application of MoM to a combined field
integral equation (CFIE). Formulating an equivalent pro-
blem in which the horn aperture and the external feed
shape form a closed metallic surface, the CFIE enforces
the boundary conditions for both the electric and magnetic
fields. The axial symmetry of the structure is used to apply
the body of revolution (BoR) formulation [20] to the MoM,
so that an efficient expansion for electromagnetic sources
and fields is possible. In particular, a subsectional basis
function expansion is applied only along the generating
curve of the BoR surface, while expansion in entire
domain harmonic-type basis functions is used along the
azimuth angle. In this way, CFIE may be solved easily for
an unknown set of amplitudes of the basis functions used
to expand electric surface current density on the external
horn surface.

Finally, to complete the analysis, the coupling between
the inner and the outer parts of the horn must be taken
into account. This is done by applying the tangential field
continuity over the horn aperture leading to a magnetic
field integral equation (MFIE), which is solved by MoM.

Combination of MM and MoM allows us to compute the
GSM of the horn in the presence of the actual outer feed
shape. This also enables us, given the excitation, to
estimate the input matching and calculate the external
horn surface equivalent sources, allowing an easy compu-
tation of the radiated fields by means of the well-known
free-space Green function. In conjunction with analysis
techniques, numerical optimization procedures have been
developed to produce complete tools for corrugated horn
design.

Optimization techniques search for the optimum geo-
metry satisfying a given set of specifications. Typically a
cost is defined as a function of a particular set of electro-
magnetic performances so that the optimum solution is an
extreme point of the cost function (a minimum or a
maximum). Then the optimization procedure searches in
the space of the allowed geometry parameters of the
structure to be optimized to find this extreme point.

The existing used methods to search for the optimum
geometry may be grouped into two categories: determinis-
tic and stochastic.

A commonly used deterministic technique is the quasi-
Newton method [21], while genetic algorithms [22] are an
example of the stochastic type. The quasi-Newton method
searching for the optimum value is governed mathemati-
cally by computing the differentiation, up to the second
order, of the cost function. This is an iterative procedure
where, at each computation step, the higher-order deriva-
tive information is used to directly evaluate the next point,
in the space of the geometry to be optimized. Such a point
is a potential candidate to be the optimum. This is quite a
fast optimization method, performing very well if the
iteration starting point is already within the basin of
attraction of the optimum point itself; otherwise, as is
well known, it remains confined to the nearest local
minima.

Genetic algorithms are an evolutionary method produ-
cing successive populations of individuals according to
their capabilities to adapt themselves to the environment.
This capability is expressed in terms of a cost function,
where individuals represent the codification of the space of
the allowed geometric parameters. Individuals with
higher capabilities (better cost functions) have a greater
probability of reproducing themselves in successive gen-
erations (new sets of geometric parameters). In the genetic
algorithm scheme, each successive generation is produced
with genetic laws of crossover and mutation, yielding
individuals that may have better capabilities, that is
better cost functions.

From a practical point of view, genetic algorithms, like
other stochastic methods, have complementary features
with respect to direct searching techniques. They are
generally more CPU-demanding and slower, but have
the advantage of performing global searches for the
optimum point without being trapped in local minima. A
hybrid method based on genetic algorithms and the Quasi-
Newton method has been successfully applied to corru-
gated horn design [23].

Artificial neural networks [24] (ANNs) are another
useful approach for corrugated horn design. ANNs
can be considered as universal approximators with the
ability to model any given transfer function if properly
instructed. On the basis of a given set of data related
to horn geometry and performance, the network is able
to ‘‘learn’’ how the horn operates. This learning process
matures, generating an evolving model of the horn
that may be perceived as a blackbox having geometric
parameters such as input and electromagnetic perfor-
mance such as output. The accuracy of the ANN model
is refined by using the information coming from a cost
function evaluating the distance, in terms of the
performances, between the model and the real horn.
The major advantage of this method is that, once the
learning phase has produced, an accurate ANN model,
the ANN-based horn analysis, is very fast, and thus is of
prime interest in the horn design phase, where a very
large number of simulations are commonly required.
Examples of ANN applications to horn design can be
found in Ref. 25.
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4.7. Summary of Corrugated Horn Design

To summarize the previous concepts, a practical design
procedure is outlined, following the sketch in Fig. 14,
showing a flowchart for corrugated horn design.

In the flowchart the design should be seen as a process
linking a set of specifications (grouped under ‘‘specifica-
tions’’) to a set of geometric parameters (geometry) that

completely characterize the fundamental aspects of horn
mechanics, at least from an electromagnetic perspective.

The frequency is the fundamental specification in-
volved (by means of the wavelength) in all the horn
geometry; however, from a design perspective, it directly
fixes the dimension of the input waveguide feeding the
horn once single fundamental mode propagation is im-
posed in the operative band.

Three equivalent specifications can be used to theore-
tically determine the horn length L and the aperture
radius R; if the horn gain G0 is given, it is possible to
use (57) and the graphs of Figs. 6 and 7 for best choice of L
and R; if the waist w0 is given, then (42) and (43) can be

Specifications Theoretical
tools

Eq.(57)
Fig. 6,7

Eq.(42)
Eq. (43)

Geometry

Analysis and optimization

L

2R

Frequency
(Wavelength)

1) Gain G0

2) Taper
(XdB@�t)

Eq.(46)

3) Waist W0

Return loss

Cross
polarization

1) Beam shape
2) Side lobes
3) Phase center

Theoretical and numerical tools

Throat region
corrugations

Horn length (L)
Aperture radius (R)

Feeding waveguide
dimension

Steady-state
corrugations

Profile of the
corrugations

Figure 14. Schematic flow chart for corrugated horn design.

Figure 15. High-gain feed horn at 32 GHz (Courtesy of the
Institute of Radioastronomy of the Italian National Research
Council.)
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Figure 16. E-plane pattern cut of the 32-GHz high-gain corru-
gated horn.
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used; if the taper X dB at yt is given, then the equivalent
waist specification can be obtained from (46), proceeding
as in the previous case.

Both theoretical and numerical tools should be used for
the other specifications. Return loss is related mainly to
the geometry of the throat region corrugations; cross-
polarization affects the geometry of the steady-state re-
gion corrugations; and mainbeam shape, sidelobe, and
phase center specifications should be used to design the
curvature of the corrugation profile. The electromagnetic
phenomena governing the preceding relations between
specifications and horn geometry have been explained in
the text above and values have been suggested to quantify
these relations since this would be of greater help to the
designer. However, those quantitative values should not
be taken as an arbitrary rule; rather, they require further
verification by analytical simulations according to the
particular application, and this is the meaning of the
term ‘‘numerical tools’’ introduced here. Once the horn
geometry has been determined, analysis and optimization
routines should be used to verify and refine the design.

5. CORRUGATED HORN DESIGN EXAMPLES

To give the reader an idea of the performances of corru-
gated horns, two examples are presented here.

Example 1. Assume a high-gain corrugated horn operating
in Ka band at 32 GHz with gain of B28 dB. Thus, accord-
ing to the graph of Fig. 7, a 6 l aperture radius with an
half-flare angle of B81 has been chosen, leading to the
prototype of Fig. 15 with an aperture diameter of B11 cm
and an overall length of B38 cm.

The gain was verified to be correct by full-wave simula-
tions, showing a B1 dB variation in a 20% band, while the
copolar radiation pattern is given in Fig. 16, highlighting
results close to measurement data.

Particular attention in the design has been devoted
to keep both the input reflection coefficient and the

cross-polarization maximum as low as possible. As is
shown in the plots of Fig. 17, the measured reflection
coefficient is less than � 30 dB with very good agreement
with simulation data.

Example 2. Given a dual-profile corrugated horn at 22 GHz
for use as a feed for a reflector antenna illuminated with
an edge taper of 12 dB at 9.51. The horn, whose prototype
is given in Fig. 18, has been optimized for compactness,
reducing about 20% space occupation with respect to a
standard horn. It is interesting to observe the measured
beam pattern of the horn that is compared in the plot of
Fig. 19 with the results of the full-wave simulation.

Comparing the dual-profile horn pattern with the one
of the standard horn in Fig. 16, we note the differences in
the shape of the mainbeam and the secondary lobe due to
the contribution to the radiation of higher-order modes,
excited by the curved profile.

S
11

(d
B

)

−20

−25

−30

−35

−40

−45

−50
26 28 30

Frequency (GHz)

32 34 36

Simulation Measurement

Figure 17. Reflection coefficient for the 32-GHz high-gain corru-
gated horn.

Figure 18. Dual-profile corrugated horn at 22 GHz (Courtesy of
the Institute of Radioastronomy of the Italian National Research
Council.)
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1. INTRODUCTION

Problems in high-frequency electromagnetic scattering
and diffraction, where the fields are expressed in terms
of magnetic vector (A) and scalar (V) potentials, have in
the past been solved almost exclusively with the Lorentz1

gauge. However, in this article it will be shown that any
wave guidance or scattering problem that can be found
through an application of the Lorentz gauge can as well be
solved subject to the Coulomb gauge. It will be shown that
the Coulomb gauge formulation displays some unique
mathematical characteristics that provide insight into
the meaning and structure of potentials [1]. Also, the com-
ponent parts of the mathematical expressions for the field
arising from an application of the Coulomb gauge provide
a way of directly determining how the field changes with a
change in frequency.

The fact that the Lorentz and Coulomb gauges possess
unique properties that correspond to physical aspects of
the electromagnetic field suggests that the choice of gauge
should depend on the kind of problem being solved or the
physical parameters that are being sought. However, al-
though gauge methods have existed for over 150 years,
mathematical solutions for the electromagnetic field that
include the region of the source current have been ob-
tained only with these two gauges. Other gauges have
been explored, but, without a solution that is valid in the
source region, problems of practical interest, where objects
can have any general shape, cannot be solved.

A comparison of the Lorentz and Coulomb gauges can
best be displayed by incorporating the effects of some ob-
ject such as a cylinder or wedge in the problem definition,
thereby leaving the current distribution on a nearby ar-
bitrary surface as the only unknown to be found. This
approach is sometimes referred to as the ‘‘hybrid method

1According to E. Whittaker’s A History of the Theories of Aether

and Electricity, this gauge was first derived by L. Lorenz and not
H. A. Lorentz. The interested reader is referred to Refs. 11 and 12
for more background on this historical oversight. Here we choose
to continue to use the name by which the gauge has been known
for over a century.
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of moments (MM) Green’s function method’’ [2,3]. From a
purely mathematical point of view, a change in gauge
means that the vector and scalar potentials will have
Green functions [4,5] that differ significantly from those
of the familiar Lorentz gauge. An important consequence
of the hybrid MM/Green function method presented here
is that the Green functions are in their most general dy-
adic form, incorporating all coordinate components in a
few compact mathematical expressions. The advantage of
the dyadic Green function formulation is that it provides a
procedure for handling general three-dimensional bound-
ary value problems in the Lorentz gauge, and yet it is
uniquely suited for the Coulomb gauge owing to the par-
ticular solenoidal nature of the Coulomb vector potential
and lamellar nature of the Coulomb scalar potential.

2. THE ELECTROMAGNETIC FIELD IN TERMS
OF POTENTIALS

Maxwell’s equations in time harmonic form are

r�E¼ � joB ð1Þ

r�H¼Jþ joD ð2Þ

r .D¼ r ð3Þ

r .B¼ 0 ð4Þ

where E and H are the electric and magnetic field inten-
sities and D and B are the electric and magnetic field flux
densities and o is the radian frequency. Equation (3),
when substituted into the divergence of (2), gives the
continuity equation

r .J¼ � jor ð5Þ

a useful relationship between the electric current J and
charge r densities.

In this article all regions are assumed to be homoge-
neous, linear, and isotropic, which means that the permit-
tivity e and permeability m of space are constant and the
relationships between field intensities and the flux densi-
ties are given by the simple expressions

D¼ eE and B¼ mH ð6Þ

which are known as the constitutive relations. Also, in the
mathematics of this article the time convention exp(jot) is
suppressed.

Because magnetic charge has never been observed, the
right-hand side of the magnetic field divergence equation
(4) is always zero. It also happens that the divergence of
the curl of any vector U is also always zero. This identity,
expressed mathematically by r . (r�U)¼ 0, when com-
pared to (4) suggests the possibility that the flux density B
can be found by taking the curl of some other vector. In
electromagnetism this vector has been assigned the sym-

bol A and termed the magnetic vector potential:

B¼r�A ð7Þ

At this point A is not known, nor do we have an equation
for it, but we do know a couple of facts. First, if the mag-
netic vector potential were known, then the magnetic field
could be easily found with (7); second, because the elec-
tromagnetic fields must satisfy Maxwell’s equations, it
follows that the magnetic vector potential must also sat-
isfy Maxwell’s equations. The latter condition can be ex-
ploited in order to find the relationship between the vector
potential A and the electric field. To do this, Eq. (7) is
substituted into (1) and the terms under the curl operation
are collected, giving

r� Eþ joAð Þ¼ 0 ð8Þ

By comparing (8) with another vector identity,r�rc¼ 0,
where c is any scalar function of position, it can be hy-
pothesized that the term in the parenthesis can be ex-
pressed as the gradient of a scalar:

Eþ joA¼ � rV ð9Þ

The scalar, V, is referred to as the electric scalar poten-
tial. Equation (9) can be rearranged to display the electric
field equivalent of (7):

E¼ � joA � rV ð10Þ

One obvious question to ask is why a negative sign is
chosen in front of the gradient operation in (9) when an
always less troublesome positive sign appears to be equal-
ly valid. One answer is that since the gradient produces a
vector that is in the direction of increasing potential value,
then the Lorentz force law, F¼ qE, holds true when o¼ 0
only if a negative sign is placed in front of the gradient of
the potential.

2.1. Justification for Using Potentials

The fact that potentials save considerable effort when
solving Maxwell’s equations may not be immediately ob-
vious. To see that potentials do indeed simplify electro-
magnetic field calculations, let us investigate what would
happen if we were to attempt to directly solve for the elec-
tric or magnetic field. Taking the curl of Faraday’s law (1)
and substituting Ampere’s law (2) into the result gives

r�r�Eþ k2E¼ jomJ ð11Þ

or, with the vector identity

r�r�U¼ �r2Uþrr .U ð12Þ

and the continuity equation (5), Eq. (11) can be reduced to
the Helmholtz equation

r2Eþ k2E¼
j

oe
ðrr .Jþ k2JÞ ð13Þ
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Also, by taking the curl of (2), a similar set of vector
operations leads to a Helmholtz equation for the magnetic
field

r2Hþ k2H¼ � r�J ð14Þ

Although in some cases it is possible to find a Green
function by directly solving Eqs. (11), (13), and (14), it is
the complexity of these equations that encourages the use
of potentials. For example, the r�r� operator in (11)
produces a set of three scalar equations in which Ex, Ey,
and Ez are coupled. Similarly the rr . operator on the
right-hand side of (13) leads to three scalar equations for
the electric field, and r� in (14) results in three scalar
equations for the magnetic field that are in each of these
cases coupled in terms of the current density components
Jx, Jy, and Jz. It is very difficult to solve coupled sets of
equations. However, it will be shown below that a math-
ematical relationship called a ‘‘gauge’’ can produce from
one to three uncoupled equations from which all six elec-
tric and magnetic field components can be found. The use
of gauges is therefore said to reduce the number of degrees
of freedom, thereby simplifying the problem solution.

2.2. Nonuniqueness of Potentials

A potential is not unique even though it satisfies Max-
well’s equations and a given set of boundary conditions.
However, potentials that satisfy the same boundary con-
ditions differ from one another in definable ways. For in-
stance, if the gradient of any scalar c is subtracted from a
vector potential A, then the result

A0 ¼A � rc ð15Þ

produces a different magnetic potential A0, although the
magnetic field will be the same as that obtained with the
original A. This can be shown by substituting (15) into (7)

B¼r�Aþr�rc

¼r�A 0
ð16Þ

and (15) into (4)

r .B¼r .r�A0 ¼ 0 ð17Þ

and by observing, with the aid of (16), that

r�B¼r�r�A0 ¼r�r�A ð18Þ

In other words, the magnetic flux density B, as well as its
divergence (17) and curl (18), are the same regardless of
whether the vector potential used to define B is A or A0,
two expressions that differ by rc. Equation (15) is referred
to as a vector potential gauge transformation. The mag-
netic flux density B is therefore said to be preserved under
the gauge transformation between A and A0 given in (15).

If the electric field is to be preserved under the gauge
transformation, then the scalar potential in (10) must be
modified so as to compensate for a change in the vector

potential. The electric field in terms of the new vector and
scalar potentials is

E¼ � joA0 � rV 0 ð19Þ

By substituting (15) into (19) it is clear that the electric
field

E¼ � joA � rð�jocþV 0Þ ð20Þ

will not change if the term in parentheses is equal to the
original scalar potential V, that is

V 0 ¼V þ joc ð21Þ

This equation is known as the scalar potential gauge
transformation.

The gauge transformations in (15) and (21) create a
new set of potentials (A0,V0), yet the electric and magnetic
fields produced with these new potentials are the same as
those calculated with the original set (A,V). The fact that
the electric and magnetic fields are the same, regardless of
which set of potentials is used, is described as the gauge
invariance property of the fields. From a historical pro-
spective it is interesting that gauge transformations, after
they were first discovered for the electromagnetic field,
were incorporated into the mathematical description of
many physical phenomena, which was a key to finding of a
relationship between some of the fundamental forces of
nature [12].

Although sets of potentials for a particular problem
configuration are always related through the transforma-
tions in (15) and (21), the mathematical expression for c is
seldom obvious. Each new set of potentials will give rise to
a new c that, through (15) and (21), determines the rela-
tionship between the new potentials and the original set.
An important use of the gauge transformations is sug-
gested by rearranging (21) as follows:

c¼
V 0 � V

jo
ð22Þ

This equation shows that the difference between the sca-
lar potentials found with two different gauges produces c,
which through (15) yields the remaining vector potential.
This observation provides a valuable tool when deriving a
new set of potentials since the equations from which sca-
lar potentials are derived can be solved without resorting
to complicated vector procedures. Once c is found we are
relieved of the necessity of independently deriving the
vector potential.

In the sections that follow the goal will not be to find
the relationship between different sets of potentials, but
rather to determine the link between a particular vector
and scalar potential that form a single set. This relation-
ship, called a ‘‘gauge’’, leads to differential equations for
the vector and scalar potentials and ultimately, by apply-
ing boundary conditions, to the potentials themselves.

COULOMB GAUGE IN ELECTROMAGNETICS, THE 851



2.3. Dyadic Green’s Functions

In order to solve problems that involve current distribu-
tions or scattering structures that are encountered in
practice, it is necessary to develop the dyadic Green func-
tion approach. Green’s method is a systematic procedure
for obtaining a mathematical expression in which the po-
tential due to an elemental source is convolved with a
particular current distribution in order to determine the
potential caused by that current. The dyadic Green func-
tion method is the simplest method for finding the elec-
tromagnetic fields produced by a general-shaped structure
via the Coulomb gauge. Here, as in most cases of practical
interest, the potential is found first and then, by an ap-
plication of Eqs. (7) and (10), the magnetic and electric
fields. Limited space prevents a more thorough discussion
of the topic of dyadics, so it is assumed that the reader has
a working knowledge of the subject. If not, please refer to
Appendix A for a brief introduction. Also the authors high-
ly recommend the excellent text by Tai [4].

The vector potential is obtained in terms of a dyadic
Green’s function as follows. The current density forcing
function on the right-hand side of Helmholtz potential
equation

r2Aþ k2A¼ � mJ ð23Þ

which will be derived later in this article, is replaced by a
dyadic delta forcing function, resulting in

r2Gþ k2G¼ � dðr� r0Þ ð24Þ

where G is Green’s function for an elemental source ori-
ented in an arbitrary direction in free space and
d¼ Idðr� r0Þ. I¼ x̂xx̂xþ ŷyŷyþ ẑzẑz is the identity dyadic
and d(r� r0) is the Dirac delta function. Equation (23) is
postmultiplied by G and (24) premultiplied by A as
follows:

ðr2Aþ k2A¼ � mJÞ .G ð25Þ

A . ðr2Gþ k2G¼ � dðr� r0ÞÞ ð26Þ

These two equations are subtracted and then integrated
over a volume of space, yielding

Z

vol
ðr2A .G�A .r2GÞdv¼

Z

vol
ðA . dðr� r0Þ � mJ .GÞdv

ð27Þ

The volume integral on the left in (27) can be rewritten
in terms of a surface integral bounding the volume as
follows [6]

Z

vol
ðr2A .G�A .r2GÞdv

¼

Z

surf
½r .Aðn̂n .GÞ � ðn̂n .AÞr .G

þr�A . ðn̂n�GÞ � ðn̂n�AÞ .r�G�ds

ð28Þ

where n̂n is a unit vector normal to the bounding surface. If
the surface extends to infinity, then this integral is zero
due to the Sommerfeld radiation condition, which says
that at infinity all fields, and therefore the potentials,
must go to zero. If the bounding surface is a perfect con-
ductor, then the conditions [7]

n̂n�A¼ 0 r .A¼0 on surface ð29Þ

hold for the vector potential and similarly for the vector
potential Green’s function G, so again the right hand side of
(28) is zero. Equation (27) therefore reduces to

Aðr0Þ ¼ m
Z

vol
JðrÞ .Gðrjr0Þdv ð30Þ

Interchanging r and r0 and using the reciprocity theorem
[7] of Green’s functions Gðrjr0Þ ¼Gðr0jrÞ gives

AðrÞ¼ m
Z

vol
Jðr0Þ .Gðrjr0Þdv0 ð31Þ

A similar set of operations leads to the scalar potential
equation

VðrÞ¼
�1

joe

Z

v0
GV ðrjr

0Þr0 .Jðr0Þdv0 ð32Þ

3. FREE-SPACE LORENTZ AND COULOMB GAUGE
GREEN FUNCTION

In this section the scalar and vector potential Green func-
tions for a general directed source in free space are derived
in both the Lorentz and Coulomb gauges. It is shown that
the Coulomb gauge vector potential Green function can be
extracted from the well-known free-space Lorentz gauge
vector potential Green function by taking advantage of a
set of dyadic identities. The method presented here avoids
the difficulties inherent in the vector eigenfunction ap-
proach, which will be used in the next section to derive
Green’s functions for a boundary value problem. In order
to confirm the correctness of our expressions, the electric
field mixed potential integral equation (MPIE) for the cur-
rent on a straight finite-length wire scatterer is derived
and solved by the method of moments [8]. The numerically
computed Coulomb gauge current and an equation for the
scattered far field are presented and compared in terms of
numerical computation time and programming difficulty
with that obtained via Lorentz for gauge potentials.

3.1. Analysis

The time-harmonic electric and magnetic fields are related
to the magnetic vector potential A and scalar potential V:

E¼ � joA �rV ð33Þ

H¼
1

m
r�A ð34Þ

The differential equations that define the potentials and
thereby give rise to Green’s functions are obtained by

852 COULOMB GAUGE IN ELECTROMAGNETICS, THE



combining (33) and (44) with Maxwell’s equations. For ex-
ample (33) and (44) substituted into Maxwell’s equation
r�H¼Jþ joeE, results in

r2Aþk2A¼ � mJþrðr .Aþ jomeVÞ ð35Þ

and (3) and (5) substituted into the divergence of (33) gives

r2V þ jor .A¼
r .J

joe
ð36Þ

Equations (35) and (36) are as far as we can go in ob-
taining equations for the vector and scalar potentials with-
out some additional information. This information is
provided by the Helmholtz theorem, according to which a
vector is completely specified by its divergence and curl.
Another way of stating this is that if r .A and r�A are
known, then there is an equation, the mathematical form
of Helmholtz’s equation, into which both can be placed
that, when evaluated, will give A. This equation, which is
not necessary for our analysis because we will determine A
and V in a direct manner, can be found in many texts on
vector analysis and field theory, for example, Collin [9].
The curl of the vector A has already been defined in (34), so
the determination of the divergence of A is left entirely to
our discretion. Does this mean that r .A can be defined to
be any mathematical expression that can be written down?
The answer is yes, but care must be taken to choose a di-
vergence of A that, when placed in (35) or (36), will lead to
a differential equation that is solvable. Otherwise the vec-
tor potential and therefore the field given by (7) and (10)
may not be found.

Two choices for the divergence of A are presented in
Sections 3.2 and 3.3, the first resulting in the Lorentz
gauge and the second in the Coulomb gauge. The discov-
ery of the vector potential is accredited to Franz Neu-
mann; however, it was James Clerk Maxwell who first
obtained a solution for A by applying what is now known
as the Coulomb gauge [10]. Although the difficulties pre-
sented by the Coulomb gauge vector potential differential
equation prevented its general solution until recently, it is
apparent that Maxwell distained the use of the Lorenz
(please see footnote 1 on the first page of this article)
gauge, for which a solution for the potentials already ex-
isted [11,12]. Likely Maxwell’s reluctance to accept the
Lorenz gauge arose because it produced what was thought
to be nonphysical ‘‘retarded’’ fields. However, H. A.
Lorentz rediscovered this gauge around the beginning of
the twentieth century at a time when the concept of the
retarded field was beginning to gain wide acceptance [11].
The simplicity of the Lorentz gauge vector potential dif-
ferential equation and the fact that the Lorentz potentials
are relativistically covariant led to its widespread use. The
electromagnetic field has not been solved in general, in-
cluding the source region, with any gauge other than
these two.

3.2. Lorentz Gauge Green’s Functions

With the definitions (A�AL) and (V�VL) we define the
Lorentz gauge

r .AL
¼ � jomeVL ð37Þ

where k2
¼o2me. Substitution of Eq. (37) in (35) and Eq. (37)

in (36) leads to a set of decoupled potential equations:

r2AL
þ k2AL

¼ � mJ ð38Þ

r2VLþk2VL¼
r .J

joe
ð39Þ

As described above, Eq. (38) motivates the dyadic Green
function equation

r2G
L
þk2G

L
¼ � dðr� r0Þ ð40Þ

Equation (39) suggests a similar scalar Green function
equation:

r2GL
V þk2GL

V ¼ � dðr� r0Þ ð41Þ

Equations (40) and (41) have familiar solutions [13],
respectively

G
L
ðrjr0Þ ¼

1 0 0

0 1 0

0 0 1

2

664

3

775
e�jkR

4pR
¼ IGðrjr0Þ ð42Þ

GL
V ðrjr

0Þ ¼
e�jkR

4pR
¼Gðrjr0Þ ð43Þ

with R¼ ½ðx� x0Þ2þ ðy� y0Þ2þðz� z0Þ2�
1
2.

3.3. Coulomb Gauge Green’s Functions

The Coulomb gauge

r .AC
¼ 0 ð44Þ

in (35) and in (36) along with the definitions (A�AC) and
(V�VC) leads to the set of Coulomb gauge potential equa-
tions

r2AC
þ k2AC

¼ � mJþ jomerVC �¼ � mJs
ð45Þ

r2VC¼
1

joe
r .J ð46Þ

At the beginning of this section we used the property of
Helmholtz theorem that states that a vector is completely
determined by it divergence and curl. The Helmholtz the-
orem in its mathematical form can also be viewed as ex-
pressing a vector J solely in terms of its solenoidal
(divergenceless) Js and lamellar (zero curl) Jl parts [14].
Mathematically the properties of these two parts of a vec-
tor can be described by r�Js

O0, r .Js
¼ 0, r�Jl

¼ 0,
r .Jl

O0. The superscript ‘‘s’’ in (45) which designates a
solenoidal current density Js, results when the lamellar
current Jl is removed from the total current density
J¼Js

þJl. That Jl
¼ joerVC can be shown by taking the

COULOMB GAUGE IN ELECTROMAGNETICS, THE 853



divergence of (45) and then applying the Coulomb condi-
tion (34).

It is important to note that the definition of the Cou-
lomb gauge used here allows for (r .A¼ 0, Va0), which
encompasses far more territory than does that of a small
but important class of problems where the divergences of
both the magnetic vector potential A and the current den-
sity J are zero. In that case it is convenient to use what is
commonly referred to as the ‘‘radiation gauge’’ [15].

The Green function equations pertaining to the Cou-
lomb potential equations (45) and (46) respectively are

r2G
C
ðrjr0Þ þ k2G

C
ðrjr0Þ ¼ � d

s
ðr� r0Þ ð47Þ

r2GC
V ðrjr

0Þ ¼ � dðr� r0Þ ð48Þ

Note that because the dyadic delta function d
s

is solenoi-
dal, the Coulomb Green function G

C
must also be solenoi-

dal. Equation (48) is simply the Poisson equation for a
source in free space. The solution to (48) is

GC
V ðrjr

0Þ ¼
1

4pR
ð49Þ

As described in the introduction (Section 1), the vector
eigenfunction method for solving (47) is in general formi-
dable but in this particular case, where the source resides
in free space, we can make some observations that will
lead to a method for finding the Coulomb gauge Green
function that is understandable to those readers with a
basic knowledge of dyadic vector operations. First we ob-
serve that the solenoidal part of the Lorentz gauge vector
potential Green function is equal to the Coulomb gauge
vector potential Green function. This can be shown by first
decomposing the dyadics on the left- and right-hand sides
of (40) into solenoidal and lamellar parts and then equat-
ing just the solenoidal components. The result is Eq. (47).
Therefore, since the Lorentz gauge Green function is al-
ready available (42), our strategy is to extract its solenoi-
dal part. This can be done by first using the identity (12) in
(40), which, on rearrangement of terms, becomes

G
L
¼

1

k2
r�r�G

L
�rr .G

L
� dðr� r0Þ

� 	
ð50Þ

Identity (12) is next substituted into a second identity [13]

dðr� r0Þ ¼ �
1

4p
r2 I

R

� �
ð51Þ

to get

dðr� r0Þ ¼
1

4p
�rr .

I

R

� �
þr�r�

I

R

� �� �
ð52Þ

Finally, (52) is substituted into (50), yielding

G
L
¼
�1

k2
rr

e�jkR � 1

4pR

� �
þ

1

k2
r�r� I

e�jkR � 1

4pR

� �
ð53Þ

The right-hand sides of (52) and (53) contain respectively
the lamellar and solenoidal delta functions d

l
and d

s
and

vector potential Green’s functions G
l
and G

s
. The solenoi-

dal term G
s

has been identified above as the Coulomb
Green function G

s
¼G

C
, which, by rearranging (53), can

be written in a convenient form:

G
C
¼ IGþ

1

k2
rr

e�jkR � 1

4pR

� �
ð54Þ

When the differentiation in (54) is performed, the result is

G
C
ðrjr0Þ ¼

Sxx Sxy Sxz

Syx Syy Syz

Szx Szy Szz

2
664

3
775

e�jkR

4pR
¼SGðrjr0Þ ð55Þ

S¼ ð1�QÞI� ð1� 3QÞ
RR

R2

� �
ð56Þ

Q¼
1þ jkR� ejkR

ðkRÞ2
ð57Þ

R¼ ðx� x0Þx̂xþ ðy� y0Þŷyþ ðz� z0Þẑz ð58Þ

This completes our presentation of the free-space Cou-
lomb and Lorentz gauge Green functions. The potentials
are found by employing Green’s method [13] as discussed
above. Ordinarily, for a coordinate space (Euclidean) vec-
tor, one thinks of orthogonality as a property that requires
the vector components to be mutually perpendicular. How-
ever, the solenoidal and lamellar parts of a vector can be
shown to exhibit function orthogonality (see Appendix B).
This property is used to resolve one of the apparent di-
lemmas of the Coulomb gauge integral equation formula-
tion presented above, namely, that when Green’s method
is applied to (45) and (47) the resulting vector potential
integral contains a solenoidal current Js, rather than the
desired surface current J. This problem is resolved by
simply replacing the solenoidal current with the total
current:

AC
ðrÞ¼ m

Z

v0
G

C
ðrjr0Þ .Js

ðr0Þdv0

¼ m
Z

v0
G

C
ðrjr0Þ .Jðr0Þdv0

ð59Þ

The replacement Js
ðrÞ ! JðrÞ is allowed because solenoi-

dal and lamellar vectors are orthogonal and since the
Coulomb Green function is solenoidal, the integration pro-
cess in (59) will automatically remove the lamellar part of
the surface current. We emphasize that one can numeri-
cally solve only for the total current because the nonphys-
ical solenoidal and lamellar currents cannot be
numerically quantified since they exist throughout space.
By analogy this last point is illustrated with Eq. (52),
where the two terms on the right-hand side are respec-
tively the lamellar and solenoidal delta functions. These
terms are everywhere nonzero functions of position,
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but together they collapse to a function that is nonzero
only at r¼ r0.

Perhaps one of the most interesting controversies con-
cerning the Coulomb gauge is the apparent instantaneous
propagation of the scalar potential. Note that both the
Lorentz and Coulomb gauge scalar potentials in (43) and
(49) have the same static scalar potential owing to the fact
that k¼o

ffiffiffiffiffi
me
p
¼o=c! 0 as the frequency o¼ 2pf ! 0.

However, the propagation factor exp(� jkr) that governs
the velocity at which a wave propagates is absent from the
Coulomb scalar potential (49). This seems to suggest that
as soon as the source is turned on, the Coulomb scalar
potential exists instantaneously throughout space. Al-
though much has been written on this subject [16,17], it
is important only that the electromagnetic field obey the
speed-of-light law, which it does when the Coulomb vector
and scalar potentials are combined in (33) to calculate the
field. A summary of much of the literature on this subject
is that, when a field is decomposed into component parts,
there is no reason to expect that these components should
each individually satisfy all the rules of physics. On the
other hand, there is some interesting evidence, primarily
associated with the Aharonov–Bohm experiment, that po-
tentials may have some physical significance. However,
these discussions are outside the context of this presen-
tation and will not be pursued further.

The gauge invariance property of the electromagnetic
field [15] ensures us that the fields given by (33) and (34)
are unique, that is, independent of the choice of gauge.
The equivalent current appearing in Eqs. (31) and (32) is
also unique and can be used as a basis for comparing
the Coulomb and Lorentz gauges. Below we present a
method for solving for the current obtained with these two
gauges.

3.4. Example: Scattering from a Straight Thin Wire

Some contrasting aspects of Eqs. (42) and (55) clearly in-
dicate that the Lorentz gauge has a computational advan-
tage over the Coulomb gauge. For example, the Coulomb
gauge Green function contains a fully populated dyadic
coefficient matrix S while the Lorentz gauge coefficient is
simply the diagonal identity dyadic I. This means, for ex-
ample, that current flowing in the z direction will produce
three (x, y, and z) dissimilar Coulomb vector potential
components while the same z-directed current will pro-
duce only a single (z) Lorentz vector potential component.
A general bent-wire scatterer solved by the method of mo-
ments MPIE technique would, for most of the moment
matrix, require three calculations (a column of the S dy-
adic) per matrix element with the Coulomb gauge and
only one calculation with the Lorentz gauge.

On the other hand, for a straight wire, a Coulomb
gauge analysis appears at first glance to have some ad-
vantages over the Lorentz gauge because of the simple
mathematical form of the Coulomb scalar potential. Al-
though this will not prove to be the case, we present below
an MPIE analysis of a straight finite-length wire scatterer
illuminated by a plane wave because it is a simple in-
structive problem for comparing our gauge formulations.

A straight wire of radius a5l, length ‘ and lying along
the z axis is illuminated by a plane wave with an electric
field z component given by Ei

z¼E0 sin yejkz cos y in a homo-
geneous free-space region (see Fig. 1). By enforcing the
condition that the tangential component of the total elec-
tric field is zero on the wire surface one gets the MPIE

joA
L
C
z þ

@

@z
V

L
C¼Ei

z ð60Þ

where in the Lorentz and Coulomb gauges the potentials
are

A
L
C
z ¼

m
2p

Z

z0
Iðz0Þ

Z

f0

Gðz; z0;f0Þ

SzzGðz; z0;f
0

( )
df0dz0 ð61Þ

V
L
C¼

j

2poe

Z

z0

d

dz0
Iðz0Þ

Z

f0

Gðz; z0;f0

1=4pR

( )
df0dz0 ð62Þ

with

Gðz; z0;f0Þ ¼
e�jkR

4pR
ð63Þ

and R¼ ½ðz� z0Þ2þ 2a2 sin2 f0�1=2.

3.5. Numerical Method

The method-of-moments (MM) procedure [8] is applied to
solve Eqn. (60) for the unknown current I(z) on a straight
thin wire scatterer. The straight wire lying along the z
axis is subdivided into N segments of length Dz¼ ‘=N. The

x

y

z

2a

Thin
   Wire

Einc

Figure 1. Plane wave incident on a thin straight wire.
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current I is expanded as

IðzÞ¼
XN

n¼ 1

InKnðzÞ ð64Þ

where Kn are piecewise linear expansion functions defined
as

KnðzÞ¼

z� zn�1

Dz
; zn�1 � z � zn

znþ 1 � z

Dz
; zn � z � znþ 1

0; otherwise

8
>>>><

>>>>:

ð65Þ

Note that (65) is piecewise differentiable, so the derivative
with respect to z in (62) can be performed analytically.
When the expansion (65) is used in (60) and the result
‘‘tested’’ with piecewise linear functions Km, we arrive at a
set of N simultaneous equations with N unknowns In ex-
pressed in matrix form:

½Zmn�½In� ¼ ½Vm�; m¼ 1; 2; :::;N ð66Þ

The impedance matrix [Zmn] is inverted and multiplied by
the voltage vector [Vm]. The resulting current amplitudes
In are substituted into (64) giving the final current ap-
proximation. In our procedure we employed 21 rectangu-
lar basis and 21 testing functions.

3.6. Results

Figure 2 shows the current distributions on a three-quar-
ter-wavelength (0.75l) wire with a plane-wave excitation
angle of incidence y¼ 60�. The solid lines depict real and
imaginary parts of the current due to a Coulomb gauge
formulation while the overlying circles are from the
Lorentz gauge analysis. The results for the two gauges
are numerically indistinguishable. The computation time
difference for each of these two results was 15% in favor of
the Lorentz gauge.

A difference between the two gauges does emerge in the
vector and scalar potential f0 integrations. The dyadic
component Szz is a regular non-singular function that
presents no numerical difficulties. The singularity in
G(z,z0,f0) is evaluated by subtracting and adding 1/R as
follows:

Z

f0
Gðz; z0;f0Þdf0 ¼

1

4p

Z p

f0 ¼�p

e�jkR � 1

R
df0

þ
1

4p

Z p

f0 ¼�p

1

R
df0

ð67Þ

Evaluation of the Lorentz scalar potential requires both
integrals on the right-hand side (RHS) of (67) while only
the second RHS integral is required for the Coulomb sca-
lar potential. This advantage gained with the Coulomb
gauge scalar potential calculation is not enough to

overcome the fact that the f0 integration in the Lorentz
gauge can be carried out once and the result used in both
the scalar and vector potentials [cf. (61) and (62)]. We can
then conclude that the Lorentz gauge potentials can be
computed more rapidly than the Coulomb gauge poten-
tials for all thin-wire configurations and, it is safe to say,
in any case for which a Green function can be derived. It
should be pointed out, however, that the Coulomb scalar
potential contains the static limit portion of the electro-
magnetic field. One can therefore isolate and observe the
physical behavior of that part of the field (the Coulomb
vector potential portion) that approaches zero as the ex-
citation frequency decreases.
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−0.2 0.20.0
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Figure 2. Comparison of Lorentz and Coulomb gauge current
distributions on a 3l/4 dipole with plane-wave excitation at
y¼601. The incident electric field amplitude is set to unity and
ka¼0.04.
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3.7. Far Field

The far-zone electric field can be found by letting r!1 in
(61) and (62) and then substituting the result into (10).
The far electric field is

EyðrÞ ¼
.

jom
e�jkr

r

Z

‘ 0
Iðz0Þejkz0 cos y dz0 sin y ð68Þ

in both gauges. Because, as was shown above, the currents
and the far field expressions are the same, there is no dif-
ference in the far fields obtained by the two gauge formu-
lations.

4. OPEN-REGION BOUNDARY VALUE PROBLEMS

As an example of a Coulomb gauge solution for an open-
region boundary value problem, we present a two-dimen-
sional surface of arbitrary shape in the presence of an
infinite perfectly conducting wedge, subject to transverse
electric excitation. The wedge/scatterer is analyzed by
comparing mixed potential integral equations (MPIEs)
that are constructed based on the Coulomb and Lorentz
gauges. In each case the effect of the wedge is incorporated
in the integral equation by means of the appropriate
Green’s functions, leaving the current distribution on
the arbitrary surface as the only unknown. The Green
functions are derived by the eigenfunction expansion tech-
nique [4]. A well-established moment method (MM) pro-
cedure [8] is adapted to numerically solve both gauge
forms of the MPIE. Computed results are presented and
the relative merits of the Coulomb and Lorentz gauge
MPIEs are discussed. Zheng et al. [18] have provided more
detailed presentation of this problem.

4.1. General Formulation of Integral Equations

Consider an infinitesimally thin surface that is in infinite
extent and invariant along the z axis, but has an arbitrary
(open or closed) cross-sectional profile C, and which re-
sides near the edge of an infinite, perfectly conducting
wedge of angle a, whose upper surface coincides with the
(x � 0, y¼ 0) half-plane (see Fig. 3). The surrounding me-
dium is homogeneous and is characterized by permittivity
e and permeability m. The structure is illuminated by a
plane-wave transverse electric (TE) to the z axis. Once the
current distribution induced on the object C is found, oth-
er quantities of interest, such as the far field pattern, are
easily determined.

In the case considered here (Fig. 3), J is the unknown
current induced on the perfectly conducting surface C by a
known ‘‘incident’’ field Ei, Hi, which exists in the presence
of the wedge. Enforcing the condition that the total tan-
gential electric field, E plus Ei, is zero on C leads to the
EFIE

ŝs� ðjoAþrVÞ¼ ŝs�Ei
ð69Þ

where ŝs is a unit vector normal to C at q, a position vector
from the coordinate origin to a point on C. This equation is
then solved for J by the MM procedure.

4.2. Lorentz Gauge Integral Equation

Choosing the Lorentz gauge

r .A¼ � jomeV ð70Þ

in (35) leads to

AðrÞ¼ m
Z

C

GAðqjq
0Þ .Jðq0Þdl0 ð71Þ

where GA is the vector potential dyadic Green function,
which satisfies

ðr2þ k2ÞGAðqjq
0Þ ¼ � dðq� q0Þ ð72Þ

subject to the conditions n̂n�GA¼ 0, r .GA¼ 0 on the PC
wedge, the radiation condition at infinity, and the edge
condition [9]. In (72), d is the dyadic delta function [19].
For later reference, we observe that A, and thus GA, can in
general be represented as sums of their respective lamel-
lar (irrotational) and solenoidal (divergenceless) parts.
Hence, we may write

GAðqjq
0Þ ¼G

l

Aðqjq
0Þ þG

s

Aðqjq
0Þ ð73Þ

It follows from (70) and (71) that V can be expressed as

VðqÞ¼
1

e

Z

C

GV ðqjq
0Þqðq0Þdl0 ð74Þ


i

�

PEC wedge

C

l

y

x

H iz

E i

∧�

Figure 3. Scatterer of arbitrary cross-sectional profile C in the
presence of an infinite wedge.
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in which the scalar potential kernel GV is related to G
l

A

through

r .G
l

Aðqjq
0Þ ¼ � r0GV ðqjq

0Þ ð75Þ

where r0 acts on the primed (source) coordinates.
When A given by (71) and V given by (74) are used in

(69), the Lorentz gauge MPIE is obtained.

4.3. Coulomb Gauge Integral Equation

In the Coulomb gauge r .A¼ 0; hence the vector potential
is solenoidal and may be obtained from (71) if G

s

A is used in
place of GA. The Coulomb scalar potential can be found
from (74), where GV satisfies the Poisson equation

r2GV ðqjq
0Þ ¼ � dðq� q0Þ ð76Þ

subject to the condition that GV¼ 0 on the PC wedge, the
edge condition, and the boundedness condition at infinity.
As was already mentioned, (76) has a closed-form solution
for the geometry of Fig. 3. When the Coulomb vector and
scalar potentials are used in (69), the Coulomb gauge
MPIE is obtained.

4.4. Green’s Function Potentials

We begin by constructing two scalar eigenfunctions, cnk

and
.
cnk, which satisfy the equation

ðr2
t þ k2Þ

cnkðqÞ
.
cnkðqÞ

( )
¼ 0 ð77Þ

subject to, respectively, the Dirichlet and Neumann
boundary conditions on the PC wedge. They must also
satisfy the edge condition and be bounded as r!1. In
(77), rt

2 is the transverse Laplacian in cylindrical coordi-
nates (no z dependence). These eigenfunctions are easily
obtained by, for example, the characteristic Green’s func-
tion procedure [20]. For the problem of Fig. 3, the normal-
ized eigenfunctions are

cnkðqÞ

cnkðqÞ

( )
¼

ffiffiffiffiffi
en

b

r
Jvn
ðkrÞ

sin vnj

cos vn

( )
ð78Þ

where en is the Neumann number (en¼1 for n¼ 0 and
en¼ 2 for n40), Jnn

is the Bessel function of fractional order
nn¼np/b, b¼ 2p� a, 0 � ko1, and n¼0,1,2,y. These
eigenfunctions possess the orthogonality properties

Z b

0

Z 1

0

cnk
.
cnk

( )
cn0k0
.
cn0k0

( )
rdrdj¼ dnn0

dðk� k0Þ
k0

ð79Þ

where dnn0 is the Krönecker delta (dnn0 ¼ 1 when n¼n0 and
zero otherwise).

We now construct three species of vector eigenfunc-
tions, Lnk, Mnk, and Nnk, as [4]

Lnk¼rcnk ð80Þ

Mnk¼r� ẑz
.
cnk¼ � ẑz�r

.
cnk ð81Þ

Nnk¼
1

k
r�r� ẑzcnk¼ ẑzkcnk ð82Þ

Clearly, the Lnk functions are lamellar and the Mnk and
Nnk functions are solenoidal. It is easily confirmed that all
of them satisfy (77) and the required boundary conditions.
It also follows from (79) that the vector eigenfunctions
possess the orthogonality properties

Z b

0

Z 1

0

Lnk

Mnk

Nnk

8
>><

>>:

9
>>=

>>;
.

Ln0k0

Mn0k0

Nn0k0

8
>><

>>:

9
>>=

>>;
rdrdj¼ dnn0kdðk� k0Þ ð83Þ

We now expand GA in (72) in terms of the vector eigen-
functions and employ (77) and (83) to obtain

G
l

Aðqjq
0Þ ¼

X1

n¼0

Z 1

0

dk
kðk2 � k2Þ

LnkðqÞLnkðq
0Þ ð84Þ

and

G
s

Aðqjq
0Þ¼

X1

n¼ 0

Z 1

0

dk
kðk2�k2Þ

MnkðqÞMnkðq
0Þ þNnkðqÞNnkðq

0Þ½ �

ð85Þ

Noting that the term in (85) comprising the Nnk functions

contributes only the ẑzẑz component of G
s

A, we separate it by
writing

G
s

A¼G
s

Atþ ẑzẑzG
s

Azz ð86Þ

where only G
s

At, the transverse part of G
s

A, is of conse-
quence to the TE problem considered here.

Using (84) in (75), we easily find the Lorentz scalar
potential Green’s function as

GV ðqjq
0Þ ¼

X1

n¼ 1

Z 1

0
cnkðqÞcnkðq

0Þ
kdk

k2 � k2
ð87Þ

(which, incidentally, is identical with Gs
Azz).

The eigenfunction expansion method can also be used
to solve (76) for the Coulomb scalar potential Green func-
tion, with the result

GV ðqjq
0Þ ¼

X1

n¼ 1

Z 1

0
cnkðqÞcnkðq

0Þ
dk
k

ð88Þ
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The integrations over the radial spectral variable k in
(84), (85) and in (87), (88) can be evaluated using

Z 1

0
JnðkrÞJnðkr0Þ

dk
k
¼

1

2n
ro
r>

� �n

; n > 0 ð89Þ

Z 1

0

JnðkrÞJnðkr0Þ
kdk

k2 � k2

¼ �
pj

2
JnðkroÞH

ð2Þ
n ðkr>Þ; n � 0

ð90Þ

and

Z 1

0
JnðkrÞJnðkr0Þ

dk
kðk2 � k2Þ

¼ �
pj

2k2
JnðkroÞH

ð2Þ
n ðkr>Þ �

j

np
ro
r>

� �n� �
; n > 0

ð91Þ

where r4 denotes the greater, and ro the lesser, of r and
r0, and Hð2Þn is the Hankel function of the second kind and
order n. In the above and henceforth, we omit the subscript
n on n for notational simplicity.

Using (91) in (86) and the notation

cn ¼ cos nðj� j0Þ  cos nðjþj0Þ ð92Þ

sn ¼ sin nðj� j0Þ  sin nðjþj0Þ ð93Þ

brr0
n ¼

n
k2rr0

JnðkroÞH
ð2Þ
n ðkr>Þ � nOn ð94Þ

brj0
n ¼

n
kr

J0nðkr
0ÞHð2Þn ðkrÞ � nOn; r > r0

n
kr

JnðkrÞHð2Þ
0

n ðkr
0Þ þ nOn; ror0

8
>><

>>:
ð95Þ

bjr0
n ¼

�
n

kr0
Jnðkr0ÞHð2Þ

0

n ðkrÞ � nOn; r > r0

�
n

kr0
J0nðkrÞH

ð2Þ
n ðkr

0Þ þ nOn; ror0

8
>><

>>:
ð96Þ

bjj0
n ¼J0nðkroÞH

ð2Þ0

n ðkr>Þþ nOn ð97Þ

where J0n and Hð2Þ
0

n denote derivatives with respect to the
arguments of the respective functions and

On¼
j

pk2rr0
ro
r>

� �n

ð98Þ

we can express the elements of G
s

At as

Gs
Arr0 ¼

p
2jb

X1

n¼ 1

c�n brr0
n ð99Þ

Gs
Arj0 ¼

p
2jb

X1

n¼ 1

sþn brj0
n ð100Þ

Gs
Ajr0 ¼

p
2jb

X1

n¼ 1

s�n bjr0
n ð101Þ

Gs
Ajj0 ¼

p
4jb

X1

n¼ 0

encþn bjj0
n ð102Þ

Finally, using (89) in (88) and summing the resulting
series, we can express the Coulomb scalar potential as

GV ¼ �
1

2p
ðln R� � ln Rþ Þ ð103Þ

where

R ¼ ð1� 2x cos z þ x2
Þ
1=2

ð104Þ

with

z ¼
p
b
ðj j0Þ; x¼

ro
r>

� �p=b

ð105Þ

The lamellar part of GA can also be transformed by a
procedure analogous to that used to obtain Eqs. (99)–(102).
When the corresponding components of G

l

A and G
s

At are
added to form the transverse part of the Lorentz vector
potential Green function, cancellations occur, resulting in
the relatively simple expressions

GArr0 ¼
p

2jb

X1

n¼ 1

c�n aþn ð106Þ

GArj0 ¼
p

2jb

X1

n¼ 1

sþn a�n ð107Þ

GAjr0 ¼ �
p

2jb

X1

n¼ 1

s�n a�n ð108Þ

GAjj0 ¼
p

4jb

X1

n¼ 0

encþn aþn ð109Þ

where

an ¼
1

2
½Jn�1ðkroÞH

ð2Þ
n�1ðkr>Þ  Jnþ1ðkroÞH

ð2Þ
nþ 1ðkr>Þ� ð110Þ
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Finally, using (90) in (87), we express the Lorentz scalar
potential as

GV ¼
p

2jb

X1

n¼ 1

c�n JnðkroÞH
ð2Þ
n ðkr>Þ ð111Þ

4.5. Incident Field and Far-Field Pattern

The TE plane wave with amplitude E0 impinging on the
wedge at an angle ji (Fig. 3) produces in the absence of the
arbitrary scatterer C the ‘‘incident’’ field Ei, Hi

z. The com-
ponents of Ei, which appear as the driving function in the
integral equation (69), are easily found as [21]

Ei
j¼E0

p
b

X1

n¼0

ene jðnþ 1Þp=2J0nðkrÞ

� ½cos nðj� jiÞþ cos nðjþjiÞ�

ð112Þ

Ei
r¼E0

p
b

X1

n¼ 1

2n
kr

e jðnþ 1Þp=2JnðkrÞ

� ½sin nðj� jiÞþ sin nðjþjiÞ�

ð113Þ

When the scatterer is introduced near the wedge, the field
Ei, Hz

i is modified by the ‘‘scattered’’ field Es, Hz
s, whose

source is the surface current (of density J) induced on C. It
can be shown that far from the edge

Hs
z ¼

2j

pkr

� �1=2

e�jkrPðjÞ ð114Þ

where

PðjÞ¼
pk

4bj

Z

C

Fðq0;jÞ .Jðq0Þdl0 ð115Þ

is the far-field pattern, in which

Fðq0;jÞ¼ q̂q0
X1

n¼ 1

2n
kr0

s�n e jnp=2Jnðkr0Þ

� ĵj0
X1

n¼ 0

encþn ejnp=2J0nðkr
0Þ

ð116Þ

4.6. Numerical Method

To numerically solve the MPIEs in both gauges, we adapt
the MM procedure developed in Ref. 22 for objects in free
space. In this approach, the arbitrary contour C is mod-
eled in terms of straight-line segments, as illustrated in
Fig. 4, and the current J is expanded as

JðrÞ¼
XN

n¼ 1

JnKnðlÞ ð117Þ

where Kn are piecewise linear expansion functions defined
as

KnðlÞ¼

qþn
hþn

l in Cþn

q�n
h�n

l in C�n

0; otherwise

8
>>>>>><

>>>>>>:

ð118Þ

Here, l is the arclength along the contour approximating
C, Cn denote segments which meet at the nth node, hn are
their respective lengths, qþn is a vector from the free node
of Cþn to an arbitrary point on the segment, and q�n is a
vector from an arbitrary point on segment C�n to its free
node, as shown in Fig. 4. Observe that Kn is piecewise
differentiable, so that we may take divergence of (117) to
form an expansion for the charge density q, as dictated
by (5).

When the expansion (117) is used in (69) and the re-
sulting equation is ‘‘tested’’ with Km, an algebraic system
of simultaneous equations for the current expansion coef-
ficients Jn is obtained, which may be written in matrix
form:

½Zmn�½Jn� ¼ ½Fm�; m¼ 1; 2; . . . ;N ð119Þ

In (119), the elements of the N�N ‘‘impedance matrix’’
[Zmn] can be expressed as

Zmn¼ jomðAþmnþA�mnÞþ
1

joe
ðV þmn � V�mnÞ ð120Þ

where

Amn¼

Z

C

qc
m

.GAtðl
c
m jl
0Þ .Knðl

0Þdl0 ð121Þ

and

Vmn¼

Z

C

GFðl
c
m jl
0Þr0 .Knðl

0Þdl0 ð122Þ

while the elements of the forcing vector are given as

Um¼ qcþ
m

.Ei
ðlcþ

m Þþ qc�
m

.Ei
ðlc�

m Þ ð123Þ

in which qcþ
m is a vector from the free node of segment Cþm

to its midpoint and qc�
m is a vector from the midpoint of

segment C�m to its free node. The arclength coordinates of
the middle points of Cm are denoted by lc

m .

4.7. Sample Results

In this section we present sample numerical results for a
simple structure near a wedge with an arbitrarily chosen
angle a (see Fig. 5). In this case, f¼ 300 MHz, which cor-
responds to free-space wavelength l¼ 1 m. The structure
considered was that of a circular cylinder of radius
a¼ l/2p, enclosing the edge of a wedge with a¼ 301, thus
simulating a cylindrically tipped wedge, for which an ex-
act solution is available [23]. The circular profile C of the
cylinder was approximated by 30 straight-line segments.
The current distribution on C for ji¼ 451 is shown in
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Fig. 5a and the corresponding far-field pattern, in Fig. 5b.
Since the Coulomb and Lorentz gauge–based programs
produced graphically indistinguishable results, only the
Lorentz gauge data are displayed here.

5. SUMMARY

Green’s functions for the scalar and vector potentials are
derived employing the Lorentz and Coulomb gauges. The
two sets of gauge potentials are compared by constructing
and solving integral equations for a straight wire in free
space and for the two-dimensional problem of a conducting
surface of arbitrary shape near an infinite wedge illumi-
nated by a transverse electric plane wave. The attractive
feature of the latter is the fact that the Coulomb scalar
potential is available in closed form (rather than in series
form, as in the Lorentz gauge) for the geometries consid-
ered here. However, this advantage of the Coulomb gauge
formulation is offset by the fact that the resulting series
converge slower than the corresponding series of the
Lorentz gauge MPIE, and their acceleration is more in-
volved. In the case of scattering from a wedge, we have
observed on average a 15% savings in the impedance ma-
trix fill time when the Lorentz gauge was used instead of
the Coulomb gauge. However, the opposite is true in the
case of the wire. Another advantage of the Coulomb gauge
is that the scalar potential is identical to the static poten-
tial. This being the case, in the near zone the scalar po-
tential entirely dominates the field, whereas in the far
zone the vector potential dominates and the effect of the
scalar potential can be neglected.

6. APPENDIX A

Dyadics are an alternative to the more usual matrix
operations. For example, the matrix expression

B¼
b11 b12

b21 b22

" #
ðA:1Þ

in dyadic notation becomes

B¼ b11x̂xx̂xþ b12x̂xŷyþ b21ŷyx̂xþ b22ŷyŷy ðA:2Þ

where the product of two unit vectors, for example, x̂xŷy, is a
dyad and the sum of dyads, B in this case, is a dyadic.

In this chapter the main operation that takes place be-
tween a vector and a dyadic is the dot product. The prod-
uct of a vector and a matrix follows the usual rules of
matrix multiplication; for example, multiplication of the
vector A¼a11x̂xþa12ŷy by the matrix B in vector–matrix
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Figure 4. Contour C approximated by straight-line segments
and local coordinates associated with the nth node.
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Figure 5. (a) Normalized current density on C and (b) far-field
pattern for a cylindrically tipped wedge (a¼301) illuminated by a
plane wave with fi¼451.
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notation is

AB¼ ½a11 a12�

b11 b12

b21 b22

2

4

3

5

¼ ða11b11þa12b21Þ ða11b12þa12b22Þ½ �

or

AB¼ a11b11þa12b21ð Þx̂xþ a11b12þa12b22ð Þŷy ðA:3Þ

The vector–dyadic dot product follows the rule that the
dot product is taken between the two unit vectors in
closest proximity to the dot. For example,
x̂x . x̂xŷy¼ðx̂x . x̂xÞŷy¼ ŷy, whereas x̂xŷy . x̂x¼ x̂xðŷy . x̂xÞ¼ 0. So, equiv-
alent to the vector–matrix product (A.3) is the vector–dy-
adic dot product

A .B¼a11½b11ðx̂x . x̂xÞx̂xþb12ðx̂x . x̂xÞŷy

þ b21ðx̂x . ŷyÞx̂xþ b22ðx̂x . ŷyÞŷy�

þa12½b11ðŷy . x̂xÞx̂xþ b12ðŷy . x̂xÞŷy

þ b21ðŷy
. ŷyÞx̂xþ b22ðŷy

. ŷyÞŷy�

¼ a11b11þa12b21ð Þx̂x

þ a11b12þa12b22ð Þŷy

ðA:4Þ

Equations (A.3) and (A.4) show that the vector–matrix
product is exactly equivalent to the vector–dyadic dot
product.

Dyadic operations tend to be easier to perform and
more systematic than operations with matrices. For ex-
ample, it is not necessary to retain a dyad with a zero co-
efficient as must be done with terms of a matrix. More
importantly, the fact that a dyadic can be readily decom-
posed into solenoidal and lamellar components is a crucial
advantage in solving problems in the Coulomb gauge. For
a more detailed discussion of dyadic operations the reader
is referred to Tai [4].

7. APPENDIX B

The following example demonstrates function orthogonal-
ity between solenoidal and lamellar components of two
dyadics, in which a dyadic delta function can be used to
extract the solenoidal (or lamellar) component of a dyadic,
and an alternative method can be employed to obtain the
Coulomb gauge vector potential Green function. We eval-
uate [19]

G
C
ðrjr0Þ ¼

Z

v 0 0
d

s
ðr� r00Þ .G

L
ðr00 � r0Þdv

0 0

¼
1

4p
r�r� I

Z

v 0 0

Gðr00 � r0Þ

r� r00j j
dv

0 0

ðB:1Þ

The Lorentz gauge Green function G
L

contains both sole-
noidal and lamellar components while d

s
is entirely sole-

noidal. An evaluation of this integral should yield the
solenoidal component of G

L
, which has been shown in the

text to be the Coulomb Green function G
C

.
Since the integration in (B.1) is over all space, the co-

ordinate transformation shown in Fig. 6 can be made
where r0 designates the new coordinate origin and

R¼ jr� r0j

S¼ jr00 � r0j

T2¼S2þR2 � 2SR cos g

ðB:2Þ

giving

I¼

Z

v 0 0

e�jkjr00�r0 j

jr00 � r0jjr� r00j
dv

0 0

¼

Z 2p

c¼0

Z p

g¼ 0

Z 1

S¼ 0

e�jkS

T
S sin gdS dgdc

ðB:3Þ

Integration in c is performed and a change of variables

U¼ ðS2þR2 � 2SR cos gÞ1=2 ðB:4Þ

results in

I¼
2p
R

Z 1

S¼ 0
e�jkS dS

Z RþS

U¼ R�Sj j

dU

¼
4p
R

Z R

S¼ 0

Se�jkS dSþR

Z 1

S¼R

e�jkS dS

� � ðB:5Þ

The first integral in (B.5) is evaluated by integration by
parts. The second integral is evaluated by assuming that k
contains a small loss factor so that as S!1, e�jkS ! 0.

Finally we arrive at

I¼
4p
k2

e�jkR � 1

R

� �
ðB:6Þ

x ′′

y′′
r ′′

z ′′

r′

r

R

T
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�

�

Figure 6. Coordinate transformation for volume integration.
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which, when substituted into (B.1) yields the solenoidal
part of the Lorentz gauge Green function given in (53).
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COUPLED TRANSMISSION LINES

CLAYTON R. PAUL

Mercer University
Macon, Georgia

Two transmission lines whose electromagnetic fields are
coupled induce signals from one line into the other. This
coupling is either intentional as in directional couplers or
unintentional, producing unwanted responses in the other
line, which is referred to as crosstalk. This discussion of
coupled transmission lines will concentrate on the analy-
sis of coupled lines and can be used to design intentional
coupling or to assess unintentional coupling as in cross-
talk.

The study of two-conductor lines is standard in under-
graduate electrical engineering courses [1]. The equations
governing two-conductor lines and most of their properties
have direct parallels in the case of multiconductor
transmission lines (MTLs), which consist of nþ 1 conduc-
tors, where n41. The equations and properties of the
two-conductor line can be written for MTLs in a virtually
identical form using matrix notation. We will focus
on those parallels throughout this article in order to facil-
itate an understanding of MTLs. For a complete discussion
of two-conductor lines and their properties, see Ref. 1. For
a complete discussion of MTLs, see Ref. 2, which contains
a large number of references on MTLs and their proper-
ties. See also Ref. 3 for an extensive list of references
on MTLs.

Although a MTL can have any number of conductors
(greater than two), we will concentrate here on a three-
conductor line, n¼ 2. This will simplify the detail, and
virtually all the discussion can be extended in a simple
fashion to MTLs consisting of more than three conductors
using matrix notation. Practical lines have losses in the
finite, nonzero conductivities of the line conductors
and in the losses in the surrounding dielectric medium.
These losses complicate the analysis considerably. Their
incorporation will be briefly discussed in Section 7, and
the reader is referred to Ref. 2 for a more complete
discussion.

In Section 1 we will investigate the transverse electro-
magnetic (TEM) mode of propagation on transmission
lines. Although higher-order modes can exist at the high-
er frequencies, the dominant TEM mode has been shown
to be sufficient for the analysis of transmission-line
structures up to the low-gigahertz frequency range. As
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digital clock speeds and the frequencies of analog systems
continue to increase, seemingly without bound, the TEM-
mode assumption will provide a simple but effective anal-
ysis tool for electronic systems in the near future. We will
derive the MTL equations and discuss some general fea-
tures of the problem.

In Section 2 we will briefly consider the all-important
per unit length (PUL) parameters of inductance and ca-
pacitance through which the unique features that distin-
guish one specific type of line from another are contained.
The MTL equations are the same for all MTLs, but these
PUL parameters contain all the structural dimensions
that distinguish one line from another. Without the ability
to compute these PUL parameters for a specific line, solv-
ing the MTL equations would be fruitless.

In Section 3 we will investigate the time-domain solu-
tion of the MTL equations. We will show a useful SPICE
model for coupled lines that allows complicated lines and
terminations to be analyzed. The heart of the analysis is
the ability to decouple the MTL equations. This separates
the coupled lines into two uncoupled two-conductor
lines for which we know the simple solution. Decoupling
the MTL equations is discussed extensively in Refs. 2
and 3.

In Section 4 we will investigate the solution of the MTL
equations in the frequency domain (single frequency, si-
nusoidal, steady state). Again, the heart of this solution
process is the decoupling of the MTL equations.

In Section 5 we will present an approximate, lumped-
circuit model of an MTL. This model is valid for lines that
are electrically short, specifically, whose total length is
less than, say, one-tenth of a wavelength at the highest
significant frequency of the source. This approximate,
lumped-circuit model bypasses the need to solve the
MTL equations and is amenable to use in lumped-circuit
analysis programs such as SPICE.

There are a few important classes of three-conductor
MTLs for which a closed-form solution can be obtained.
These are discussed in Section 6. For a three-conductor
line in a homogeneous medium, the exact solution in the
frequency domain can be readily obtained and shows con-
siderable insight into its behavior, which is obscured in
the numerical solution of the MTL equations. In some im-
portant instances, the line is electrically short, much less
than a wavelength. In addition, the lines are not tightly
coupled. This is said to be weak coupling. For a weakly
coupled, electrically short line the solution reduces to the
simple inductive–capacitive coupling model from which
great insight and numerical results can be easily obtained.
For lines in an inhomogeneous medium that are electri-
cally long, the general solutions have not been obtained in
closed form. However, for weak coupling a closed-form so-
lution can be obtained, and the reader is referred to Ref. 5
for that solution.

1. THE MTL EQUATIONS

A generic three-conductor line (n¼ 2) is shown in Fig. 1a.
The line is parallel to the z axis. It consists of a total of

three (nþ 1¼ 3) conductors. One conductor is chosen as
the reference conductor to which the line voltages are ref-
erenced and through which the currents of the other two
conductors ‘‘return.’’ The reference conductor is shown as
a ‘‘ground plane’’ for illustration. However, the reference
conductor can be of any type (wires, PCB lands, etc.). The
dominant mode of propagation (extending from DC to the
low-gigahertz frequency range) is the transverse electro-
magnetic (TEM) mode, wherein the electric and magnetic
fields lie in the transverse or xy plane and are denoted by
Et, Ht, respectively. This assumption of the TEM field
structure allows the unique definition of voltages and cur-
rents [1,2]. The line consists of a generator conductor that
connects a source, characterized by an open-circuit voltage
VS(t) and its source resistance RS and a load characterized
by a load resistance RL. A receptor conductor connects two
loads characterized by resistors RNE and RFE. The sub-
scripts refer to ‘‘near end’’ and ‘‘far end,’’ respectively, with
reference to the driving source of the generator line. Al-
though we use resistive terminations, the analysis can be
extended to dynamic and nonlinear terminations with the
SPICE model to be developed. The voltages are defined
with respect to the reference conductor and are functions
of line position z and time t as VG(z, t) and VR(z, t). Sim-
ilarly, the line currents are denoted as IG(z, t) and IR(z, t).
We will assume throughout that the line is a uniform line
wherein the conductors have uniform cross sections along
their length and all conductors are parallel. The task will
be to solve for the terminal voltages and currents of the
line. The line is of total length L and extends from z¼ 0
to z¼L.

We next derive the differential equations governing
these line voltages and line currents. We will use a
lumped-circuit model to obtain these equations. The
lumped-circuit model is not the only method for obtaining
the governing equations. See Ref. 2 for alternative deri-
vations directly from the electromagnetic field equations.
Consider a differentially small section of length Dz as
shown in Fig. 1b. Per unit length parameters of induc-
tance and capacitance contain the structural dimensions
of a particular line and will be discussed later. The PUL
parameters of self-inductance are denoted as lG, lR, and
the PUL parameters of self-capacitance are denoted as cG,
cR. The PUL parameters of mutual inductance and capac-
itance are denoted by lGR, cGR, respectively. The induc-
tance parameters have units of henries per meter (H/m),
and the capacitance parameters have units of Farads per
meter (F/m). We will assume that the line is lossless, that
is, that the conductors are perfect conductors and the sur-
rounding medium has zero conductivity. Hence the
PUL parameters of conductor resistance and internal
inductance as well as the conductance of the surrounding
medium are absent from this PUL model. For a discussion
of incorporating losses, see Section 7 and Ref. 2.
Writing Kirchhoff ’s voltage law around the loop consist-
ing of the generator conductor and the reference conductor
yields

VGðzþDz; tÞ¼VGðz; tÞ � lGDz
@IGðz; tÞ

@t
� lGRDz

@IRðz; tÞ

@t
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Similarly, writing Kirchhoff ’s current law at the node to
the right of the inductor lG Dz yields

IGðzþDz; tÞ

¼ IGðz; tÞ � cGDz
@VGðzþDz; tÞ

@t

� cGR Dz
@ðVGðzþDz; tÞ � VRðzþDz; tÞÞ

@t

Dividing both sides by Dz and taking the limit as Dz-0
yield

@VGðz; tÞ

@z
¼ � lG

@IGðz; tÞ

@t
� lGR

@IRðz; tÞ

@t
ð1aÞ

@IGðz; tÞ

@t
¼ � ðcGþ cGRÞ

@VGðz; tÞ

@t
þ cGR

@VRðz; tÞ

@t
ð1bÞ

Similarly, for the receptor circuit we obtain

@VRðz; tÞ

@z
¼ � lGR

@IGðz; tÞ

@t
� lR

@IRðz; tÞ

@t
ð2aÞ

@IRðz; tÞ

@t
¼ cGR

@VGðz; tÞ

@t
� ðcRþ cGRÞ

@VRðz; tÞ

@t
ð2bÞ

Combining (1) and (2) and writing them in matrix form
yields the MTL equations to be solved as

@

@z
Vðz; tÞ¼ � L

@

@t
Iðz; tÞ ð3aÞ

@

@z
Iðz; tÞ¼ �C

@

@t
Vðz; tÞ ð3bÞ

(a)

(b)

− − − − − −

RS

IG (z,t )

RreceptorIR(z,t )

VG(z,t )

generator

RL

VL

RFEVFE

VS

O

z = 0

z

z
z = L

VS(t )

RNE VNE VR (z,t )

IG + IR
ground plane

+

+
+

G
+

+ + +

−

IG(z,t )

VG(z,t )

VR(z,t )

IR(z,t )

IG(z,t ) + lR(z,t )

+

+

−−

lG ∆z

lR ∆z

cR ∆z cE ∆z

cGR ∆z

+

+

−

z
z+∆z∆zz

−

IG(z + ∆z, t )

VG(z + ∆z, t )

IR(z + ∆z, t )

VR(z + ∆z, t )

lGR ∆z

Figure 1. Illustration of coupled transmission
lines; (a) the physical line with terminations,
and (b) the per unit length equivalent circuit.
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where

Vðz; tÞ¼
VGðz; tÞ

VRðz; tÞ

" #
ð4aÞ

Iðz; tÞ¼
IGðz; tÞ

IRðz; tÞ

" #
ð4bÞ

and the PUL inductance and capacitance matrices are

L¼
lG lGR

lGR lR

" #
ð5aÞ

C¼
ðcGþ cGRÞ �cGR

�cGR ðcRþ cGRÞ

" #
ð5bÞ

The PUL parameter matrices L and C are symmetric,
which is proved in Ref. 2. The MTL equations in (3) have
considerable similarity to those for the two-conductor line,
which is studied in all undergraduate electrical engineer-
ing curricula, where the quantities are scalars [1]. In fact,
we will show that for a MTL the corresponding solutions
and properties will have direct parallels to those for the
two-conductor line but with matrix notation. Although we
are studying a special case of the more general (nþ 1)
conductor MTL where n¼ 2, the corresponding MTL equa-
tions for n42 are in exactly the same form as in (3) [2].
The important point here is that if we can solve the MTL
equations in (3) for a two-conductor line, we can readily
obtain the solution for a general MTL where n42.

Finally, the line is said to be a uniform line wherein the
conductor cross sections and the cross sections of any in-
homogeneous media surrounding the conductors are in-
dependent of z, and the line conductors are parallel to each
other and the z axis. A nonuniform line would have the
PUL parameter matrices as a function of z: L(z) and C(z).
In this case the MTL equations would be quite difficult to
solve except in certain special cases such as a line with
exponential taper. Although there are several important
cases of nonuniform lines, we will restrict our discussion
to uniform lines, which represent the majority of the
applications.

2. THE PER UNIT LENGTH PARAMETERS

The reader is once again reminded that all cross-sectional
structural dimensions are contained in the PUL parame-
ters in L and C. The MTL equations in (3) are identical for
all lines. Hence, determining these parameters for a par-
ticular line is essential to the complete solution; solving
the MTL equations would do little good without knowl-
edge of the values of the PUL parameters for the specific
line.

Because of the TEM mode assumption, the transverse
electric and magnetic fields satisfy a static distribution in
the two-dimensional (2D) xy cross-sectional plane [2]. In
other words, the transverse electric and magnetic fields
are the same as static field distributions in the xy plane

even though they vary with time. Hence a wide variety of
commercially available 2D electrostatic and magnetostatic
field solvers can be used to determine these PUL param-
eters. These field solvers use numerical solutions of La-
place’s equation via the method of moments (MoM) or the
finite-element method (FEM) [2].

Definition of these PUL parameters is very similar to
the two-conductor case (n¼1). Again, the TEM field struc-
ture is assumed to be present where the electric field in-
tensity vector Et and the magnetic field intensity vector Ht

lie solely in the transverse or xy plane. There are two ‘‘cir-
cuits’’; one is the loop formed between the generator con-
ductor and the reference conductor, and the other loop is
formed between the receptor conductor and the reference
conductor. The PUL inductance matrix in (5a) relates the
magnetic flux c penetrating these loops to the line cur-
rents as

cG¼ lGIGþ lGRIR ð6aÞ

cR¼ lGRIGþ lRIR ð6bÞ

In matrix form, these relations become

C¼LI ð7aÞ

where

C¼
cG

cR

" #
ð7bÞ

Each PUL parameter in (9) can be found in a fashion sim-
ilar to that employed for two-port parameters, as follows:

lG¼
cG

IG

����
IR ¼ 0

ð8aÞ

lR¼
cR

IR

����
IG ¼ 0

ð8bÞ

lGR¼
cG

IR

����
IG ¼ 0

¼
cR

IG

����
IR ¼ 0

ð8cÞ

This is illustrated in Fig. 2a. Similarly, the PUL capaci-
tance matrix in (5b) relates the PUL charge on the con-
ductors Q to the line voltages as

QG¼ðcGþ cGRÞVG � cGRVR ð9aÞ

QR¼ � cGRVGþ ðcRþ cGRÞVR ð9bÞ

In matrix form, these relations become

Q¼CV ð10aÞ

where

Q¼
QG

QR

" #
ð10bÞ
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Each PUL parameter in (9) can be found in a fashion sim-
ilar to that used for two-port parameters, as follows:

cGþ cGR¼
QG

VG

����
VR ¼ 0

ð11aÞ

cRþ cGR¼
QR

VR

����
VG ¼ 0

ð11bÞ

�cGR¼
QG

VR

����
VG ¼0

¼
QR

VG

����
VR ¼ 0

ð11cÞ

This is illustrated in Fig. 2b.
There are several important properties of the PUL pa-

rameter matrices (see Ref. 2 for proofs of these properties):

1. The PUL parameters matrices L and C are real and
symmetric, specifically, L¼Lt and C¼Ct, where the
superscript ‘‘t’’ on a matrix denotes its transpose.

2. The PUL parameter matrices L and C are positive-
definite, meaning, among other things, that all their
eigenvalues are nonzero and positive.

These important results will be used in the solution of the
MTL equations.

We now discuss the important classes of lines seen in
practice. First we consider typical lines in homogeneous
media shown in Fig. 3. Figure 3a shows three bare wires

(circular cross section conductors) immersed in free space.
Wires typically have dielectric insulation such that the
surrounding medium is inhomogeneous. In this illustra-
tion, we have removed (ignored) those insulations in order
to make this a homogeneous medium problem. High-volt-
age transmission lines typically are bare. Figure 3b shows
two bare wires above an infinite ground plane. Figure 3c
shows two wires within a surrounding shield. The medium
internal to the shield has a relative permittivity of e r.
Figure 3d shows a typical structure occurring in printed
circuit boards (PCBs): the coupled stripline. Two ‘‘lands’’
(rectangular cross section conductors) lie between two
ground planes. This is typical of PCBs that have inner
planes. The medium between the planes has a relative
permittivity of er where er¼ 4.7 for typical glass–epoxy
(resin) (FR4) boards.

For the lines in a homogeneous medium having perme-
ability e¼ e0er and permeability m0 in Fig. 3, the velocity of
propagation of the voltage and current waves is

v¼
1
ffiffiffiffiffi
me
p ¼

v0ffiffiffiffi
er
p ð12Þ

where v0¼ 2.99792458� 108 m/s is the speed of light. Per-
haps the most important property of lines in a homoge-
neous medium is that the PUL parameter matrices are
related as [2]

LC¼CL¼ me12¼
1

v2
12 ð13Þ

where 12 is the 2� 2 identity matrix:

12¼
1 0

0 1

" #

(a)

(b)

IG
IR=0

IG

y

x

y

x

G

R

+

HG
t

O

O

EG
t

VG

+

+

+
+

−−

−

−
−

− −
−
−

+ +

+

G

EG
t

HG
t

R

QG

QR

VR = 0

�R

Figure 2. Illustration of the determination of the per unit length
parameters of (a) mutual inductance, and (b) mutual capacitance.
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(c)

O

O

O
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(b)

(d)

R

O

GR

O

�0

�0G

�r

�r
R

G

Figure 3. Cross sectional dimensions of lines in a homogeneous
medium; (a) a three-wire line, (b) two wires above a ground plane,
(c) two wires within an overall cylindrical shield, and (d) a coupled
stripline.
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For the general nþ 1 conductor MTL in a homogeneous
medium, the PUL parameter matrices satisfy (13), where
the identity matrix is n�n with ones on the main diagonal
and zeros elsewhere. The property in (13) is the matrix
counterpart to the familiar scalar result for two-conductor
lines (n¼ 1) [1].

In general, numerical methods must be used to solve
the 2D static field problem here. However, there exist
some closed-form approximate solutions for these PUL
parameters [2]. For the case of wires in a homogeneous
medium as in Figs. 3a–c, these results can be obtained for
wide separations. If the wires are sufficiently spaced so
that the charge distributions around the peripheries of the
wires are essentially uniform, simple formulas are obtain-
able [2].

Figure 4 shows several important cases of an inhomo-
geneous surrounding medium. Figure 4a shows the com-
mon case of a ribbon cable where wires with dielectric
insulations are arranged in a linear array. Figure 4b
shows the common coupled microstrip where two lands
are etched on one side of a substrate and a ground plane
on the other side constitutes the reference conductor. This
commonly occurs in the outer layers of a PCB having in-
nerplanes. Figure 4(c) shows a case where the three con-
ductors lie on one side of the substrate. This occurs in
PCBs that are single- or double-sided without inner
planes.

For all these cases of an inhomogeneous medium sur-
rounding the conductors, the electric field lies partly in the
dielectric and partly in air. Hence the velocity of propaga-
tion is no longer given by (12). Furthermore, there are two
velocities of propagation of the two ‘‘modes’’ on the line. In
addition, the simple relation between the PUL L and C
matrices given for a homogeneous medium in (13) no long-
er holds for an inhomogeneous medium.

For these cases of an inhomogeneous medium, numer-
ical methods must be used to solve the electrostatic 2D
problem. Reference 2 contains descriptions of several
FORTRAN computer programs that can be used to com-
pute, via numerical methods, the PUL parameter matrices
L and C. Once the PUL capacitance matrix C is deter-
mined, we can determine the PUL inductance matrix L by
first determining the PUL capacitance matrix with the
dielectric removed C0. Then the inductance matrix can be
determined from the homogeneous medium relation in
(13) as

L¼
1

v2
0

C�1
0 ð14Þ

Hence we only need to obtain the PUL capacitance ma-
trix with the dielectric present and with the dielectric re-
moved (and replaced with free space).

First consider the numerical solution of the ribbon ca-
ble in Fig. 4a. The solution method relies on the solution of
a fundamental subproblem shown in Fig. 5a. A wire (cy-
lindrical cross section conductor) of radius rw is surround-
ed by a cylindrical dielectric insulation having
permittivity e. At the air–dielectric interface there is a
bound charge distribution that we represent with a Fou-
rier series in the angular variation y as

rb
0 ¼a0

0 þ
XA 0

k¼ 1

ak
0 cosðyÞþ

XB 0

k¼ 1

bk
0 sinðyÞ C=m2

ð15aÞ

Similarly, at the wire–dielectric interface there is a charge
distribution consisting of a combination of free charge and
a bound charge, which we represent with a Fourier series

(a)

(b)

(c)

G R

O

G R O

G

�r

R O

�r

�r

�r

�r

Figure 4. Cross sectional dimensions of lines in inhomogeneous
media; (a) a three-wire ribbon cable, (b) a coupled microstrip, and
(c) a printed circuit board (PCB).
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Figure 5. Illustration of the determination of capacitances of a
ribbon cable; (a) illustrations of the expansion of charge distribu-
tions into bound and free charge, and (b) the physical dimensions
of a three-wire ribbon cable.
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in the angular variation y as

rf � rb¼a0þ
XA

k¼ 1

ak cosðyÞþ
XB

k¼ 1

bk sinðyÞ C=m2
ð15bÞ

The constants in these expressions ða00;a
0
k; b
0
k;a0;ak; bkÞ

will be determined in the problem solution in order to sat-
isfy the boundary conditions. We desire the potential f(rP,
yP) due to these charge distributions at a point that is a
distance rP from the wire center and an angle yP. Solutions
for the potential and electric fields for this basic subprob-
lem are given in Ref. 2. The total PUL charge distribution
along the line is obtained from the constant terms in these
distributions as

Qf �Qb¼ 2prwa0 C=m ð16aÞ

and

Qb¼ 2pðrwþ tÞa00 C=m ð16bÞ

where the dielectric insulation is of thickness t. Hence the
total PUL free charge distribution is

Qf ¼ 2prwa0þ 2pðrwþ tÞa00 C=m ð17Þ

from which the PUL capacitances of the line can be found.
For the three-wire ribbon cable in Fig. 5a, we choose the
number of expansion terms around the wire–dielectric in-
terface (1þAþB), and around the air–dielectric interface
(1þA0 þB0), and apply the boundary conditions. These are
to match the potential at sufficient points on each wire
(that is due to all charge distributions), and ensure
continuity of the components of the electric flux density
Dn that are normal to the air-dielectric interface at
sufficient points around this interface (due to all charge
distributions). This generates simultaneous equations of
the form

U¼D11AþD12A0 ð18aÞ

0¼D21AþD22A0 ð18bÞ

Vector A contains the expansion coefficients in (15b) for
the bound plus free charge at the wire–dielectric interface,
while A0 contains the expansion coefficients in (15a) for the
bound charge at the air–dielectric interface. Equations
(18a) enforce the potential at matchpoints on the wire
surfaces, and equations (18b) enforce continuity of the
normal components of the electric flux density vector
across the air–dielectric interface at matchpoints on that
surface. Putting these in matrix form gives

U

0

" #
¼

D11 D12

D21 D22

" #
A

A0

" #
ð19Þ

Inverting this gives the solution for the expansion coeffi-
cients:

A

A0

" #
¼

D11 D12

D21 D22

" #�1
U

0

" #
ð20Þ

Once the expansion coefficients a00;a
0
k; b
0
k;a0;ak; bk are

found from (20), the total free charge on each wire is ob-
tained from (17), and hence we obtain the PUL capaci-
tance matrix [2].

Reference 2 describes this process in greater detail and
provides the implementation of the method in a FOR-
TRAN computer code, RIBBON.FOR, which can be ob-
tained from ftp://ftp.wiley.com/public/sci_tech_med/
multiconductor_transmission/. As an example, consider
the typical three-wire ribbon cable shown in Fig. 5b, where
s¼50 mils (1.27 mm), the wires are AWG (American Wire
Gauge) 28-gauge stranded having a radius of rw¼ 7.5 mils
(0.19 mm), an insulation thickness of t¼ 10 mils
(0.254 mm), and PVC insulation having a relative permit-
tivity of er¼ 3.5; we then obtain (with the reference con-
ductor chosen as an outer wire)

C¼
37:432 �18:716

�18:716 24:982

" #
pF=m

C0¼
22:494 �11:247

�11:247 16:581

" #
pF=m

L¼
1

v2
0

C0¼
0:7485 0:5077

0:5077 1:0154

" #
mH=m

and we used 10 expansion coefficients (the constant and 9
cosine terms) around the conductor–dielectric interface
and around the dielectric–air interface for each of the
three wires. Hence, the matrix to be inverted in Eq. (19) is
60� 60.

For conductors of rectangular cross section (lands) such
as the coupled microstrip in Fig. 4b and the PCB in Fig. 4c,
we use a similar numerical method. We first obtain the
solution for the basic subproblem in Fig. 6a for the poten-
tial due to an infinitely long strip of width w along which
the charge has a constant distribution r C/m2. The solu-
tion of this basic subproblem is given in Ref. 2. For the
coupled microstrip we divide each land into N subsections
as shown in Fig. 6b. Instead of representing the free and
bound charge as in the ribbon cable problem, we deter-
mine the subproblem potential by simply imaging across
the air–dielectric interface and across the dielectric–
ground plane interface and hence remove the dielectric
and the ground plane (see Ref. 2 for details of this imag-
ing). Then we choose N matchpoints at the center of each
land subsection and determine the potential at that point
due to all charge distributions of all the other subsections
to yield

U¼DA ð21Þ
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where A contains the (constant) charge distributions
along the land subsections. Inverting this yields the
charge distributions on each subdivision of each land.
Once these charge distributions are obtained, the total
PUL free charge distribution on each land is obtained by
multiplying the charge distributions of each subdivision
by the subdivision width and adding them for each land.
The PUL capacitance matrix is then obtained [2].

Throughout this discussion we will show typical com-
puted and experimental results confirming this theory.
The structure to be used is a three-conductor (n¼ 2) cou-
pled microstrip shown in Fig. 6b having dimensions s¼
100 mils (2.54 mm) and w¼ 100 mils (2.54 mm) and a di-
electric having a thickness of h¼ 62 mils (1.57 mm) and a
relative permittivity of er¼ 4.7 (glass–epoxy or FR4). The
method described above is implemented for the coupled
microstrip in a FORTRAN computer program, MSTRP.
FOR, described in Ref. 2, obtainable from ftp://ftp.wiley.
com/public/sci_tech_med/multiconductor_transmis-
sion/. For this line we obtain the following equations, di-
viding each land into 30 subdivisions [hence the matrix in
(21) is 60� 60]:

C¼

115:511 �4:927

�4:927 115:511

2

4

3

5 pF=m

C0¼

33:593 �3:722

�3:722 33:593

2
4

3
5pF=m

L¼
1

v2
0

C�1
0 ¼

335:327 37:153

37:153 335:327

2
4

3
5nH=m

A FORTRAN code, PCB.FOR, for the PCB in Fig. 4c is
also described in Ref. 2 and can be obtained from ftp://
ftp.wiley.com/public/sci_tech_med/multiconduc-
tor_transmission/.

3. THE TIME-DOMAIN SOLUTION

The key to solving the coupled MTL equations in (3) is to
transform the actual voltages and currents to ‘‘mode’’ volt-
ages and currents with similarity transformations

V¼TVVm ð22aÞ

I¼TIIm ð22bÞ

where the real matrices TV and TI are 2� 2 (n�n for the
general nþ 1 conductor MTL) with entries

TV ¼
TVGG TVGR

TVRG TVRR

" #
ð23aÞ

TI ¼
TIGG TIGR

TIRG TIRR

" #
ð23bÞ

and the 2�1 vectors Vm and Im contain the mode voltages
and currents, respectively, as

Vm¼
VmG

VmR

" #
ð24aÞ

Im¼
ImG

ImR

" #
ð24bÞ

Substituting (22) into (3) yields

@

@z
Vmðz; tÞ¼ �T�1

V LTI|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
Lm

@

@t
Imðz; tÞ ð25aÞ

@

@z
Imðz; tÞ¼ �T�1

I CTV|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
Cm

@

@t
Vmðz; tÞ ð25bÞ
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Figure 6. Illustration of the determination of capacitances of a
coupled microstrip; (a) the basic subproblem of determining the
potential due to a constant charge distribution, and (b) represen-
tation of the charge distribution on a coupled microstrip.
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If transformations TV and TI can be found such that the
mode PUL parameter matrices are diagonalized as

Lm¼T�1
V LTI

¼

lmG 0

0 lmR

2
4

3
5

ð26aÞ

Cm¼T�1
I CTV

¼

cmG 0

0 cmR

2

4

3

5
ð26bÞ

then the equations in terms of mode quantities in (25) are
uncoupled. We will show methods of determining the
transformations TV and TI that will simultaneously diag-
onalize L and C for any MTL.

The importance of this result is that the MTL equations
in terms of the mode quantities are now uncoupled and
consist of two uncoupled two-conductor lines:

@VmG

@z
¼ � lmG

@ImG

@t
ð27aÞ

@ImG

@z
¼ � cmG

@VmG

@t
ð27bÞ

@VmR

@z
¼ � lmR

@ImR

@t
ð28aÞ

@ImR

@z
¼ � cmR

@ImR

@t
ð28bÞ

The two-conductor line equations in (27) represent a two-
conductor line with velocity of propagation

vmG¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lmGcmG

p ð29aÞ

and characteristic impedance

ZCmG¼

ffiffiffiffiffiffiffiffiffi
lmG

cmG

s

ð29bÞ

Similarly, the equations in (28) represent a two-conductor
line with velocity of propagation

vmR¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lmRcmR

p ð30aÞ

and characteristic impedance

ZCmR¼

ffiffiffiffiffiffiffiffi
lmR

cmR

s

ð30bÞ

The solutions to the uncoupled-mode transmission-line
equations in (27) are well known [1]:

VmGðz; tÞ¼V þG t�
z

vmG

� �
þV�G tþ

z

vmG

� �
ð31aÞ

ImGðz; tÞ ¼
1

ZCmG
V þG t�

z

vmG

� �

�
1

ZCmG
V�G tþ

z

vmG

� �
ð31bÞ

Similarly the solutions to the transmission line equations
in (28) are:

VmRðz; tÞ¼V þR t�
z

vmR

� �
þV�R tþ

z

vmR

� �
ð32aÞ

ImRðz; tÞ¼
1

ZCmR
V þR t�

z

vmR

� �

�
1

ZCmR
V�R tþ

z

vmR

� �
ð32bÞ

The functions V þG ;V�G ;V
þ
R ;V�R will be determined by the

time history of the driving source, VS(t).
Hence, the original problem is transformed into two

uncoupled two-conductor mode lines as shown in Fig. 7
with transformation networks representing the transfor-
mations TV and TI at the endpoints that transform out to
the original line voltages and currents. We will show a
simple SPICE implementation of Fig. 7.

Although we have two transformation matrices TV and
TI, it can be shown that these can be chosen such that they
are related as [3]

Tt
VTI ¼12 ð33Þ

where the superscript ‘‘t’’ denotes the transpose of the
matrix 12 is the 2� 2 identity matrix. Hence these trans-
formation matrices are also related as

Tt
V ¼T�1

I ð34Þ

TV, TI

ImG

ImR

VmR

+

+

−

−

VmG

ZCmG

TV, TI

IG(L,t )

+

+

− −

z
z = L

VG(L,t )

IR(L,t )

VR(L,t )ZCmR

vmG

VmR

VR(0,t )

IR(0,t )

+

− −

+

z = 0

IG(0,t )

VG(0,t )

Figure 7. Illustration of the basic method for decoupling the
MTL equations.
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The implementation of the transformation networks in
Fig. 7 is quite simple. Writing out the relation between the
voltages and the mode voltages in (22a) and using (23a)
gives

VG¼TVGGVmGþTVGRVmR ð35aÞ

VR¼TVRGVmGþTVRRVmR ð35bÞ

If we invert the relation between the currents and the
mode currents in (22b) we obtain

Im¼T�1
I I ð36Þ

which becomes

ImG

ImR

" #
¼

T�1
IGG T�1

IGR

T�1
IRG T�1

IRR

" #

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
T�1

I

IG

IR

" #
¼

TVGG TVRG

TVGR TVRR

" #

|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
Tt

V

IG

IR

" #

ð37Þ

where we have denoted the entries in the inverse of TI as
T�1

IXX . (The inverse of a matrix is not simply the inverse of
each of its components. This notation for the entries in the
inverse of TI was chosen for simplicity of notation.) Writ-
ing out (37) gives

ImG¼T�1
IGGIGþT�1

IGRIR¼TVGGIGþTVRGIR ð38aÞ

ImR¼T�1
IRGIGþT�1

IRRIR¼TVGRIGþTVRRIR ð38bÞ

The relations between the actual line voltage and the
mode voltage in Eqs. (35) can be implemented using volt-
age-controlled voltage sources as shown in Fig. 8. The re-
lations between the mode currents and the actual line
currents in Eqs. (38) can be implemented using current-
controlled current sources as shown in Fig. 8.

A SPICE (or the personal computer version, PSPICE)
subcircuit model for transformations and mode transmis-
sion lines as shown in Fig. 9 can be generated by the
FORTRAN program SPICEMTL.FOR that is described
in Ref. 2 and can be obtained from ftp://ftp.wiley.com/
public/sci_tech_med/multiconductor_transmission/. All
that remains is to attach the terminations to that subcir-
cuit model in order to give a complete SPICE solution
model.

We will show results for a coupled microstrip shown in
cross section in Fig. 10a. The PUL parameter matrices for
this structure were computed in the previous section. The
line is terminated in 50-O loads at each port, and the open-
circuit voltage source is a 10-MHz, periodic, trapezoidal
pulsetrain (representing a digital clock) having a voltage

0 V

0 V

+ −

+ −

+
−

+
−

+

VG TVGG VmG

+TVGR VmR

IR

VR

ImR

ImG

VmG

TIGG IG

     +

VmR

−

+

−

+

 +

 −

 −

IG

−1

TIGR   IR
−1

TIRG   IG

     +

−1

TIRR   IR

TVRG   VmG

      +

TVRR   VmR

−1

Figure 8. Implementation of the mode transformations in
SPICE using controlled sources.

IG(0,t )

VG(0,t )

IR(0,t )

VR(0,t ) VmR(0,t ) VmR(L,t )
ZCmR

ImR(L,t )

ImG(L,t )

VmG(L,t )VmG(0,t )

ImG(0,t )

ZCmG

vmG

vmR

ImR(0,t )

0 V

0 V

0 V

0 V

+

−

−

+

+ − − +

+
−

+
−

− +

+
−

+ −

+
−

+

−

+

−
−

+

+

−

IR(L,t )

VG(L,t )

IG(L,t )

VR(L,t )

+ +

− −

L

Figure 9. A complete SPICE model for a three-
conductor coupled MTL.
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(a)

(b)

(c)

62 mils

G

O

100 mils 100 mils 100 mils

1.4 mils

R

�r = 4.7

20 cm
RS=50 Ω

RL = 50 Ω

RFE = 50 Ω

VFE

RNE = 50 Ω

VS(t )

VNE

R

5 V

5 ns 50 ns 55 ns 100 ns
t

−

+

−

+

VS(t )

G

+ 
−

60 mV
Coupled microstrip

40 mV

20 mV

0 mV

−20 mV

−40 mV

−60 mV
0 ns 20 ns 40 ns 60 ns

V
N

E

80 ns 100 ns

Figure 10. Illustration of a computa-
tional example; (a) the cross sectional
dimensions of the coupled microstrip,
(b) the longitudinal dimensions, termi-
nations and source waveform, and
(c) the SPICE predicted near-end cross-
talk.
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of 5 V, a rise/falltime of 5 ns, and a 50% duty cycle. The
results of this PSPICE generated output for the near-end
crosstalk voltage is shown in Fig. 10c. See Ref. 1 for ex-
perimental confirmation of these results.

For the coupled microstrip investigated, the transforma-
tions and mode velocities and characteristic impedances
are

TV ¼
1ffiffiffi
2
p

1 �1

1 1

2
64

3
75

TI ¼
1ffiffiffi
2
p

1 �1

1 1

2
64

3
75

T�1
I ¼

1ffiffiffi
2
p

1 1

�1 1

2

64

3

75

Observe that (33) and (34) are satisfied. Because of the
physical symmetry of this coupled microstrip (both lands
have identical width and are at the same height above the
ground plane), the transformations are simple. Inverting
the voltage transformation to give T�1

V and writing out the
transformation gives

VmG¼
1ffiffiffi
2
p ðVGþVRÞ

VmR¼
1ffiffiffi
2
p ð�VGþVRÞ

This is often referred to in the literature as the even-
mode/odd-mode transformation. The characteristic im-
pedances and one-way delays of the modes (the total line
length is 20 cm) are

ZCmG¼ 58:037O TmG ¼
L

vmG
¼ 1:2836 ns

ZCmR¼ 49:757O TmR ¼
L

vmR
¼ 1:1985 ns

3.1. Determining the Mode Transformations

We now show how to determine the transformations TV

and TI such that they simultaneously diagonalize the per
unit parameter matrices, L and C, as in (26). We consider
two separate cases: homogeneous media and inhomoge-
neous media.

3.1.1. Homogeneous Media. For the case of a homoge-
neous medium, we have the important identity

LC¼CL¼
1

v2
12¼

1 0

0 1

" #
ð39Þ

where v2¼ v2
0=er. Because L is real and symmetric, there

always exists a transformation T, such that [2]

TtLT¼Lm ð40aÞ

where Lm is diagonal as

Lm¼
lmG 0

0 lmR

" #
ð40bÞ

and the inverse of T is its transpose [2]:

T�1
¼Tt

ð41Þ

This diagonalization of a real, symmetric matrix is said
to be an orthogonal transformation and is numerically ac-
complished with the stable and efficient Jacobi method [2].
In fact, for the special case of the three-conductor line
considered here, we obtain

T¼
cos y � sin y

sin y cos y

" #
ð42aÞ

where

tan 2y¼
2lGR

lG � lR
ð42bÞ

For MTLs with n42, a FORTRAN subroutine, JA-
COBI.SUB described in Ref. 2, is available to determine
this orthogonal transformation in a stable and efficient
manner. From the identity in (39), we obtain

C¼
1

v2
L�1

ð43Þ

Forming

T�1CðTt
Þ
�1
¼TtCT

¼
1

v2
TtL�1T

¼
1

v2
L�1

m

ð44Þ

Comparing (40a) and (44) to (26a) and (26b), we identify

TI ¼T ð45aÞ

T�1
V ¼Tt

ð45bÞ

TV ¼T ð45cÞ

Hence the mode characteristic impedances are

ZCmG¼ vlmG ð46aÞ

ZCmR¼ vlmR ð46bÞ

874 COUPLED TRANSMISSION LINES



and all mode velocities are the same:

vmG¼ vmR¼ v ð47Þ

3.1.2. Inhomogeneous Media. For inhomogeneous me-
dia we no longer have the identity in (39). However, the
transformations that simultaneously diagonalize L and C
can still be obtained in a stable and numerically efficient
manner. Since C is real and symmetric, we can find an
orthogonal transformation U that diagonalizes it as [2]

UtCT¼ y2
ð48aÞ

where y2 is diagonal as

y2
¼

y2
mG 0

0 y2
mR

" #
ð48bÞ

Because C is also positive definite, its eigenvalues, y2
mG

and y2
mR are real, positive, and nonzero [2]. In addition,

since the transformation is an orthogonal one, we obtain

U�1
¼Ut

ð49Þ

Since the eigenvalues of C in (48b) are real, positive, and
nonzero, we can form the square root of y2, y, and form the
product yUtLUy, which is real and symmetric. Hence we
can obtain an orthogonal transformation that diagonalizes
it as

St
ðyUtLUyÞS¼L2

ð50aÞ

where L2 is diagonal having real, positive, and nonzero
eigenvalues on its diagonal as

L2
¼

L2
mG 0

0 L2
mR

" #
ð50bÞ

and

S�1
¼St

ð50cÞ

Define a transformation matrix as

T¼UyS ð51Þ

In order to minimize numerical errors, we normalize the
columns of T to a Euclidean length of unity as

Tnorm¼Ta ð52aÞ

where a is a 2� 2 diagonal matrix:

a¼
amG 0

0 amR

" #
ð52bÞ

The desired transformations are

TI ¼UySa ð53aÞ

TV ¼Uy�1Sa�1 ð53bÞ

In addition, these transformations have the properties

T�1
I ¼ a�1Sty�1Ut

¼Tt
V

ð54aÞ

T�1
V ¼ aStyUt

¼Tt
I

ð54bÞ

To show that these in fact do simultaneously diagonalize L
and C, we form

T�1
V LTI ¼ aStyUtLUySa

¼ aL2a
ð55aÞ

T�1
I CTV ¼ a�1Sty�1UtCUy�1Sa�1

¼ a�2
ð55bÞ

Comparing (55) to (26) shows that

lmG¼ a2
mGL

2
mG ð56aÞ

lmR¼ a2
mRL

2
mR ð56bÞ

cmG¼ a�2
mG ð56cÞ

cmR¼ a�2
mR ð56dÞ

Hence the mode characteristic impedances and velocities
of propagation become

ZCmG¼ a2
mGLmG; vmG¼

1

LmG
ð57aÞ

ZCmR¼ a2
mRLmR; vmR¼

1

LmR
ð57bÞ

4. THE FREQUENCY-DOMAIN SOLUTION

We now consider driving the line with a single-frequency,
sinusoidal source: VS(t)¼VS cos(otþ y). It is also assumed
that the line is in steady state. The solution method is
the phasor method used in the analysis of electric circuits
where we replace the actual source with V̂VS¼VSejy¼

VSffy. We will denote all complex-valued phasor quanti-
ties with a caret ð�̂�Þ over them. This phasor method
stems from the fact that, according to Euler’s identity [1]
VSðtÞ¼Re½V̂VSejot� ¼Re½VSejðotþ yÞ� ¼VS cosðotþ yÞ. All time
derivatives are replaced by jo since (d/dt)3jo. Hence the
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time-domain MTL equations in (3) become

d

dz
V̂VðzÞ¼ � joLÎIðzÞ ð58aÞ

d

dz
ÎIðzÞ¼ � joCV̂VðzÞ ð58bÞ

We can once again transform to (phasor) mode quantities
as

V̂V¼TVV̂Vm ð59aÞ

ÎI¼TI ÎIm ð59bÞ

We showed that transformations can be found that simul-
taneously diagonalize L and C as in (26). Substituting the
transformations into (58) again yields uncoupled, first-
order differential equations as in (25). Hence little has
changed from the time-domain case. We can use the
SPICE model employed earlier with only a change in
some control statements in order to solve for the magni-
tude and phase of the line phasor terminal voltages and
currents [1,2]. In fact, for the coupled microstrip problem
in Figs. 10a and 10b, we may use the SPICE code (devel-
oped with the FORTRAN code SPICEMTL. FOR [2]) to
obtain the subcircuit model of the line. Changing the
source to a 1-V sinusoid and running SPICE in the AC
mode yields the magnitude plot for the near-end crosstalk
voltage V̂VNE (which is the transfer function since the
source value is 1 V) shown in Fig. 11.

An alternative to using SPICE to generate the frequen-
cy response, referred to as the direct method, is as follows.
First we generate second-order differential equations from
(58) by differentiating one and substituting the other to
yield

d2

dz2
V̂VðzÞ¼ ẐZŶYV̂VðzÞ ð60aÞ

d2

dz2
ÎIðzÞ¼ ŶYẐZÎIðzÞ ð60bÞ

where we have written the PUL impedance and admit-
tance matrices compactly as

ẐZ¼ joL ð61aÞ

ŶY¼ joC ð61bÞ

Again we seek to uncouple these equations by simulta-
neously diagonalizing the products ẐZŶY and ŶYẐZ. To do so,
we arbitrary choose to diagonalize ŶYẐZ as

T̂T
�1

ŶYẐZT̂T¼ ĝg2¼
ĝg2

mG 0

0 ĝg2
mR

" #
ð62Þ

Note that for a lossless line where ẐZ and ŶY are as given by
(61)

T̂T
�1

ŶYẐZT̂T¼ � o2T̂T�1CLT̂T ð63Þ

and hence T̂T¼TI and

ĝg2¼

�o2cmGlmG 0

0 �o2cmRlmR

2
4

3
5

¼

�o2=v2
mG 0

0 �o2=v2
mR

2

4

3

5

ð64Þ

However, for the second-order equations in (60) there are
many more choices for this transformation. For example,
for a homogeneous medium, LC¼CL¼ (1/v2)12 and the
product is already uncoupled; hence we could choose
T̂T¼12.

Substituting the transformation

ÎI¼ T̂TÎIm ð65Þ

into (60b) we obtain

d2

dz2
ÎImðzÞ¼ T̂T

�1
ŶYẐZT̂T ÎImðzÞ

¼ ĝg2 ÎImðzÞ

ð66Þ

whose general solution is

ÎImG¼ ÎIþmGe�joz=vmG � ÎI�mGejoz=vmG ð67aÞ

ÎImR¼ ÎIþmRe�joz=vmR � ÎI�mRejoz=vmR ð67bÞ

where the ÎImG;R are undetermined coefficients. These will
be determined by the terminations of the line. Transform-
ing to the total line currents, we obtain

ÎI¼Tðe�ĝgzÎI
þ

m � eĝgzÎI
�

mÞ ð68aÞ
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Figure 11. Predicted and experimentally measured frequency
response of the near-end crosstalk.
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where

ÎI


m¼
ÎImG

ÎImR

2

4

3

5 ð68bÞ

eĝgz¼
ejoz=vmG 0

0 ejoz=vmR

" #
ð68cÞ

The solution for the mode voltages can be obtained by
substituting this into (58b):

V̂VðzÞ¼ � ŶY
�1 d

dz
ÎIðzÞ

¼ ðŶY
�1

T̂T ĝg T̂T
�1
Þ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

ẐZC

T̂Tðe�ĝgz ÎI
þ

m þeĝgz ÎI
�

mÞ
ð69Þ

where the matrix of propagation constants is

ĝg¼
jo=vmG 0

0 jo=vmR

" #
ð70Þ

Note the definition of the characteristic impedance matrix
ẐZC¼ ŶY

�1
T̂T ĝg T̂T

�1
in (69). The characteristic impedance ma-

trix is not diagonal. Hence, in order to ‘‘match’’ a MTL, we
must obtain termination networks that represent this ma-
trix rather than individually matching each line [2]. In
other words, to match a MTL, we must have termination
impedances between each line and the reference conduc-
tor and between each line.

The advantage of the direct method is that frequency-
dependent losses can be readily incorporated into the so-
lution. This will be discussed in Section 7. Losses cannot
be readily incorporated into the SPICE model.

Alternatively, we may write the first-order equations in
(58) in the form of state-variable equations commonly
found in automatic control systems as well as the math-
ematical texts on the solution of ordinary differential
equations. Hence we can draw from that enormous body
of knowledge to obtain immediate solutions. We write the
first-order equations in (58) as

d

dz
X̂XðzÞ¼ ÂAX̂XðzÞ ð71aÞ

where

X̂XðzÞ¼
V̂VðzÞ

ÎIðzÞ

" #
ð71bÞ

and

ÂA¼
0 �ẐZ

�ŶY 0

" #
ð71cÞ

These are in identical form to state-variable equations [2].
The solution is well known:

X̂XðLÞ¼ F̂FðLÞX̂Xð0Þ ð72aÞ

for a line of total length L that extends from z¼ 0 to z¼L.
Expanding (72a) gives

V̂VðLÞ

ÎIðLÞ

" #
¼

F̂F11 F̂F12

F̂F21 F̂F22

" #

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
F̂FðLÞ

V̂Vð0Þ

ÎIð0Þ

" #
ð72bÞ

This is said to be the chain parameter matrix of the line or
the ABCD parameters. The chain parameter matrix F̂FðLÞ
relates the voltages and currents at one end of the line to
the voltages and currents at the other end. It is so called
because a line can be broken into contiguous sections, and
the overall chain parameter matrix of the entire line is the
product of the chain parameter matrices of the adjacent
sections (in the proper order). This is one way to represent
a nonuniform line [2]. The chain parameter submatrices
for a uniform line are [2]

F̂F11ðLÞ¼
1
2 ŶY
�1

T̂TðeĝgLþe�ĝgLÞT̂T
�1

ŶY ð73aÞ

F̂F12ðLÞ¼ �
1
2 ẐZCT̂TðeĝgL � e�ĝgLÞT̂T

�1
ð73bÞ

F̂F21ðLÞ¼ �
1
2 T̂TðeĝgL � e�ĝgLÞT̂T

�1
ẐZ
�1

C ð73cÞ

F̂F22ðLÞ¼
1
2 T̂TðeĝgLþe�ĝgLÞT̂T

�1
ð73dÞ

In the general form of the solution in (68) and (69) there
are four (2n for a general MTL) undetermined constants in
ÎI
þ

m and ÎI
�

m. In order to determine these undetermined con-
stants, we need to apply the terminal constraints. With
reference to Fig. 1a these are

V̂Vð0Þ¼ V̂VS � ẐZSÎIð0Þ ð74aÞ

V̂VðLÞ¼ ẐZLÎIðLÞ ð74bÞ

where

V̂VS¼
V̂VS

0

" #
ð75aÞ

ẐZS¼
RS 0

0 RNE

" #
ð75bÞ

ẐZL¼
RL 0

0 RFE

" #
ð75cÞ

Substituting (68) and (69) into (74) yields [2]

ðẐZCþ ẐZSÞT̂T ðẐZC � ẐZSÞT̂T

ðẐZC � ẐZLÞT̂Te�ĝgL ðẐZCþ ẐZLÞT̂TeĝgL

" #
ÎI
þ

m

ÎI
�

m

2
4

3
5¼

V̂VS

0

" #
ð76Þ

Solving (76) for the four undetermined constants and sub-
stituting into (68) and (69) gives the solution for the line
voltages and currents at any point along the line.
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Reference 2 contains a description of the FORTRAN
code MTL.FOR, which (1) diagonalizes ŶYẐZ according to
Eq. (62), (2) forms and solves Eq. (76), and (3) substitutes
into Eqs. (68) and (69) to obtain the phasor terminal volt-
ages. This code can be obtained from ftp://ftp.wiley.com/
public/sci_tech_med/multiconductor_transmission/.

5. APPROXIMATE, LUMPED-CIRCUIT MODELS OF MTLS

If the line is electrically short at the highest frequency of
the source, say, Lo 1

10 l, where l¼ v/f denotes a wave-
length, then the line can be approximated with a
lumped-circuit model and the solution of the MTL equa-
tions is bypassed. A useful such model is the so-called
lumped-pi model shown in Fig. 12. This name is in refer-
ence to its resemblance to the symbol p. The capacitances
are split to give the circuit a reciprocal property. For the
periodic, trapezoidal waveform with rise/falltimes tr/tf

representing a digital signal, the highest significant fre-
quency is approximately [2] fmax¼ 1/tr, where we assume
the rise/falltimes to be equal. For example, for the 10-MHz
pulsetrain with 5-ns rise/falltimes, which we have been
investigating and shown in Fig. 10b, the maximum fre-
quency is approximately 200 MHz. The total line length of
20 cm is 1

4:44 l, where we have calculated the velocity of
propagation as 1.777� 108 m/s using an effective relative
permittivity as the average of the board (er¼ 4.7) and air
giving e0r¼ 2:85. Figure 13a shows a comparison between
the SPICE model and this lumped-pi model for the source
waveform in Fig. 10b. Some inaccuracy is caused by the
inability of the lumped-pi model to correctly process the
high-frequency components of the source waveform. Fig-
ure 13b shows a similar comparison for the frequency re-
sponse. Here we again see that the comparison is good up
to only about 100 MHz, where the line length of 20 cm is
about 1

9 l.

6. CLOSED-FORM SOLUTIONS

In the previous discussions, the solution of the MTL equa-
tions in the time and frequency domains was obtained via
numerical solution. There are some important cases
where the solution of the MTL equations can be obtained
in literal form (with symbols as opposed to numbers).
These are (1) a three-conductor line (n¼ 2) in a homoge-
neous medium and (2) a three-conductor line in an inho-
mogeneous medium assuming weak coupling.

For the case of a three-conductor line (n¼ 2) in a ho-
mogeneous medium, the chain parameter submatrices in
(73) simplify to [2]

F̂F11ðLÞ¼C12 ð77aÞ

F̂F12ðLÞ¼ � joSLL ð77bÞ

IG(0,t )

VG(0,t )

VR(0,t )

½cGRL ½cGRL

½cRL

½cGL

½cRL ½cGL

lRL

lGR

lGL

VR(L,t )

IR(L,t )

VG (L,t )

IG (L,t )

+

+

−−

z = 0 z = L
z

IR(0,t )

+

+

− −

Figure 12. The lumped-pi approximate model of the MTL.
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the configuration of Figure 10; (a) time domain crosstalk, and (b)
frequency response of the crosstalk.

878 COUPLED TRANSMISSION LINES



F̂F21ðLÞ¼ � joSCL ð77cÞ

F̂F22ðLÞ¼C12 ð77dÞ

where 12 is the 2� 2 identity matrix and

C¼ cos 2p
L

l

� �
ð78aÞ

S¼

sin 2p
L

l

� �

2p
L

l

ð78bÞ

The velocity of propagation in this homogeneous medium
is

v¼
1
ffiffiffiffiffi
me
p ð79Þ

and a wavelength is defined by

l¼
v

f
ð80Þ

The terminal conditions in (74) were incorporated, and
the exact literal solutions for the near-end and far-end
phasor voltages are [2]

V̂VNE¼
S

Den
joMNECþ ðjoÞ2TKNES
� �

V̂VS ð81aÞ

V̂VFE¼
S

Den
joMFE½ �V̂VS ð81bÞ

where

Den¼C2þ ðjoÞ2S2tGtRPþ joCSðtGþ tRÞ ð81cÞ

The various quantities in these expressions are defined by

MNE¼MIND
NE þMCAP

NE ð82aÞ

MFE¼MIND
FE þMCAP

FE ð82bÞ

MIND
NE ¼

RNE

RNEþRFE
lGRL

1

RSþRL
ð82cÞ

MIND
FE ¼ �

RFE

RNEþRFE
lGRL

1

RSþRL
ð82dÞ

MCAP
NE ¼MCAP

FE ¼
RNERFE

RNEþRFE
cGRL

RL

RSþRL
ð82eÞ

and

KNE¼MIND
NE

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
p

1þGLG

1� GLG
ð82f Þ

where the superscripts ‘‘IND’’ and ‘‘CAP’’ denote inductive
and capacitive, respectively, since those terms involve mu-
tual inductance and mutual capacitance. The coupling co-
efficient between the two circuits is defined as

k¼
lGRffiffiffiffiffiffiffiffiffi
lGlR

p ð83Þ

the line one-way time delay is

T¼
L

v
ð84Þ

and the reflections coefficients are

GSG¼
RS � ZCG

RSþZCG
ð85aÞ

GLG¼
RL � ZCG

RLþZCG
ð85bÞ

GSR¼
RNE � ZCR

RNEþZCR
ð85cÞ

GLR¼
RFE � ZCR

RFEþZCR
ð85dÞ

and the circuit characteristic impedances are defined by

ZCG¼ vlG

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
p

ð86aÞ

ZCR¼ vlR

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
p

ð86bÞ

The factor P in Den defined by

P¼ 1� k2 ðGSþGFEÞðGLþGNEÞ

ð1þGSGLÞ1ðþGNEGFEÞ

� �
ð87Þ

The circuit time constants are defined by

tG¼
Tffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� k2
p

1þGSGL

1� GSGL
ð88aÞ

tR¼
Tffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� k2
p

1þGNEGFE

1� GNEGFE
ð88bÞ

6.1. The Inductive/Capacitive Coupling Model

If the line is electrically short (L5l), the terms C and S in
(78) reduce to unity: CDSD1. In addition, if the line is
weakly coupled (k51), then P in Den becomes unity, P¼ 1.
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These results simplify to [4]

V̂VNE¼ jo

RNE

RNEþRFE
lGRL

1

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
inductive coupling

2
64

þ

RNERFE

RNEþRFE
cGRL

RL

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
capacitive coupling

3
75V̂VS

ð89aÞ

V̂VFE¼ jo �
RNE

RNEþRFE
lGRL

1

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
inductive coupling

2

66664

þ
RNERFE

RNEþRFE
cGRL

RL

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
capacitive coupling

3

77775
V̂VS

ð89bÞ

Observe that the frequency response has a phase of
7901 and the magnitude increases linearly with frequen-
cy (20 dB/decade). This behavior is evidenced in the lower
frequencies of the transfer function in Figs. 11 and
Fig. 13b. These results can be derived from the simple
equivalent circuit shown in Fig. 14.

A simple time-domain extension of these results can be
obtained by noting the equivalence

jo ,
d

dt
ð90Þ

Hence the frequency-domain results in (89) become, in the
time domain

VNEðtÞ¼

RNE

RNEþRFE
lGRL

1

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
inductive coupling

2
64

þ

RNERFE

RNEþRFE
cGRL

RL

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
capacitive coupling

3
75

dVSðtÞ

dt

ð91aÞ

VFEðtÞ¼
�

RFE

RNEþRFE
lGRL

1

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
inductive coupling

2

64

þ

RNERFE

RNEþRFE
cGRL

RL

RSþRL|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
capacitive coupling

3
75

dVSðtÞ

dt

ð91bÞ

Hence the time-domain crosstalk voltages depend on the
instantaneous slope of the source voltage waveform.

Hence, the crosstalk occurs during the transition (rise/
falltimes) of the pulse waveform as illustrated in Fig. 15.
For the situation in Fig. 10, this model predicts that
the crosstalk pulses would have magnitude of 49 mV and
the full SPICE exact model predicts a level of 50 mV.
Hence, the structure in Fig. 10a is evidently ‘‘weakly
coupled.’’

This previous exact literal solutions were for a homo-
geneous medium. If we relax this requirement, we can
obtain the literal solution for an inhomogeneous medium.
However, the solution is quite complicated, and in order to
make it feasible, we must assume weak coupling from the
outset. The reader is referred to Ref. 5 for the details of
that solution.

7. INCORPORATION OF LOSSES

The previous results have ignored losses. Losses occur in
the finite, nonzero conductor resistance and in the nonzero
conductivity of the surrounding medium. Typically at fre-
quencies in the low-GHz range, the losses in the surround-
ing dielectric are negligible. As operating frequencies of
digital and analog systems continue to increase, this may
no longer be true. The losses in the conductors are due to
the finite nonzero conductivity of the conductor material.
In addition, when the conductor cross-sectional dimen-
sions become on the order of a skin depth, the current
crowds to the conductor surfaces and the PUL resistance
increases as the square root of frequency,

ffiffiffi
f

p
(see Ref. 2 for

computed resistances vs. frequency for wires and PCB
lands). The conductors possess, in addition to a PUL
resistance r, an internal PUL inductance lint, due to mag-
netic flux internal to the conductor, which decreases as the
square root of frequency.
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Figure 14. The inductive-capacitive coupling model for weakly
coupled, electrically short lines.

880 COUPLED TRANSMISSION LINES



The MTL equations with losses included can be written
in the frequency domain as

d

dz
V̂VðzÞ¼ � ẐZðoÞÎIðzÞ ð92aÞ

d

dz
ÎIðzÞ¼ � ŶYðoÞV̂VðzÞ ð92bÞ

where

ẐZðoÞ¼RðoÞþ joLintðoÞþ joL ð93aÞ

ŶYðoÞ¼GðoÞþ joC ð93bÞ

The matrices R and Lint contain the conductor losses,
while the matrix G contains the losses in the surrounding
medium. The PUL parameter matrices L and C remain as
before. The frequency-domain or phasor solution for sinu-
soidal steady-state excitation of the line can be solved us-
ing the direct method of Section 4. Those results were
written in terms of a general ẐZ and ŶY, and the method is
unchanged when losses are added to the MTL equations
as in (92) and (93). We must now find a transformation
that diagonalizes the product ŶYðoÞẐZðoÞ as in (62). This is a
straightforward problem and is computed in the FOR-
TRAN code MTL. FOR described in Ref. 2. However, here
the diagonalization is frequency-dependent ½T̂TðoÞ� and
must be repeated at each frequency. Nevertheless, the re-

maining solution process is identical to that described in
Section 4.

Incorporation of losses into the time-domain solution is
much more difficult and is the subject of much present re-
search. If we represent (92) via the Laplace transform,
where s represents the Laplace transform variable, we
have

d

dz
Vðz; sÞ¼ � ZðsÞIðz; sÞ ð94aÞ

d

dz
Iðz; sÞ¼ � YðsÞVðz; sÞ ð94bÞ

If we can find the inverse Laplace transform of Z(s) and
Y(s) as z(t) and y(t), then Eqs. (94) become, in the time
domain

d

dz
Vðz; tÞ¼ � zðtÞ � Iðz; tÞ ð95aÞ

d

dz
Iðz; tÞ¼ � yðtÞ �Vðz; tÞ ð95bÞ

where * denotes convolution. The requirement for per-
forming convolution in the time domain can be mathe-
matically intensive. A method known as recursive
convolution provides a computationally efficient imple-
mentation [2]. One of the more popular ways of inc-

VS(t )

t

t

VS

�r

�r

�f

VNE(t ),VFE(t )

VS
�r

VS
�f

∼

∼ −
Figure 15. Time-domain crosstalk predictions of
the inductive-capacitive coupling model for weakly
coupled, electrically short lines.
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orporatng losses into the time-domain solution is to use
the finite-difference, time-domain (FDTD) method [2]. The
MTL equations are discretized in space and time, and a
bootstrapping method of solution is implemented [2]. The
recursive convolution method for implementing losses fits
the FDTD method very well. See Ref. 2 for a description of
this method.

8. SUMMARY

We have investigated the solution of the transmission-line
equations for multiconductor transmission lines (MTLs).
The discussion concentrated on lossless lines. Numerical
methods for determining the per unit length (PUL) pa-
rameter matrices L and C, which contain the line PUL
inductances and capacitances were discussed. All cross-
sectional dimensions that distinguish one line from an-
other are contained in these parameter matrices. Solution
of the MTL equations without the solution for the PUL
parameter matrices would be a waste of time. An exact
time-domain SPICE model for lossless MTLs was devel-
oped according to the ability to decouple the MTL equa-
tions. This SPICE model could also be used to compute the
frequency-domain solution for the terminal voltages and
currents. The frequency-domain solution can also be di-
rectly obtained by decoupling the MTL equations. Finally,
some important classes of weakly coupled lines allow
closed-form, literal solutions. These literal solutions allow
considerable insight into the coupling mechanism, where-
as a numerical solution does not give this insight.
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1. INTRODUCTION

Integration of cryogenic electronics involving high-tem-
perature superconductor (HTS) technology or low-temper-

ature superconductor (LTS) technology in conjunction
with microstrip circuit technology has created a new class
of low-loss microwave, MM-wave, and infrared (IR) com-
ponents for possible applications in high-performance
commercial, industrial, military, and space systems. Pla-
nar microstrip HTS circuits and cryogenically cooled mi-
crowave and MM-wave devices have demonstrated
significant performance improvements in insertion loss,
reliability, power consumption, and packaging. A variety
of HTS and LTS microwave and MM-wave components
such as thin-film bandpass filters (BPFs), high-Q resona-
tors, high-quantum-efficiency laser diodes, precision solid-
state phase shifters, low-noise GaAs MESFET and HEMT
amplifiers, low-phase-noise solid-state MM-wave sources,
and IR focal planar arrays (FPAs) have been developed
with minimum power consumption, high reliability, high
device efficiency, and stable performance over wide instan-
taneous bandwidth. Significant performance improve-
ment in widely used cryogenic electronic and RF
components or devices will be identified with particular
emphasis on reliability, power consumption, and cost. In-
tegration of cryogenic electronic technology will result in
cost-effective design of satellite communication systems,
terrestrial communication equipment, missile guidance
sensors, unmanned air vehicles (UAVs), high-altitude re-
connaissance drones, underwater sonar transmitters,
high-power missile tracking radars, and space-based IR
surveillance sensors.

Studies performed by the author indicate that integra-
tion of cryogenic electronic (CE) technology offers the po-
tential of a 10-fold miniaturization of payload electronic
equipment, leading to significant reduction in cost and
rapid development of small or microsatellite systems. The
studies further indicate that the major system cost is due
to the cryogenic cooler required to maintain a specified
operating temperature within the system. Performance
capabilities and limitations of potential cryogenic coolers
and microcoolers are briefly summarized. Applications of
cryogenic electronics in various commercial, industrial,
military, and space systems will be described identifying
significant performance improvements. Performance
capabilities and limitations of CE devices are identified
wherever applicable.

2. CE TECHNOLOGY FOR COMMUNICATION AND SPACE
SYSTEMS

Recent (as of 2004) studies indicate that record-level per-
formance improvements have been observed in cryogeni-
cally cooled electronic switches, laser diodes, RF/IR
detectors, GaAs amplifiers, Josephson driver circuits,
ADCs, low-noise mixers, thin-film tunable filters, and oth-
er RF and MM-wave devices. Furthermore, research and
development (R&D) activities are vigorously pursued to
demonstrate the feasibility of cryogenic electronics, in-
cluding both HTS and LTS devices, in satellite communi-
cation systems, base transceiver stations (BTSs) for
terrestrial mobile communication, medical diagnostic
equipment, and space sensors. Deployment of noise reduc-
tion filter technology for spatial and spectral filtering and
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input multiplexing channel filters in the front end of the
multicarrier BTS receiver (Fig. 1) will result in significant
improvement in power consumption, channel isolation,
skirt selectivity, insertion loss, and overall system reli-
ability. Integration of fast switching filters in the system
will introduce the antijam capability to a satellite com-
munication (satcom) system, thereby providing the most
effective and secured communication capability required
by law enforcement agencies.

Cryogenic electronic (CE) components or devices have
been deployed in a 60-channel HTS multiplexer that du-
plicates the requirements of the Intelsat-8 satellite com-
munication system and in a Ka-band beam link subsystem
that defines the critical requirements of the multimedia
satellite communication system. In addition, the use of CE
components in the HTS-satellite communication system
provides reduction in launch cost, increase in payload ca-
pacity, improvement in noise figure and receiver figure-of-
merit (G/T), increase in ground station effective radiated
power, reduction in antenna size, improved gain margin

needed under rainy and fading conditions, reduction in
prime power requirements, and smaller satellite bus ar-
chitecture due to miniaturization provided by the cryo-
genic electronic technology. These CE components are best
suited for deployment in second- and third-generation
BTS-based digital mobile communication systems capable
of providing GSM and wideband CDMA (WCDMA) capa-
bilities. The BTS transceiver architecture shown in Fig. 1
permits several cryogenic electronic components including
the ADC devices, BPFs, preselectors, preamplifiers
(LNAs), and mixers to share a common cooling system,
leading to significant reduction in operating cost and sys-
tem weight.

2.1. Cryogenically Cooled Analog-to-Digital Converter
(ADC) Devices

Superconducting ADC architectures using rapid single-
quantum-flux (RSQF) technology are best suited for mil-
itary systems that demand excellent linearity of 16 bits or
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Figure 1. Cryogenic electronic components
for applications in communication satellites
and base transceiver stations (BTSs) for ter-
restrial mobile communications.
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more, spurious-free dynamic range greater than 78 dB,
and third-order intermodulation products better than
65 dB. An innovative ADC design developed by Hpress
Corp. (NY) for a 10-bit ADC unit consisting of more than
800 Josephson junction (JJ) devices has demonstrated a
dynamic range equivalent to that of a 14-bit ADC, while
operating at a cryogenic temperature of 4.2 K. An ADC
design with LTS microelectronic technology offers high
sensitivity, improved reliability, high resolution, wide in-
stantaneous bandwidth, and power consumption as low as
5 mW/chip at 4.2 K Further improvement in dynamic
range and instantaneous bandwidth in an ADC can be
achieved through a combination of oversampling and flux
quantization feedback techniques. It is important to point
out that superconducting ADC design based on LTS tech-
nology at 4.2 K appears to be the only way to achieve si-
multaneously low aperture time, high internal clock
frequency, high data rate, lowest power consumption,
and optimum accuracy.

2.2. Cryogenically Cooled Microwave and MM-Wave Mixers

Superconducting microwave and MM-wave mixers using
JJ devices and stable solid-state sources have demonstrat-
ed sensitivities better than –90 dBm/MHz over a 10–
13 GHz frequency range, including the losses in the mi-
crowave structures. Performance requirements for micro-
wave mixers are not stringent compared to those for MM-
wave mixers. Lower noise figure, conversion loss, and LO
(local-oscillator) power requirement are possible only at
lower cryogenic temperatures. Typical noise figure and LO
power requirements for MM-wave mixers as a function of
cryogenic temperature are summarized in Table 1.

The data in Table 1 indicate that the LO power re-
quirement is reduced by a factor of 3 and the noise figure
(NF) is reduced close to 2 dB when the mixer is operated at
77 K. It is important to mention that lower noise figure
and higher gain are possible from superconductor–insula-
tor–superconductor (SIS) mixers employing LTS Nb-based
tunnel junctions in waveguide cavities integrated with
SIS chips. SIS mixers are widely used at sub-millimeter-
wave frequencies exceeding 200 GHz. Note that an SIS
mixer using Josephson junction (JJ) devices has to be bi-
ased above a specified threshold voltage to avoid instabil-
ities caused by the Josephson currents at low bias levels.
Furthermore, lowest LO power (B1 nW) is required for a
single-junction SIS mixer, thereby making this mixer de-
sign most cost-effective. SIS mixers are limited to small-
signal applications and have instantaneous bandwidth of
o3 GHz, which is adequate for astronomic applications
but insufficient for radar and communications systems.

2.3. Cryogenically Cooled Low-Noise Amplifier (LNA)

Significant performance improvements have been
achieved by lowering the operating temperature (T) of
the RF and MM-wave amplifiers, regardless of whether
the amplifiers use GaAs MESFET or AlGaAS HEMT or Si
HBT devices. Optimum improvement in performance has
been observed at lower cryogenic temperatures as illus-
trated by data summarized in Tables 2–4.

All the data summarized in Tables 2–4 demonstrate
that lower operating temperatures yield significant im-
provement in gain, noise figure (NF), power-added effi-
ciency, and power consumption. Note the gain of the
amplifier is also dependent on the bias level. Further-
more, in all solid-state amplifiers higher gain is possible
with higher values of transconductance and lower gate
and source resistances. Furthermore, integration of
feedback technique tends to minimize gain fluctuations
over the band of interest. In a C-band GaAs LNA, signif-
icant improvement is observed when the operating tem-
perature is reduced to 4.2 K. In a C-band amplifier
operating over the 3200–4200 MHz region, noise figures
as low as 1.2, 0.62, and 0.32 dB have been observed at op-
erating temperatures of 300, 77, and 4.2 K, respectively.

2.4. Cryogenically Cooled Microwave Filters and Their
Applications

In all satellite communications systems, channel filters
play a key role in performance optimization. These filters
are required to meet stringent passband and stopband
performance requirements. In these filters, sharp skirt
selectivity is of critical importance. The multipole self-
equalized, quasielliptic HTS planar filter configuration is
best suited to satisfy the required performance specifica-
tions. The most efficient and cost-effective way to realize
both the elliptic function response and the self-realization
is to use a dual-mode resonator configuration as shown in

Table 1. Noise Figure and LO Power as a Function of
Cryogenic Temperature

300 K 77 K

Frequency (GHz)
NF
(dB)

LO Power
(dBm)

NF
(dB)

LO Power
(dBm)

75–110 5.08 0.60 2.68 0.20
90–140 5.51 0.62 3.06 0.22
110–170 6.12 0.73 3.44 0.25
140–220 6.45 0.92 4.10 0.32

Table 2. Performance Improvement in GaAs MESFET Amplifiers

Wideband Amplifier (8–18 GHz) Narrowband Amplifier (9.5–10.5 GHz)

T (K) Gain (dB) NF (dB) Gain (dB) NF (dB)

300 22 2.08 23 1.25
200 24 1.59 26 0.98
77 27 0.87 29 0.35
10 29 0.73 32 0.26
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Fig. 1. This resonator configuration allows coupling be-
tween the nonadjacent resonators with minimum com-
plexity. Dual-mode patch resonators have been used to
design HTS filters with elliptic response in the passband.
However, elimination of undesired coupling between the
various resonator elements is a serious design problem.
This problem can be overcome by using a lumped-element
HTS filter with a basic resonator configuration as illus-
trated in Fig. 1. This resonator configuration permits easy
control of coupling between the two modes by adjusting
the spacing G and the offset parameter L. In brief, this
resonator configuration allows ease of realization and con-
trolling the cross-coupling between the resonators, which
is necessary to achieve both the quasielliptic and self-
equalization functions with minimum cost and complexity.
The 10-pole self-equalized input channel filter using the
dual-mode resonator configuration is an integral part of
the multichannel HTS multiplexer subsystem. This filter
design can be integrated with an input circulator for chan-
nel dropping and output isolator to isolate the filter from
backreflections. The drop-in ferrite components are fully
qualified to operate at cryogenic temperatures. Such a fil-
ter designed for operation in a C-band satellite communi-
cation system exhibited low insertion loss, symmetric
bandpass response, and sharp skirt selectivity.

Significant improvement in mass reduction of electron-
ics payload and satellite mission life has been observed
due to integration of cryogenic electronic technology in the
satellite communication systems. In a 60-channel multi-
media satellite design, a mass reduction of 10 kg and mis-
sion life extension of 2 years are noted because of the
integration of cryogenic electronic technology–based com-
ponents.

It is important to mention that performance require-
ments such as insertion loss, instantaneous bandwidth,
stopband rejection, and in-band phase linearity for micro-
wave filters vary from application to application. In gen-
eral, filter performance requirements for military and
space systems are more stringent in terms of weight,
size, and reliability. These requirements dictate the filter
design parameters for the architecture and resonators

best suited for the architecture selected. In case of satel-
lite communications filters, microstrip or stripline or co-
planar waveguide resonator structures could meet the
performance requirements with minimum cost and com-
plexity. Long-dispersive-HTS, tapped-delay-line chirp fil-
ters are most attractive for use in wideband compressive
receivers. Long-dispersive-HTS, tapped-delay-line chirp
filters fabricated from HTS thin films of yttrium barium
calcium oxide (YBCO) on magnesium oxide (MgO) sub-
strate or lanthanum aluminate (LaAlO3) are best suited
for military warfare applications, where high sensitivity is
of critical importance for spectral analysis and remote
sensing. In case of satellite communications and terrestri-
al mobile communications, miniature superconducting fil-
ters with unique filter geometry, minimum size, low
insertion loss, excellent skirt selectivity, linear phase re-
sponse over wideband, and maximum stopband rejection
are considered the most desirable features.

Optimum filter performance requires low insertion loss
and high resonator Q0(unloaded Q), which are possible
only at lower cryogenic operations. A superconducting fil-
ter design using a thin film of YBCO on MgO substrate
demonstrated a stopband rejection of � 40 dB at 86 K,
� 60 dB at 77 K, and � 80 dB at 15 K. The same filter
while operating at 5 GHz demonstrated a reduction in in-
sertion loss by 2% at 77 K, 16% at 15 K, and 35% at 4.2 K
operation. A 60-channel superconducting multiplexer in-
tegrated with pulsetube cryocooler and 10-pole channel
filters using HTS planar structures has demonstrated a
reduction in mass of 450% and in size of 465% using
HTC YBCO film on LaAlO3 substrate.

2.4.1. Resonator Requirements for Nb-Based and YBCO-
Based Filters. Printed circuit resonator, microstrip resona-
tor, and coplanar technologies will provide significant re-
duction in insertion loss, weight, and size when cooled
down to lower cryogenic temperatures. Studies performed
by the author on microwave filters indicate that signifi-
cant reduction in insertion loss can be realized using HTS
YBCO-based (77-K) or LTS Nb-based (4.2-K) filter ele-
ments. Resonator parameters can be selected to meet
specific system performance requirements. The resona-
tors described above have demonstrated unloaded Q (Q0)
greater than 150,000 at 10 GHz, a bandwidth in excess of
10,000 MHz, amplitude accuracy of 0.05 dB, and filter
passband loss of o1.65 dB at 77 K temperature. Filter
performance characteristics are strictly dependent on res-
onator type and its unloaded Q, substrate parameters, and
the operating temperature. Resonators with higher elec-
trical conductivity, with polished and even surfaces tend
to offer higher unloaded Q0. Higher the Q0, the lower will
be the insertion loss and the sharper will be the skirt se-
lectivity. However, all these benefits come with additional
cost, size, weight, and complexity.

2.4.1.1. Unloaded Q for Resonators. Superconducting
filter resonators must use appropriate substrate technol-
ogy for the deposition of the thin film of superconducting
compound materials, namely, yttrium barium calcium ox-
ide (YBCO) compound on low-loss magnesium oxide
(MgO) or lanthanum aluminate substrate (LaAlO3) for

Table 3. Performance Improvement in Pseudomorphic
HEMT Amplifiers

12 GHz Amplifier 18 GHz Amplifier

Parameter 300 K 20 K 300 K 20

Gain (dB) 7 12 5 11
Noise figure (dB) 2.8 0.59 3.7 0.97
Power required (mw) 68 45 93 63

Table 4. Power-Added Efficiency (%) for HBT Amplifiers
Operating at X Band

T (K) Common-base Design Common-Emitter Design

300 31 43
77 43 55
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77 K operation. Nb-based alloy films must be deposited on
sintered-alumina substrate (Al2O3) to achieve best perfor-
mance at 4.2 K operation. The low-temperature Nb-based
resonators demonstrated a Q close to 106 at 14.5 GHz fre-
quency when operating at a cooling temperature between
4.2 and 1.8 K. Computed values of unloaded Q of resona-
tors made from YBCO thin films on lanthanum aluminate
substrate and Nb-based films on alumina substrate as a
function of frequency are summarized in Table 5.

The computations listed in Table 5 indicate that the
higher the operating frequency, the lower will be the un-
loaded Q and the lower the cryogenic temperature, the
higher will the Q0. Unloaded Q0 of the resonator is depen-
dent on the operating frequency, cryogenic temperature,
superconductor film properties, substrate thickness, sur-
face conditions of the film, and RF surface resistance of the
film. The unloaded Q of a superconducting microstrip is
dependent on the operating frequency and cryogenic tem-
perature and can be defined as

Q0¼ ½ð0:00395Þðf ÞðhÞ=Rs� ð1Þ

where f is the operating frequency (GHz), h is the dielec-
tric substrate thickness (mm), and Rs is the surface resis-
tance of the superconducting thin film (O). Assuming a
surface resistance of 10� 7O at 4.2 K for a 10-mm LTS ni-
obium (Nb) film deposited on silicon substrate, the un-
loaded Q comes to 3.9�105 at 1 GHz frequency. HTS
resonators have potential applications in fixed-tune fil-
ters, tunable filters, oscillators, and tuners. A HTS tunable
filter using an LC circuit with a Q factor in excess of 105 at
77 K demonstrated a tuning range of 17–1, while operat-
ing over the frequency range of 1–23 GHz. A solid-state
source using a high-Q superconductor resonator will ex-
hibit significantly improved frequency stability at lower
cryogenic temperatures.

2.4.1.2. Insertion Loss in Resonators. The insertion loss
(IL) in a superconducting microstrip resonator can be giv-
en as

IL¼ ½20 logð1þQex=Q0Þ� ð2Þ

where Qex is the Q for the external circuit with typical
values generally less than 1000 and Q0 is the unloaded Q
as defined by Eq. (1), whose value can run into a few mil-
lion at higher frequencies and lower cryogenic tempera-
tures. The insertion loss for the HTS YBCO microstrip
resonator on LaAlO3 substrate at 77 K cryogenic temper-
ature can be computed using an empirical formula given

as

IL¼ ½1:59� 10�5f 2� dB=mm ð3Þ

where the frequency is expressed in GHz.

2.4.1.3. RF Surface Resistance of Superconductor
Films. The RF surface resistance of a superconductor
film is the most important parameter, which determines
the unloaded Q and insertion loss in the resonator. As
stated earlier, the lower the surface resistance, the higher
will be the unloaded Q and the lower will be the insertion
loss. It is important to mention that the RF surface resis-
tance is dependent on the operating frequency, cryogenic
temperature, intensity of the RF field, properties of su-
perconductor compound and dielectric substrate, and
thickness and surface finish of the superconductor film.
Furthermore, minimum film thickness must be used to
allow a few RF penetration depths to shield the substrate
from the RF field.

Studies performed by the author on a variety of high-
temperature superconductors in bulk, single crystal, poly-
crystalline, and film indicate that the RF field intensity,
operating frequency, and cryogenic temperature have sig-
nificant impact on the RF surface resistance Rs. These
studies further indicate that Rs increases monotonically
with field amplitude through a transition region charac-
terized by a strong field dependence, and then saturates to
a value of a few percentage of the normal state surface
resistance just above the critical temperature Tc. Lower
surface resistance is possible only at low cryogenic tem-
peratures and low RF surface fields (o0.1 G). The same
studies also reveal that at high fields (430 G) the Rs val-
ues of polycrystalline samples can increase by several or-
ders of magnitude, although the samples remain in the
superconducting state up to the highest fields. In the pres-
ence of low RF field, the frequency dependence of Rs in the
transition region is approximately quadratic, but at high
fields Rs shows only a weak dependence on frequency and
temperature. Specifically, f2 scaling is not universally val-
id under high field conditions. More recent studies on su-
perconductor-oriented films and single crystals show a
significant improvement in RF properties, leading to
achievement of lower Rs values under similar operating
parameters.

2.4.1.3.1. Surface Resistance Computation for Normal
Conductor Film. The RF surface resistance of a normal
conductor film at cryogenic temperatures can be expressed

Table 5. Unloaded Q Values for Superconducting Resonators as a Function of Frequency and Cryogenic Temperature
(Millions, M)

Nb-Based Resonators
YBCO-Based Resonators

Frequency a(GHz) T¼4.2 K T¼90 K T¼77 K T¼50 K

1 0.08 M 0.7 M 1.8 M 3.9 M
10 0.05 M 0.08 M 0.5 M 1 M
100 0.04 M 0.07 M 0.4 M 0.8 M
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as

Rs¼ ½prfm0�
0:5 ðOÞ ð4Þ

where r is the resistivity (O � cm), f is the frequency (Hz/s),
and m0 is the permeability of the medium, with a value of
1.258� 10� 8 (H/cm). For the copper film, the resistivity is
1.72 mO � cm at 300 K, 0.8 mO � cm at 77 K, and 0.25 mO � cm
at 4.2 K. Computed values of surface resistance for the
copper film at 4.2 K temperature are 0.0028O at 1 GHz,
0.0088O at 10 GHz, and 0.028O at 100 GHz. These com-
putations indicate that the surface resistance for normal
conductor films is proportional to the square root of the RF
frequency.

2.4.1.3.2. Surface Resistance Computation for Supercon-
ductor Films. The surface resistance for the superconduc-
tor films, including HTS-based YBCO and TBCCO films
and LTS-based Nb alloy films, is a function of operating
frequency, intensity of RF field, cryogenic temperature,
properties of superconductor material, film thickness, and
surface conditions of the film. Several empirical formulas
exist to compute the surface resistance under low RF field
environments. The most accurate expression for compu-
tation of surface resistance can be written as

Rðf ;TÞ¼ ½Cf n expð�Eg=kTÞ� ðOÞ ð5Þ

where C is a constant function of frequency, f is the oper-
ating frequency (Hz), T is the cryogenic temperature (K), n
is the exponent parameter (which varies from 1 to 2 de-
pending on the RF field intensity), Eg is the energy gap
(1.76�kTc), Tc is the critical temperature for the super-
conductor (111 K for TBCCO film, 91 K for YBCO film, and
9.4 K for Nb alloy film), and k is Boltzmann’s constant. The
exact value of constant C is dependent on the RF field in-
tensity and is not readily available.

However, the most practical and reliable expression for
the surface resistance, which is widely used by the re-
search scientists, can be given as

Rðf ;TÞ¼ ½ð0:5Þðo2Þðm0Þ
2lðTÞ� ðOÞ ð6Þ

where o is the angular frequency (2pf) and l(T) is the
London penetration depth for the superconductor film,
which is a function of operating frequency and critical
temperatures and can be written as

lðTÞ¼ ½l0=1� ðT=TcÞ
4
� ð7Þ

For a LTS-Nb-based film (4.2 K), the surface resistance
comes to about 10� 7O at 1 GHz, 10� 5O at 10 GHz, and
10� 3O at 100 GHz. Surface resistance values for HTS
YBCO films as a function of temperature and frequency
have been computed and are summarized in Table 6.
These computed values [which agree with those in Proc.
IEEE 1252 (Aug. 1989)] show the surface resistance de-
pendence as the square of the frequency for the supercon-
ductor films under low RF fields. As stated earlier, this

square law may not be valid under high RF field environ-
ments.

A superconductor oxypolished cavity employing thin
films offers much higher values of unloaded Q and lower
values of surface resistance. The surface resistance for a
cavity-based superconductor films can be written as

Rðf ;TÞ ¼ ½G=Q0ðf ;TÞ� ðOÞ ð8Þ

where G is a constant that has a value of 780O for a TE011

mode cavity and Q0 is the quality factor for the cavity
function frequency (f) and temperature (T).

3. CRYOGENIC ELECTRONIC COMPONENTS FOR
MILITARY SYSTEMS

Cryogenic electronic technology has potential applications
in missile electronics, high-performance radar systems,
electronic countermeasure systems (ECMs), UAVs, recon-
naissance drones, battlefield sensors, transmit/receive (T/
R) modules, battlefield aerial surveillance sensors, elec-
tronically steerable phased-array antennas, and electronic
support measure (ESM) receivers. Superconducting signal
processing components such as tapped-delay-line struc-
tures for matched filtering, convolution, correlation, and
Fourier analysis are best suited for precision tracking ra-
dars, satellite communication systems, and space surveil-
lance sensors with stringent performance specifications.
Microwave delay lines using superconducting meander-
line structures are most attractive for deployment in elec-
tronic warfare (EW) systems.

3.1. Digital Radiofrequency Memory (DRFM) using
cryogenically-cooled devices

Cryogenically cooled components including ADCs, DACs,
mixers, solid-state LOs, and stripline technology-based
delay lines with meanderline configuration are best suit-
ed for effective integration in the design of DRFM, which
offers real-time performance simulation of high-perfor-
mance radars using complex waveforms and sophisticat-
ed EW systems incorporating advanced ECM techniques.
Simulation techniques such as these will be able to define
the requirements for a EW system capable of providing
effective ECM capability against enemy radars without
undertaking extensive field tests. It is important to men-
tion that low spurious levels over wide instantaneous
bandwidth is the principal requirement for a DRFM-based
system, a condition that cannot be met by uncooled

Table 6. Values of Surface Resistance for Various
Superconductor Films (X)

Frequency
(GHz)

Nb Film
(T¼4.2 K)

YBCO Film
(T¼4.2 K)

YBCO Film
(T¼77 K)

1 10� 7 2�10� 6 8�10� 6

10 10� 5 2�10� 4 8�10� 4

100 10� 3 2�10� 2 8�10� 2
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microwave components. The ADC device is the heart of the
DRFM system, and an uncooled ADC will not able to meet
stringent system requirements. Studies performed by the
author indicate that incorporating an Nb-based RSQF su-
perconductive logic in the ADC architecture will meet
these stringent performance requirements. The high-res-
olution requirements can be satisfied only with cryogeni-
cally cooled electronic circuits with ultralow time
constants and with the correct threshold levels. Cryogen-
ically cooled devices and components used in the DRFM
system can be enclosed in a common cryogenic chamber
shown by the dotted rectangle in Fig. 2. In this way only
one cryogenic cooler can provide cooling to all the cryo-
genic electronics involved with minimum cost.

Design of the meanderline delay line requires the use of
a London two-fluid model to derive the slow mode propa-
gation velocity in the meanderline structure, which is de-
pendent on the ratio of dielectric substrate thickness to
superconductor film thickness to penetrate the depth. The
propagation velocity in the delay medium is strictly de-
pendent on the coherence length, mean-free path, surface
reflection, cryogenic temperature, and magnetic field.
However, the effective penetration depth is given by the
modified London penetration depth (lL), which takes into
account the superconductor Nb-based or YBCO-based film
thickness. The phase velocity of the dominant slow-wave E
mode is a function of velocity of light in the dielectric and
the penetration depth in the superconductor thin film.
Any superconductor alloy impurity will increase the delay
per unit length without increasing the insertion loss or
degrading the pulseshape. A delay line using a supercon-
ductor meanderline structure offers significant improve-
ments in size, weight, and insertion loss over a
conventional uncooled delay line made from coaxial trans-
mission lines. It is important to mention that the wave
interaction produces slight nonlinear dispersion; there-
fore, both the linear and nonlinear dispersive performance
levels are possible with this unique delay-line structure.

This geometry is very useful as a dispersive delay-line el-
ement for a pulse compression filter widely used in high-
performance, long-range missile detection radars.

3.2. Cryogenically Cooled Local-Oscillator (LO) or Solid-
State RF Source

A stable solid-state RF source with low phase noise can be
used as a LO source to provide power to RF mixers shown
in Fig. 2. Phase noise and frequency stability are the most
critical performance parameters for a LO. Small LO power
requirements can be met with a solid-state source com-
prising of one or two solid state devices such as HBTs or
MESFETs or HEMTs or Gunn diodes. The frequency sta-
bility of such sources is dependent on bias level, fluctua-
tion in supply voltage, and operating environments. In
cases where frequency stability is of paramount impor-
tance, thermal stabilization circuit, regulated voltage
power supply, and cryogenic cooling must be considered
for the LO design. An X-band superconducting oscillator
using lead-plated cavity with Q¼ 10,000 demonstrated a
frequency stability of 10� 8 at 6.7 K. A superconducting
monotron oscillator using a reflex klystron stabilized with
a superconducting cavity achieved a frequency stability of
410�12 at 10 K operating temperature. Of course, high
stability sources do suffer slightly from higher weight and
cost.

The solid-state sources are generally used to provide
LO power in the microwave and MM-wave regions. How-
ever, when LO frequencies are in sub-millimeter-wave re-
gions, frequency multipliers using varactors or step
recovery diodes are used to achieve sufficient power lev-
els. The conversion efficiencies of these frequency multi-
pliers can be significantly improved using cryogenic
cooling as shown in Table 7.

The phase noise of an uncooled frequency multiplier
source is relatively high, as shown in Table 7, but it can be
reduced at least by 20 dBc/Hz under CW operation

Cryogenic chamber

Receiving antenna

8 −12 GHz Mixer Mixer

Mixer

D/AMemory

Mixer

BPF BPF

BPF

BPF

0.88 −1.12
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0.88 −1.12
GHz

Amplifier

Local
oscillator

A/D

± 120
MHz

1 GHz
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DFRM
components
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Figure 2. Cryogenic electronic components de-
ployed by an electronic warfare system.
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through cryogenic cooling at 77 K. Cryogenic cooling also
improves the conversion efficiency of the multiplier, there-
by increasing the output power. Under pulse operations,
the intrapulse phase change across a 10-ms pulse is 2.51 at
300 K, which can be reduced well under 0.81 at 77 K. Stud-
ies performed by the author indicate that higher conver-
sion efficiencies have been observed when integrated
series IMPATT structure (ISIS) diodes are used in the de-
sign of microwave frequency multipliers. In brief, cryo-
genic cooling does improve the frequency stability and
phase noise of the source irrespective of LO design.

3.3. Detectors and Focal Planar Arrays (FPAs) for Target
Tracking and Imaging

High-performance detectors and cryogenically cooled
FPAs are widely used by airborne IR sensors to track tar-
gets and by high-resolution digital cameras to achieve
high quality of images of the objects. RF detectors are used
to monitor microwave and MM-wave signals. Earlier bolo-
meter IR detectors using temperature-dependent resis-
tances were used to detect IR and MM-wave signals.
Direct detectors are characterized in terms of dark cur-
rent, noise equivalent power (NEP), responsivity, quan-
tum efficiency, detectivity, and dynamic range. Significant
improvement in dark current, responsivity, and detect-
ivity is noticed at a cryogenic temperature optimized over
a specific spectral region (see Tables 8 and 9 and Fig. 3). IR
FPAs are widely used by military IR search-and-tracking
(IRST) sensors for target tracking and IR line scanners
(IRLSs) for battlefield thermal imaging with high resolu-
tion. Photoconductive (PC) and photovoltaic (PV) detec-
tors using Hg:Te: Cd alloy structure when cooled to 77 K
offer low dark current and high quantum efficiency at op-
erating wavelengths up to 17 mm. For an 8-mm detector
junction, the dark current is reduced from 700 nA at 77 K
to much less than 1 nA at 40 K cryogenic temperature (Ta-
bles 8 and 9 and Fig. 3). Such detectors are best suited for
detection and tracking of long-range ballistic missiles dur-
ing launch, boost, and cruise phases.

3.4. Microcooler Requirements for Military and Space
Sensors

Cryogenic cooler requirements are more stringent at lower
cryogenic temperatures. For cooling military and space
system components and devices, lower weight, size, and
power consumption and higher cooling efficiency and reli-
ability are the most critical performance requirements.
For certain military applications cooling time is of para-
mount importance to the life of the cooler. For space ap-
plications minimum weight, size, and power consumption
are the principal requirements. The word greater reliabil-
ity are the principal requirements. Studies performed by
the author on various cooler configurations indicate that
miniaturized microcoolers have potential applications to
space sensors, IR missile seeker, airborne IR thermal
imaging radiometers, and mini-IRST sensors. A microcool-
er using a stirling cycle engine takes less than 3 min to
reach a liquid nitrogen temperature of 77 K. This type of
cryocooler is deployed in military missions where short
cooling time is the principal requirement. A microcooler
designed for NASA thermal imaging sensor weighs only
15 oz, consumes power less than 3 W, has a shelf life more
than 5 years, and has demonstrated a continuous opera-
tion over 8000 h with no compromise in reliability or cool-
ing performance. High-reliability coolers require
improved materials with self-lubrication features, very-
low-friction clearance seals, and linear drive mechanisms.
A microcooler can provide a cooling capacity of 4150 mW
at 77 K with a heat load of 150 mW and a cooling time
ranging from 1.5 min at 120 K to 4 min at 77 K from a room
temperature of 25 1C. Research studies performed by the
author on cryogenic coolers reveal that reduction in the
Intelsat-8 multiplexer’s mass and size by 50–65% is pos-
sible by using pulsetube cryocoolers. Research studies fur-
ther reveal that closed-cycle cryocoolers are best suited for
high-resolution imaging, MRI, and NMR applications.

4. APPLICATION OF CRYOGENIC ELECTRONIC
TECHNOLOGY IN MEDICAL AND SCIENTIFIC RESEARCH
FIELDS

Cryogenic electronic technology has played a key role in
the development of medical diagnostic equipment and sci-
entific research instrumentation. Integration of low-tem-
perature superconductor (LTS) technology in early 1960s
allowed the design and development of high-power mag-
netic resonance imaging (MRI) magnets to achieve high-
resolution images of human organs. LTS technology has
also played a key role in the design and development of

Table 7. Conversion Efficiency of Cryogenically Cooled
Frequency Multipliersa

Multiplier Type and Cutoff Frequency (GHz) 300 K 77 K

Doubler (1000 GHz) 39% 87%
Tripler (500 GHz) 32 54
Quadrupler (800 GHz) 23 42
Quintupler (1000 GHz) 9 21
Sextupler (1500 GHz) 18 29

aAn input frequency of 10 GHz is assumed in each case.

Table 8. Performance of Hg:Te:Cd Detectors for Various IR Bands

Hg1� x:Cdx:Te T (K) Spectral Region (mm) Maximum Detectivity (cm Hz� 1 W� 1)

0.39 80 1.5–3.5 1.8�1011 at 1.8 mm
0.27 80 4.5–5.0 5�1010 at 5 mm
0.20 80 7–11 3�1011 at 11 mm
0.18 80 14–17 5.6�1010 at 17mm
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nuclear magnetic resonance (NMR) equipment best suited
for medical diagnosis and scientific research.

4.1. Application of Cryogenic Electronic Technology for
Medical Diagnosis

The MRI provides physicians, veterinarians, and surgeons
with precision diagnostic tools to locate and diagnose med-
ical problems in the body with high reliability. MRI de-
mands superconducting windings of topological precision
greater than that provided by crystable conductors. Mag-
nets with storage capacity of 40 MJ of energy can be de-
veloped with adiabatic windings, in which the conductors
are locally uncooled. Availability of improved magnetic
components and state-of-the art cryogenic electronic tech-
nology has significantly improved the design of the MRI
equipment with major emphasis on enhanced resolution
and patient comfort. The latest MRI equipment contains
couple of openings in the cylindrical structure to eliminate
patient fear.

The use of high-resolution nuclear magnetic resonance
(NMR) in the critical medical analysis and diagnosis of
human organs is now considered the state-of-the art tech-
nique involving proton frequencies exceeding 850 MHz,
which is possible only with superconducting ribbons of
high quality. LTS or HTS technology can be applied to the
design and development of accelerators widely used in fu-
sion and other scientific research activities. Both NMR

and accelerator magnets demand superconducting wind-
ings with high current density ratings. The magnet con-
figuration can be optimized for high-resolution capability
and to meet state-of-the art performance levels. The dipole
magnets with superconducting windings are deployed in
the design of superconducting supercollider (SSCs) for in-
dustrial, military, and space research applications. Niobi-
um–titanium (4.2 K) filament wires with high current
density are used in the SSC program to achieve excep-
tionally high performance capability.

4.2. Requirements for Superconducting Windings or Coils

Characterizations of superconductor materials and super-
conducting windings indicate that windings or coils must
stringent requirements in terms of uniformity, pitch, and
spacing between the layers. These superconducting wind-
ings or coils are designed to produce very high magnetic
fields, which are necessary for high-energy physics exper-
iments, controlled thermonuclear fusion, magnetohydro-
dynamic power generators, magnetic resonance imaging
equipment, and levitated high-speed ground vehicles such
as the bullet train in Japan with a speed capability of
550 km/h.

Winding or coil materials must be selected with lower
critical temperatures (Tc) to meet the specified perfor-
mance requirements for a particular system. Intermedi-
ate superconducting compounds such as Nb3Sn, Nb3Al,
and Nb3(Al0.8, Ge0.2) are best suited for high-magnetic-
field applications because of their lower critical tempera-
tures, ranging from 17 to 21 K. These coils use supercon-
ducting wires or filaments or multifilaments capable of
generating high flux levels with minimum insertion loss
and heat generation. Both MRI and NMR equipment re-
quire liquid helium (4.2 K) refrigeration systems using ei-
ther rotary or reciprocating compressors and expansion
engines to provide the required cooling capacity.

4.3. Josephson Junction (JJ) Devices for Medical and
Scientific Applications

As stated earlier, JJ devices are widely used for detection
and mixing at MM-wave and sub-millimeter-wave levels,
but their potential application was first explored in the
design and development of the magnetic sensors such as
superconducting quantum interference devices (SQUIDs).
JJ devices can be fabricated using various configurations,
including tunnel junction, multijunction, bridge junction,
and point contact. Selection of a particular configuration
depends on the type of parameters to be detected and res-
olution accuracy requirements.

Table 9. Detector Dark-Current Levels as a Function of Temperature

8 mm Diameter at 1000mm Diameter at

Temperature (K) �100 mVa
�50 mV �100 mV �50 mVa

40 5�10� 9 10�9 5�10� 4 10� 4

63 10� 9 10�7 8�10� 5 5�10�5

78 7�10� 7 5�10� 7 10� 4 9�10�5

aWavelength 17 mm.
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Figure 3. Quantum efficiency as a function of wavelength and
temperature.
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Critical elements of the magnetometer, the first-deriv-
ative gradiometer, and the second-derivative gradiometer
with different pickup loop orientations are shown in Figs.
4a, 4b, and 4c, respectively. Noise energy levels for various
DC and RF SQUID devices operating at different cryogen-
ic temperatures are shown in Fig. 4d. A cooling tempera-
ture of 4.2 or lower is used for Nb-based thin films, while
temperatures at 77 K and 28 K are preferred for YBCO
thin films. The lowest noise energy levels occur for DC Nb-
based SQUID devices operating at 4.2 K. It is evident from
Fig. 4d that the noise energy level RF commercial SQUID
devices remains flat at 4.2 K.

These devices are used to measure magnetic field with
an accuracy of 10� 14 T Hz� 1 (T stands for tesla, which is
equal to 10,000 G) and magnetic field gradient with an ac-
curacy of 10� 12 T/m� 1 Hz� 1. Superconducting SQUID is
widely used in the design of the magnetic anomaly detec-
tion (MAD) device, which is best suited for anti-submarine
warfare (ASW) reconnaissance missions. Note the sensor
resolution is limited by the Josephson noise developed in
the low-temperature circuit resistance at 4.2 K.

4.4. Critical Elements of SQUID-Based Sensors

Cryogenically cooled flux transformers and pickup loops
are used in the design of SQUID-based sensors. A pickup
loop is connected across the input coil to fabricate a su-
perconducting flux transformer, which is made from Nb
wire. The orientation of the pickup loop and the number of
loops deployed determine the type of SQUID-based sensor,
namely, a magnetometer or first-derivative gradiometer or
second-derivative gradiometer. The SQUID device and the

input coil are enclosed in a superconducting enclosure. A
fraction of the applied magnetic energy in the pickup loop
is transferred to the SQUID. Magnetometer loop has a
typical sensitivity of 0.01 pT/Hz. Magnetometers are wide-
ly used in geophysics research applications such as active
electromagnetic (EM) sounding, piezomagnetism, and
tectonomagnetism. The axial first-derivative gradiometer
with two pickup loops wound in opposite directions mea-
sures the quantity (dB/dz) along the z axis, where B is the
magnetic flux density. The second-derivative gradiometer
employs three pickup loops and measures the quantity
(d2B/dz2) along the z axis. The first-derivative gradiome-
ters are operated in a shielded room made from mumetal
magnetic material that attenuates the ambient magnetic
noise. However, the second-derivative gradiometer can be
operated in an unshielded environment. In cases where
ultrahigh sensitivity is required, an array containing
50–100 gradiometers incorporating integrated thin-film
devices can be used to design a most sensitive clinical
viable system.

4.5. Various Applications of SQUID-Based Gradiometers

The most important application of a gradiometer is in field
of neuromagnetism. This sensor detects the weakest mag-
netic signals emanating from the human brain. Two basic
kinds of measurements are made on human brain. In the
first, the sensors detect spontaneous activity of the brain
based on the magnetic pulses coming out of patient brain
suffering from local epilepsy. The second kind of measure-
ment involves evoked response of the brain such as the
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magnetic field from the auditory cortex generated by
different frequency tones.

Besides medical diagnostic applications, SQUID gradi-
ometers are widely employed in the research studies of
corrosion and location of fractures in the underground
pipelines and other structures not easily accessible. These
gradiometers can be deployed to locate fine cracks in the
building structures or metallic posts affected by earth-
quakes.

5. APPLICATION OF CRYOGENIC ELECTRONICS IN
COMPUTER AND HIGH-SPEED SIGNAL PROCESSING

High-speed switching capability (1–5 ps), low power con-
sumption (3–5 mWatt/chip), and low dispersion feature of
the JJ devices are the most desirable parameters to meet
the operational requirements of the digital circuits for use
in high-speed computing systems and complex signal pro-
cessing equipment used by radar and ECM systems. Jo-
sephson digital logic circuits made from niobium alloy
operating at 4.2 K have demonstrated improved process
reliability, high-speed capability, and extremely low power
consumption. These logic circuits are capable of meeting
the performance requirements for large-scale integration
(LSI) circuit and very-large-scale integrated (VLSI) circuit
applications. Both the LSI and VLSI circuits are best suit-
ed for ultrafast Josephson microprocessors, which are the
backbone of complex signal processors or supercomputers.
The Josephson microprocessor is capable of operating at
clock frequencies much greater than 800 MHz. Josephson
circuits use a variety of cryogenic electronic integrated
circuits as Josephson logic gates such as JJ tunnel logic,
current injection device (CID) logic, resistive coupled JJ
logic, and modified variable threshold logic (MVTL).
Among all these logic devices, the fastest gate delay
(o1.5 ps) is observed in the MVTL OR gate. The JJ shift
register, OR gate, and AND gates are the critical components
of the high-speed Josephson microprocessors and are
widely used in the design of high-power computing sys-
tems. OR-type and AND-type decoders have been developed
using Nb-based Josephson IC technology with access time
far below 0.5 ns for 1–4-kb (kilobit) memories using im-
proved architectures. A Z4-kb multiplier can be fabricat-
ed using LTS-Nb-based threshold logic circuits with
multiplication time far below 150 ps and power consump-
tion not exceeding 1 mW. A 16-bit multiplier consisting of
828 MVTL gates demonstrated a multiplication time of
o1 ns with power consumption o25 mW and with a gate
delay not exceeding 6 ps. Josephson logic gates made from

HTS YBCO films at 77 K can be as fast as Nb-based de-
vices, but they suffer from power dissipation as high as
200 mW/gate compared to 1–8 mW/gate for Nb-based logic
gates.

LSI and VLSI circuits are widely used in semiconductor
chips to design very high-speed complex digital computers
for possible applications in advanced radars with multiple
target tracking capability, ECM systems to mitigate
threats posed by hostile missiles, and space MM-wave ra-
diometers for high-quality imaging. The use of these Jo-
sephson devices has also allowed several military and
scientific research laboratories to maintain a primary Jo-
sephson voltage standard with high-speed instrumenta-
tion capability. In addition, JJ devices are best suited for
high-performance waveform acquisition and display
equipment, leading to development of precision measure-
ment instruments for scientific and industrial research
applications.

6. SUMMARY

This article is devoted to cryogenic electronics. Perfor-
mance capabilities of most widely used cryogenic electron-
ic components and devices using HTS and LTS
technologies are summarized with emphasis on reliability,
power consumption, and weight. Performance improve-
ments due to integration of cryogenic electronic technolo-
gy in RF, microwave, and millimeter-wave components,
including RF detectors, ADCs, MESFET and HEMT am-
plifiers, mixers, filters, solid-state sources, frequency mul-
tipliers, and laser diodes are identified. Applications of
cryogenic electronic technology in satellite communication
systems, terrestrial mobile communication systems, space
sensors, missile seeking systems, and long-range, missile
tracking radars are discussed. Benefits due to deployment
of cryogenic electronic components in the design and de-
velopment of medical diagnostic equipment such as MRI
and NMR, scientific and industrial instruments, space
sensors, and battlefield systems are summarized. Perfor-
mance requirements and applications of low-temperature
SQUIDs and Josephson junction (JJ) devices such as JJ
shift registers, decoders, and logic gates in high-speed com-
puters and sophisticated digital signal processors general-
ly used by missile tracking radar, ECM, and high-
resolution imaging sensors are identified. Despite several
benefits of cryogenic cooling technology, high-power cryo-
cooler reliability and procurement cost remain the major
drawbacks, which can be eliminated by using highly effi-
cient pulsetube cryogenic cooler technology.
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1. INTRODUCTION

Modeling of electromagnetic wave scatterings by random
discrete scatterers and rough surfaces play an important
role in geoscience and remote sensing research. Since the
1970s, considerable theoretical efforts have been made to
elucidate and understand the scattering processes in-
volved in such problems, and various models have been
developed for microwave active and passive remote sen-
sing applications [1–7]. With the rapid advances in com-
puter technology and fast computational electromagnetics
algorithms, numerical simulations of scattering by ran-
dom media allow us to solve Maxwell’s equations exactly
without the limitations of analytical approximate models.
The numerical models can provide a valuable means for
evaluating the validity regimes of analytical scattering
theories; in addition, they can potentially aid in the future
development of extended analytical models. These theore-
tical and numerical models, which are commonly used for
tackling electromagnetic wave scattering problems and
for remote sensing applications, have been presented in
three volumes of books [5–7]. In this article, we will update
the development in the numerical scattering models for
discrete random scatterers, with emphasis on the applica-
tions of microwave remote sensing in snowcover, seafoam,
and vegetation canopy.

The frequency dependence of scattering by geophysical
media at microwave frequencies is an important topic
because multifrequency measurements are used in remote
sensing applications. In Section 2, we investigate rigor-
ously the frequency dependence of scattering by dense
media [7–9]. The approach used is based on the Monte
Carlo simulations where the three-dimensional solutions
of Maxwell’s equations are pursued [6]. The particle
positions are generated by deposition and bonding techni-
ques. The properties of absorption, scattering, and extinc-
tion are calculated for dense media consisting of sticky
and nonsticky particles. Numerical solutions of Maxwell’s
equations indicate that the frequency dependence of den-
sely packed sticky small particles is much weaker than
that of independent scattering. Numerical results are
illustrated using parameters of snow in microwave remote
sensing. Comparisons are made with extinction measure-
ments as a function of frequency.

In Section 3, polarimetric microwave emissions from
foam-covered ocean surfaces are studied. The foam is

treated as densely packed air bubbles coated with thin
seawater coating [10–12]. The absorption, scattering, and
extinction coefficients are computed from the Monte Carlo
solutions of Maxwell’s equations for a collection of coated
particles. These quantities are then applied in the dense
media radiative transfer (DMRT) theory [2,7] to calculate
the polarimetric microwave emissivities of ocean surfaces
with foam cover. The theoretical results of Stokes bright-
ness temperatures with typical parameters of foam in
passive remote sensing at 10.8 and 36.5 GHz are illustrated
and compared with experimental measurements [10–12].

We present an efficient computational model for comput-
ing tree scattering at VHF/UHF frequencies in Section 4. A
structure model with dielectric cylinders is used to simulate
trees with bare branches. The method of moments (MoM) is
applied to solve the volume integral equation for the tree
scattering signatures. An efficient numerical algorithm
based on the sparse matrix iterative approach (SMIA) is
applied in solving the matrix equation iteratively [13–15].
The SMIA decomposes the impedance matrix into a sparse
matrix for the near interactions, and a complementary
matrix for the far interactions among the cylindrical sub-
cells of the tree structure. The SMIA tree scattering model
is applied to calculate scattering from various simulated
trees with up to several hundreds of branches using a
laptop computer. Solutions obtained from the SMIA method
agree very well with the solutions obtained using exact
matrix inversion and the conjugate gradient method
(CGM). The key feature of the SMIA approach is that
very little iteration is required to obtain convergent solu-
tions, compared to the CGM, the SMIA approach may
reduce the number of iterations by a factor of 4100 [16].

In Section 5, a UV multilevel partitioning (UV-MLP)
method is presented for solving the volume scattering
problem [17–20]. The method consists of setting up a
rank table of transmitting and receiving block sizes and
their separations. The table can be set up speedily using
coarse–coarse sampling. For a specific scattering problem
with given geometry, the scattering structure is parti-
tioned into multilevel blocks. By looking up the rank in the
pre-determined table, the impedance matrix for a given
transmitting and receiving block is expressed by a product
of U and V matrices. We demonstrate the method for two-
dimensional volume scattering by discrete scatterers.
Multiple scattering is cast into the Foldy–Lax equations
of partial waves [2,5–7]. We show that the UV decomposi-
tion can be applied directly to the impedance matrix of
partial waves of higher order than the usual lowest-order
Green function. Numerical results are illustrated for
randomly distributed cylinders with diameter of 1 wave-
length. For scattering by 1024 cylinders on a single PC
processor with 2.6-GHz CPU and 2 GB (gigabytes) of
memory, only 14 CPU minutes is needed to obtain the
numerical solution and, for 4096 cylinders, only 7.34 s is
needed for one matrix–vector multiplication.

2. FREQUENCY DEPENDENCE OF SCATTERING BY DENSE
MEDIA WITH APPLICATIONS TO SNOW

For remote sensing applications, the measurements are
generally taken at multiple frequencies [21–25] because
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each frequency contains information. For instance, the
special sensor microwave/imager (SSM/I) radiometer mea-
sures at 19, 22, 37, and 85 GHz. Backscattering data are
usually measured at L, C, and X bands in the active
remote sensing case [1–4]. These multiple frequency mea-
surements are used in many applications, such as the
snow parameter retrievals, the surface type classification,
and metamorphism signature of snow. Thus, the fre-
quency dependence of scattering is an important issue
for making a better use of multifrequency data in remote
sensing. The extinction of dry snow is due primarily to
scattering rather than absorption. Since the snow grain
sizes are much smaller than wavelength, classical Ray-
leigh scattering theory indicates that the dependence on
scattering is frequency to the fourth power. The important
question of dense media is whether the scattering still
exhibits frequency to the fourth power when these small
particles are densely packed. Several approaches have
been used in studying the frequency dependence of scat-
tering. The first is based on experimental measurements
and empirical fitting. Hallikainen et al. [22] measured the
extinction coefficients of snow at 18, 35, 60, and 90 GHz.
The second approach is based on analytical modeling
using effective medium theories [2,7]. Analytical ap-
proaches that account for correlations between particles,
such as the quasicrystalline approximation (QCA) and
quasicrystalline approximation with coherent potential
(QCA-CP) [2,7], have been used to simulate the densely
packed media. The Percus–Yevick (PY) pair distribution
functions are used to model the relative location of
particles. The dense media radiative transfer equations
have been derived based on QCA for sticky particles
and found useful applications in microwave remote sen-
sing of snow [7,26]. At higher frequencies, particles be-
come comparable to wavelength and higher-order
multipoles have to be included [27–29]. The third ap-
proach is a rigorous approach based on Monte Carlo
(MC) simulations of exact solutions of Maxwell equations
that govern microwave interactions exactly [6]. The
method consists of generating the positions of the particles
on a computer on the basis of prescribed rules. Once the
positions are generated, the Maxwell equations are solved
numerically. Numerical methods include the T-matrix
method [2,7], the finite-difference time-domain (FDTD)
method [30], and the volume integral equation method
[6]. Monte Carlo simulations have been applied to study
the extinction coefficients and the effective permittivities
for dense media [27–35]. In 2001–2003, we conducted two-
and three-dimensional Monte Carlo simulations to inves-
tigate the frequency dependence of scattering by dense
media [7–9].

In this section, we describe the three-dimensional
dense medium scattering simulations for media with
small and moderate size particles. Particles with (sticky)
and without interparticle force (nonsticky) are both used
in simulations to study the frequency dependence of the
extinction coefficient. The T-matrix method is used, and
the effects of absorption are included. For typical snow
grains, the diameters are in millimeter ranges, and the
size parameter ka values are ranging from 0.2 to 1
depending on the frequencies. It is shown that densely

packed sticky particles exhibit a frequency dependence of
scattering coefficient weaker than that of independent
scattering. The methodology of dense media study consists
of studying the pair distribution functions of particle
positions, computer growth of dense media, and three-
dimensional solutions of Maxwell equations for the com-
puter-grown dense media. Section 2.1 brief describes the
pair distribution functions and the computer creation of
discrete random media with sticky particles. The three
types of formulations of Foldy–Lax multiple scattering
equations, based on exciting field, scattered field, and
internal field, for spheres are presented in Section 2.2.
We also describe how to calculate scattering and absorp-
tion coefficients. Convergence tests are performed using
various numerical parameters to show that the results are
accurate. In Section 2.3, simulation convergence with
respect to the number of particles used, the number of
multipoles used, the box size used, and the number of
realizations are demonstrated. In Section 2.4, we present
results based on Monte Carlo simulations of densely
packed sticky and nonsticky dielectric spheres. The Monte
Carlo simulation results are compared with independent
scattering and QCA results. The results of Monte Carlo
simulations are in good agreement with QCA results.
Simulated results are shown for various size parameter
ka and stickiness parameter t for the four microwave
frequencies at 18, 35, 60, and 90 GHz using typical para-
meters in snow. Comparisons are also made with extinc-
tion measurements [22] as a function of frequency.

2.1. Pair Distribution Functions and Computer Generation of
Ensemble of Particle Positions for Finite-Size Sticky Particles

The pair distribution functions for various types of mate-
rials, which can be classified as gas, crystal, and liquid/
glass, are described in detail in three other texts [2,6,36].
The key observation is that liquid is a ‘‘dynamical’’ system
with moving molecules while glass is amorphous solid that
is ‘‘static.’’ Yet they have same probability density function
(pdf) and joint pdf of particle positions. They both have
short-range order with the same class of pair distribution
functions. Another comparison is using the Bernal ran-
dom closed-packed sphere model, which is a macroscopic
‘‘static’’ situation, because in this model the spheres are
dropped into the container. On the other hand, the Per-
cus–Yevick (PY) hard-sphere model is based on molecular
‘‘dynamics’’ of liquids using a hard-sphere potential. Yet
the Bernal random closed-packed sphere model and the
PY model give very similar pair distribution functions. In
practice, the Bernal random packing is of limited use,
due to its fixed volume fraction at about 63%. From
these studies one can see that static situations can be
generated from dynamic situations because one can view
the dynamics as merely random walk or shuffling of
particles to create realizations of random positions of
particles. In other words, shuffling of particle positions
creates the static situation of various statistical ensem-
bles. The particles do not actually move in a natural snow
medium.

To understand the scattering of waves by dense dis-
crete random media, it is important to systematically

COMPUTATIONAL ELECTROMAGNETIC SCATTERING MODELS FOR MICROWAVE REMOTE SENSING 719



generate the ensemble of random positions of particles
using the procedure of computer growth. To generate
the ‘‘static’’ case of dense random media with fractional
volume between 20% and 50%, we have been using
shuffling, which is viewed as a means of creating different
realizations rather than viewing particles as actually
moving in real life. The particles are first placed periodi-
cally, which is possible up to 70%. Then the particles
are shuffled, by random walk, to attain the random
positions. The results of particle positions actually look
quite realistic.

Aggregation is introduced by allowing particles to
bond. The diffusion-limited aggregation methods [37] are
not useful as they are limited to low fractional volume,
and the structure created is quite sparse not dense as in
snow grain. The fractional volume decreases as the
number of particles increases for fractals generated by
diffusion limited aggregation. The manner in which bond-
ing is done is actually ‘‘static.’’ The probabilities are
constructed based on the exposed surface area of the
particles. Then bonding is decided on the basis of these
probabilities [6,38–40]. We call these particles ‘‘sticky’’
because they bear similarities to the Percus–Yevick
liquid model of a sticky potential; the pair functions are
also similar.

Sticky particle models are used to consider cases
when the particles can have surface adhesion [6]. This
means that when the particles are randomly packed
together, they tend to form clusters and bonds with
each other. The adhesive force is parameterized using a
variable t that governs the degree of clustering. Analytic
solutions of the pair distribution functions can be calcu-
lated for particles of the same size [41] and for medium
with multiple sizes of particles [42]. They have distinct
pair distribution functions that are different from those
of nonsticky particles. To generate the positions of parti-
cles in the sticky particle model, a two-step procedure
is used. First, the Metropolis shuffling technique is used
to provide random positions of the particles in a box.
Next we follow the work of Seaton and Glandt [38] and
Kranendonk and Frenkel [39], to allow the particles
to form bonds. There are four binding states for each
particle: unbonded, single bond, double bond, and triple
bond. Transition probabilities are calculated. The particles
are then selected to form bonds on the basis of
these transition probabilities [6,38–40]. The sequence of
bonds can be formed by different particles resulting in
aggregates.

The sticky particle model is useful to describe
snow because the ice grains in snow are adhesive.
Furthermore, as metamorphism occurs, the ice grains
form bridges. The appropriateness of the sticky particle
model can be verified by reexamining the pair distribution
functions in snow and comparing them with the sticky
particle model. It has been observed that grain size
in snow follows a lognormal size distribution [43]. The
large size grain can be viewed as a result of aggregates.
The study of relation between particle size distribution
and the alternative viewpoint of aggregation of small
particles to form larger size grains will be studied in the
future.

In the following simulations, all the particles are
assumed to have the same size. However, since the
particles can form bonds and aggregates, the effective
sizes of the particles can be much larger. Furthermore,
the aggregates consist of a varying number of particles.
This gives an effective size distribution when the
medium is viewed as aggregates of particles. The particle
positions are generated for both nonsticky and sticky
particles. After the particle positions are generated,
the conjugate gradient method is used to solve the
Foldy–Lax multiple scattering matrix equations described
in Section 2.2.

2.2. Numerical Solution of Maxwell Equations Based on
Foldy–Lax Formulation

The final step of simulation is to solve Maxwell equations
of these realizations to study the coherent wave and
incoherent waves by averaging the electromagnetic fields
and intensities over realizations. In the dispersion rela-
tion for the coherent wave, the coherent wave has an
effective propagation constant that has a real part and an
imaginary part. The real part corresponds to effective
permittivity. The imaginary part accounts for loss due to
absorption and scattering. The scattering loss is due to the
conversion of coherent waves to incoherent waves. It
can be calculated by angular integration of the incoherent
wave intensities. In the simulations, Maxwell equations
are solved exactly. Then we calculate incoherent waves
by subtracting the coherent wave from the scattered
wave. Absorption is calculated by finding the absorption
loss of each particle, based on the solution of internal
fields of each particle. Combining scattering and absorp-
tion give the extinction of the dense random media.
However, for dry snow, the extinction is crucial and the
results of extinction are shown in Section 2.4. The proce-
dures are used for the four frequencies: 18, 37, 60, and
90 GHz.

Consider a medium consisting of N spheres, with radii
a and permittivities ep, centered at �rr1; �rr2; . . . ; �rrN . An in-
cident wave with wavevector �kki is impinging onto the
medium. The solution of Maxwell’s equations can be cast
into the Foldy–Lax multiple scattering equations. In
matrix form [2,6,9]

�wwðqÞ ¼
XN

p¼ 1;pOq

sðkrqrpÞT
ðpÞ
�wwðpÞ þ ei �kki

. �rrq �aainc ð1Þ

where �wwðqÞ are the exciting field coefficients, q¼ 1; 2; . . . ;N,
sðkrqrpÞ is the vector spherical wave transformation

matrix, T
ðpÞ

the T matrix representing scattering from
the scatterer p, and �aainc the incident field coefficients. The
physical interpretation of Eq. (1) is that the exciting field
at particle q is equal to the incident field plus the scattered
fields from all other particles except itself.

The relationships between exciting field coefficients
wðMÞmn and wðNÞmn, scattered field coefficients aSðMÞ

mn and aSðNÞ
mn ,
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and internal field coefficients cðMÞmn and cðNÞmn are as follows [6,9]

aSðMÞ
mn ¼TðMÞn wðMÞmn

aSðNÞ
mn ¼TðNÞn wðNÞmn

ð2Þ

aSðMÞ
mn ¼SðMÞn cðMÞmn

aSðNÞ
mn ¼SðNÞn cðNÞmn

ð3Þ

cðMÞmn ¼BðMÞn wðMÞmn

cðNÞmn ¼BðNÞn wðNÞmn

ð4Þ

with TðMÞn , TðNÞn , SðMÞn , SðNÞn , BðMÞn , and BðNÞn as given by

TðMÞn ¼ �
jnðkpaÞ½ka jnðkaÞ�0 � jnðkaÞ½kpa jnðkpaÞ�0

jnðkpaÞ½ka hnðkaÞ�0 � hnðkaÞ½kpa jnðkpaÞ�0

TðNÞn ¼�
ðkpaÞ2jnðkpaÞ½ka jnðkaÞ�0 � ðkaÞ2jnðkaÞ½kpa jnðkpaÞ�0

ðkpaÞ2jnðkpaÞ½ka hnðkaÞ�0 � ðkaÞ2hnðkaÞ½kpa jnðkpaÞ�0

ð5Þ

SðMÞn ¼ � ika jnðkaÞ½kpa jnðkpaÞ�0 � jnðkpaÞ½ka jnðkaÞ�0
� �

SðNÞn ¼
i

kpa
ðkpaÞ2jnðkpaÞ½ka jnðkaÞ�0
�

�ðkaÞ2jnðkaÞ½kpa jnðkpaÞ�0
�

ð6Þ

BðMÞn ¼
i

ka

1

jnðkpaÞ½ka hnðkaÞ�0 � hnðkaÞ½kpa jnðkpaÞ�0

BðNÞn ¼
1

ðkpaÞ2jnðkpaÞ½ka hnðkaÞ�0 � ðkaÞ2hnðkaÞ½kpa jnðkpaÞ�0

ð7Þ

The unknowns in (1) are exciting field coefficients. We
can rewrite the equation for wðMÞmn and wðNÞmn as

wðMÞðqÞmn ¼ ei �kki
. �rrq aðMÞmn þ

XN

p¼ 1;pOq

X

mn

½AmnmnðkrqrpÞ

�TðMÞn wðMÞðpÞmn þBmnmnðkrqrpÞT
ðNÞ
n wðNÞðpÞmn �

wðNÞðqÞmn ¼ ei �kki
. �rrq aðNÞmn þ

XN

p¼ 1;pOq

X

mn

½BmnmnðkrqrpÞ

�TðMÞn wðMÞðpÞmn þAmnmnðkrqrpÞT
ðNÞ
n wðNÞðpÞmn �

ð8Þ

where aðMÞmn and aðNÞmn are the incident field coefficients and
Amnmn and Bmnmn are the spherical wave transformation
between two particles [2,6,9]. Equation (8) is the exciting
field formulation of multiple scattering equations.

We can also derive multiple scattering equations for the
scattered and internal fields. Multiplying T-matrix coeffi-
cients TðMÞn or TðNÞn on both sides of (8) and applying the
relationship between exciting field and scattered field, we
then have the Foldy–Lax equations for scattered field

coefficients:

aSðMÞðqÞ
mn ¼ ei �kki

. �rrq TðMÞn aðMÞmn þTðMÞn

XN

p¼ 1;pOq

X

mn

½AmnmnðkrqrpÞa
SðMÞðpÞ
mn þBmnmnðkrqrpÞa

SðNÞðpÞ
mn �

aSðNÞðqÞ
mn ¼ ei �kki

. �rrq TðNÞn aðNÞmn þTðNÞn

XN

p¼ 1;pOq

X

mn

½BmnmnðkrqrpÞa
SðMÞðpÞ
mn þAmnmnðkrqrpÞa

SðNÞðpÞ
mn �

ð9Þ

The unknowns of (9) are the scattered field coefficients.
Thus, it is called the scattered field formulation. Replacing
TðMÞn wðMÞmn and TðNÞn wðNÞmn with SðMÞn cðMÞmn and SðNÞn cðNÞmn, respec-
tively, in (9) and multiplying respective BðMÞn and BðNÞn on
both sides, we then have the internal field formulation of
Foldy–Lax equations:

cðMÞðqÞmn ¼ ei �kki
. �rrq BðMÞn aðMÞmn þBðMÞn

XN

p¼ 1;pOq

X

mn

½AmnmnðkrqrpÞS
ðMÞ
m cðMÞðpÞmn þBmnmnðkrqrpÞS

ðNÞ
n cðNÞðpÞmn �

cðNÞðqÞmn ¼ ei �kki
. �rrq BðNÞn aðNÞmn þBðNÞn

XN

p¼ 1;pOq

X

mn

½BmnmnðkrqrpÞS
ðMÞ
m cðMÞðpÞmn þAmnmnðkrqrpÞS

ðNÞ
n cðNÞðpÞmn �

ð10Þ

We have studied the condition numbers of the various
types of Foldy–Lax formulations [8,9]. The scattered and
exciting field formulations have similar condition num-
bers; however, the matrices based on scattered field for-
mulations have much larger condition number than do
those based on internal field formulations for the same set
of parameters. Thus, the internal field formulation is
applied in the three-dimensional scattering simulations.

After solving the multiple scattering equations, the
scattered field coefficients aSðMÞ

mn and aSðNÞ
mn can be calcu-

lated, and the scattered far-field coefficients in the scatter-
ing direction k̂ks¼ x̂x sin ys cos fsþ ŷy sin ys sin fsþ ẑz cos ys

are given by

�EEsðys;fsÞ¼
eikr

kr

XN

q¼ 1

e�ik̂ks
. �rrq

X

mn

gmn½a
SðMÞðqÞ
mn

�CCmnðys;fsÞi
�n�1

þaSðNÞðqÞ
mn

�BBmnðys;fsÞi
�n� ð11Þ

where �BBmnðy;fÞ and �CCmnðy;fÞ are vector spherical wave-
functions and gmn is a coefficient [2,6].

The scattered field can be further decomposed into
coherent and incoherent parts. The scattering coefficient
arises from the incoherent fields because the coherent
wave propagates in the forward transmitted direction and
does not contribute to scattering or extinction. For Monte
Carlo simulation with Nr realizations, the coherent
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scattered field h �EEsi is calculated by averaging over realiza-
tions

h �EEsðys;fsÞi¼
1

Nr

XNr

s¼ 1

�EEs
s ðys;fsÞ ð12Þ

where �EEs
s is the scattered field for realization s and

angular brackets represent averaging over realizations.
The incoherent scattered field is given by

�EE
s
s ðys;fsÞ¼

�EEs
s ðys;fsÞ � h

�EEsðys;fsÞi ð13Þ

The bistatic scattering cross section is proportional to the
averaged incoherent intensity:

sbðk̂ks; k̂kiÞ ¼ r2 hj
�EE
s
s ðys;fsÞj

2i

j �EEincj
2

ð14Þ

The scattering cross section is the result of integrating the
bistatic cross section over solid angles. The scattering
coefficient is the scattering cross section per unit volume

ks¼
ss

V
¼

1

V

Z p

0

dys sin ys

Z 2p

0

dfssbðk̂ks; k̂kiÞ ð15Þ

where V is the sample volume in the simulation. The
power absorbed by particle q can be written as [5]

WðqÞa ¼ �
1

2Zk2

X

mn

½jwðMÞðqÞmn j2ðRe TðMÞn þ jT
ðMÞ
n j

2Þ

þ jwðNÞðqÞmn j
2ðRe TðNÞn þ jT

ðNÞ
n j

2Þ�

ð16Þ

The absorption coefficient is expressed as

ka¼
1

V

XN

q¼ 1

WðqÞa

Winc
¼ �

1

Vk2j �EEincj
2

XN

q¼ 1

X

mn

½jwðMÞðqÞmn j2ðRe TðMÞn

þ jTðMÞn j
2Þþ jwðNÞðqÞmn j

2ðRe TðNÞn þ jT
ðNÞ
n j

2Þ� ð17Þ

2.3. Results of Using Different Number of Particles

In Monte Carlo simulations, it is important to demon-
strate convergence of the results with respect to the
numbers of particles used. Physically, this means that
the simulated extinction coefficients are extinction per
unit volume and should not be dependent on the number
of particles used. The number of particles used in the
simulations is chosen on the basis of frequencies, volume
fractions, and particle diameters. The particle positions
are first generated within a unit cube for selected frac-
tional volume and number of particles. The positions are
then scaled according to the actual particle size. It has the
following relationship

fv¼
Npart

V

4

3
pa3 ð18Þ

where fv is the fractional volume, Npart the number of
particles within the simulated volume V, a the radius of
particle, and V¼L3. In general, to ensure that a sufficient
amount of incoherent fields is generated as a result of
scattering in the sample volume, L has to be larger than
(or at least close to) one wavelength l. Table 1 lists the
results of extinction coefficients for ka¼ 0.2, fv¼ 20%, and
ep¼ ð3:2þ i0:01Þe0 with different numbers of particles. The
simulated box size L is also shown in the table in the unit
of wavelength. As illustrated in the table, results show
convergence with respect to the number of particles and
with respect to box size.

Monte Carlo simulations are performed for different
frequencies and physical parameters, including particle
size, permittivity, and stickiness. Results based on inde-
pendent scattering are also shown. The numerical para-
meters, such as Nmax, number of particles, and number of
realizations, are chosen such that results converge. The
maximum number of particles used in simulations is 2000,
and up to 50 realizations are used. The simulation results
for permittivities ep with different loss tangents, ep¼

e0pþ ie00p, are shown in Fig. 1. Nonsticky particles (i.e.,
lacking interparticle forces) with diameter 1.2 mm occupy-
ing 20% of volume fraction are used in Fig. 1. Results of
scattering coefficient ks for ep¼ ð3:2þ i0:01Þe0 and ep¼

ð3:2þ i0:02Þe0 are quite similar, as shown in Fig. 1a. The
scattering coefficient based on independent scattering
assumption is larger than that calculated based on QCA
or Monte Carlo (MC) simulations. The absorption rate ka

varies because of the difference in the imaginary part of ep,
as indicated in Fig. 1b, where ka is larger for larger e00p. MC
simulations predict higher absorption rate than do the
other methods. Generally, independent scattering gives
the largest extinction coefficient while QCA predicts the
smallest.

2.4. Frequency Dependence of Sticky and
Nonsticky Particles

Figure 2 shows the results for different stickiness para-
meter t. Particles with diameter 1.2 mm occupying 20% of
volume with permittivity ep¼ 3:2e0 are used. The extinc-
tion coefficient and scattering coefficient are the same
because there is no absorption in this case. The smaller
the t is, the larger the interparticle forces are. Three
stickiness parameters are used in the simulations:
t¼ 0:1; t¼ 0:5, and nonsticky, which corresponds to
t¼1. For t¼ 0:1, however, the scattering coefficient is
larger than independent scattering at 18, 35, and 60 GHz.
It is smaller than independent scattering at 90 GHz. This
is because for small t, the particles strongly tend to adhere

Table 1. Scattering Coefficients and Box Sizes for
Different Number of Particles

Number of Particles L in l Units ke/k

10 0.189 6.754639�10� 5

100 0.407 1.605086�10� 4

1000 0.877 1.963294�10� 4

2000 1.105 1.998608�10� 4
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and form clusters. The result is that the particles have
larger effective sizes. The effect of the property is exhibited
at low frequencies. At higher frequency, the clustering
effect of scattering declines and the particles scatter more
like the usual dense media. Therefore, the frequency
dependence decreases as t gets smaller. Results for
t¼ 0:5 and non-sticky particles are about the same. This
means that the stickiness represents little difference in
scattering except for small stickiness parameter t. Table 2
lists the scattering coefficients for various stickiness para-
meters at selected frequencies. The scattering coefficient
at 18 GHz is used as reference. To study the frequency
dependence, we define n such that

ksðat f2Þ

ksðat f1Þ
¼

f2

f1

� �n

ð19Þ

where f1 and f2 are the two frequencies and ks is the
scattering coefficient at a specific frequency and n is a
power law to be determined. On the basis of the simulated
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Figure 1. Results of different particle
permittivities: ep¼ð3:2þ i0:01Þe0 and ep¼

ð3:2þ i0:02Þe0—particles occupy 20% of
volume fraction with diameter 1.2 mm:
(a) scattering coefficient; (b) absorption
rate; (c) extinction coefficient; (d) albedo
ð ~ooÞ as a function of frequency. (This figure
is available in full color at http://www.
mrw.interscience.wiley.com/erfme.)
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Figure 2. Extinction coefficient in reciprocal centimeters (cm� 1)
as a function of frequency in gigahertz (GHz) of different sticki-
ness parameter t¼0:1; t¼0:2, and N. Particles occupy 20% of
volume fraction with diameter 1.2 mm and ep¼3:2e0. (This figure
is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)

Table 2. Scattering Coefficients in (dB/m) for Various Stickiness Parameters at Selected Frequencies

Monte Carlo QCA

Frequency (GHz) t¼0.1 t¼0.5 t¼0.1 t¼0.5 Independent Scattering

18 12.051 0.738 9.450 0.571 1.376
35 82.761 13.203 63.856 8.172 20.359
60 326.643 116.167 297.824 72.251 185.546
90 707.985 443.461 957.044 354.834 862.510
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results, the frequency dependence n is calculated by

n¼

log
ksðat f2Þ

ksðat f1Þ

� �

log
f2

f1

� � ð20Þ

The results for f1¼18 GHz are shown in Table 3. The
frequency dependence n for stickiness t¼ 0:1 is less than
that of nonsticky particles and t¼ 0:5. For nonsticky
particles, dense media scattering is less than independent
scattering. This reduction of scattering for dense media
becomes a smaller effect at higher frequency. Thus results
in Table 3 can exhibit index larger than 4. Note that a
least-square fit with snow extinction measurements gives
an index n between 2 and 3 [22]. The index is consistent
with the simulated index n of sticky particles.

Figure 3 shows the results for nonsticky particle with
different sizes. Particles occupying 20% of volume with
permittivity ep¼ 3:2e0 are used. The extinction coefficients
versus frequency are plotted. We note that scattering
increases with particle size, and the scattering by Monte
Carlo simulation is less than independent scattering.
However, the difference gets smaller at high frequencies.
Figure 4 shows results for a sticky particle with t¼ 0:1,
and the diameters of particles are 1, 1.2, and 1.5 mm.
These represent typical ice grain sizes in snow. Note that

scattering increases with particle size. For sticky particles,
the simulation results are larger than independent scat-
tering at low frequencies and are smaller than indepen-
dent scattering at high frequencies. At 90 GHz, the
extinction is large. Thus at such high frequency, passive
remote sensing will not be useful to determine snow depth.

We next compare Monte Carlo simulation results with
that of QCA. For nonsticky particles, the extinction coeffi-
cient calculated from QCA is smaller than that from MC at
low frequencies while the extinction coefficients of MC and
QCA are comparable at higher frequency. For sticky
particles, larger particles generally have higher extinction
coefficients. We note that the QCA results are generally
much closer to simulations than independent scattering.
The QCA formulation has been used in dense media
formulation and applied to passive remote sensing of
spaceborne sensors [7,26].

In the results described above, we have not taken into
account the dependence of loss tangent on frequency
because the computed results of extinction are dominated
by scattering rather than absorption. However, in com-
parison with experimental data in Fig. 5, we include the
dependence of loss tangent on frequency. The permittivity
of ice as a function of frequency can be found in Ref. 5. In
Fig. 5 we compare Monte Carlo simulation, independent
scattering, and snow extinction measurement data at 18,
35, 60, and 90 GHz [22]. We use ground truth mean grain
diameter of 1 mm and snow density of 0.315 g/cm3 [22].

Table 3. Frequency Dependence n Based on Scattering Coefficients from Table 2

Monte Carlo QCA

Frequency (GHz) t¼0.1 t¼0.5 t¼0.1 t¼0.5 Independent Scattering

18 — — — — —
35 2.898 4.338 2.873 4.001 4.038
60 2.741 4.202 2.866 4.020 4.063
90 2.531 3.976 2.869 3.996 4.051
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Figure 3. Extinction coefficient in cm� 1 of different particle sizes
as a function of frequency in GHz for nonsticky particles. Particles
occupy 20% of volume with permittivity ep¼3:2e0. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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Figure 4. Extinction coefficient in cm� 1 of different particle sizes
as a function of frequency in GHz for sticky particles (t¼0.1).
Particles occupy 20% of volume with permittivity ep¼3:2e0. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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The simulation is based on a volume fraction of 0.4134.
The permittivity of ice grains chosen is ep¼ 3:2e0þ ie00s . The
loss tangent depends on frequency and e00s=e0¼ 0:007,
0.009, 0.011, and 0.014, respectively, at 18, 35, 60, and
90 GHz, which correspond to a salinity of 0.12 parts per
thousand [44]. The frequency dependence as exhibited by
Monte Carlo simulation is in reasonable agreement with
experiment and is much better than that of independent
scattering.

In this section we present the Monte Carlo simulations
performed for various frequencies, particle sizes, particle
permittivities, and cases with different stickiness para-
meters t. Monte Carlo simulation results compare well
with QCA results. Scattering based on the sticky particle
assumption has a much weaker frequency dependence
than does that of independent scattering of frequency to
the fourth power. This frequency dependence has been
shown to better match the observed frequency dependence
of snow terrain [7,26]. For problems of very complicated
geometry, Monte Carlo simulations provide the correct
solutions for Maxwell equations. The results of simula-
tions can be tabulated and further combined with dense
media radiative transfer theory. The dense media radia-
tive transfer theory has been used extensively for map-
ping of snow depth using spaceborne radiometer.

3. POLARIMETRIC PASSIVE MICROWAVE REMOTE
SENSING OF WIND VECTORS WITH FOAM-COVERED
OCEAN SURFACE

Fully polarimetric microwave remote sensing means that
all four Stokes parameters are measured [45]. There has
been an increasing interest in the applications of polari-
metric microwave radiometers for ocean wind remote
sensing [46–49]. It is known that the presence of foam on
the ocean surface has a profound effect on the brightness
temperatures measured by microwave radiometers.
Although foam typically covers only a few percent of sea

surfaces, increasing foam coverage on the sea surface can
substantially increase the sea surface emissivity [50–52].
However, there is a great concern on the impact of foam on
the retrieval of the ocean surface wind vector from satel-
lite-mounted microwave instruments, which is due in
large part to the difficulty in making measurements at
high-wind conditions when significant foam coverage is
present. In the past, empirical microwave emissivity
models [48,50,51,53–55] were used to estimate the effect
of the foam above the ocean surface on the passive
microwave remote sensing measurements. These are em-
pirical fitting procedures using experimental data and the
empirical models do not take into account the physical
microstructure of foam and the foam-layer thickness. The
subject of foam dynamics has also attracted great atten-
tion. Huang and Jin discussed a composite model of foam
scatterers and two-scale wind-driven rough sea surface
[52]. Controlled field experiments were performed to
measure foam dynamics and the microwave emissivity of
calm seawater [56,57].

More recently, physically based approaches, based on
the quasicrystalline approximation (QCA) dense media
model or Monte Carlo simulations, have been developed
to account for the microstructure of foam [10–12]. The
model treats the foam as densely packed air bubbles
coated with thin seawater coating. In order to model
high-density packing, a face-centered-cubic (fcc) structure
is used to place the air bubbles. It was shown that the
polarization and frequency of the brightness temperatures
depend on the physical microstructure properties of foam
and the foam-layer thickness. In this section, we present
the polarimetric microwave emission model for foam-
covered ocean surfaces. The dense media model of foam
is applied to calculate the values of the complex effective
propagation constants, the extinction coefficients, and the
albedo. These are used to describe the characteristics of
the foam layer. In Section 3.1, we describe the physical
and geometric model of foam. The Monte Carlo simulation
by solving Maxwell’s equations and DMRT theory are
summarized in Sections 3.2 and 3.3, respectively. In the
Monte Carlo simulations, the volume integral equation
has been used. The absorption, scattering, and extinction
coefficients are calculated, and the simulation results for
emissivity with typical foam parameters at 10.8 and
36.5 GHz are presented in Section 3.4. Comparisons are
also made with experimental data [57] for vertical and
horizontal polarizations. The Monte Carlo simulation
results with those based on QCA are compared in Section
3.5. The effects of boundary roughness of ocean surface
can be included in the boundary conditions of dense media
radiative transfer (DMRT) theory by using the second-
order small perturbation method (SPM) [2,7,46]. A fully
polarimetric passive model for wind-generated and foam-
covered rough sea surfaces, using the empirical Durden–
Vesecky spectrum [58], is presented in Ref. 12.

3.1. Description of Foam Model

Figure 6 shows a video micrograph of the bubble structure
of artificially generated foam on the surface of Chesapeake
Bay [57]. Analysis of this and similar images shows that
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Figure 5. Comparison of Monte Carlo simulation results with
experimental data and independent scattering. (This figure is avail-
able in full color at http://www.mrw.interscience.wiley.com/erfme.)
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the void fraction of this foam is 80–90% in most cases. To
simplify the foam model, the foam is assumed to be
composed of densely packed spherical air bubbles with
thin seawater coating [10–12]. The physical and geometric
structure of a spherical dielectric-coated particle is illu-
strated in Fig. 7, where sj denotes that the coated particle
is of the jth species, sj¼ 1; 2; . . . ;L. The core of the coated
particle is air, and the shell is seawater. It is assumed that
all the particles have the same outer radius asj

, but need
not be identical in coating thicknesses ðasj

� bsj
Þ. easj

and
ebsj

are permittivities within the shell and in the core of the
coated particle, respectively.

To achieve high-density packing, the coated particles
are arranged in a FCC lattice structure that has a packing
density of p=

ffiffiffiffiffiffi
18
p

� 74% [11,12]. The air regions include
the core regions of the coated particles and the interstitial
space between the coated particles. For example, let V be
the total volume of the foam and N be the number of
coated particles. The jth coated particles has a inner
radius bj and outer radius aj. The fractional volume of
coated particles is about 74%; the fractional volume of
seawater fw is then

fw¼
1

V

XN

j¼ 1

4p
3
ða3

j � b3
j Þ ð21Þ

By choosing values for the inner and outer radii, the
foam void fraction (1.0� fw) can be on the order of 90%,
which is in agreement with experimental measurements
of artificially generated foam [57].

3.2. Absorption and Extinction Based on Monte Carlo
Simulation by Solving Maxwell’s Equations

Consider the thermal emission from a layered medium
with coated particles embedded in a background medium
of air, as indicated in Fig. 8. The layer consists of coated
particles (region 1), and covers a half-space of ocean
(region 2). The scattering coefficient and absorption coeffi-
cient of a collection of N coated particles are defined
respectively as scattering cross section per unit volume
and absorption cross section per unit volume. In the
Monte Carlo simulation approach, we place N particles
in volume V, and calculate the absorption and scattering of
these N particles collectively by solving Maxwell’s equa-
tions and then averaging over realizations and dividing
them by the volume V. These are done for large N and the
results of the scattering and absorption coefficients com-
puted in this manner converge for large N.

A volume integral equation derived from Maxwell’s
equations is used to solve scattering and absorption for
the N particles [6,11,12]. The volume integral equation
has the internal electric field in the coated region as the
unknown. The internal field �EEið �rrÞ in the seawater coating

Figure 6. Videomicrograph of artificially generated bubbles in
foam on the surface of Chesapeake Bay. The scale in the upper left
corner shows a distance of 1 mm.

bsj

asj

 �bsj

 �asj

Figure 7. Spherical dielectric-coated particle; asj
and bsj

are the
outer and inner radii of the spherical shells, respectively, and easj

and ebsj
are permittivities within the shell and in the core of the

coated particle, respectively.

Radiometer

Region 0

z=0

Region 1

z=−d
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Figure 8. Geometric configuration for thermal emission from
foam-covered ocean. The foam layer is region 1 and is absorptive
and scattering. Region 2 is the ocean.
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region of particle i, �rr 2 Vi, is given by

�EEið �rrÞ¼ �EEeð �rrÞþ k2
XN

j¼ 1

Z

Vj

d �rr0gð �rr; �rr0Þðerj � 1Þ �EEjð �rr
0Þ

�
XN

j¼ 1

r

Z

Vj

d �rr0r0gð �rr; �rr0Þðerj � 1Þ �EEjð �rr
0Þ

ð22Þ

where �EEeð �rrÞ is the incident field, gð �rr; �rr0Þ the free space
scalar Green’s function, erj the relative permittivity of
particle within the coating, Vj the volume occupied by
particle j, and i¼ 1;2; . . . ;N. We expand the internal field
in the coating region of particle j, �EEjð �rrÞ, into three basis
functions. The basis functions are from the electrostatic
solutions of the coating region of a coated sphere [11]. The
subscript j is suppressed in Eqs. (23) and (24)

�EEjð �rrÞ¼
X3

a¼ 1

cað �rrÞ �ffað �rrÞ ð23Þ

�ff1ð �rrÞ¼
1þ 2er

3er
x̂xþ

1� er

3er
b3

� r̂r
2

r3
sin y cos f

�
�

1

r3
ðŷy cos y cos f�f̂f sin fÞ

�

�ff2ð �rrÞ¼
1þ 2er

3er
ŷyþ

1� er

3er
b3

� r̂r
2

r3
sin y sin f

�
�

1

r3
ðŷy cos y sin fþf̂f cos fÞ

�

�ff3ð �rrÞ¼
1þ 2er

3er
ẑzþ

1� er

3er
b3 r̂r

2

r3
cos fþŷy

1

r3
sin y

� �

ð24Þ

where �rr 2 Vj. Letting

�qqjað �rrÞ¼ k2

Z

Vj

d �rr0gð �rr; �rr0Þðerj � 1Þ �ffjað �rr
0Þ

� r

Z

Vj

d �rr0 r0gð �rr; �rr0Þðerj � 1Þ �ffjað �rr
0Þ

ð25Þ

we can express the integral equation (22) as

X3

a¼ 1

cia
�ffiað �rrÞ¼ �EEexð �rrÞþ

XN

j¼ 1; jOi

X3

a¼ 1

cja �qqjað �rrÞ

þ
X3

a¼ 1

cia �qqiað �rrÞ

ð26Þ

We then apply the Galerkin method to rewrite (26) in a
linear system of equations for the coefficients

X3

a¼ 1

cia

Z

Vi

d �rr �ffibð �rrÞ . ½ �ffiað �rrÞ � �qqiað �rrÞ�

¼

Z

Vi

d �rr �ffibð �rrÞ . �EE
eð �rriÞ

þ
XN

j¼ 1; jOi

X3

a¼1

cja

Z

Vi

d �rr �ffibð �rrÞ . �qqjað �rrÞ

ð27Þ

with i¼ 1; 2; . . . ;N and b¼ 1;2; 3. Taking the small particle
assumption into account, we can make approximations
of (27):

X3

a¼ 1

cia

Z

Vi

d �rr �ffibð �rrÞ . �ffiað �rrÞ � �qqiað �rrÞ
h i

¼

Z

Vi

d �rr �ffibð �rrÞ . �EE
eð �rriÞþ

XN

j¼ 1; jOi

X3

a¼ 1

k2ðerj � 1Þ cja

�

Z

Vi

d �rr �ffib ð �rrÞ .Gð �rri; �rrjÞ

Z

Vj

d �rr0 �ffjað �rr
0Þ

ð28Þ

After simplifications, (28) can be written as

cibKi¼ �ssib
. �EEeð �rriÞþ

XN

j¼ 1; jOi

X3

a¼ 1

k2ðerj � 1Þ

� cja �ssib
.Gð �rri; �rrjÞ

. �ssja

ð29Þ

where

Ki¼
2eriþ 1

3eri

. 1

9eri

. 4p
3
ða3

i � b3
i Þ

�
ð2eriþ 1Þð2þ eriÞ � 2b3

i ðeri � 1Þ2

a3
i

ð30Þ

and

�ssi1¼

Z

Vi

d �rr �ffi1ð �rrÞ¼
2eriþ 1

3eri

. 4p
3
ða3

i � b3
i Þ x̂x

�ssi2¼

Z

Vi

d �rr �ffi2ð �rrÞ¼
2eriþ 1

3eri

. 4p
3
ða3

i � b3
i Þ ŷy

�ssi3¼

Z

Vi

d �rr �ffi3ð �rrÞ¼
2eriþ 1

3eri

. 4p
3
ða3

i � b3
i Þ ẑz

ð31Þ

After solving the matrix equations, the power absorbed by
N coated particles can be calculated by

Pabs¼
1

2
o
XN

j¼ 1

Z

Vj

d �rre00rjð �rrÞj
�EEj ð �rrÞj

2 ð32Þ
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and the absorption coefficient is the absorption per unit
volume

kabs¼
Pabs

1

2Z
j �EEej2V

ð33Þ

where Z is the free-space wave impedance. The scattered
far field can be calculated as following

�EEsð �rrÞ¼
k2eikr

4pr
ðv̂vsv̂vsþ ĥhsĥhsÞ

XN

j¼ 1

Z

Vj

d �rr

� ðerj � 1Þ �EEj ð �rrÞ e
�i �kks

. �rrj

ð34Þ

Then the scattered power is

Ps¼
1

2Z

Z 2p

0

dfs

Z p

0

dys sin ysðjEvsj
2þ jEhsj

2Þ ð35Þ

where Evs and Ehs are vertical and horizontal polarized
components of the scattering fields, respectively. The
scattering coefficient is scattering cross section per unit
volume

ks¼
Pinco

s

1

2Z
j �EEexj2V

ð36Þ

where Pinco
s is the incoherent part of the scattered power.

The coherent wave is obtained by averaging the scat-
tered field over the Monte Carlo realizations [6,11]. To
obtain the incoherent power, we have to subtract the
coherent intensity. Thus

Pinco
s ¼

1

2Z

Z 2p

0
dfs

Z p

0
dys sin ysfhjEvs

� hEvsij
2iþ hjEhs � hEhsij

2ig

ð37Þ

where the angular brackets represent averaging over
realizations. The extinction coefficient is ke¼ ksþ kabs,
and the albedo is ~oo¼ ks=ke. The effective permittivity
can be calculated as follows. In the forward direction
�kks¼

�kki, the scattered field in the incident polarization
can be written as Es¼Feikr=r. Then the effective propaga-
tion constant K is given by

K ¼Re

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2þ

4pF

V

r !
þ i

ke

2

� 	
ð38Þ

The effective permittivity is expressed as

eeff ¼
K2

k2
ð39Þ

The effective permittivity of foam will be used in the
Fresnel reflection coefficients for the air–foam flat inter-
face and the foam–ocean flat interface in the dense media
radiative transfer theory. The calculated scattering and

absorption coefficients are then substituted into dense
media radiative transfer equations. A Rayleigh phase
matrix is used in the dense media radiative transfer
equations [2,7].

3.3. Dense Media Radiative Theory

Consider the thermal emission problem of a foam layer
covered wind-roughened ocean surfaces, as indicated in
Fig. 8. The foam layer consists of coated dielectric particles
in region 1. The DMRT equations for passive remote
sensing in region 1 can be written as follows

d

dz
�IIuðz; m;fÞ¼ � kes

�IIuðz; m;fÞ

þ kasC �TTþ �FFuðz; m;fÞ

�
d

dz
�IIdðz; m;fÞ¼ � kes

�IIdðz; m;fÞ

þ kasC �TTþ �FFdðz; m;fÞ

ð40Þ

�FFuðz; m;fÞ¼
kss

4p

Z 1

0
dm0

Z 2p

0
df0

� ½Pðm;f; m0;f0Þ �IIuðz; m0;f
0
Þ

þPðm;f;�m0;f0Þ �IIdðz; m0;f
0
Þ�

�FFdðz; m;fÞ¼
kss

4p

Z 1

0
dm0

Z 2p

0
df0

� ½Pð�m;f; m0;f0Þ �IIuðz;m0;f
0
Þ

þPð�m;f;�m0;f0Þ �IIdðz;m0;f
0
Þ�

ð41Þ

where �IIuðz; m;fÞ and �IIdðz; m;fÞ represent, respectively,
upward- and downward-going specific intensities and 4�1
matrices containing the four Stokes parameters; m¼ cos y,
m0 ¼ cos y0, kes¼ ke= cos y, kss¼ ks= cos y; ka and ks are the
absorption and scattering coefficient matrices taken to be
diagonal respectively; C¼Kb K 02=ðl2k2Þ, where Kb is the

Boltzmann’s constant [2,5]; Pðm;f; m0;f0Þ is the Rayleigh
scattering phase matrix; and �TT is the temperature profile
in the layer. The boundary condition at z¼ 0 is

�IIdðz¼ 0; y;fÞ¼RðyÞ �IIuðz¼ 0; y;fÞ ð42Þ

where RðyÞ is a reflection matrix of the flat surface at the
air–foam interface

RðyÞ

¼

jRvðyÞj2 0 0 0

0 jRhðyÞj2 0 0

0 0 ReðRvðyÞR�hðyÞÞ �ImðRvðyÞR�hðyÞÞ

0 0 ImðRvðyÞR�hðyÞÞ ReðRvðyÞR�hðyÞÞ

2

6666666664

3

7777777775

ð43Þ
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in which Rv and Rh are the Fresnel reflectivities with
effective propagation constant K and effective relative
permittivity eeff for dense media.

The rough surface boundary condition at z¼ �d is
bistatic and is determined by the second-order SPM

�IIuðz¼ � d; m;fÞ¼Gcðy;fÞ �IIdðz¼ � d; m;fÞ

þ
K 02

m

Z 1

0
dm0

Z 2p

0
df0m02Wð �kk? � �kk0?Þ

�Gicðm;f;�m0;f
0
Þ �IIdðz¼�d; m0;f0Þ þ �eeCTg

ð44Þ

where Gc and Gic respectively are the coherent and
incoherent scattering phase matrixes of the rough surface
at z¼ �d.

Gc;ic

¼

hjfvvj
2i hjfvhj

2i Rehfvvf �vhi �Imhfvvf �vhi

hjfhvj
2i hjfhhj

2i Rehfhvf �hhi �Imhfhvf �hhi

2 Rehfvvf �hvi 2 Rehfvhf �hhi Rehfvvf �hhþ fvhf �hvi Imhfvhf �hv � fvvf �hhi

2 Imhfvvf �hvi 2 Imhfvhf �hhi Imhfvvf �hh þ fvhf �hvi Rehfvvf �hh � fvhf �hvi

2
6666666664

3
7777777775

ð45Þ

For Gc, faa¼ f ð0Þaa þ f ð2Þaa , fab¼ f ð2Þab , and for Gic, fab¼ f ð1Þab . Here,
symbols a and b represent vertical and horizontal. f ð0Þvv and
f ð0Þhh are Fresnel reflection coefficients for vertical and
horizontal polarizations with the zeroth-order fields con-
sidered. f ð1Þab and f ð2Þab are scattering coefficients of the
a-polarized component of the first- and second-order scat-
tered fields with b-polarized incident field, respectively,
which are given in Ref. 7. The zeroth- and second-order
fields give the coherent reflection coefficients of the sur-
faces. f ð1Þab gives the incoherent polarimetric bistatic scat-
tering coefficient due to the first-order scattered field.
They are derived using the second-order small-perturba-
tion method (SPM) [2,7]. Tg is the temperature of the half-
space below the foam and �ee are the emissivities of the
lower boundary. The differential equations in (40) have
standard solutions of the form

�IIuðzÞ¼ �IIuð�dÞe�kesðzþdÞ þ

Z z

�d

dz0½ �FFuðz
0Þ

þkasC �TT � e�kesðz�z0 Þ

ð46Þ

�IIdðzÞ¼ �IIdð0Þe
keszþ

Z 0

z

dz0½ �FFdðz
0Þ

þ kasC �TT � ekesðz�z0Þ

ð47Þ

Next, we incorporate the rough surface boundary condi-
tions into a form suitable for iterative solutions. Substi-
tuting the boundary conditions into (46) and (47), we

have

�IIuðzÞ ¼ e�kesðzþdÞGcðm;fÞ �IIdðz¼ � d;m;fÞ

þ e�kesðzþdÞ K
02

m

Z 1

0

dm0
Z 2p

0

df0m02Wð �kk? � �kk0?Þ

�Gicðm;f;�m0;f
0
Þ �IIdðz¼ � d; m0;f0Þ

þ �eeCTg e�kesðzþdÞ þ

Z z

�d

dz0½ �FFuðz
0Þ þ kasC �TT� e�kesðz–z0Þ

ð48Þ

�IIdðzÞ¼
��RR�RR ðyÞ �IIu ðz¼ 0; y;fÞ ekeszþ

Z 0

z

dz0

� ½ �FFdðz
0Þ þ kasC �TT� ekesðz�z0 Þ

ð49Þ

The source terms in (48) are the upward temperature
originating from the layer temperature profile. We assume
a temperature profile T¼Tg

Z z

�d

dz0kasCTe�kesðz�z0Þ ¼C
ka

ke
Tg ½1� e�kesðzþdÞ� ð50Þ

The contribution from the lower half-space is
�eeCTgexp½�kesðzþdÞ�. The source term in (49) is the down-
ward temperature:

Z 0

z

dz0kasCT ekesðz�z0Þ ¼C
ka

ke
Tg½1� ekesz� ð51Þ

All other terms in (48) that depend on the upward and
downward temperatures can be evaluated using these
three source terms. Using (41), (50), and (51), and after
taking integration over z, we have

�VVðz¼ 0Þ ¼

Z 0

�d

dz0 �FFuðz
0Þ ekesz0

�
1

4p
kska

keke

Z 1

0
dm0

Z 2p

0
df0 Pðm;f; m0;f0Þ

� c0
�TTþ �eeCTg

ke

ka
� �TT

� �
c1e�ked=m0

� �

þ
1

4p
kska

keke

Z 1

0
dm0

Z 2p

0
df0 Pðm;f;

� m0;f0Þ c0
�TTþ �TTðc0 � c2Þ

ð52Þ

where c0¼ 1� expð�kesdÞ, c1¼f1� exp½�kesdð1� m=m0Þ�g=
ð1� m=m0Þ, and c2¼ 1� exp½�kesdð1þ m=m0Þ�


 �
=ð1þ m=m0Þ.

Another term in (48) accounting for upward scattering of
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the downward temperature by the lower boundary at
z¼ �d can be evaluated using the source term given by
(51) as

SGðz¼ 0Þ¼Gcðm;fÞ �IIdðz¼ � d; y;fÞ e�kesd

þ
K 02

m

Z 1

0
dm0

Z 2p

0
df0m02Wð �kk? � �k0k0?ÞGicðm;f;

� m0;f0Þ �IIdðz¼ � d; m0;f0Þe�kesd

� C
ka

ke
Gcðm;fÞ �TTð1� e�kesdÞe�kesd

þC
ka

ke

K 02

m

Z 1

0

dm0
Z 2p

0

df0m02Wð �kk? � �k0k0?Þ

�Gicðm;f;�m0;f
0
Þ �TTð1� e�kesd=m0 Þe�kesd

ð53Þ

Thus the complete expression for the upward temperature
at z¼ 0 within the layer is

�IIð1Þu ðz¼ 0Þ¼C
ka

ke

�TTð1� e�kesdÞþ �eeCTge�kesd

þ �VVðz¼ 0ÞþSGðz¼ 0Þ

ð54Þ

This is the first-order solution of �IIu. The second order
solution for the upward temperature at z¼0 is

�IIð2Þu ðz¼ 0Þ¼C
ka

ke

�TTð1� e�kesdÞþ �eeCTge�kesd

þ �VVðz¼ 0ÞþSG
ð2Þ
ðz¼ 0Þ

ð55Þ

where

SG
ð2Þ
ðz¼ 0Þ¼Gcðm;fÞ �IIdðz¼ � d; y;fÞ e�kesd

þ
K 02

m

Z 1

0
dm0

Z 2p

0
df0m02Wð �kk? � �kk0?Þ

�Gicðm;f;�m0;f
0
Þ �IIdðz¼ � d; m0;f0Þe�kesd

ð56Þ

The brightness temperatures �TTB in the direction ðy0;f0Þ,
where y0¼ sin�1

ðK 0 sin y=kÞ as related to y by Snell’s law,

are given by

�TTBðy0;f0Þ¼TðyÞ �IIðz¼ 0; y;fÞ ð57Þ

TðyÞ¼

1� jRvðyÞj2 0 0 0

0 1� jRhðyÞj2 0 0

0 0
cos y0

cos y
ReðTvðyÞT�hðyÞÞ �

cos y0

cos y
ImðTvðyÞT�hðyÞÞ

0 0
cos y0

cos y
ImðTvðyÞT�hðyÞÞ

cos y0

cos y
ReðTvðyÞT�hðyÞÞ

2
66666666666666664

3
77777777777777775

ð58Þ

where TvðyÞ¼ 1þRvðyÞ, and ThðyÞ¼ 1þRhðyÞ.

3.4. Numerical Simulations of Emissivities for Foam-Covered
Flat Ocean Surfaces

In this section, we illustrate the numerical results of the
emissivity, based on a model of coated particles in a FCC
structure, for a foam-covered flat ocean surface and com-
pare with these results some experimental measurements.
The absorption rate, scattering rate, and effective permit-
tivity are first calculated using the Monte Carlo simula-
tion. Subsequently, these quantities are used to compute
the emissivity. The foam parameters are summarized as
follows: aj and bj, the respective outer and inner radii of
air bubble j; N, number of air bubbles; V, total sample
volume in the Monte Carlo simulations; fw, the volume
fraction of seawater in foam; ew, the permittivity of
seawater; and y, the observation angle. Note that the
permittivity of seawater ew is a function of frequency and
other physical parameters, such as the temperature and
salinity. In the following simulations, the permittivities of
seawater at 10.8 and 36.5 GHz are 49.149þ i40.105 and
13.448þ i24.784, respectively [60]. The experimental mea-
surements are conducted at the Chesapeake Bay Detach-
ment at 10.8 and 36.5 GHz. The diameter of air bubble
ranges from 500 to 5000 mm with median between 900 and
1000 mm [57].

In the Monte Carlo simulations, different realizations
of the sample of spheres are obtained by rotations of the
sample volume. From the results of the different realiza-
tions, the coherent fields and the incoherent fields are
calculated. The parameters used for Monte Carlo simula-
tions are summarized in Table 4. The total number of
coated air bubbles, which are arranged in a face-centered-
cubic structure, is N¼N0 þN00 ¼500, where two species of
coated air bubbles are used. They have the same outer
radii but have different inner radii, b0 and b00. We choose N0

bubbles randomly of inner radii b0, and the rest have inner
radii of b00. Seven realizations are generated by rotations
of the sample. The respective absorption rate, scattering
rate, extinction rate, albedo, and effective permittivity
calculated from Monte Carlo simulations are given in
Tables 5–7. Figures 9 and 10 plot the microwave emissiv-
ity dependence on the observation angle at 10.8 and
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36.5 GHz for vertical and horizontal polarizations, respec-
tively. The foam parameters are listed in Table 4. As the
size of the bubbles increases, the scattering coefficient
increases, and the albedo also increases. The increase in
albedo causes the corresponding brightness temperatures
to decrease.

The microwave emissivities, at 10.8 and 36.5 GHz and
for vertical and horizontal polarizations, as a function of
the thickness of foam layer with different sizes of coated
air bubbles are plotted in Figs. 11–13. In actual foam, the
air bubbles have a size distribution with mean diameter
about 1 mm. However, scattering increases with particle
sizes and the effective scattering mean size can be sub-
stantially larger than the mean size. In our simulations,
we use single size particles. Three radii of air bubbles, 1.0,
0.5, and 0.25 mm, are used and represent the effective
scattering mean. In actual foam, the coating thicknesses
vary and also vary as a function of depth. For convenience,
we have used two coating thicknesses. The observation
angle is y¼ 531. From these figures, we can see that as the
foam layer thickness increases, the emissivity increases
correspondingly and then saturates at a particular thick-
ness of the foam layer, for both horizontal and vertical
polarizations. The saturation point of horizontal polariza-
tion is slightly larger than that of vertical polarization. For
layer thickness larger than the saturation thickness, the
difference of emissivity between the two frequencies in-
creases as the size of coated air bubbles increases.

In Figs. 14 and 15, the simulation results of microwave
emissivities are compared with the experimental data as a
function of observation angle. An average foam layer
thickness 2.8 cm is used. The parameters used for Monte
Carlo simulation are the same as those used in Figs. 9–11,
with a coated air bubble radius of 1.0 mm. In the experi-
ment, the emissivities of horizontal and vertical polariza-
tions are measured, at 10.8 and 36.5 GHz, for a foam layer
with a mean thickness of 2.8 cm. To facilitate the compar-
isons, we list in Table 8, the experimental data, the DMRT
model results, and the air–ocean half-space results for the
emissivities at 10.8 and 36.5 GHz. From Figs. 14 and 15,
we see that Monte Carlo simulations produce results in

reasonably good agreement with experimental measure-
ments. Both simulations and experiments indicate that
absorption at 10.8 GHz is appreciable. In addition, the
simulations show that emissivities at 10.8 and 36.5 GHz
are comparable. The absorption coefficient at 36.5 GHz is
larger than that at 10.8 GHz. However, scattering has a
significant effect at 36.5 GHz. The results are in good
agreement at small angles of incidence. At large incidence
angles, the difference increases. We are presently studying
the refinement of the model by investigating realistic foam
generation algorithms that can improve the model.

3.5. Comparison with Quasicrystalline Approximation

In this section, we compare the Monte Carlo results with
those based on QCA, in which wave scattering and emis-
sion in a medium consisting of densely packed coated
particles are solved by using QCA in combination with
the DMRT theory [10]. It is assumed that there are two
species of air bubbles that have the same outer radius a,
but have different coating thickness with inner radii of b1

and b2. The parameters of the foam model are given in
Table 9. Emissivities of horizontal and vertical polariza-
tions are simulated at 10.8 and 36.5 GHz.

The quantities for foam layer calculated by QCA and by
Monte Carlo simulations are shown in Tables 10 and 11,
respectively. Figure 16 is based on Monte Carlo simula-
tions. We can see that the emissivities at 10.8 and
36.5 GHz are comparable. This feature is consistent with
experimental measurements [57]. On the other hand, as
shown in Fig. 17, which is based on QCA, the emissivities
at 36.5 GHz are higher than at 10.8 GHz. For dense media
consisting of particles densely packed, there are two
different cases. They are differentiated by a large loss
tangent and small loss tangent where the loss tangent is
s=ðoeÞ and s is the conductivity of the medium. A large loss
tangent represents the case where the conductive current
is much larger than the displacement current, while the
reverse is true for the small loss tangent case. It has been
shown by extensive simulations [27] that QCA is valid for
the small loss tangent case. The QCA theory has been

Table 4. Parameters for Monte Carlo Simulations Shown in Figs. 9–13

a (mm) b0 (mm) N0 b0 0 (mm) N0 0 V (mm3) fw (%)

Figures 9–11 1.0 0.4472 75 0.99795 425 2828 10.5
Figure 12 0.5 0.2271 75 0.49885 425 353.6 10.5
Figure 13 0.25 0.1285 75 0.24945 425 44.19 10.5

Table 5. Numerical Results from Monte Carlo Simulations
for Figs. 9–11

Parameter At 10.8 GHz At 36.5 GHz

Absorption rate kabs (cm�1) 0.2849 0.8854
Scattering rate ks (cm� 1) 0.01201 0.5738
Extinction rate ke (cm� 1) 0.2969 1.4592
Albedo 0.04045 0.3933
Effective permittivity eeff 1.448þ i0.158 1.158þ i0.206

Table 6. Numerical Results from Monte Carlo Simulations
for Fig. 12

Parameter At 10.8 GHz At 36.5 GHz

Absorption rate kabs (cm� 1) 0.3009 0.9150
Scattering rate ks (cm�1) 2.552�10� 3 0.1380
Extinction rate ke (cm�1) 0.3035 1.0530
Albedo 8.403�10� 3 0.1310
Effective permittivity 1.508þ i0.165 1.284þ i0.156
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successful in dry snow [7,26]. However, the QCA theory is
less successful when conductive current dominates [59].
The conductive current can go through several connected
particles. On the other hand, QCA is limited to pair
distribution functions. Thus the applicability of QCA is
also dependent on frequency through the dependence on
s=ðoeÞ. We can see that the results of QCA are in better
agreement with those of Monte Carlo simulations at high
frequency of 36.5 GHz, and less successful at low fre-
quency of 10.8 GHz. However, the experiment reported
in Refs. 11 and 57 was at 19.0 GHz and QCA was reason-
ably successful. Since Monte Carlo simulations provide
the exact solution of Maxwell equations, this model will be
applied to calculate the four Stokes parameters in the next
section.

Four Stokes parameters of brightness temperature for
foam-covered rough ocean surface are theoretically ana-
lyzed. Important features are shown by the results at 10.8,
19.0, and 36.5 GHz for the four Stokes parameters. It is
important to determine, with respect to these Stokes
parameters, how the foam affects brightness temperatures
and retrieval of the ocean surface wind vector. The first
two Stokes parameters are increased with the presence of
foam, and the third and fourth parameters are reduced.
The azimuthal variations of polarimetric brightness tem-
perature are also illustrated. The first two Stokes para-
meters are even functions of f; the last two parameters
are odd functions. Emissions with various windspeeds and
foam layer thickness are also studied. The four Stokes

parameters of brightness temperature are dependent on
windspeeds and foam thickness.

4. TREE SCATTERING MODEL AT UHF/VHF USING SPARSE
MATRIX ITERATIVE APPROACH

Electromagnetic wave interaction with plants plays an
important role in microwave remote sensing applications.
Various scattering models have been developed to study
wave propagation and scattering in vegetation canopy
[1–7]. In the past, vector radiative transfer theory was
used extensively to compute the backscattering coeffi-
cients of forests for comparison with microwave back-
scatter measurements [1–4]. While the radiative transfer
approach can handle complicated geophysical structures,
it ignores coherent wave interactions within the tree
structure. A coherent addition approximation (CAA)
scattering model has been applied to take into account
the effects of coherent scattering and branching structure
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Figure 9. Emissivity as a function of observation angle for
vertical polarization. The radius of the coated air bubble is
1.0 mm. (This figure is available in full color at http://www.
mrw.interscience.wiley.com/erfme.)

Table 7. Numerical Results from Monte Carlo Simulations
for Fig. 13

Parameter At 10.8 GHz At 36.5 GHz

Absorption rate kabs (cm�1) 0.2686 0.9042
Scattering rate ks (cm� 1) 6.521�10� 5 0.01553
Extinction rate ke (cm� 1) 0.2686 0.9197
Albedo 2.427�10�4 0.01689
Effective permittivity eeff 1.478þ i0.144 1.356þ i0.140
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Figure 10. Emissivity as a function of observation angle for
horizontal polarization. The radius of the coated air bubble is
1.0 mm. (This figure is available in full color at http://www.
mrw.interscience.wiley.com/erfme.)
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Figure 11. Emissivity as a function of the thickness of the foam
layer at observation angle 531. The radius of the coated air bubble
is 1.0 mm. (This figure is available in full color at http://www.
mrw.interscience.wiley.com/erfme.)
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[6,61]. The volume and surface integral equation formula-
tions with the method of moments computational models
have also been employed to investigate tree scattering
[6,62–64]. Monte Carlo simulations and tree geometric
models based on Lindenmayer systems [65] have also been
applied to take into account the random nature of trees
[6,16,63]. Foliage attenuation has driven the application of
radar frequency down to the VHF/UHF region. At these
low frequencies, it is useful to have a clear understanding
of the coherent interaction effects of tree branches and
trunk of a single tree or a small group of trees. In this
section we describe a computationally efficient model for
computing tree scattering at VHF/UHF frequencies. At
these low frequencies, the effects of scattering by tree
leaves can be neglected. A structure model with dielectric
cylinders is employed to simulate trees with bare
branches. The method of moments is used to calculate
tree scattering signatures by discretizing the volume
integral equation and transforming it into a matrix equa-
tion [6]. An efficient numerical algorithm based on the

sparse matrix iterative approach (SMIA) [13–16] is used to
solve the matrix equation. In the SMIA method, the
impedance matrix of the resultant matrix equation is
decomposed into a sparse matrix for the near interactions
and a complementary matrix, for the far interactions
among the cylindrical subcells of the tree structures.
Using a direct sparse solver to estimate the strong inter-
action part, we iteratively included the weak interaction
contribution to update the solution. The key feature of this
approach is that very little iteration is required to obtain
convergent solutions. The SMIA technique has been ap-
plied in combination with the canonical grid method to
solve rough surface scattering [6,13] and analyze micro-
strip interconnects [14,15]. Section 4.1 gives the volume
integral equation formulation and the MoM treatment for
the tree scattering problem, and describes the SMIA
method. In Section 4.2, some numerical results are illu-
strated for scattering from simulated trees and demon-
strate that the SMIA method can significantly reduce the
number of iterations when compared to the conventional
conjugate gradient method (CGM).
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Figure 12. Emissivity as a function of the thickness of the foam
layer at observation angle 531. The radius of the coated air bubble
is 0.5 mm. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 13. Emissivity as a function of the thickness of the foam
layer at observation angle 531. The radius of the coated air bubble
is 0.25 mm. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 14. Comparison between the simulation results and
measurements of microwave emissivity at 10.8 GHz for horizontal
polarization and vertical polarization, respectively. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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Figure 15. Comparison between the simulation results and
measurements of microwave emissivity at 36.5 GHz for horizontal
polarization and vertical polarization, respectively. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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4.1. Formulation and Sparse Matrix Iterative Approach

The discrete-dipole approximation (DDA) has been
applied to calculate electromagnetic scattering and ab-
sorption by trees [6,16,63]. At VHF/UHF frequencies, the
tree trunks and branches can be modeled as thin dielectric
circular cylinders. In the discretization process, each tree
branch is divided into cylindrically shaped subcells with
the same radius. The volume integral equation for the
electric field is given by

�EEð �rrÞ¼ �EEincð �rrÞþ
k2

0

e0

Z

V

G0ð �rr; �rr
0Þ . ½epð �rr

0Þ � e0�
�EEð �rr0Þd �rr0 ð59Þ

where �EEincð �rrÞ is the incident field, epð �rrÞ is the permittivity
distribution within region V and k0, e0, and G0ð �rr; �rr0Þ
are the wavenumber, permittivity, and free-space
dyadic Green function, respectively. If we subdivide
the volume into small elemental volumes DVi, each cen-
tered at �rri, i¼ 1; 2; . . . ;N, the discretized version of (59)
becomes

�ppi¼ ai
. �EEinc

i � ai
. k2

0

e0

XN

j¼ 1; jOi

R
DVj

d �rr0G0ð �rri; �rr0Þ

DVj

. �ppj ð60Þ

where �EEinc
i , �ppi¼DViðepi � e0Þ

�EEi, and �EEi are the respective
vectors of the incident field, dipole moment, and
electric field at the center �rri of the ith elemental
volume DVi. The summation over j runs over all the
subcells ( jOi) that form the tree structure. epi is the
permittivity of the ith elemental volume, which is
assumed to be constant within DVi. In (60), the dyad
ai¼ x̂xx̂xaixþ ŷyŷyaiyþ ẑzẑzaiz is a diagonal matrix whose
elements, for a vertical circular cylindrical cell of radius

ai and length ‘i, are given by [6]

aix¼Dviðepi � e0Þ
1

1þ
epi

e0
� 1

� �
ðLix � k2

0DixÞ

aiy¼Dviðepi � e0Þ
1

1þ
epi

e0
� 1

� �
ðLiy � k2

0DiyÞ

aiz¼Dviðepi � e0Þ
1

1þ
epi

e0
� 1

� �
ðLiz � k2

0DizÞ

ð61Þ

where

Lix¼Liy¼
‘i

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2

i þ4a2
i

q

Liz¼ 1�
‘i

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2

i þ4a2
i

q
ð62Þ

and

Dix¼Diy¼
a2

i

8
ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2

i þ 4a2
i

q
þ ‘i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2

i þ 4a2
i

q
� ‘i

þ
‘i

8

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2

i þ4a2
i

q
� ‘i

� �
þ i

k0a2
i ‘i

6

Diz¼
a2

i

4
ln

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2

i þ 4a2
i

q
þ ‘i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
‘2

i þ 4a2
i

q
� ‘i

þ i
k0a2

i ‘i

6

ð63Þ

Table 8. Emissivities of Experimental Data, DMRT Model, and Air-Ocean Half-Space Results

Experiment DMRT Model Air–Ocean Half Space Results

y(1) V H V H V H

a. Results at 10.8 GHz
30 0.920 0.900 0.915 0.897 0.422 0.337
35 0.930 0.890 0.923 0.898 0.440 0.322
40 0.955 0.875 0.930 0.899 0.462 0.305
45 0.945 0.860 0.939 0.898 0.489 0.285
50 0.945 0.815 0.946 0.894 0.523 0.263
55 0.929 0.805 0.950 0.885 0.564 0.239
60 0.919 0.780 0.951 0.871 0.615 0.211

b. Results at 35.6 GHz
30 0.910 0.880 0.916 0.908 0.526 0.429
40 0.940 0.885 0.916 0.900 0.570 0.391
45 0.945 0.875 0.915 0.895 0.599 0.367
55 0.935 0.850 0.911 0.877 0.676 0.310
60 0.912 0.785 0.905 0.863 0.725 0.276

Table 9. Parameters of Foam Model for Simulation Results
in Figs. 16 and 17

d 2a 2b1 2b2 f fw f1 f2

3 cm 2000mm 1220mm 1995.9mm 74% 10.3% 12.9% 61.1%
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As can be seen from (59), we need to consider only those
volumes that have epiOe0. The matrix equation (60) is of
dimension 3N� 3N, where N is the total number of small
cylindrical cells. The factor 3 arises from the Cartesian
components of the polarization vector.

Equation (60) is the DDA matrix equation, which can
be expressed as

Z . �XX¼ �CC ð64Þ

where the vector �CC corresponds to the known incident field
and �XX is the unknown polarization vector to be solved
numerically. In general, the impedance matrix Z resulting
from the discretization of the volume integral equation is
large, dense, and complex. Its elements are proportional to
the integrals of the Green dyad as shown in (60). Usually
an iterative solver, such as conjugate gradient method
(CGM), is coupled with some kind of preconditioning
strategy to improve the spectral properties of the impe-

dance matrix Z such that the matrix equation (64) can be
solved much more rapidly [66]. Several preconditioners,
such as blockdiagonal [67], sparse approximate inverse
(SPAI) [68], and incomplete LU (ILU) factorization [69],
have been considered in the electromagnetic wave scatter-
ing problem.

The sparse matrix iterative approach (SMIA) technique
[6,13–16] has been applied to solve the matrix equation
(64). Equation (64) is solved iteratively by decomposing
the impedance matrix Z into two parts

Z¼Z
ðsÞ
þZ

ðwÞ
ð65Þ

where Z
ðsÞ

, which is a sparse matrix, includes the near or
strong interactions among the close-by cylindrical sub-

cells, and Z
ðwÞ

, which is a complementary matrix account-
ing for the far or weak interactions, contains the
remaining elements of the impedance matrix Z.

The numerical procedure uses a sparse solver to estimate
the first-order solution �XXð1Þ

Z
ðsÞ

. �XX ð1Þ ¼ �CC ð66Þ

and iteratively includes the weak interaction contribution
to update the higher-order solution �XX ðnþ 1Þ:

Z
ðsÞ

. �XX ðnþ 1Þ ¼ �CC� Z
ðwÞ

. �XX ðnÞ ð67Þ

The iterations are carried out until the error norm criter-
ion

k Z . �XXðnÞ � �CC k

k �CC k
�d ð68Þ

is satisfied. d has been set equal to 1�10� 4 for the
numerical computations presented in Section 4.2.

Table 10. Quantities of Foam Based on QCA from Fig. 18

Parameter At 10.8 GHz At 36.5 GHz

Absorption rate kabs (cm�1) 0.1763 0.9042
Scattering rate ks (cm� 1) 0.0567 0.01553
Extinction rate ke (cm� 1) 0.2330 0.9197
Albedo 0.2435 0.01689
Effective permittivity eeff 1.4573þ i0.1245 1.356þ i0.140

Table 11. Quantities of Foam Based on Monte Carlo
Simulations from Fig. 16

Parameter At 10.8 GHz At 36.5 GHz

Absorption rate kabs (cm�1) 0.2686 0.9042
Scattering rate ks (cm� 1) 6.521�10� 5 0.01553
Extinction rate ke (cm� 1) 0.2686 0.9197
Albedo 2.427�10�4 0.01689
Effective permittivity eeff 1.478þ i0.144 1.356þ i0.140
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Figure 17. Emissivities as a function of observation angle for
vertical and horizontal polarizations at 10.8 and 36.5 GHz, using
the model based on QCA.
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Figure 16. Emissivities as a function of observation angle for
vertical and horizontal polarizations at 10.8 and 36.5 GHz, using
the model based on Monte Carlo simulations.
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4.2. Numerical Results

As shown in Fig. 18, six trees are generated on the basis of
the Lindenmayer systems [6,65]. The tree characteristics
are given in Table 12. We can see that the tree height
varies from 2.67 to 5.65 m, and the total number of
branches, including the trunk, can be as much as several
hundreds. The total number of discretized cylindrical
subcells N and the total number of unknown polarizations
3N are also given. The total number of unknowns ranges
from several hundreds for a simpler tree to several
thousands for a more complicated tree. We can see that
the number of unknowns is much smaller when compared
to using a surface integral equation approach for calculat-
ing the tree scattering [64]. In addition, Table 12 includes
the expansions of the trees in the x and y directions, the
variations of the radii and lengths of branches for each
tree, and the woody volume of each tree.

A number of numerical examples for the polarimetric
bistatic scattering from the simulated trees are presented
in the following. The permittivities used are
ep¼9:62þ i4:332 and ep¼33:357þ i21:408, which are cal-
culated from the formula developed by Ulaby et al. [3]. The
two permittivities are for gravimetric moisture contents of
Mg¼ 26% and Mg¼ 68% at 300 MHz, respectively. The
radiowavelength is l¼ 1 m, and the incidence angle is
yi¼ 45�. The bistatic scattering cross sections of trees 5
and 6 for ep¼ 9:62þ i4:332 are shown in Figs. 19 and 20,
respectively. We also use the solutions for an exact full
matrix inversion (INV) and the conjugate gradient method
(CGM) as baselines to illustrate the accuracy of the SMIA
approach. We can see that solutions of the SMIA method
agree very well with the solutions of exact matrix inver-
sion and CGM.

Figure 21 shows the number of iterations required to
achieve convergence, and compares the convergence rates
for solving the scattering from trees 5 and 6 using the
CGM and SMIA techniques. Note that CGM requires
thousands of iterations for the percentage error to reduce
to 10� 2% while the SMIA requires only about 10 itera-
tions. In Table 13 we present a comparison of the condition
number of the impedance matrix Z, the number of itera-
tions for horizontal and vertical-polarization incidence,
matrix filling, solving, and total computation time for the
scattering solutions of six trees. The computational time is
based on a Dell Latitude C800 with a 512 M RAM memory
and 848 MHz microprocessor. It is noted that, because of
their large condition numbers, trees 3 and 4 require a
large number of iterations to converge by using the
conventional CGM, while the SMIA method takes only a
few iterations to reach a convergent solution. It is clear
from Table 13 that, compared to the CGM, the SMIA
technique reduces the number of iterations by a factor of
4100 and provides a much faster numerical solution
scheme for computing tree scattering while keeping the
sufficient accuracy.

In Figs. 22 and 23 we plot the respective bistatic
scattering cross sections of trees 5 and 6 for a larger tree
permittivity ep¼ 33:357þ i21:408. These plots show that
solutions based on the SMIA method agree very well with
the exact matrix inversion for this high-dielectric-con-
stant case. As shown in Table 14, because of the large
matrix condition numbers in this high-dielectric-contrast
case, scattering results for the CGM are not computed.
Compared to Table 13, the SMIA method requires more
iteration to converge for scattering from trees with larger
permittivities. However, SMIA is still more efficient than
the full matrix inversion in matrix solving.

6

4

2

0
−2

−2

2 20
0

6

4

2

0
−2

−2

2 20
0

Tree 2Tree 1

6

4

2

0
−2

−2

2 20
0

Tree 4

6

4

2

0
−2

−2

2 20
0

Tree 5

6

4

2

0
−2

−2

2 20
0

Tree 3

6

4

2

0
−2

−2

2 20
0

Tree 6

Figure 18. Simulated tree samples using
the Lindenmayer systems. (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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We have illustrated the use of SMIA numerical tree
scattering model to calculate scattering from simulated
trees with up to several hundred branches. We use the
solutions of an exact full matrix inversion and the con-
jugate gradient method (CGM) as baselines to illustrate
the accuracy and efficiency of the SMIA algorithm. Solu-
tions based on the SMIA method agree very well with the
exact matrix inversion and the CGM. Compared to
the CGM, the SMIA approach can significantly reduce
the number of iterations and provides a much faster
numerical scheme for computing tree scattering.

5. WAVE SCATTERING BY DISCRETE SCATTERERS USING
UV MULTILEVEL PARTITION METHOD

With the advent of modern computers and the develop-
ment of fast numerical methods, Monte Carlo simulations

of volume scattering problems have become an attractive
approach. A common method that has been used in
numerical simulations is the volume integral equation
method and its solution by the method of moments
(MoM). Conventional implementation of the MoM
requires O(N3) operations and O(N2) computer
memory storage. Several fast numerical methods have
been used, such as the sparse matrix canonical grid
(SMCG) method [6,70–72] and the fast multipole
method (FMM) [73,74], and a characteristic basis
function has been used to solve volume scattering
problems [75]. In all these approaches, subsectional basis
functions and the lowest-order Green function or the
lowest-order partial wave are used to construct the
impedance matrix. In Ref. 71, small circular discrete
scatterers were used for the SMCG method and the matrix
multiply operation was extended to partial waves higher
than the lowest order.

Table 12. Simulated Tree Characteristics

Tree 1 Tree 2 Tree 3 Tree 4 Tree 5 Tree 6

Number of cylinders 7 15 31 63 127 255
Tree height (m) 2.66996 3.47377 3.83806 4.93697 5.48677 5.65101
Minimum x coordinate (m) 0 �0.2577 �0.4513 �0.7715 �0.8045 �1.1348
Maximum x coordinate (m) 0.27391 0.7793 0.72995 1.51781 1.05277 1.74531
Minimum y coordinate (m) �0.7967 �1.2325 �1.4731 �1.9889 �2.0793 �2.2819
Maximum y coordinate (m) 0.25491 0.36842 0.95329 1.07843 1.618 1.29136
Maximum cylinder length (m) 1 1 1 1 1 1
Minimum cylinder length (m) 0.34548 0.25109 0.15404 0.11553 0.04543 0.03565
Maximum cylinder radius (m) 0.05 0.05 0.05 0.05 0.05 0.05
Minimum cylinder radius (m) 0.03782 0.03244 0.03281 0.02636 0.03074 0.02448
Total cylinder volume (m3) 0.02636 0.03935 0.05961 0.0812 0.13313 0.14928
Number of cells 58 120 191 433 554 1077
Number of unknowns 174 360 573 1299 1662 3231
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Figure 19. Comparison of the
bistatic scattering cross sections of
tree 5 calculated by the full matrix
inversion (INV), conjugate gradient
method (CGM), and sparse matrix
iterative approach (SMIA). The wa-
velength is l¼1 m, the incidence
angle yi¼451, and the permittivity
ep¼9:62þ i4:332. (This figure is
available in full color at http://www.
mrw.interscience.wiley.com/erfme.)
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In this section, we present a UV method using multi-
level partitioning (UV-MLP) to solve volume scattering
problems [20]. The UV method has also been used to solve
rough surface scattering problems [18,19]. The method
consists of setting up a table of transmitting and receiving
block sizes and their separations. For a specific scattering
problem with given geometry, the scattering structure is
partitioned into multilevel blocks. We will illustrate the

UV method for the case of scattering by a large number of
circular cylinders. The cylinders are moderate in size with
diameter comparable to wavelength. The problem has
many physical applications, such as interesting resonant
scattering and weak and strong localization occur when
particles of wavelength sizes are densely packed together
[7]. For this kind of problems, the Foldy–Lax multiple
scattering equations can be used with higher-order partial
waves as basis functions. The impedance matrices are
thus in terms of Green functions of higher-order partial
waves. It is shown that the UV decomposition can be
applied directly to the impedance matrix of partial waves
of higher order. We also apply the multilevel matrix
partitioning (MLP) to partition the partial waves impe-
dance matrix Z. By looking up the rank in the predeter-
mined table, the partial waves impedance matrix for
a given transmitting and receiving block of discrete
scatterers is expressed into a U�V matrix product.
In Section 5.2, we describe the problem of independent
rank determination. We give the Foldy–Lax equations of
scattering by a conglomeration of circular cylinders in
Section 5.3. In Section 5.4, we describe the multilevel
partitioning process and the UV method, in Section 5.5.
In Section 5.6, the computational complexity of the
proposed algorithm is derived. In Section 5.7, we demon-
strate the technique for a problem with up to 4096
cylinders, each with diameter equal to 1 wavelength. If a
volumetric subsectional element is used with MoM for the
problem of 1024 cylinders, using 100 points per square
wavelength, the number of unknowns will be approxi-
mately 80,425. Using the present method of multilevel UV,
the solution is completed in 14 min using a single PC
processor of 2.6 GHz. The numerical results are illustrated
and discussed.
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Figure 20. Comparison of the
bistatic scattering cross sections of
tree 6 calculated by the full matrix
inversion (INV), conjugate gradient
method (CGM) and sparse matrix
iterative approach (SMIA). The wave-
length is l¼1 m, the incidence
angle yi¼451, and the permittivity
ep¼9:62þ i4:332. (This figure is avail-
able in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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5.1. Problem Independent Rank Table

We describe two methods of predetermination of rank
used in volume scattering problems. Consider two square
blocks each of side S. The center is separated by distance R
as shown in Fig. 24. Because of multilevel portioning, we
have 2S�R�CDS, where CD is a constant depending on
the dimension of the problem.

5.1.1. Method of Volume Discretization or Boundary
Discretization

5.1.1.1. Volume Discretization. We discretize the blocks
by 100 points per square wavelength. Let there be N
points in the transmitting block and N points in the
receiving block. Let receiving points be denoted by �rrp,
p¼ 1; 2; . . . ;N, and the transmitting points denoted by �rrq,
q¼ 1; 2; . . . ;N. The Green function in a two-dimensional
problem is given by

Zpq¼
i

4
Hð1Þ0 ðkj �rrp � �rrqjÞ ð69Þ

Then the impedance matrix is of dimension N�N. We
can use the singular value decomposition (SVD) method to
determine the rank. Let s1 be the largest singular value,
and let the singular values be arranged in decreasing
magnitude. Given a threshold e, the rank r is such that
jsrþ 1=s1j�e.

5.1.1.2. Enclosing Boundary Radiation. By Huygen’s
principle, the equivalent sources are the boundary sur-
faces that are the four sides of the block. By choosing the
boundary radiation, it will reduce the number of points
and yet get similar rank for the impedance matrix.

5.1.1.3. Coarse Sampling. As block size increases,
the method described becomes prohibitive. However, we
know from previous experience that the rank is much
smaller than the size of the matrix. Thus we can use much
coarser sampling. We use the terminology in which
dense sampling is the usual 10 points per wavelength
for boundary or volume sampling and coarse sampling

Table 13. SMIA and CGM Compared

Tree 1 Tree 2 Tree 3 Tree 4 Tree 5 Tree 6

Number of unknowns 174 360 573 1299 1662 3231
Condition number 53127.99 4084.755 521019.4 165276.5 1975.732 1481.116
Method CGM SMIA CGM SMIA CGM SMIA CGM SMIA CGM SMIA CGM SMIA
Matrix filling (s) 12.77 10.30 31.60 25.85 57.29 49.43 169.64 139.31 238.80 196.23 715.84 591.04
Number of iterations (H) 750 6 1207 6 10586 7 11454 7 1634 11 3783 8
Number of iterations (V) 788 6 1209 6 216 7 11471 6 1648 11 3616 8
Matrix solving (s) 17.05 0.173 118.50 0.769 2620.7 2.374 14437. 13.628 3403.2 30.673 28906. 124.98
Total time (s) 29.89 10.53 150.19 27.06 2678.1 51.95 14607. 153.56 3642.4 227.26 29623. 717.08

Tree 5 (HH) Tree 5 (VV) Tree 5 (VH)
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Figure 22. Comparison of the bi-
static scattering cross sections of
tree 5 calculated by the full matrix
inversion (INV) and sparse matrix
iterative approach (SMIA). The wave-
length is l¼1 m, the incidence angle
yi¼451, and the permittivity ep¼

33:357þ i21:408. (This figure is avail-
able in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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means that we pick the number of points to be slightly
greater than the rank. This means that we have a priori
knowledge of roughly what the rank is on the basis of
the numerical experiments carried out. Coarse sampling
means that we pick the number of points several
times larger than the rank. In forming a matrix, we
need to select the number of points in the receiving region
and a set of points in the transmitting region. Thus
we have (receiving sampling)–(transmitting sampling).
This means that we can have dense–coarse sampling,
meaning dense in the receiving region and coarse in
the transmitting region etc. To establish the rank of a
matrix, we find that it is sufficient to have coarse–coarse
sampling.

5.1.2. Method of Using Two Circular Cylinders. We can
replace the transmitting and receiving blocks by two
cylinders of diameter Db¼ 2S=

ffiffiffi
p
p

, as illustrated in
Fig. 25, where both the cylinder and the square will
have the same area. The centers of the receiving cylinder

and the transmitting cylinder are respectively �rrr and �rrt. If
partial waves are used to describe the waves from the
transmitting cylinder to the receiving cylinder, we can
truncate the partial waves at Nb

c ¼ 0:75 kDb. We use the
subscript ‘‘b’’ to denote block, reflecting the fact that the
purpose of these two large equivalent cylinders is only to
set up the rank table and not the physical size of the many
cylinders in the multiple scattering problems. From
Foldy–Lax equations [6], for two equivalent receiving
and transmitting cylinders, the interaction matrix has
the following form

wðrÞm ¼ incidence waveþ
XNb

c

n¼�Nb
c

Hð1Þ
ðm�nÞ

� ðkj �rrr � �rrtjÞ e
iðm�nÞfrrrt TnwðtÞn

ð70Þ

where m¼ �Nb
c ;�Nb

c þ 1; . . . ;Nb
c . Then the Foldy–Lax

partial wave impedance matrix Zb is of dimension

Tree 6(HH) Tree 6(HH)Tree 6(VV)
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Figure 23. Comparison of the bi-
static scattering cross sections of
tree 6 calculated by the full matrix
inversion (INV) and sparse matrix
iterative approach (SMIA). The wa-
velength is l¼1 m, the incidence
angle yi¼451, and the permittivity
ep¼33:357þ i21:408. (This figure is
available in full color at http://www.
mrw.interscience.wiley.com/erfme.)

Table 14. SMIA and INV Compared

Tree 1 Tree 2 Tree 3 Tree 4 Tree 5 Tree 6

Number of unknowns 174 360 573 1299 1662 3231
Condition number 130733.0 10351.14 1161364.0 706516.4 5229.153 26051.72
Method INV SMIA INV SMIA INV SMIA INV SMIA INV SMIA INV SMIA
Matrix filling (s) 10.32 10.28 26.03 25.84 47.30 47.16 139.89 139.25 196.96 196.24 590.67 596.81
Number of iterations (H) 0 10 0 11 0 15 0 19 0 22 0 68
Number of iterations (V) 0 10 0 13 0 15 0 19 0 20 0 60
Matrix solving (s) 0.200 0.250 2.245 1.541 9.085 4.116 104.93 25.106 220.46 45.667 1612.0 442.72
Total time (s) 10.56 10.57 28.35 27.47 56.84 51.44 245.10 164.64 417.77 242.27 2203.3 1040.2
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ð2Nb
c þ 1Þ� ð2Nb

c þ 1Þ and the elements are given by

ðZbÞmn¼Hð1Þ
ðm�nÞðkj �rrr � �rrtjÞ e

iðm�nÞfrrrt ð71Þ

where m;n¼ �Nb
c ;�Nb

c þ 1; . . . ;Nb
c . We can apply the

SVD to determine the rank of Zb. This is a fast method
because Nb

c {N. This has a slightly larger rank because
their smallest separation is slightly less.

On the basis of the two techniques described above, a
rank table is given in Table 15, where the superscripts
1, 2, 3, and 4 are used to indicate the different cases of
(1) area sampling (100 points per square wavelength),
(2) boundary (line) dense sampling (10 points per wave-
length), (3) boundary (line) coarse sampling (4 points per
wavelength), and (4) cylindrical wave expansion, respec-
tively. The threshold chosen for rank determination is
1�10�5. It is seen that all of them gives essentially same
rank for same physical problem.

5.2. Foldy–Lax Partial-Wave Equation

Consider Np cylinders of permittivity ep and radius a
distributed arbitrarily in a square, as illustrated in
Fig. 26. Let a plane TM wave be incident on them. The
Foldy–Lax multiple scattering equation in terms of partial
wave expansions is expressed as [6,20]

cðNÞðqÞn ¼
�ine�infi

k
ei �kki

. �rrq EviB
ðNÞ
n

þBðNÞn

XNc

n0 ¼�Nc

XNp

p¼ 1; pOq

Hð1Þ
ðn�n0Þðkj �rrp � �rrqjÞ

� e
�iðn�n0Þfrprq SðNÞn0 cðNÞðpÞn0

ð72Þ

where cðNÞðqÞn is internal field coefficient, �rrq is the position of
the qth cylinder and BðNÞn and SðNÞn0 are given by [6,20]

BðNÞn ¼BðNÞ�n ¼ �
2ik

pakp

�
1

kpHð1Þn ðkaÞJ0nðkpaÞ � kHð1Þn
0
ðkaÞJnðkpaÞ

ð73Þ

SðNÞn ¼SðNÞ�n ¼ �
ipakp

2k
½kpJnðkaÞJ0nðkpaÞ

� kJ0nðkaÞJnðkpaÞ�

ð74Þ

Parameter kp is wavenumber inside the particle. Each
particle has Nc partial waves. Note that the number Nc is
different from Nb

c , which denotes rank determination for
block structure. For each particle, the partial wave is
truncated at Nc¼ 1.5 ka.

The Foldy–Lax equation is a matrix equation with
the dimension of N¼Np (2Ncþ 1). Each particle has
(2Ncþ 1) coefficients. The impedance matrix for the
particle with itself is a (2Ncþ 1)� (2Ncþ 1) unit matrix.
The impedance matrix for two different particles p and

S

R

Figure 24. Illustration of rank determination.

1.13S
R

Figure 25. Illustration of rank determination with Foldy–Lax
equation.

Table 15. Rank Table of Volume Scattering

Lx¼Ly (l) Points in Block Distance (l) Rank

1.0 100 2.00 91, 92, 93, 84

1.0 100 4.24 6, 6, 6, NA
2.0 400 4.00 10, 11, 11, 11
2.0 400 8.48 7, 7, 7, NA
4.0 1,600 8.00 12, 13, 13, 15
4.0 1,600 17.0 8, 9, 9, NA
8.0 6,400 16.0 NA, 18, 18, 23
16.0 25,600 32.0 NA, 26, 26, 37
32.0 102,400 64.0 NA, 41, 41, 63

Figure 26. Illustration of many random distributed cylinders.
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q,
��ZZ�ZZpq, is of dimension (2Ncþ 1)� (2Ncþ 1), and the

matrix elements are given by �BðNÞn Hð1Þ
ðn�n0 Þðkj �rrp � �rrqjÞ

exp½�iðn� n0Þfrprq
�SðNÞn0 .

5.3. Matrix Compression for Partial Waves

Suppose that the cylinders are of diameter 1 wavelength
and are densely packed as in Fig. 26. Then Nc¼0.75(2p)¼4,
so that there are nine partial waves for each particle.
Consider two blocks of side S wavelengths, with the
distance separated by distance R, as shown in Fig. 27,
the number of cylinders in each block is approximately S2.
The dimension of the impedance matrix using partial
waves between the two blocks is S2 (2Ncþ1)¼ 9S2.

For example, if S¼ 32 wavelengths, then the impe-
dance matrix of the blocks is of dimension (9)(32� 32)¼
9216. However, the rank is only 41 from Table 15. We
observe the following:

1. If volume discretization is used, and assuming 100
volumetric elements per square wavelength over the
areas of the cylinders, the dimension of the impe-
dance matrix between the two blocks is 80,425.

2. Since the particles of the physical problem are of 1
wavelength diameter, using partial wave expansion,
the dimension of the impedance matrix between
these two blocks is only 9216, which is substantially
less than that of volume discretization. This reduc-
tion is even more for three-dimensional problems.

3. Whether volume discretization or partial wave ex-
pansion for the 1l cylinders, the rank is the same
and is 41.

4. Since the use of partial waves reduces the dimension
of the matrix, it is advantageous to use partial
waves.

5. It is important to recognize that UV method can
directly be applied to the compression of the partial
wave impedance matrix of dimension 9216.

6. The impedance matrix is of the form of

�BðNÞn Hð1Þ
ðn�n0 Þðkj �rrp � �rrqjÞ exp½�iðn� n0Þfrprq

�SðNÞn0 . Only

the factor Hð1Þ
ðn�n0Þðkj �rrp � �rrqjÞ exp½�iðn� n0Þfrprq

�

depends on both particles. Thus the compression
needs be done only for this term. After the compres-
sion is done, we can postmultiply by �BðNÞn and
premultiply by SðNÞn0 .

After the internal field coefficients are determined, the
scattered field in direction fs is

Es¼

ffiffiffiffiffiffi
2k

pr

s

eiðkr�p=4Þ
XNp

q¼ 1

XNc

n¼�Nc

SðNÞn cq
neinðfs�p=2Þe�i �kks

. �rrq ð75Þ

The bistatic scattering coefficient as defined in Ref. 2 can
be calculated.

5.4. Multilevel Partition Process

For the physical problem of the cylinders distributed in
Fig. 28, we use the same techniques to do multilevel
partitioning as in the case of three-dimensional rough
surface scattering [19]. However, the matrix equation is in
terms of partial waves form and there are (2Ncþ 1) partial
waves for each cylinder. If there are Mr cylinders in the
receiving group and Mt cylinders in the transmitting
groups, the size of the interaction matrix is
Mrð2Ncþ 1Þ�Mtð2Ncþ 1Þ.

Assuming that we have a square area as shown in
Fig. 28a, we first split it into four blocks as shown in
Fig. 28b. Each of the four blocks is a subgroup at the Pth
level, which has the largest group size. Then we split each
subblock into another four small groups as shown in
Fig. 28c. This splitting process is continued until we reach
the smallest group size, which is at the first level. We
decompose the full impedance matrix in Eq. (76) as the
sum of P sparse matrices as follows:

Z¼Z
ð0Þ
þZ

ð1Þ
þZ

ð2Þ
þ � � � þZ

ðP�1Þ
ð76Þ

Matrix Z
ð0Þ

includes all the interactions among neighbor-
ing groups (including the self group) at the first level.

Matrix Z
ð1Þ

includes all the interactions among neighbor-
ing groups at the second level and consists of blocks in the

first level. Similarly, matrix Z
ðiÞ

includes all the interac-
tions among neighboring groups at the (iþ 1)th level, but
these consist of blocks in the ith level.

To facilitate understanding of the multilevel partition-
ing process, we give an example that has 64 subgroups at
the first level. Assume each group has M elements. For
this example, the highest level is P¼ 3. Thus

Z¼Z
ð0Þ
þZ

ð1Þ
þZ

ð2Þ
and the impedance matrix of Z is

64 M�64 M and has 4096 M�M blocks.

 

R

S

Figure 27. Illustration of interactions of many cylinders within
two blocks.

(a) (b) (c) 

Figure 28. Illustration of multilevel partitioning process.
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In Fig. 29a, the 64 subgroups of the first level are
expressed as 11; 21; . . . ; 641. E. In Fig. 29b, the level 2
groups are shown and are represented as 12;22; . . . ; 162.
Each of the level 2 groups has four level 1 groups. For
example, the group 32 has 4 groups of 51, 61, 131, and 141.
In Fig. 29c, the level 3 groups are shown, denoted as 13, 23,
33, and 43. Each of the level 3 groups has four level 2
groups. For example, the group 23 has four groups of 32, 42,
72, and 82.

We use mi to represent the group m of the level i. Then

the matrix Zmini
represents the interactions between the

receiving group m and the transmitting group n of the ith
level. Since the four level 1 groups form a level 2 group
and four level 2 groups form a level 3 group, the dimension

of Zm1n1
is M�M, and the dimension of Zm2n2

is 4 M� 4 M.
Examples are as follows:

Z3252
¼

Z51171
Z51181

Z51251
Z51261

Z61171
Z61181

Z61251
Z61261

Z131171
Z131181

Z131251
Z131261

Z141171 Z141181 Z141251 Z141261

2

66666664

3

77777775

ð77Þ

Z6252
¼

Z191171 Z191181 Z191251 Z191261

Z201171 Z201181 Z201251 Z201261

Z271171 Z271181 Z271251 Z271261

Z281171
Z281181

Z281251
Z281261

2
66666664

3
77777775

ð78Þ

Z1323 ¼

Z1232
Z1242

Z1272
Z1282

Z2232
Z2242

Z2272
Z2282

Z5232
Z5242

Z5272
Z5282

Z6232
Z6242

Z6272
Z6282

2
66666664

3
77777775

ð79Þ

In Z
ð0Þ

, we select interactions of the level 1 groups with
their nearest neighbors. For example, 201 has eight neigh-

bors of 111, 121, 131, 191, 211, 271, 281, and 291. Thus Z
ð0Þ

includes Z111201
, Z121201

, Z131201
Z191201

, Z201201
, Z211201

Z271201
, Z281201

, and Z291201
, a total of nine matrices. Note

that self-interaction is also included here. We note that
(1) block size of Zm1n1 is M�M, (2) there are 36 interior

first-level 1 groups of blocks ¼ 36� 9¼ 324 (M�M)
blocks, (3) 24 edge first-level groups of six blocks ¼ 24�
6¼ 144 (M�M) blocks, and (4) four corner first-level
groups of four blocks ¼4� 4¼ 16 (M�M) blocks. Thus

Z
ð0Þ

has total of 324þ144þ 16¼484 (M�M) blocks.

In Z
ð1Þ

, we select the interactions between level 2
groups and their nearest neighbors. For example, we

need to include Z6252 . However, we need to exclude those

that have been included Z
ð0Þ

. We define the impedance
matrix primes, for example

Z 06252
¼

Z191171
01 Z191251

01

Z201171 Z201181 Z201251 Z201261

Z271171 01 Z271251 01

Z281171
Z281181

Z281251
Z281261

2
66666664

3
77777775

ð80Þ

where 01 is the zero matrix of dimension (M�M). Thus

Z
ð1Þ

includes the entire Z 0m2n2
where m2 and n2 are

neighbors. As shown in Eq. (80), the matrix Z 0m2n2
consists

of blocks with size of M�M, and each block consists of a
transmitting region and a receiving region that are not

neighbors of each other. For example, in Z191171
, the

receiving region is 191 and the transmitting region is
171, and the two are not neighbors of each other; also,
the separation R between the transmitting and the receiv-

ing regions is at a minimum of 2S for Z191171
, where S is

the block size. It is at a maximum of R¼ 3
ffiffiffi
2
p

S for Z4411171

that is in Z 010252
. Thus Z

ð1Þ
includes (1) four interior level 2

groups that have eight neighbors, four of which have 12
blocks and four of which have 15 blocks [the total number
of blocks is 4� (4� 12þ4� 15)¼432]; (2) eight edge level
2 groups that have five neighbors, three of which have 12
blocks, while two of them have 15 blocks [the total number
of blocks is 8� (3� 12þ 2� 15)¼ 528]; and (3) four corner
level 2 groups that have three neighbors, two of which
have 12 blocks and one that has 15 blocks [the total
number of blocks is 4� (2� 12þ 1�15)¼ 156]. Thus ma-

trix Z
ð1Þ

includes 432þ528þ 156¼ 1116 (M�M) blocks.

In Z
ð2Þ

, we select the interactions between level 3
groups and their nearest neighbors. For example, we

need to include Z1323 . However, some of the interactions

have already been included in Z
ð0Þ

and Z
ð1Þ

and therefore
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Figure 29. Illustration of multilevel parti-
tioning process with 64 subgroups at the first
level.

COMPUTATIONAL ELECTROMAGNETIC SCATTERING MODELS FOR MICROWAVE REMOTE SENSING 743



need to be excluded. We define the prime impedance
matrices, for example

Z 01323
¼

Z1232
Z1242

Z1272
Z1282

02 Z2242
02 Z2282

Z5232
Z5242

Z5272
Z5282

02 Z6242
02 Z6282

2
66666664

3
77777775

ð81Þ

Note that the building blocks of Z 01323
are level 2 blocks

and are of size (4 M� 4 M)¼ 16 M�M. This is important,
as it indicates that as the level increases, the block size
will grow by 4 times as we go up each level. We have four
level 3 groups, and each of them has two neighbors with 12
level 2 blocks and one neighbor with 15 level 2 blocks.
Thus, we have 4� (2� 12þ 1�15)¼ 156 level 2 blocks.
Since each level 2 block has 16 level 1 blocks, we then have

a total of 16�156¼ 2496 level 1 blocks in Z
ð2Þ

.

Thus the total count is 484þ 1116þ 2496¼ 4096, and
all the level 1 blocks are counted exactly once. To sum-

marize, the block size in Z
ð0Þ

is of M�M, in Z
ð1Þ

is of M�M,

and in Z
ð2Þ

is of 4 M� 4 M. In applying UV decomposition,
the UV is applied to each block for that level. Each block
consists of a transmitting region and a receiving region
that are not neighbors of each other. However, their
separations are within a restricted range as indicated
before.

5.5. UV Method

The matrix Zmini
, which represents the interactions of two

nonneighbor groups mi and ni, can be represented by UV
decomposition. The matrix Zmini

is of dimensions
4ði�1ÞMð2Ncþ 1Þ �4ði�1ÞMð2Ncþ1Þ. The rank of Zmini

, r, is
much smaller than 4ði�1ÞMð2Ncþ 1Þ. For simpler notation,
we denote Zmini

by A, which has dimension of N�N and
rank of r with r{N. To decompose A by the SVD and
Gram–Schmidt processes will be CPU and memory-inten-
sive because N is large. Note that in Section 5.6, the SVD
is applied to find r. But because of coarse–coarse sampling,
the selected matrices are roughly of dimension r� r only.
To perform UV decomposition, we need only r independent
columns of A and r independent rows of A.

Let the column of A be denoted by �aal, where
l¼ 1; 2; . . . ;N, where N¼ 4ði�1ÞMð2Ncþ 1Þ. The matrix ele-
ment Amn is the mth element of the column vector �aan,
Amn¼ ð �aanÞm. Note that the N columns are the number of
cylinders 4ði�1ÞM times the number of partial waves
ð2Ncþ 1Þ in the transmitting region. However there are
only r independent columns. In the transmitting region,
we select r columns from the N columns. The r elements
must be uniformly distributed in the transmitting region.
If the rank r is less than the number of cylinders inside the
transmitting area, we select the zeroth-order partial wave
of r cylinders uniformly distributed. If the rank r is larger
than the number of cylinders 4ði�1ÞM, we select the zeroth-
order harmonics of all the cylinders first, and then select
the first-order partial wave of 4ði�1ÞM uniformly distrib-
uted cylinders.

We compute the r columns �uul, l¼ 1; 2; . . . ; r. Each col-
umn is of dimension of N and coincides with a column of A

Uml¼ ð �uulÞm¼AmpðlÞ ð82Þ

where m¼ 1; 2; . . . ;N and p(l) is a column index of A that
depends on l. Note that to get Uml, one needs to go through
all the N elements in the receiving region. Thus the matrix
U has rN elements.

Because of linear independence, any general column �aam

of A is a linear combination of �uul, that is

�aam¼
Xr

l¼ 1

vlm �uul ð83Þ

where m¼ 1; 2; . . . ;N, and vlm are the coefficients to be
determined.

We pick r rows of A, which has total of rN elements. The
r rows correspond to r elements in the receiving group.
The criterion for picking up elements is the same as in the
transmitting area. We first put these rows in a matrix of R,
its matrix elements are given as Rmap¼AmðmaÞp, with
p¼ 1; 2; . . . ;N and ma¼ 1; 2; . . . ; r. We next pick the ma

rows in �uul, l¼ 1; 2; . . . ; r. That will give us an r� r matrix

named ~UU with ~UUmana
¼ ð �uuna

ÞmðmaÞ
. Then we set

Rmal¼
Xr

na ¼ 1

~UUmana
vnal ð84Þ

with l¼ 1; 2; . . . ;N. In matrix notation, V is of dimension

r�N, R is of dimension r�N, ~UU is of dimension r� r,

R¼ ~UUV, and V¼ ~UU
�1

R. This completes the UV decompo-

sition of A, and

A¼UV ð85Þ

To summarize, we take r columns of A and then r rows of
N, representing a total of 2rN elements. We need to take the

inverse of an r� r matrix ~UU, and a matrix multiplication of
an r� r matrix with an r�N matrix. The computational
and memory efficiency is achieved when r5N.

5.6. Computational Complexity Analysis

5.6.1. Multilevel Group Sizes and Number of Groups.
The centers of the cylinders are generated in a square
area with

ffiffiffiffiffiffiffi
Np

p
points in both x and y directions, such that

the total number of cylinders is Np. Note that each
cylinder has a finite radius of a. We use various subgroup
sizes at P level to partition the whole area as follows:

1. At the Pth level, split the whole area as four groups.
Each group has Np/4 cylinders. Let LP be the num-
ber of groups and MP be the number of cylinders of
each group at the Pth level. Thus, LP¼ 4¼ 22ðP�Pþ 1Þ,
and MP¼Np=4¼Np=LP.

2. Split each group into four subgroups and continuing
this partitioning, at the ith level, we have
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Li¼ 22ðP�iþ 1Þ subgroups and Mi¼Np=Li cylinders of
each subgroup at the ith level, respectively.

3. At the first level, we have respectively L1¼ 22P level
1 subgroups and M1¼Np/L1 cylinders of each sub-
group.

5.6.2. Cost Function at ith Level. In Z
ðiÞ

, we select the
interactions between level (iþ 1) groups and their nearest
neighbors. However, some of the interactions have already
been included in the lower-level groups and must be
excluded from them. There are five kinds of neighboring
groups:

1. Groups Sharing Only One Common Point. As shown
in Fig. 30a, for the neighboring groups of m(iþ 1) and
n(iþ 1), only one common point is shared between
them. The impedance matrix that will be calculated is

Z 0mðiþ 1Þnðiþ 1Þ

¼

Z
mð1Þ

i
nð1Þ

i

Z
mð1Þ

i
nð2Þ

i

Z
mð1Þ

i
nð3Þ

i

Z
mð1Þ

i
nð4Þ

i

Z
mð2Þ

i
nð1Þ

i

0i Z
mð2Þ

i
nð3Þ

i

Z
mð2Þ

i
nð4Þ

i

Z
mð3Þ

i
nð1Þ

i

Z
mð3Þ

i
nð2Þ

i

Z
mð3Þ

i
nð3Þ

i

Z
mð3Þ

i
nð4Þ

i

Z
mð4Þ

i
nð1Þ

i

Z
mð4Þ

i
nð2Þ

i

Z
mð4Þ

i
nð3Þ

i

Z
mð4Þ

i
nð4Þ

i

2
666666666666664

3
777777777777775

ð86Þ

The dimension of matrix Zmini
is of Mi (2Ncþ 1)�Mi

(2Ncþ 1). The computational steps for Zmini
. �bbMi

through the UV is of 2(2Ncþ 1) Mi ri, where ri is

the rank of Zmini
. In here we assume that the rank ri

of Zmini
is the same for all block interactions at the

same level. There are 15 nonzero matrices of Zmini
in

the Z
0

mðiþ 1Þnðiþ1Þ
. The total computational steps for

Z
0

mðiþ 1Þnðiþ 1Þ

. �bb0Mðiþ 1Þ
are 30(2Ncþ 1)Mi ri.

2. Groups Sharing One Common Edge. As shown in
Fig. 30b, for the neighboring groups of m(iþ 1) and

n(iþ 1), one common edge is shared between them.
The impedance matrix that will be calculated is

Z 0mðiþ 1Þnðiþ 1Þ
¼

Z
mð1Þ

i
nð1Þ

i

0i Z
mð1Þ

i
nð3Þ

i

0i

Z
mð2Þ

i
nð1Þ

i

Z
mð2Þ

i
nð2Þ

i

Z
mð2Þ

i
nð3Þ

i

Z
mð2Þ

i
nð4Þ

i

Z
mð3Þ

i
nð1Þ

i

0i Z
mð3Þ

i
nð3Þ

i

0i

Z
mð4Þ

i
nð1Þ

i

Z
mð4Þ

i
nð2Þ

i

Z
mð4Þ

i
nð3Þ

i

Z
mð4Þ

i
nð4Þ

i

2
6666666664

3
7777777775

ð87Þ

There are 12 nonzero matrices of Zmini
in Z0mðiþ 1Þnðiþ 1Þ

.

The total computational steps for Z0mðiþ1Þnðiþ 1Þ

. �bb0Mðiþ 1Þ

are 24(2Ncþ1)Mi ri.

3. Interior Groups. Interior groups have eight neigh-
bors, four of which share only one common point and
four others that share one common edge. There are
ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ1Þ

p
� 2Þ2 interior groups at the (iþ1)th level.

Thus computational steps for the interior groups at
the ith level are ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

p
� 2Þ2½4� 30ð2Ncþ 1Þ

Miriþ4�24ð2Ncþ1ÞMiri�¼216ð
ffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ1Þ

p
�2Þ2ð2Ncþ1Þ

Miri.

4. Edge Groups. Edge groups have five neighbors; two
of them share only one common point and three of
them share one common edge. There are
4ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

p
� 2Þ edge groups at the (iþ 1)th level.

Thus computational steps for the edge groups at
the ith level are 4ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

p
� 2Þð2� 30Miriþ

3� 24MiriÞð2Ncþ1Þ¼ 528ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

p
� 2Þð2Ncþ 1ÞMiri.

5. Corner Groups. Corner groups have three neighbors.
One of them shares only one common point and two
of them share one common edge. There are four
corner groups at the (iþ 1)th level. Thus computa-
tional steps for the corner groups at the ith level are
4ð1�30Miriþ2� 24MiriÞð2Ncþ1Þ¼312ð2Ncþ1ÞMiri.

Thus the total computational step at the ith level is the
sum of 216ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

p
� 2Þ2Mirið2Ncþ1Þ for the interior

groups, 528ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

p
� 2ÞMirið2Ncþ 1Þ for the edge groups,
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Figure 30. Illustration of interactions of mul-
tiple cylinders within two blocks.
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and 312Mirið2Ncþ 1Þ for the corner groups, which is
equal to

2Miri 108Lðiþ 1Þ � 168
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

q
þ 60

� 	
ð2Ncþ 1Þ ð88Þ

5.6.3. Cost Function for the Multilevel UV Method (Non-
near). The total computational steps for nonneighbor
block interactions through the multilevel UV decomposi-
tion are

XP�1

i¼ 1

2riMi 108Lðiþ1Þ � 168
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Lðiþ 1Þ

q
þ 60

h i
2Ncþ 1ð Þ ð89Þ

Generally speaking, the rank of each level block will
increase with increase in block size. For simplicity, we
assume ri¼ r to be a constant here, and substituting this r
in Eq. (89), we have

27rNð2Nb
c þ 1Þ log2

N

M1

� �
þ 60rNð2Nb

c þ 1Þ

� 120rM1ð2Ncþ 1Þ ð90Þ

5.6.4. Cost Function for Near-Field Interactions in Z
ð0Þ

.
All the near-field interactions are included in the matrix

Z
ð0Þ

, which is computed directly as the original impedance

matrix. The block size in Z
ð0Þ

is of dimension of (2Ncþ 1)M1

� (2Ncþ 1)M1. The computational steps for the block and
block interaction are (2Ncþ 1)2 M1

2.

1. Interior Group. The interior group has nine blocks
(including self-interaction). There are ð

ffiffiffiffiffiffi
L1

p
� 2Þ2

interior groups at the first level. Thus the computa-
tional steps for the interior groups at the first level
are 9ð

ffiffiffiffiffiffi
L1

p
� 2Þ2M2

1ð2Ncþ 1Þ2.

2. Edge Groups. Each edge group has six blocks (in-
cluding self-interaction). There are 4ð

ffiffiffiffiffiffi
L1

p
� 2Þ edge

groups at the first level. Thus the computational
steps for the edge groups at the first level are
6ð

ffiffiffiffiffiffi
L1

p
� 2ÞM2

1ð2Ncþ 1Þ2.

3. Corner Groups. Each corner group has four blocks
(including self). There are four corner groups at the
first level. Thus the computational steps for the
corner groups at the first level are 4M2

1ð2Ncþ 1Þ2.

The total computational step for near-field interaction
is then the sum of 9ð

ffiffiffiffiffiffi
L1

p
� 2Þ2M2

1ð2Ncþ 1Þ2 for the interior
groups, 6ð

ffiffiffiffiffiffi
L1

p
� 2ÞM2

1ð2Ncþ 1Þ2 for the edge groups, and
4M2

1ð2Ncþ 1Þ2 for the corner groups, which is equal to

ð9NM1 � 12N1=2M
3=2
1 þ4M2

1Þð2Ncþ 1Þ2 ð91Þ

5.6.5. Cost Function. The total computational step for
multilevel partitioning UV is sum of the near and nonnear

interactions and is given by

27rN log2

N

M1
þ 60rN � 120rM1

� �
ð2Ncþ 1Þ

þ ð9NM1 � 12N1=2M
3=2
1 þ 4M2

1Þð2Ncþ 1Þ2

ð92Þ

5.7. Numerical Results and Discussion

The numerical simulation results are presented and com-
pared in terms of the matrix–vector product and solutions
of the Foldy–Lax equation with an iterative solver. Simu-
lations are based on the periodic distributions of many
cylinders and the random distribution of many cylinders.
We assume that all the cylinders have the same diameter
of 1 wavelength. The horizontal and vertical separations
between the centers of two neighboring cylinders are
taken as 1.3 wavelengths for periodic distribution. For
the case of random distribution, the center of each cylin-
der is moved randomly within the range from � 0.15 to
0.15 wavelength in both horizontal and vertical directions.
The relative dielectric constant of all the cylinders is 3.2 in
Fig. 29 and is equal to 1.5 in Figs. 30 and 31. The computer
used in the simulations is a Pentium single processor of
2.6 GHz with 2 GB (gigabyte) memory.

5.7.1. Rank Determination for Foldy–Lax Equation. First,
we illustrate the rank determination for the problem. The
cylinders are first grouped with the multilevel partition-
ing process, and then we know the size of each group. On
the basis of the coarse–coarse boundary sampling, we can
calculate the ranks of interaction groups with the SVD
method. Since the UV is not as strict as the SVD method,
we actually use a rank a little bit higher than that
calculated when constructing the UV matrix.

5.7.2. CPU for the UV. In Table 16, we list the CPU
time based on the UV method for different numbers of
cylinders. The diameter of each cylinder is 1 wavelength,
and the number of partial waves is 9. This means that
there are nine partial waves unknowns to be determined
for each cylinder. The numbers of cylinders are 64, 256,
1024, and 4096. The preprocessing time of the UV method
is the time used to construct U�V matrix and also the
time for rank determination. The CPU time for matrix–
vector multiplication means the CPU time spent for one
time matrix–vector multiplication. For the case of 4096
cylinders, which corresponds to 36,864 partial wave un-
knowns, it takes less than B7.34 s for the matrix–vector
multiplication. This case corresponds to 321,700 equiva-
lent numbers of volumetric unknowns.

5.7.3. Comparisons of the Matrix–Vector Product. The
results for 4096 cylinders are shown in Fig. 31. Because of
the limited computer resource, the direct multiplication is
not possible for this case. Thus we make comparison
between the SVD-based QR method and the UV method.
We use the product from the SVD method as the horizontal
values and the product from the UV method as the vertical
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values. Figure 31a shows results for the real part and Fig.
31b, is for the imaginary part. We can see that all the
points are along a 1–1 line, which means that the products
from both methods are matched well for this case.

In Table 16, we also list the relative norm errors for the
matrix–vector product compared with direct matrix–vec-
tor multiplication for all the cases cited above. The errors
inside parentheses for 1024 cylinders indicate random

distribution. It can be seen that the errors are pretty
small. This means that an accurate matrix–vector product
can be reached through the UV method.

5.7.4. Comparisons of the Solutions of Foldy–Lax Equation
for Different Numbers of Cylinders. Using the proposed UV
method, we have solved the Foldy–Lax equation with an
iterative solver for randomly distributed cylinders. The
relative dielectric constant of all the cylinders is 1.5 and
the convergent condition for the iterative approach is set
up at 1�10�3. We have done this for 1024 cylinders. For
this case, we have made comparisons with the solutions
from the SVD-based QR method. Good agreement was
obtained.

In Table 17, we list the CPU time and relative norm
errors for each solution. We also show the number of CG
iterations and CPU time for the rank determination. The
CPU time for rank determination is included in the second
column in brackets. The numbers of iterations are listed in
column 3 and in parentheses. The total CPU for 64
cylinders is 3 s with a total of 36 s for 256 cylinders. For
1024 cylinders, preprocessing time is 121 s, taking only
32 s for rank determination based on the coarse–coarse
sampling. The CPU for iteration method is 711 s, which
needs 330 iterations to reach the convergence. The rela-
tive errors are 0.0014 for 64 cylinders, 0.0078 for 256
cylinders, and 0.0189 for 1024 cylinders. Thus, using the
UV method, we can solve the partial wave equation very
efficiently and accurately. However, the number of CG
iterations grows with the number of cylinders. This prop-
erty of the Foldy-Lax partial wave equation needs to be
investigated further.

5.7.5. Bistatic Scattering Coefficients for Different Num-
bers of Cylinders. After the solutions of the Foldy–Lax
equation, we can calculate the scattering coefficients.
Figure 32 shows the bistatic scattering coefficients for
cylinders totaling 1024. The incidence angle is 301.
The diameter of all cylinders is 1.0 wavelength and the
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Figure 31. Comparisons of the matrix–vector products calcu-
lated by the SVD-based QR method and the UV method. The
number of cylinders is 4096 with a diameter of 1.0 wavelength.
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Table 16. CPU for the UV Method and Norm Error

Number of
Cylinders

Preprocessing
Time (s)

Matrix–Vector
Product (s) Norm Error

64 1 0.02 0.0033
256 14 0.13 0.0020
1024 115 1.03 0.0015 (0.0017)
4096 999 7.34 0.0127

Table 17. CPU for the UV-CG Method and Norm Error

Number of Cylinders Preprocessing Time (s) CG Time (s) Total CPU Time (s) Norm Error

64 2 (o1a) 1 (21b) 3 0.0014
256 15 (4) 21 (75) 36 0.0078
1024 121 (32) 711 (330) 832 0.0189

aCPU time for rank determination.
bNumber of iterations for the conjugate gradient method.
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relative permittivity is 1.5. The cylinders are randomly
distributed.

The UV-MLP method is presented for the rapid solution
of integral equation. Like SMCG and FMM methods, the
UV-MLP method emphasizes on the reduction of both
CPU and memory requirements for matrix–vector multi-
plication. On the other hand, the method of characteristic
basis functions [75] emphasizes the drastic reduction in
basis functions.

BIBLIOGRAPHY

1. F. T. Ulaby, R. K. Moore, and A. K. Fung, Microwave Remote

Sensing: Active and Passive, Vols. 1 and 2, Addison-Wesley,
Reading, MA, 1981.

2. L. Tsang, J. A. Kong, and R. T. Shin, Theory of Microwave
Remote Sensing, Wiley-Interscience, New York, 1985.

3. F. T. Ulaby, R. K. Moore, and A. K. Fung, Microwave Remote

Sensing: Active and Passive, Vol. 3, Artech House, Norwood,
MA, 1986.

4. A. K. Fung, Microwave Scattering and Emission Models and
Their Applications, Artech House, Norwood, MA, 1994.

5. L. Tsang, J. A. Kong, and K. H. Ding, Scattering of Electro-

magnetic Waves, Vol. 1: Theory and Applications, Wiley-
Interscience, New York, 2000.

6. L. Tsang, J. A. Kong, K. H. Ding, and C. O. Ao, Scattering of
Electromagnetic Waves, Vol. 2: Numerical Simulations, Wiley-
Interscience, New York, 2001.

7. L. Tsang and J. A. Kong, Scattering of Electromagnetic Waves,
Vol. 3: Advanced Topics, Wiley-Interscience, New York, 2001.

8. J. Guo, L. Tsang, K. H. Ding, A. T. C. Chang, and C. T. Chen,
Frequency dependence of scattering by dense media of small
particles based on Monte Carlo simulation of Maxwell’s
equations, IEEE Trans. Geosci. Remote Sens. 40:153–161
(Jan. 2002).

9. C. T. Chen, L. Tsang, J. Guo, A. T. C. Chang, and K. H. Ding,
Frequency dependence of scattering and extinction of dense
media based on three-dimensional simulations of Maxwell’s

equations with applications to snow, IEEE Trans. Geosci.

Remote Sens. 41:1844–1852 (Aug. 2003).

10. J. Guo, L. Tsang, W. Asher, K. H. Ding, and C. T. Chen,
Applications of dense media radiative transfer theory for

passive microwave remote sensing of foam covered ocean,

IEEE Trans. Geosci. Remote Sens. 39:1019–1027 (May 2001).

11. D. Chen, L. Tsang, L. Zhou, S. C. Reising, W. Asher, L. A. Rose,
K. St Germain, K. H. Ding, and C. T. Chen, Microwave

emission and scattering of foam based on Monte Carlo simu-

lations of dense media, IEEE Trans. Geosci. Remote Sens.
41:782–790 (April 2003).

12. L. Zhou, L. Tsang, and D. Chen, Polarimetric microwave
remote sensing of wind vectors with foam covered rough

ocean surfaces, Radio Sci. 38(4):12-1–12-14 (DOI: 10.1029/
2002RS002764) (Aug. 2003).

13. K. Pak, L. Tsang, and J. T. Johnson, Numerical simulations
and backscattering enhancement of electromagnetic waves

from two-dimensional dielectric random rough surfaces with
the sparse matrix canonical grid method, J. Opt. Soc. Am. A

14:1515–1529 (1997).

14. C. H. Chan, C. M. Lin, L. Tsang, and Y. F. Leung, A sparse-
matrix/canonical grid method for analyzing microstrip struc-
tures, IEICE Trans. Electron. E80-C:1354–1359 (1997).

15. S. Q. Li, Y. Yu, C. H. Chan, K. F. Chan, and L. Tsang, A
sparse-matrix/canonical grid method for analyzing densely

packed interconnects, IEEE Trans. Microwave Theory Tech.
MTT-49:1221–1228 (2002).

16. K. H. Ding and L. Tsang, A sparse matrix iterative approach
for modeling tree scattering, Microwave Opt. Technol. Lett.

38(1):198–202 (Aug. 2003).

17. H. G. Wang, C. H. Chan, L. Tsang, and V. Jandhyala, An
improved multi-level matrix QR factorization for large-scale

simulations on magnetoquasistatic analysis of integrated

circuits over multi-layered lossy substrates (in press).

18. L. Tsang, D. Chen, Q. Li, and V. Jandhyala, A fast numerical
solutions of wave scattering problem: Part I: 2D problem of

PEC surface scattering, Radio Sci. (2004).

19. L. Tsang, Q. Li, D. Chen, and V. Jandhyala, Wave scattering
with UV multi-level partitioning method Part II: 3D problem
of non-penetrable surface scattering, Radio Sci. (2004).

20. L. Tsang and Q. Li, Wave scattering with UV multi-level
partitioning method, wave scattering by discrete scatterers,

Microwave Opt. Tech. Lett. 41(5):354–361 (June 2004).

21. A. T. C. Chang, J. L. Foster, and D. K. Hall, Nimbus-7 SMMR
derived global snow cover parameters, Ann. Glaciol. 9:39–44

(1987).

22. M. T. Hallikainen, F. T. Ulaby, and T. E. V. Deventer, Extinc-
tion behavior of dry snow in the 18- to 90- GHz range, IEEE

Trans. Geosci. Remote Sens. 25:737–745 (June 1987).

23. L. Wilson, L. Tsang, J. N. Hwang, and C. T. Chen, Mapping
snow water equivalent in mountainous areas by combining a
spatially distributed snow hydrology model with passive

microwave remote sensing data, IEEE Trans. Geosci. Remote

Sens. 37:690–704 (March 1999).

24. S. Rosenfeld and N. C. Grody, Metamorphic signature of snow
revealed in SSM/I measurements, IEEE Trans. Geosci. Re-

mote Sens. 38:53–63 (Jan. 2000).

25. C. T. Chen, B. Nijssen, J. Guo, L. Tsang, A. Wood, J. N. Hwang,
and D. P. Lettenmaier, Passive microwave remote sensing of
snow constrained by hydrological simulations, IEEE Trans.

Geosci. Remote Sens. 39:1744–1756 (Aug. 2001).

26. L. Tsang, C. T. Chen, A. T. C. Chang, J. Guo, and
K. H. Ding, Dense media radiative transfer theory based on

0 300

0

10

200100

Scattering angle (degrees)

S
ca

tte
rin

g 
co

ef
fic

ie
nt

 (
dB

)

−10

−20

−30

−40

−50

Figure 32. Bistatic scattering coefficients based on the UV
method. The number of cylinders is 1024, with radius of 1.0
wavelength. The incidence angle is 301. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)

748 COMPUTATIONAL ELECTROMAGNETIC SCATTERING MODELS FOR MICROWAVE REMOTE SENSING



quasicrystalline approximation with applications to passive
microwave remote sensing of snow, Radio Sci. 35(3):731–749
(2000).

27. L. Tsang, C. E. Mandt, and K. H. Ding, Monte Carlo simula-
tions of the extinction rate of dense media with randomly
distributed dielectric spheres based on solution of Maxwell’s
equations, Opt. Lett. 17(5):314–316 (1992).

28. L. M. Zurk, K. H. Ding, L. Tsang, and D. P. Winebrenner,
Monte Carlo simulations of the extinction rate of densely
packed spheres with clustered and nonclustered geometries,
J. Opt. Soc. Am. A 12(8):1772–1781 (1995).

29. L. M. Zurk, L. Tsang, and D. P. Winebrenner, Scattering
properties of dense media from Monte Carlo simulations with
applications to active remote sensing of snow, Radio Sci.
31:803–819 (1996).

30. K. Karkkainen, A. Sihvola, and K. Nikoskinen, Analysis of a
three-dimensional dielectric mixture with finite difference
method, IEEE Trans. Geosci. Remote Sens. 39:1013–1018
(May 2001).

31. C. Mandt, Y. Kuga, L. Tsang, and A. Ishimaru, Microwave
propagation and scattering in a dense distribution of sphe-
rical particles: experiment and theory, Waves Random Media

2:225–234 (1992).

32. C. C. Lu, W. C. Chew, and L. Tsang, The application of
recursive aggregate T-matrix algorithm in the Monte Carlo
simulations of the extinction rate of random distribution of
particles, Radio Sci. 30(1):25–28 (1995).

33. Y. Nanbu and M. Tateiba, A comparative study of the
effective dielectric constant of a medium containing randomly
distributed dielectric spheres embedded in a homogeneous
background medium, Waves Random Media 6(4):347–360
(1996).

34. B. E. Barrowes, C. O. Ao, F. L. Teixeira, J. A. Kong, and
L. Tsang, Monte Carlo simulation of electromagnetic wave
propagation in dense random media with dielectric spheroids,
IEICE Trans. Electron. E83-C:1797–1802 (2000).

35. P. R. Siqueira and K. Sarabandi, T-matrix determination
of effective permittivity for three-dimensional dense random
media, IEEE Trans. Anten. Propag. 48:317–327 (2000).

36. S. M. Allen and E. L. Thomas, The Structure of Materials,
Wiley, New York, 1999.

37. T. Vicsek, Fractal Growth Phenomena, World Scientific Pub-
lishers, Singapore, 1992.

38. N. A. Seaton and E. D. Glandt, Monte Carlo simulation of
adhesive spheres, J. Chem. Phys. 87(3):1785–1790 (1987).

39. W. G. T. Kranendonk, and D. Frenkel, Simulation of the
adhesive-hard-sphere model, Mol. Phys. 64(3):403–424
(1988).

40. K. H. Ding, L. Tsang, and S. E. Shih, Monte Carlo simulation
of particle positions for densely packed multispecies sticky
particles, Microwave Opt. Technol. Lett. 30:187–192 (2001).

41. R. J. Baxter, Ornstein-Zernike relation and Percus-Yevick
approximation for fluid mixtures, J Chem. Phys. 52:4559–
4562 (1970).

42. J. W. Perram and E. R. Smith, A model for the examination of
phase behavior in multicomponent systems, Chem. Phys. Lett.
35:138–140 (1975).

43. J. Shi, R. E. Davis, and J. Dozier, Stereological determination
of dry snow parameters for discrete microwave modeling,
Ann. Glaciol. 17:295–299 (1993).

44. C. Matzler and U. Wegmuller, Dielectric properties of fresh-
water ice at microwave frequencies, J. Phys. D 20:1623–1630
(1987).

45. L. Tsang, Polarimetric passive microwave remote sensing of
random discrete scatterers and rough surfaces, J. Electro-
magn. Waves Appl. 5(1):41–57 (1991).

46. S. H. Yueh, R. Kwok, F. K. Li, S. V. Nghiem, W. J. Wilson, and
J. A. Kong, Polarimetric passive remote sensing of ocean wind
vector, Radio Sci. 29:799–814 (1994).

47. J. T. Johnson, J. A. Kong, R. T. Shin, S. H. Yueh, S. V. Nghiem,
and R. Kwok, Polarimetric thermal emission from rough
ocean surfaces, J. Electromagn. Waves Appl. 8:43–59
(1994).

48. S. H. Yueh, Modeling of wind direction signals in polarimetric
sea surface brightness temperatures, IEEE Trans. Geosci.

Remote Sens. 35:1400–1418 (1997).

49. D. B. Kunkee and A. J. Gasiewski, Simulation of passive
microwave wind direction signatures over the ocean using an
asymmetric-wave geometrical optics model, Radio Sci. 32:
59–78 (1997).

50. A. Stogryn, The emissivity of sea foam at microwave frequen-
cies, J. Geophys. Res. 77:1658–1666 (1972).

51. P. M. Smith, The emissivity of sea foam at 19 and 37 GHz,
IEEE Trans. Geosci. Remote Sens. 26:541–547 (1988).

52. X. Z. Huang and Y. Q. Jin, Scattering and emission from two-
scale randomly rough sea surface with foam scatterers, IEE

Proceedings - Microwaves, Antennas and Propagation 142:
109–114 (April 1995).

53. G. F. Williams, Microwave emissivity measurements of bub-
bles and foam, IEEE Trans. Geosci. Electron. GE-9:221–224
(1971).

54. T. T. Wilheit Jr, A model for the microwave emissivity of the
ocean’s surface as a function of wind speed, IEEE Trans.

Geosci. Electron. GE-17:244–249 (1979).

55. P. C. Pandey and R. K. Kakar, An empirical microwave
emissivity model for a foam-covered sea, IEEE J. Ocean.
Eng. OE-7(3):135–140 (1982).

56. W. Asher, Q. Wang, E. C. Monahan, and P. M. Smith, Estima-
tion of air-sea gas transfer velocities from apparent micro-
wave brightness temperature, Mar. Technol. Soc. J. 32(2):
32–40 (1998).

57. L. A. Rose, W. Asher, S. C. Reising, P. W. Gaiser, K. M. St.
Germain, D. J. Dowgiallo, K. A. Horgan, G. Farquharson, and
E. J. Knapp, Radiometric measurements of the microwave
emissivity of foam, IEEE Trans. Geosci. Remote Sens.
40:2619–2625 (Dec. 2002).

58. S. P. Durden and J. F. Vesecky, A physical radar cross section
model for a wind driven sea with swell, IEEE J. Ocean. Eng.
OE-10:445–451 (1985).

59. W. C. Chew, J. A. Friedrich, and R. Geiger, A multiple
scattering solution for the effective permittivity of a sphere
mixture, IEEE Trans. Geosci. Remote Sens. 28:207–214
(1990).

60. L. A. Klein and C. T. Swift, An improved model for the
dielectric constant of sea water at microwave frequencies,
IEEE Trans. Anten. Propag. 25(1):104–111 (1977).

61. S. H. Yueh, J. A. Kong, J. K. Jao, R. T. Shin, and T. Le Toan,
Branching model for vegetation, IEEE Trans. Geosci. Remote
Sens. 30:390–402 (1992).

62. W. C. Au, L. Tsang, and J. A. Kong, Absorption enhancement
of scattering electromagnetic waves by dielectric cylinder
clusters, Microwave Opt. Technol. Lett. 7:454–457 (1994).

63. Z. Chen, L. Tsang, and G. Zhang, Scattering of electromag-
netic waves by vegetation based on the wave approach and
the stochastic Lindenmayer system, Microwave Opt. Technol.

Lett. 8:30–33 (1995).

COMPUTATIONAL ELECTROMAGNETIC SCATTERING MODELS FOR MICROWAVE REMOTE SENSING 749



64. J. He, N. Geng, L. Nguyen, and L. Carin, Rigorous modeling of
ultrawideband VHF scattering from tree trunks over flat and
sloped terrain, IEEE Trans. Geosci. Remote Sens. 39:
2182–2193 (2001).

65. P. Prusinkiewicz and A. Lindenmayer, The Algorithmic

Beauty of Plants, Springer, New York, 1990.

66. G. H. Golub and C. F. Van Loan, Matrix Computations, 3rd
ed., Johns Hopkins Univ. Press, Baltimore, 1996.

67. G. Alleon, M. Benzi, and L. Giraud, Sparse approximate
inverse preconditioning for dense linear systems arising in
computational electromagnetics, Num. Algorithms 16:1–15
(1997).

68. J. M. Song, C. C. Lu, and W. C. Chew, Multilevel fast multi-
pole algorithm for electromagnetic scattering by large com-
plex objects, IEEE Trans. Anten. Propag. AP-45:1488–1493
(1997).

69. K. Sertel and J. L. Volakis, Incomplete LU preconditioner
for FMM implementation, Microwave Opt. Technol. Lett.
26:265–267 (2000).

70. C. H. Chan and L. Tsang, A sparse-matrix canonical grid
method for scattering by many scatterers, Microwave Opt.

Technol. Lett. 8(2):114–118 (Feb. 1995).

71. J. Guo, L. Tsang, A. T. C. Chang, Q. Li, C. C. Huang, and K. H.
Ding, Bistatic phase function and fast solution of scattering
by 2-dimensional random distributed scatterers, Microwave

Opt. Technol. Lett. 38(4):313–317 (Aug. 2003).

72. B. E. Barrowes, C. Ao, F. L. Teixeira, and J. A. Kong, Sparse
matrix/canonical grid Method applied to 3-D dense medium
simulations, IEEE Trans. Anten. Propag. 51:48–58 (2003).

73. C. C. Lu, J. M. Song, and W. C. Chew, A multi-level fast
multipole algorithm for solving 3D volume integral equations
of electromagnetic scattering, Proc. IEEE Antennas Propaga-
tion Int. Symp., 2000, pp. 1864–1867.

74. C. C. Lu, Site specific propagation modeling by multilevel fast
multipole algorithm, in B. Beker and Y. Chen, eds., Recent

Research Development in Microwave Theory and Techniques,
Research Signpost, Kerala, India, 2003.

75. Y. F. Sun, C. H. Chan, R. Mittra, and L. Tsang, Characteristic
basis function methods for solving large problems arising
from dense medium scattering, Proc. IEEE Antennas Propa-

gation Int. Symp., Columbus, OH, 2003.

CONFORMAL ANTENNAS

DIPAK L. SENGUPTA

University of Detroit Mercy
Detroit, Michigan

A conformal antenna may be defined as an antenna whose
radiating aperture conforms to the surface of the body on
which it is mounted. Ideally, such antennas are flush
mounted or low profile (i.e., they do not protrude appre-
ciably out of the mounting surface). Basic slot and micro-
strip (patch) antennas are typical examples of conformal
antenna elements. The term conformal array has no
unique definition. Kummer [1] defines it as an array
that is nonplanar. We shall assume here that a conformal

array consists of conformal (or low-profile) antenna ele-
ments placed on a nonplanar surface. The array surface is
not generally at the disposal of the antenna designer and
is often dictated by the specific application. For ground-
based application, a conformal phased array requiring
coverage over 3601 in azimuth (omnidirectional coverage)
or coverage over a hemisphere the array surface may be
cylindrical or spherical, respectively. For conformal arrays
on aircraft, missiles, satellites, and surface ships, the ar-
ray shape may assume another form dictated by the con-
tour of the vehicle. Basic slot and microstrip antennas are
extensively discussed in the literature—for example, the
textbook by Balanis [2] is a typical reference. These an-
tennas provide ideal performance only when they are
mounted on planar surfaces. During conformal applica-
tion the curvature of the mounting surface can affect their
impedance and radiation properties; such effects must be
taken into account during the design of such antennas.

The need for conformal phased arrays for aircraft and
missile applications, and for ground-based arrays with
omnidirectional coverage in azimuth or complete hemi-
spherical coverage in space, has grown continually with
requirements that emphasize maximum utilization of
available space and minimum cost. Many of the develop-
ments in conformal arrays have been extensions of the
concepts for planar phased arrays, which are extensively
discussed in the literature (for example, in Ref. 2). How-
ever, there are significant differences between planar and
conformal arrays that must be taken into account during
the design of the latter. The individual elements on curved
bodies point in different directions that make it necessary
to turn off those elements that radiate primarily away
from the desired beam direction. For this reason also, one
cannot factor out the element pattern out of the total ra-
diation pattern—this makes the conformal array analysis
and synthesis more difficult. The element orientation may
also cause severe crosspolarization. In addition, the mu-
tual coupling effects between the elements can be severe in
some cases.

Within the limitations of space allowed, it is not possi-
ble to describe here every aspect of conformal antennas
and antenna arrays. Instead, we shall at first describe
briefly certain aspects of a few basic antennas that are
commonly used either singly or as array elements for con-
formal applications. Then we give brief descriptions of a
selected number of conformal antennas and antenna ar-
rays. Specifically, this article describes the following:

1. The specific considerations that must be given to the
performance of basic slot and microstrip or patch
antenna elements when mounted on nonplanar con-
ducting surfaces

2. A selected number of conformal antennas: for exam-
ple, microstrip conformal antennas and dielectric-
filled edge slot (DFES) antennas

3. A class of wraparound antennas and antenna arrays

4. Cylindrical and spherical phased arrays used
for omnidirectional and hemispherical coverage,
respectively.
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All of these antennas have found practical applications.
Detailed descriptions of their development, design proce-
dures, and analysis of their performance are described in
the references cited at appropriate places.

Literature on conformal antennas is vast and ranges
from technical journal articles to numerous textbooks and
specialized books, of which Refs. 2–8 are typical.

1. BASIC ANTENNA ELEMENTS

Elementary slot and microstrip patch antennas are com-
monly used singly or as array elements for conformal ap-
plication. However, these radiators provide ideal
performance only when they use plane conducting surfac-
es. Ideal theory can be used when the radii of curvature of
the surfaces are large compared to the operating wave-
length. In other cases both the impedance and radiation
characteristics may be affected significantly.

1.1. Slots on Curved Surfaces

The radiation patterns of slot antennas can be significant-
ly altered by the curved mounting surface. Pathak and
Kouyoumjian [9] give a convenient extension of the geo-
metric theory of diffraction (GTD) for apertures in curved
surfaces. Figure 1, taken from Ref. 9, shows the patterns
of an axial slot element on perfectly conducting circular
cylinders of various radii; the results indicate the accuracy
of the approximate theory. The effects of the cylinder ra-
dius on the patterns shown in Fig. 1 should be noticed. A
similar slot on a flat ground plane would have a constant
pattern from f¼ 0 to 1801. Radiation patterns of slots on a
variety of other generalized surfaces are discussed in Refs.
10–12. Mailloux [13] summarizes some of the results of
Pathak and Kouyoumjian [9] shown in Fig. 2, which gives
the radiated power pattern in the upper half-plane
ðy�90�Þ for an infinitesimal slot in a cylinder of radius a.
The angular extent of the transition zone is on the order of
(k0a)�1/3 on each side of the shadow boundary, where

k0¼ 2p/l0 is the propagation constant in free space. The
results indicate that above the transition zone (i.e., the
illuminated zone) the circumferentially polarized radia-
tion is nearly constant but the axially polarized radiation
has a cos y pattern. Compared with the field strength in
the y¼ 01 direction, the field strengths in the y¼901 area
are found to be about 0.7 and 0.4(2/k0a)1/3 for circumfe-
rential and axial polarizations, respectively. It should be
noted that in the case of flat surface the field reduces to
zero in the y¼ 901 area.

1.2. Slots on Metallic Cones

Slots and slot arrays on metallic cones are found advan-
tageous to use for missile or missilelike bodies. For effi-
cient design of such arrays, the self- and mutual
admittances must be taken into account. Theoretical and
experimental investigation of slot antennas on metallic
cones are discussed in Ref. 14, where the effects of scat-
tering from a sharp tip on the mutual admittances have
been investigated for pairs of circumferential and radial
slots on a semi-infinite metallic cone. The base of the con-
ical model used in the experimental study was terminated
in a spherical cap to minimize scattering from the finite
length of the apparatus. The two slot antennas configura-
tions considered are shown in Fig. 3. Self- and mutual ad-
mittance expressions for pairs of slots shown in Fig. 3 have
been derived by Golden et al. [14], and the results have
been confirmed by measurements. These admittance re-
sults can be immediately applied to determine the aper-
ture voltages required for the analysis of N-element slots
on cones.

In Ref. 14 the circumferential slot results illustrate in-
terference effects between the direct coupling from slot to
slot via the geodesic path over the conical surface and the
tip backscattering. For the radial slot configuration, the
results indicate negligible tip scattering effects. Golden
and Stewart [15] have found that the current distribution
near a slot for a sharp cone can be approximated by the
distribution on an equivalent cylinder if scattering from
the apex (on tip) is small. Thus, the mutual admittance
between two slots can be approximately calculated by us-
ing a cylindrical model with the same local radii of curva-
ture as the cone, provided the wave scattering from either
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the tip or the base region of the vehicle is negligible. The
slotted cone and equivalent cylinder are shown in Fig. 4,
which reveals that the cylinder has a radius equal to the
radius of the circular cross section of the cone midway be-
tween the two slots antennas. For small-angle cones
(y0B1801), the radial separation of the slots on the cone
can be equated to the axial separation of the slots on the
equivalent cylinder.

Mutual coupling (|S12| parameter) results versus az-
imuthal separation for two circumferential and axial slots
on a cylinder are shown in Figs. 5 and 6, respectively. The
mutual coupling between two radial slots on a 12.21 half-
angle cone is shown in Fig. 7 as a function of frequencies.
Figure 8 shows the mutual coupling versus frequencies for
circumferential slots on a 12.21 (half-angle) cone. The

results illustrate the interference effects between the di-
rect and tip-scattered components. The mutual coupling
between circumferential slots on an 111 (half-angle) cone
is shown in Fig. 9. Using the results given in Ref. 14, it
may be concluded that for the case of circumferential slots
(radial electric fields) the tip-scattered portion of the az-
imuthal magnetic field at the slot aperture can be ex-
pressed in terms of an appropriate diffraction coefficient;
in the case of radial slots (azimuthal electric fields) there
is no radial component of the magnetic field in the far field
of tip and therefore no contribution to the mutual admit-
tance. More detailed results and discussions are given in
Refs. 14 and 15.

1.3. Microstrips on Curved Surfaces

Microstrip or patch is a popular low-profile, flush-mounted
antenna developed in the 1970s. Detailed descriptions of
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the research and development of microstrip antennas can
be found in Refs. 16 and 17. Such antennas generally use a
metallic patch on a dielectric substrate backed by a planar
ground plane, and they are excited either by a stripline or
a coaxial line. The shape of the patch can be rectangular,
circular, or some other shape, in general, of which the first
two are the most popular. We shall mostly describe the
basic rectangular patch antenna whose one dimension is
l/2 at the operating wavelength in the substance and the
other dimension is slightly less than the former. Ideally,
such antennas produce similar E- and H-plane patterns
that have maxima in the broadside direction; generally,
the polarization is linear and parallel to the patch plane
but they can be designed to produce circular polarization
also. For conformal applications, it is necessary to take
into account the effects of nonplanar surfaces on the per-
formance of such antennas.

1.4. Cylindrical–Rectangular Patch Antenna

The geometry of a rectangular microstrip patch antenna
mounted on a conducting cylinder is shown in Fig. 10.
Resonant frequencies and radiation characteristics of this
antenna are discussed in Refs. 18 and 19. For thin sub-
strate satisfying h5a, Luk et al. [19] give the following
expression for the (transverse magnetic mode with respect

to r) TMr resonant frequencies for the antenna

fmn¼
c

2
ffiffiffiffi
er
p

m

2ðaþhÞy1

� �2

þ
n

2b

� 	2
" #1=2

ð1Þ

where c is the velocity of light in free space, er is the
dielectric constant of the substrate, and m, n¼ 0, 1, 2,y,
but m¼na0. Equation (1) indicates that if the dimen-
sions of the patch—that is, 2(aþh)y and 2b—are fixed, the
resonant frequencies of the TMr modes are not affected by
the curvature of the thin substrate. However, to account
for fringing fields, effective values of the dimensions are to
be used in Eq. (11), as mentioned by Carver and Mink [20].
Luk et al. [19] discuss the E- and H-plane radiation pat-
terns produced by the antenna using er¼ 1.06, er¼ 2.32,
and different values a. It is found that the patterns are not
sensitive to the thickness. For a curved patch, there is
significant radiation in the lower hemisphere for the TM01

mode; the deviation from the flat patch results increases
for larger value of er. Compared to the TM10 mode, there is
less radiation in the lower hemisphere for the TM01 mode.
Wong and Ke [21] describe the design of this antenna for
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circular polarization by using the TM01 and TM10 modes
excited by a single coaxial feed located on a diagonal line
and the operating frequency chosen between the two low-
est frequencies f01 and f10 given by Eq. (1).

Kashiwa et al. [22] describe the application of a strip-
line-fed cylindrically curved rectangular patch antenna as
a small, portable antenna for mobile communication. It
has been found that near the resonant frequency the real
part of the input impedance approaches 50O. The radia-
tion patterns near the broadside direction are found to be
similar to those of the equivalent planar antenna; however,
significant differences have been found in large off-broad-
side directions.

Radiation patterns of a cavity-backed microstrip patch
antenna on a cylindrical body of arbitrary cross section
have been investigated theoretically and experimentally
by Jin et al. [23]. The finite-element method is used to
characterize the microstrip patch antennas, and then the
reciprocity theorem is applied in conjunction with a two-
dimensional method of moments to calculate the radiated
field. The method can be extended to characterize the ra-
diation patterns of conformal microstrip patch antennas
on general three-dimensional bodies.

1.5. Microstrip Patch Antennas on Conical Surfaces

The use of microstrip antennas on conical surfaces is of
interest for aerospace vehicles with portions of their bod-
ies conically shaped. Performance of a basic rectangular
patch antenna on a metallic cone has been investigated
theoretically by Descardeci and Giarola [24]. In the anal-
ysis the substrate thickness is assumed to be very small
compared with the distance of the patch to the cone apex,
and the curvature radius of the cone surface large com-
pared with the operating wavelength. The capacitive ef-
fects and losses associated with surface waves have been
neglected. Except for these assumptions, the cavity model
analysis used is general and applies to any conical surface.
Within the approximations made, the resonant frequency
is not significantly affected by the conical surface. How-
ever, the radiation pattern is affected, with a consequent
influence on the input impedance and the total quality
factor. Details can be found in Ref. 24.

2. CONFORMAL ANTENNAS

2.1. The Omnidirectional Microstrip Antenna

The omnidirectional (also known as nondirectional or
‘‘omni’’) microstrip or spiral slot antenna discussed in
Refs. 25–27 is essentially a short-circuited quarter-wave-
length microstrip patch wrapped around a cylindrical sur-
face to form a spiral, as shown in Fig. 11. The cylinder is
an epoxy fiberglass dielectric, and the copper conduction is
added using an electroless plating–masking–electroplat-
ing technique. The lower end and the insider of the patch
are similarly plated to form a short circuit and ground
plane. The spiral slot antenna has a height and diameter
of 0.06l0 but, unlike conventional small antennas, has
well-matched input voltage standing-wave ratio (VSWR)
of less than 2 : 1 over a 2% bandwidth at 238 MHz. The

radiation patterns are similar to those of a dipole oriented
parallel to the cylinder axis, and the þ 1 dB gain indicates
an efficiency of better than 50%. The spiral slot has also
been developed for 42-MHz application in which the an-
tenna has to be contained in a 0.04l0� 0.15l0 cylindrical
volume.

2.2. Dielectric-Filled Edge Slot Antenna

A class of circumferential slot antennas, called the DFES
antennas, that are ideally suited for conformal mounting
on conducting bodies of revolution has been described by
Schaubert et al. [28]. As shown in Fig. 12, the simplest
form of the antenna consists of a disk of dielectric sub-
strate that is copper-coated on both sides and mounted
between the two halves of a conducting body so that the
radiating aperture coincides with the surface. The anten-
na is excited at the center by a coaxial line whose outer
conductor is connected to the lower conducting surface,
and the inner conductor is extended through the dielectric
and finally connected to the conducting surface at the up-
per end of the substrate. The input reflection coefficients of
the antenna are found to assume minimum values at some
discrete frequencies, called the operating frequencies,

w
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λ g/4
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Figure 11. (a) Linear short-circuited lg/4 microstrip resonator;
(b) omnidirectional microstrip antenna: a cylindrical l/4 micro-
strip resonator. (After Ref. 27.)
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where the antenna also radiates most efficiently. The
DFES antenna can be tuned for a desired operating fre-
quency by using a number of axially oriented passive me-
tallic posts. The antenna without the tuning posts is
referred to as the ‘‘basic’’ DFES antenna, which general-
ly provides the highest operating frequency. By varying
the number and location of the inductive posts, the oper-
ating frequency of the antenna can be tuned over a 6 : 1
range; instantaneous bandwidths of 3% are typical. The-
ory and design of basic and tuned DFES antennas mount-
ed on a conducting cylinder have been developed and
discussed by Sengupta and Martins-Camelo [29]. The ra-
diation patterns of edge slot excited conducting bodies of
revolution display a high degree of azimuthal symmetry.
The radiation pattern of DFES antennas is strongly in-
fluenced by the body on which it is mounted. The patterns
in Fig. 13 are typical of the performance of the antenna
when mounted on a conducting cylinder.

Sometimes it is not possible to place a flat disk across
the body, and at times the antenna must be mounted near
the top of a conical body where the diameter is not suffi-
cient to build an antenna operating at the desired fre-
quency. In such cases the planar disk can be deformed
(symmetrically) to fit in the available space and to operate
at the required frequency. A conical edge slot antenna is
described in Ref. 28, and its radiation patterns are shown

in Fig. 14. The DFES antenna is a versatile and useful
radiator. Because the azimuthal symmetric radiation pat-
tern can be obtained at any desired frequency within a
very wide range, system designers are not restricted in
their choice of operating frequency. Also, DFES antennas
can be integrated into a variety of structures because their
shape can be varied to conform to the body and the avail-
able space.

2.3. Microstrip Wraparound Antennas

Microstrip wraparound antennas consisting of continuous
metal strips that wrap around missiles, rockets, and sat-
ellites can provide omnidirectional coverage. Various
forms of such antennas are described in Refs. 30–34. Mun-
son [30] proposes a continuous radiator for linear polar-
ization, as shown in Fig. 15, which shows that the
microstrip feed network is a parallel (or corporate) feed
network where two-way power splits are equal phase to all
of the feedpoints. The number of power divisions can be 2,
4, 8, 16, and so on. The specific number of feeds and power
divisions required is dictated by the microstrip radiator.
The number of feedpoints NF must exceed the number of
wavelengths in the dielectric in the L direction (i.e., NF).
The following design relations can be used for the antenna
shown in Fig. 15:

l¼
l0ffiffiffiffi
er
p ð2Þ

w¼
l0

2
ffiffiffiffi
er
p ¼

l
2

ð3Þ

L¼ pD ð4Þ

LD¼
LðerÞ

1=2

l0
ð5Þ

NF > LD ð6Þ

With l0¼wavelength in free space ð7Þ

The pattern coverage of the omnidirectional antenna
shown in Fig. 15 depends on the diameter of the missile. A
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typical measured E-plane pattern of a wraparound anten-
na mounted on an 8-in. (203-mm) cylinder given in Ref. 31
is reproduced in Fig. 16. The limiting factor in the omni-
directional coverage is a hole at the tip and tail of the
missile that gets narrower as the diameter of the missile
increases.

Reference 33 studies radiation patterns of wraparound
microstrip antenna on a spherical body for different radii
of the conducting sphere, frequencies, dielectric constant,
and thickness of the dielectric. Specifically, the antenna
studied consists of a metal strip of width d wrapped
around a conducting sphere of radius a covered with a di-
electric substrate of chosen thickness d. A j-symmetric
transverse electromagnetic mode of excitation is used. The
parameter d is kept equal to half a wavelength (l) inside
the dielectric for constructive interference to occur in the

broadside direction. The following comments summarize
the findings of the investigation reported in Ref. 33:

1. Radiation patterns are almost independent of the
pressure of the patch when the radius of the sphere
is much larger than the strip width.

2. The larger the radius of the sphere (abl0), the bet-
ter the omnidirectional pattern.

3. The dielectric constant er does not have significant
influence on the pattern shape. The radiation inten-
sity tends to increase with increase of the dielectric
constant.

4. The shape of the radiation patterns remains almost
unchanged for different substrate thickness (h) for
h5l0. However, sidelobe levels increase with in-
crease of er.

Radiation patterns of rectangular microstrip patches
arrayed circumferentially on a circular cylinder (wrap-
around array) have been computed in Ref. 34. Both axial
and circumferential patches, using axial and circumfer-
ential modes of excitation, respectively, have been used. In
general, it has been found that the number of circumfer-
ential patches required for a given ripple in the gain pat-
tern is considerably less than that required in the axial
case, thus simplifying the feed network for the former
case. Results given in Ref. 34 compared favorably with
reported measurements.

2.4. A Patch Array for Aircraft

A patch array designed for an aircraft to satellite commu-
nication link is described by Sanford [35] and is shown in
Fig. 17. Eight patches are mounted together with the
phase shifting and feeding circuitry to scan the beam in
the elevation direction. Designed for operation at 1.5 GHz,
the array, including the radome, is 3.6 mm thick. Element
phasing was optimized for maximum multipath rejection
at low scan angles and to account for the curvature of the
mounting surface. Each element was pointed in a different
direction and has an inherent phase error relative to the
center elements. A digital computer was used to determine
how the design parameters actually affect the perfor-
mance of the array. The spacing of the array elements
must be greater than 0.32l (in free space) because the
physical size of the radiating element on Teflon fiberglass
requires thin space. The spacing required to prevent the
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Figure 15. Microstrip wraparound antenna. (After Ref. 30.)
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formation of grating lobes is given by

D�
l

1þ sin y
ð8Þ

where D is the separation distance between the patch el-
ement, l is the wavelength in free space, and y is the
maximum beamsteering angle. For a 501 maximum steer-
ing angle, D must be less than 0.57l.

2.5. Concentric Microstrip Ring Arrays

Bhattacharyya and Garg [36] describe the design of a con-
centric annular ring microstrip antenna array that can be
excited by means of a single feed by interconnecting two
consecutive rings with an impedance transformer. The
feasibility of such an antenna is based on the observation
that annular rings with different mean radii can be de-
signed to resonate at the same frequency for the TM12

mode. An impedance bandwidth of about 5% for VSWR�2
has been reported in Ref. 36. It has been found possible to
control the principal plane patterns for concentric arrays
independently of each other by appropriately designing
the feed system.

Saha-Misra and Chowdhury [37] describe electromag-
netically fed concentric microstrip ring arrays using the
log-periodic principle that have been reported to have in-
creased impedance and radiation pattern bandwidths.
Specifically, circular, square, and triangular concentric
rings have been investigated. Generally, these antennas
work at multiple bands of frequencies with some bands
having larger bandwidths than standard microstrip an-
tennas. With a nonuniformly spaced concentric annular
ring array, almost 20% bandwidth for VSWR� 2 has been
reported. A planar, wideband feed for a slot spiral antenna
has been described by Nurnberger and Volakis [38]. The
antenna has been developed for operation at very high
frequency (VHF) frequencies. In contrast to most tradi-
tional printed spiral antenna designs, the one reported in
Ref. 38 incorporates a completely planar spiral microstrip
balun feed, thereby making it attractive for a variety of
conformal applications.

3. CONFORMAL ARRAYS

Antenna arrays conforming to a nonplanar surface are
suitable and may even be a requirement for a number of
applications. For example, phased arrays of flush-mounted
elements conformally mounted on the surface of an air-
craft or missile reduce the aerodynamic drag and hence
are preferable. Also, in some cases a nonplanar array sur-
face may provide some natural advantage for broad-beam
coverage in space. Spherical, cylindrical, and conical
arrays have been developed for ground, airborne, and mis-
sile applications. We shall consider here the class of con-
formal arrays where the radiating surface is nonplanar
with a radius of curvature large compared to the operating
wavelength. Conformal arrays that are highly curved are
generally difficult to design because of the following
reason [1,3,4,8]:

1. Array elements point in different directions, and so
it is often necessary to switch off those elements that
radiate primarily away from the desired direction of
radiation. This, in turn, requires more sophisticated
switching mechanisms for activation of elements.

2. The fact that element patterns cannot be factored
out of the total radiation pattern makes the analysis
and synthesis of such antennas more complicated.

3. Mutual coupling effects can be very severe and dif-
ficult to ascertain.

4. Nonplanar arrangement of elements may give rise
to severe cross-polarization effects.

3.1. Spherical Arrays

Certain applications require phased arrays capable of
steering the beam over a complete hemisphere. For this
requirement a spherical array surface seems to provide
some natural advantage for beam steering. Schrank [39]
discusses the manner in which an array of radiating ele-
ments placed on a sphere provides a natural configuration
for obtaining hemispherical coverage with nearly identical
highly directive beams. A spherical phased array consist-
ing of circularly polarized flat spiral antenna elements has
been developed by Sengupta et al. [40,41]. Theoretical de-
sign and other considerations are given in Ref. 42, and
experimental fabrication and results are given in Ref. 41.
As described in Ref. 40, a special element distribution was
obtained from the consideration of icosahedron geometry
resulting in a best possible uniformity of element spacing.
It was found that the array could operate with widely
spaced elements. The special element distribution devel-
oped for this purpose considerably suppressed the grating
lobes in the pattern and thereby made the array signifi-
cantly broadband. Figure 18 shows the icosahedron geom-
etry of element locations on a spherical surface. The choice
of circularly polarized elements made the antenna beam
retain its circular polarization fairly well over the entire
range of beam steering directions [39,40]. Experimental
results given in Ref. 41 demonstrate the capability of a
spherical array of 16 flat spiral antennas over a frequency
range of 0.6–3 GHz. The work reported in Ref. 41 used
manual control of phase and illuminated aperture area;
consequently, the results obtained were limited in scope.
However, with the availability of modern sophisticated

Figure 18. Icosahedron geometry of element locations. (After
Ref. 39.)

CONFORMAL ANTENNAS 757



computer control mechanisms, it seems that such spher-
ical arrays could provide almost complete hemispherical
phased coverage over a broad band.

3.2. Cylindrical Arrays

Conformal elements such as microstrips and slots arrayed
around the circumference of large metal cylinders have
been used to obtain omnidirectional pattern coverage.
Such coverage may also be obtained with the help of wrap-
around antenna, as discussed earlier. References 42–46
show that an array of slots equally spaced around the cir-
cumference of a cylinder can produce a pattern with very
low ripple. Croswell and Knop [43] have obtained exten-
sive numerical data using realistic patterns for slots
on perfectly conducting planes. In such arrays the design
parameters are the numbers of elements, radiating ele-
ments, and feed network. The number of elements is cho-
sen to provide a nearly omnidirectional pattern; the
minimum number of elements is determined by the
allowed amplitude ripple. The evaluation of the amplitude
ripple can be given in terms of the fluctuation, which is
defined as the ratio of maximum |F| to minimum |F|,
where F is the total far-field pattern of an S-element cir-
cular array and is given by [42]

F¼S
XN

n¼ 0

Anð�jÞn
dn

dzn

½J0ðzÞþ 2ðjÞSJSðzÞ cos Sj� ð9Þ

where JS(z) is the Bessel function of the first kind of order
S, z¼ k0a sin y; k0 is the free-space wavenumber; a is the
radius of the circular array; y,j are the usual coordinates;
the z axis is the axis of the cylinder; and N�S.

The preceding expression assumes that the single ele-
ment pattern f(j1) can be expressed by a Fourier cosine
series

f ðj0Þ ¼
X1

n¼ 0

An cosn j0 ð10Þ

A practical single-element pattern can be approximated
by

f ðj0Þ ¼

1þ cosj0=2
2

2þ 3 cosj0 þ cos 2j0

6

8
>><

>>:
ð11Þ

Pattern fluctuations as a function of size of cylinder and
number of elements for the preceding two single-element
patterns are given in Ref. 43. Cylindrical phased arrays,
where selected sections are illuminated to provide a beam
in a certain direction, are sometimes found advantageous
to use for some requirements. Sophisticated types of elec-
tronic switches for such circular arrays are based on a
concept originally proposed by Shelton [45] and developed
by Sheleg [46]. The antenna uses a Butler matrix-fed cir-
cular array with fixed phase shifters to execute current
modes around the array and variable phase shifters to
provide continuous scanning of the radiated beam over

3601. The operation was experimentally demonstrated
with a 32-dipole circular array.

The principles involved in scanning a multimode array
are readily seen by considering a continuous distribution
of current, as described by Sheleg [46]. Figure 19 shows
the configuration of a continuous cylindrical sheet of ver-
tical current elements around a vertical conducting cylin-
der of radius a. Referring to Fig. 19, consider a current
distribution I(a) to be the sum of a finite number of con-
tinuous current modes Inejna with �N�n�N. The radia-
tion pattern for I(a)¼ Inejna is then given by

EðjÞ¼
XN

n¼�N

Cneinj ð12Þ

where Cn are complex constants given by

Cn¼ 2pKjnInJn
2pa

l

� �
ð13Þ

where K is a constant, l is the wavelength of operation,
and Jn is the Bessel function defined earlier. If, in the an-
tenna being considered, it is desired that the pattern mode
be equal in magnitude and be in phase at j¼ 0, the exci-
tation of the current modes must be

In¼
1

2pKjnJn
2pa

l

� � ð14Þ

Under this condition, the radiation pattern is given by

EðjÞ¼
XN

n¼�N

ejnj¼ sin

2Nþ 1

2
j

� �

sin
j
2

ð15Þ

If the phase difference between the adjacent modes is
j0 (i.e., multiply In by e� jnj], the resultant radiation
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Figure 19. Coordinates for continuous cylindrical sheet of verti-
cal current elements.
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pattern is

EðjÞ¼
sin½ð2Nþ 1Þðj� j0Þ=2�

sin½ðj� j0Þ=2�
ð16Þ

which indicates a beam in the j0 direction. As described
by Sheleg [46], it was possible to excite simultaneously
and independently all the modes both positive and nega-
tive n, from 0 to N/2, by connecting a single ring on N
elements to the outputs of a Butler matrix. A schematic
diagram of a scanning multimode array is shown in
Fig. 20. The desired phase and amplitude distribution is
established over the inputs of the Butler matrix by fixed
phase shifts and a corporate structure. Once the pencil-
beam pattern is formed at some azimuth angle, it is
scanned just as in a linear array; the mode amplitudes
are held fixed and a linear phase progression is set up on
the mode inputs by operating the variable phase shifters.

3.3. Conical Array

Kummer [1] discusses a number of difficulties associated
with antenna pattern synthesis utilizing conical surfaces.
An array on a conical surface generally looks different at
different aspect angles; also, the geometry is such that all
elements do not contribute equally to the main beam di-
rection, thereby causing cross-polarization problems. In
spite of this, for their obvious applications to missile and
other similar vehicles, conical arrays have been consid-
ered for conformal array development. Theoretical and
experimental investigations of various aspects of conical
arrays are discussed in Refs. 15, 47, and 48. The experi-
mental studies of Munger et al. [48] provide some data on
the characteristics of several conical arrays. Balzano and
Dowling [47] developed an effective method to evaluate
the pattern of elements in a conical array. The method
takes into account the mutual coupling between array

elements and aperture matching conditions. By properly
matching the array aperture, the radiation in a certain
direction can be substantially increased, thus allowing the
designer to meet specific design goals in the application of
conical arrays to airborne or missileborne systems. More-
over, it has been shown that in some cases, the element
pattern can be approximated by much simpler planar and
cylindrical models.
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CONFORMAL MAPPING TECHNIQUES
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1. INTRODUCTION

Conformal mapping (MP) is the transformation of a region
defined in a complex plane to a distinct region in the ref-
erence plane of another complex variable by using a prop-
er transformation function. Since 1867, conformal
mapping techniques (CMTs) have been used by many
mathematicians and engineers. Many engineering appli-
cations such as boundary value problems and electromag-
netic field problems in which the components of the fields
are confined in a defined plane can be tackled by using
CMTs. Here the crucial point is that a complex and cum-
bersome structure can be transformed into a simpler and
well-known one. When the transformation is done, an im-
portant characteristic is retained: the angle between lines
of flux and equipotential lines or transversity of fields (e.g.,
electric and magnetic fields). Also, there is a wide area for
CMT applications such as heat, fluid flow problems, and
electromagnetic problems. According to the known gener-
al literature as reviewed in detail by Schinzinger [1].
Routh [2] has transformed vibrating membrane structure
into simpler configurations, and in 1900. Carter [3] pub-
lished a note on airgap and interpolar induction as the
first application of conformal mapping to a real engineer-
ing problem. After then, usage of CMTs began to spread in
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very large areas such as wave propagation between irreg-
ular boundaries [4–7], acoustic channels [8], radio propa-
gation around Earth [9,10], reflection from waveguide
corners [11], calculation of quasistatic parameters of co-
planar striplines, coplanar waveguides, and microstrip
lines, electrooptical applications, and also resonance fre-
quency calculations of microstrip patch antennas and res-
onators [12–34].

Potential and flux functions are defined below with re-
lated mathematical equations, followed by a detailed def-
inition and discussion of the basic properties of conformal
mapping.

In Section 4, the Schwarz–Christoffel transformation,
which is used widely for quasistatic models, is defined.
Finally, examples of CM applications in electromagnetic
problems are illustrated and explained.

2. POTENTIAL FUNCTION AND FLUX FUNCTION AS
CONJUGATE FUNCTIONS

The basic mathematical definitions are presented below in
order to introduce the potential function and the flux
function as conjugate functions.

If two complex numbers are considered

z¼ xþ jy

r¼ x� jy

ð1Þ

where

j¼
ffiffiffiffiffiffiffi
�1
p

it is very simple to show that z and r satisfy Laplace equa-
tion. The real parts and the imaginary parts of these num-
bers satisfy the Laplace equation.

If F¼uþ jv is a function of z¼ xþ jy as

F¼Gðxþ jyÞ

F¼GðzÞ

ð2Þ

This can be rewritten as

@F

@x
¼
@GðzÞ

@z

@z

@x

@F

@x
¼G0ðzÞ

ð3Þ

Then

@2F

@x2
¼G00ðzÞ ð4Þ

and for the imaginary part

@F

@y
¼
@GðzÞ

@z

@z

@y

@F

@y
¼ jG0ðzÞ

ð5Þ

and

@2F

@y2
¼ j

@G0ðzÞ

@z

@z

@y

@2F

@y2
¼ j2

@G0ðzÞ

@z

@2F

@y2
¼ �G00ðzÞ

ð6Þ

From Eqs. (4) and (6) one can obtain

@2F

@x2
þ
@2F

@y2
¼0 ð7Þ

Examination of these in terms of u and v yields

@2F

@x2
¼
@2u

@x2
þ j

@2v

@x2
ð8Þ

and

@2F

@y2
¼
@2u

@y2
þ j

@2v

@y2
ð9Þ

If Eqs. (8) and (9) are summed, and using Eq. (7), the
following equation is obtained:

@2u

@x2
þ
@2u

@y2
þ j

@2v

@x2
þ
@2v

@y2

� �
¼ 0 ð10Þ

Equation (10) shows that

@2u

@x2
þ
@2u

@y2
¼ 0 ð11Þ

and

@2v

@x2
þ
@2v

@y2
¼ 0 ð12Þ

From these equations it can be seen that real and imag-
inary parts of any function of a complex variable xþ jy
satisfy Laplace’s equation.

Briefly, if F is a function of z where F¼uþ jv and z¼ x
þ jy, this leads to

r2u¼ 0; r2v¼ 0 ð13Þ

where u is the potential function and the conjugate func-
tion v is the flux function.
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The relations between potential and flux functions,
known as the Cauchy—Riemann equations, are very
important.

Again

F¼uþ jv ðF¼GðzÞÞ

z¼ xþ jy

and

@F

@x
¼
@u

@x
þ j

@v

@x
ð14Þ

Also, one can write

@F

@x
¼
@GðzÞ

@z

@z

@x

@F

@x
¼
@GðzÞ

@z

ð15Þ

from which

@u

@x
þ j

@v

@x
¼
@GðzÞ

@z
ð16Þ

and

@F

@y
¼
@u

@y
þ j

@v

@y

@F

@y
¼
@GðzÞ

@z

@z

@y

@F

@y
¼ j

@GðzÞ

@z

so

@u

@y
þ j

@v

@y
¼ j

@GðzÞ

@z
ð17Þ

If Eq. (17) is multiplied by j and then summed with
Eq. (16), the following equation is obtained:

@u

@x
�
@v

@y

� �
þ j

@u

@y
þ
@v

@x

� �
¼ 0 ð18Þ

Then

@u

@x
¼
@v

@y
ð19Þ

@v

@x
¼ �

@u

@y
ð20Þ

Equations (19) and (20) are Cauchy–Riemann equations.
It must be emphasized that these equations are crucial
points of conjugate functions.

3. CONFORMAL MAPPING

After explaining the conjugate functions for CM, we can
now define conformal mapping. Kreyszig [35] defined CM
as ‘‘The mapping defined by an analytic function f(z) is
conformal, except at critical points, that is, points at which
the derivative f(z) is zero.’’ In other words, if the function is
analytic at point z and f(z)¼df/dz a0, then the transfor-
mation is said to be conformal. The most important prop-
erty of CM is illustrated in Fig. 1.

As seen in Fig. 1, following CM, curves 1 and 2 form the
same angle c, the angle between their oriented tangents
at the intersection point. Note that this is the same angle
in both magnitude and direction. One also determine
whether a mapping function is analytic using the
Cauchy–Riemann equations. If these equations [(19) and
(20)] are satisfied by a complex function, this complex
function is analytic.

As mentioned in Ref. 1 for CM, scaled factors must be
taken into account. For this case, examination of infini-
tesimal displacements between p and w planes, where
p¼ xþ jy and w¼f þ jy, will be beneficial:

df$ dlf or dlf¼hfðf; yÞdf ð21Þ

dy$ dly or dly¼hyðf; yÞdy ð22Þ

For the static case we can use constant lines F and V (see
Fig. 2) as flux lines and equipotentials, and for wave prop-
agation E and H fields can be parallel to these constant
lines. As shown in Ref. 1 for relating curl and divergence
between planes p and w, regardless of time, the curvilin-
ear squares are helpful. So in p plane dlf dly is written as
df dy, where dlf¼dly¼dp=

ffiffiffi
2
p

and df¼dy¼dw=
ffiffiffi
2
p

:

hf¼
dlf
df

����

����¼hy¼
dly
dy

����

����¼h¼
dp

dw

����

���� ð23Þ

Here h is a function of p or w and h can be written as

h¼
dp

dw

����

����¼ g0w�pðwÞ
���

��� ð24Þ

1

h
¼

dw

dp

����

����¼ g0p�wðpÞ
���

��� ð25Þ

It must be noted that CM requires that scaling factors be
equal in all directions because of the Cauchy–Riemann

  
 �

�

Curve 1

Curve 2 Curve 1*

Curve 2*

Figure 1. Conformal mapping for curves 1 and 2 and their
images after transformation.
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equations. In order to obtain equal scaling factors in all
directions, m is introduced instead of h as in Ref. 1. For
instance, transformation from the Cartesian coordinates
to the cylindrical coordinates r, f, z (not the same as f
with w¼fþ jy plane) is x¼ r cos f y¼ r sin f z¼ z
hr, hf, and hz are expressed as hr¼ 1, hf¼ r and hz¼ 1.
Now, let’s write mr, mf, and mz such that m directly as-
signs for df a factor 1/r:

mr¼hr; mf¼
hf

r

mz¼hz

ð26Þ

If axially uniform configuration is taken into account, then

mz¼ 1 ð27Þ

and

mr¼mf¼m ð28Þ

This is also the general case for any coordinate transfor-
mations in CM. This generalization is shown in Table 1.

If Table 1 is examined carefully, an important point is
seen, namely, that the field components can be rearranged
as follows after transformation:

Ef¼mEx; Hf¼mHx

Ey¼mEZ; Hy¼mHZ

ð29Þ

where f¼ x, y¼ Z, and q¼ B. It is understood (see Fig. 3)
that the effect of transformation has been reflected to
fields and a new set of coordinates have been formed as
f, y, q. As demonstrated in Ref. 1, the new medium ob-
tained has characteristics s, m, and e that remain un-
changed in the w plane, but along the z direction they are
seen as (see also Table 1)

sz¼m2s; mz¼m2m; ez¼m2ez ð30Þ

On the basis of this equation, the new medium introduced
is anisotropic. Moreover, it can be inhomogeneous if m is a
function of coordinates [m(x,y) or m(f,y)]. Some complexities
occur because for this reason. These complexities can be
resolved by simplification of the boundary. In addition,

y
F1

V1

V2

p = x + jy

x

z = gw−p (w)

w = gp−w (p)

F2 F1

V1

V2

F2

dw

dp

dl�

�

dl�

d�

w = � + i�

d�

�
Figure 2. Transformation between p and w

planes.

Table 1. Field Equations

Equation p Plane, with x, y, z as Coordinates w Plane, with x, Z, z as coordinates

Metric coefficient mx¼1 mx¼m

my¼1 mZ¼m

mz¼1 mz¼1
r� �EE @Ez

@y
�
@Ey

@z
¼ � m

@Hx

@t

@Ez

@Z
�
@ðmEZÞ

@B
¼ � mm

@Hx

@t
@Ex

@z
�
@Ez

@x
¼ � m

@Hy

@t

@ðmExÞ

@B
�
@EB

@x
¼ � mm

@HZ

@t
@Ey

@x
�
@Ex

@y
¼ � m

@Hz

@t

@ðmEZÞ

@x
�
@ðmExÞ

@Z
¼ � mm2 @HB

@t
r� �HH @Hz

@y
�
@Hy

@z
¼s Exþ e

@Ex

@t

@Hz

@Z
�
@ðmHZÞ

@B
¼s mExþ em

@Ex

@t
@Hx

@z
�
@Hz

@x
¼sEyþ e

@Ey

@t

@ðmHxÞ

@B
�
@HB

@x
¼smEZþ em

@EZ

@t
@Hy

@x
�
@Hx

@y
¼sEzþ e

@Ez

@t

@ðmHZÞ

@x
�
@ðmHxÞ

@Z
¼sm2EBþ em2 @EB

@t
r 	 �DD

e
@Ex

@x
þ e

@Ey

@y
þ e

@Ez

@z
¼0 e

@ðmEx Þ

@x
þ e

@ðmEZÞ

@Z
þ em2 @EB

@B
¼0

r 	 �BB
m
@Hx

@x
þm

@Hy

@y
þm

@Hz

@z
¼0 m

@ðmHx Þ

@x
þm

@ðmHZÞ

@Z
þmm2 @HB

@B
¼0

Source: Ref. 1.
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depending on the features of m, some approximations can
be used in many applications.

If wave propagation is considered, one can write again
the equations in phasor form as shown in Table 1. They
can also written for TE, TM, and TEM cases. Table 2
shows these equations and also includes wave equations.

If Table 2 is examined carefully, the vanishing anisot-
ropy (note that there is no change along the z direction)
can be seen, and this leads to a simplification.

In many problems the main purpose is to find the char-
acteristic impedance of a transmission line or propagation
constant. For these cases, application of local boundary
conditions will be adequate. There is no need to obtain the
entire solution for the wave propagation. As is known, m is
generally variable but an effective m can be used in such
problems.

4. SCHWARZ–CHRISTOFFEL TRANSFORMATION

The Schwarz–Christoffel transformation opens out the in-
terior of a polygon in a defined plane into half of another
plane, obtaining a simpler structure with a known solu-
tion. It’s a powerful method and is often used in transmis-
sion-line problems (coplanar stripline and waveguide).
This method involves a procedure between two structures

(the original structure and a transformed simpler one) in
order to obtain the transformation equation. As shown in
Fig. 4, the polygon has been opened between points A and
B. One must note that the opening point is not one of the
corners. If opening is required at a corner, then this corner
is not taken into account for transformation. Here, the
conformal transformation equation is

w¼ f ðzÞ ð31Þ

The transformation equation is obtained by using the
well-known relation [36]

dw

dz
¼Mðz� x1Þ

ða1=pÞ�1

ðz� x2Þ
ða2=pÞ�1

ðz� x3Þ
ða3=pÞ�1

� � �

ð32aÞ

where M is a complex constant, xn are real number rep-
resenting points on the x axis of the z plane in Fig. 4b and
satisfying x1ox2o?oxN�1oxN, and aN are interior an-
gles of the polygon in Fig. 4a. Note that the number of
factors must be equal to the number of sides of the polygon
plus constant M (as a factor). Integrating Eq. (32a) with

y

p w

�

�

�

�x
Figure 3. Demonstration of changing fields
and coordinates after transformation.

Table 2. Basic Equations for Propagating Wave in Transformed Planea

TM Wave TE Wave TEM Wave

Ez¼Hf¼Hy¼0 Hz¼Ef¼Ey¼0 Hf¼Ef¼0

@Hz

@y
¼ðsþ jweÞEf @Ez

@y
¼ � jwmHf

@Ez

@y
¼0

@Hz

@y
¼0

@Hz

@f
¼ � ðsþ jweÞEy @Ez

@f
¼ jwmHf

@Ez

@f
¼ jwmHf

@Hz

@f
¼ � ðsþ jweÞEy

@Ef

@f
þ
@Ey

@y
¼0 @Hf

@f
þ
@Hy

@y
¼0

@Ey

@y
¼0

@Hy

@y
¼0

@Ey

@f
�
@Ef

@y
¼ � jwmm2Hz @Hy

@f
�
@Hf

@y
¼ðsþ jweÞm2Ez

@Ey

@f
¼ � jwmm2Hz

@Hy

@f
¼ðsþ jweÞm2Ez

Wave equation: Wave equation: Wave equation:

@2Hz

@f2
þ
@2Hz

@y2
� jwmðsþ jweÞm2Hz¼0 @2Ez

@f2
þ
@2Ez

@y2
� jwmðsþ jweÞm2Ez¼0

@2Hz

@f2
� jwmðsþ jweÞm2Hz¼0

m¼mðf; yÞ m¼mðf; yÞ m¼ðf; yÞ

Source: Ref. 1.
aWith no variation in z plane.
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respect to z gives

w¼ f zð Þ

¼M

Z YN

n¼ 1

ðz� x1Þ
ðan=p�1ÞdzþQ

ð32bÞ

where Q is an arbitrary constant. It determines the posi-
tion of the polygon in the w plane. This mapping is known
as the Schwarz–Christoffel transformation. Briefly, as
seen from Fig. 4, the interior region of the polygon in the
z plane is transformed into the upper half-plane in the p
plane. Afterward, using another transformation, the sim-
pler structure can be obtained.

5. APPLICATIONS OF CM

Some CM applications in electromagnetic problems are
given below, such as effective resistance calculation, cal-
culation of quasistatic parameters of asymmetric coplanar
waveguide, elliptical and cylindrical striplines, calculation
of resonant frequency of rectangular patch antennas,
Earth-flattening procedures for radiowave propagation,
and, finally, bent rectangular waveguides.

5.1. Effective Resistance Calculation of a Current Path
between Two Planar Electrodes

In the example given by Gibbs [36], two electrodes are
semiinfinite (longitudinally). Also, between these elec-
trodes there exists a known voltage value. Here the prob-
lem is to find the effective resistance of the current path
per unit length. This problem is illustrated in Fig. 5.

After transformation the region shown in Fig. 6 is ob-
tained. The points a0, b0, c0, and d0 are obtained via the
Schwarz–Christoffel transformation relation

dw

dz
¼Mðz� aÞ

aa0

pð Þ�1

� ðz� 1Þ
ab0
pð Þ�1

� ðzþ1Þ
ac0

pð Þ�1

� ðz� dÞ
ad0

pð Þ�1

ð33Þ

where

d¼ � a and a¼
1

k

aa0 ¼ ab0 ¼ ac0 ¼ ad0 ¼
p
2

ð34Þ

so

dw

dz
¼Mðz� aÞ�ð1=2Þ

� ðz� 1Þ�ð1=2Þ

� ðzþ 1Þ�ð1=2Þ

� ðzþaÞ�ð1=2Þ

ð35Þ

and

w¼M

Z
dz

ðz2 � 1Þ1=2ðz2 � a2Þ
1=2

ð36Þ

jv

jy

x = ±∞

x = −∞ x = +∞

�1

�2

x1

a d cO b

x4x2 x3

�3

�4

A

B
D

C w-plane

z-plane

(a)

(b)

u

x

Figure 4. The Schwarz–Christoffel transformation, (a) polygon
in w plane; (b) transformed structure in z plane.

jy

z-plane

x

abcd

−1/k −1 1 1/k

O

Figure 5. Cross-sectional view of semiinfinite conductors in
z plane.

d′
jv

w-plane

w = K
u

w = −K

w = −K+jK′ w = K+jK′

a′

b′c′ O

Figure 6. Mapping of electrodes using the Schwarz–Christoffel
transformation.
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Then, letting k¼ 1/a, the integral can be formed as follows

w¼C

Z
dz

ð1� z2Þ
1=2
ð1� k2z2Þ

1=2
ð37Þ

where C¼ � kM. Equation (37) is the elliptic integral.
From definition of the complete elliptic integral and its
complementary value, the following equations can formu-
lated:

At

b0 w¼

Z 1

0

dz

ð1� z2Þ
1=2
ð1� k2z2Þ

1=2
¼K

At

a0 w¼

Z 1=k

0

dz

ð1� z2Þ
1=2
ð1� k2z2Þ

1=2

w¼

Z 1

0

dz

ð1� z2Þ
1=2
ð1� k2z2Þ

1=2

þ j

Z 1=k

1

dz

jð1� z2Þ
1=2
ð1� k2z2Þ

1=2

ð38Þ

w¼K þ jK 0

Also, points c0 and d0 can be expressed as

w¼ �K for c0

w¼ �K þ jK 0 for d0
ð39Þ

If points a, b, c, and d are chosen as a¼ 2, b¼ 1, c¼ � 1,
and d¼ � 2, then, from 1/k¼ 2, we see that k is equal
to 0.5.

In the w plane the resistance between |b0a0| and |c0d0|
per unit length is

R¼ r
c0b0j j

b0a0j j
ðOÞ ð40Þ

The effective resistance between electrodes is invariant
under CM, so

R¼ r
c0b0j j

b0a0j j

R¼ r
2K

K 0
ðOÞ

ð41Þ

where K is the complete elliptic integral of first kind and
K0 is complementary to K. For k¼ 0.5, we obtain

R¼1:56� rðOÞ ð42Þ

The application of CM has been shown above for the
calculation of effective resistance.

5.2. Calculations of quasistatic parameters of asymmetric
coplanar waveguide

In this section we consider another example, which has
been studied via the quasi-TEM approximation [24]. In
this study, the characteristic impedance and the effective
permittivity relations of ACPW (asymmetric coplanar
waveguide) have been derived by the authors. The cross
section of ACPW is shown in Figs. 7 and 8.

In Fig. 7 dielectric–air interfaces are assumed to be
magnetic walls. Figure 8 shows a detailed version of Fig. 7
(coordinates have been defined).

Using the method of superposition of partial capaci-
tances, analytical expressions for the total line capaci-
tance C, the characteristic impedance Z0, and the effective
dielectric constant eeff of quasi-TEM lines can be obtained.
We can begin with calculation of total capacitance per unit
length:

C¼CaþCd

¼Caþ erC0er

¼ ðCaþC0er Þþ er C0er � C0er

¼C0þC0er ðer � 1Þ

ð43Þ

Here, Ca is the air capacitance, Cd refers to capacitance of
the dielectric part, C0er refers to capacitance of the dielec-
tric part without substrate, and C0 refers to summation of
capacitances Ca and C0er. Now we can calculate C0 by first
transforming the upper half-plane of Fig. 8 into the rect-
angular region as shown in Fig. 9. This mapping was done
by the Schwarz–Christoffel transformation, the integral
equation of which is

W¼

Z t

t0

dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðt� t1Þðt� t2Þðt� t3Þðt� t4Þ

p ð44Þ

h

g2 g1

Magnetic walls

w

�r

Figure 7. The original ACPW.

Im (t)

Re (t)

E

HG

F

t1 t2 t3 t4 ∞− ∞ 0

I

A B C D
�r

Figure 8. Cross section of the original ACPW in t plane.
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Then C0 is given by

C0¼ 2e0
Kðk0Þ

Kðk00Þ
ð45Þ

and

k0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðg1þ g2Þ=w

� �

1þ ðg1=wÞ
� �

1þðg2=wÞ
� �

s

ð46Þ

As a second step, the calculation of the dielectric capaci-
tance is given.

Since the dielectric part of the structure is finite, we
first transform the dielectric region (shaded area) in Fig. 8
is transformed into the lower-half region of Fig. 10 using
the mapping function

z¼ sinh
pt

2h

� �
ð47Þ

We can then transform the lower half-plane shown
in Fig. 10 into the parallel-plate capacitor using the
Schwarz–Christoffel transformation in the same way

as we did earlier. The integral equation for this transfor-
mation is

w¼

Z z

z0

dzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz� z1Þðz� z2Þðz� z3Þðz� z4Þ

p ð48Þ

Then

C0er
¼ e0

KðkdÞ

Kðk0dÞ
ð49Þ

where

kd¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðG1þG2Þ=W

ð1þG1=WÞð1þG2=WÞ

s

ð50Þ

and

W¼ sinh
pw

4h

� 	

G1¼ sinh
pðwþ 2g1Þ

4h

� �

G2¼ sinh
pðwþ 2g2Þ

4h

� �
ð51Þ

Now, the total line capacitance relation per unit length
can be written

C¼C0þC0er ðer � 1Þ

C¼ 2e0
Kðk0Þ

Kðk00Þ
þ e0ðer � 1Þ

KðkdÞ

Kðk0dÞ

ð52Þ

and the effective permittivity is given by

eeff ¼
C

C0
¼ 1þ

er � 1

2

KðkdÞ

Kðk0dÞ

Kðk00Þ

Kðk0Þ
ð53Þ

and as seen from Eq. (53), the filling factor is

q¼
KðkdÞ

Kðk0dÞ

Kðk00Þ

Kðk0Þ
ð54Þ

Also, the characteristic impedance can be calculated easily
by using the quasistatic approximation as follows:

Z0¼
60p
ffiffiffiffiffiffiffieeff
p

Kðk00Þ

Kðk0Þ
ð55Þ

One must note that the quasi-TEM approximation is valid
only at low frequencies. But, because of their dispersion
characteristics, CPWs and CPSs with cross-sectional di-
mensions that do not exceed the substrate thickness are
slightly sensitive to changes in frequency for almost the
entire microwave region.

Thus, the accuracy of this method shows good agree-
ment with other methods and experimental results that

Im (W)

B

W (plane)

Re (W)A

C

D

Figure 9. Transformation into a parallel-plate capacitor.

F E

z-plane

Re (z)

Im (z)

z1−∞ ∞z2 0
z3 z4

G, H

A
�r

B C D
I

Figure 10. Intermediate mapping for the dielectric region (into z

plane).
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are available in the literature. The results can be seen in
Table 3.

Having completed these basic planar problems, we now
study more complicated geometries such as elliptical and
cylindrical transmission lines.

5.3. Calculations of Quasistatic Parameters of Elliptical,
Cylindrical, and Asymmetrical Coplanar Striplines

In Fig. 11, a cross section of an elliptical coplanar stripline
(ECPS) with infinitely small arc strips on the outer sur-
face of a dielectric substrate (having relative dielectric er)
is shown. As seen, the two ellipses are given as confocal.
Semi–major and semi–minor axes of the elliptical cylin-
ders are a1, a2, b1, and b2, respectively.

The focal distance of the two confocal elliptic cylinders
is given as follows:

c¼ ½a2
1 � b2

1�
1=2¼ ½a2

2 � b2
2�

1=2 ð56Þ

In order to transform the ECPS in the x plane in Fig. 11
into a cylindrical coplanar stripline (CCPS) in the z plane
as shown in Fig. 12, the following formula is used:

z¼
1

c
ðx


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2
� c2

q
Þ ð57Þ

The radii of the cylindrical structure in Fig. 12 are

r1¼
a1þ b1

a1 � b1

� �1
2
; r2¼

a2þ b2

a2 � b2

� �1
2

ð58Þ

By using the mapping function

u¼ j ln
z

r2
þ

p
2

ð59Þ

the CCPS is transformed into the asymmetric coplanar
striplines (ACPS) with a finite-boundary dielectric sub-
strate on the u plane as seen in Fig. 13.

After the finite boundary substrate ACPS is obtained as
shown in Fig. 13, the total capacitance per unit length of
this structure is equal to the sum of the free-space capac-
itance C0 after replacing the dielectric substrate by air
and the capacitance Cd of the substrate having dielectric
constant (er� 1) as done in the previous example. Thus,
the structure without the substrate in Fig. 13 is trans-
formed into the rectangular region in Fig. 14 using the

Table 3. Comparison of Characteristic Impedance (in X) Resultsa

Cross Section Dimensions Calculated Measured

ACPW w (mm) g1 (mm) g2 (mm) Ref. 24 Ref. 15 Ref. 15

1 747 123 1060 51.77 51.78 51.5
2 737 257 991 59.88 59.88 57.5
3 735 356 843 62.96 62.96 61.1
4 1250 196 1756 53.51 53.53 52.0
5 1248 406 1548 62.37 62.38 62.4
6 1244 575 1386 67.16 67.17 66.3

Source: Ref. 24.
aObtained in Refs. 15 and 24, where er¼ 9.9 and h¼ 635 mm.

Im(ς)

Re(ς)
a2

b2

0

�1�2

a1

b1

�r

� �

Figure 11. Cross-sectional illustration of ECPS.

� �
�1

Im (z)

Re (z)

0
r1

r2 �r

�2

Figure 12. Cross-sectional illustration of CCPS.
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Schwarz–Christoffel transformation as given in Ref. 26.
Here

W¼

Z u

u0

duffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu� u3Þðu� u4Þðu� u5Þðu� u6Þ

p ð60Þ

C0¼ 2e0
Kðk

0

0Þ

Kð0Þ
ð61Þ

and modular k0 can be written as

k0¼
2sð2sþw1þw2Þ

ð2sþw1Þð2sþw2Þ

� �1
2

ð62Þ

K(k0) is the complete elliptic integral of the first kind with
modulus k0 and k0

0

¼ (1�k0
2)1/2.

In order to compute the dielectric capacitance Cd, the
dielectric region in Fig. 13 is first transformed into the
lower-half region in Fig. 15 by using the mapping function
as seen in Ref. 26:

t¼ sn ðKðkÞ=pÞm; k
 �

ð63Þ

Then, the structure obtained in Fig. 15 is again mapped
into the rectangular region in Fig. 14 using the Schwarz–
Christoffel transformation

W¼

Z t

t0

dtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðt� t3Þðt� t4Þðt� t5Þðt� t6Þ

p ð64aÞ

where

t3¼ stþwt2; t4¼ st

t5¼ � st; t6¼ � st �wt1

ð64bÞ

So

Cd¼ e0ðer � 1Þ
Kðk

0

dÞ

KðkdÞ
ð65Þ

where

kd¼
2t4ðt3 � t6Þ

ðt3þ t4Þðt4 � t6Þ

� �1
2

ð66aÞ

and

t3¼ stþwt2; t4¼ st

t6¼ � st �wt1

ð66bÞ

After this, the total line capacitance C and the
characteristic impedance Z0 per unit length can be

1

234567

8

h

w2 S S

Im (u)

Re (u)

−jln(r1/r2)

w1

− � �

Figure 13. Cross-sectional illustration of ACPS.

Im(w)

3

54

6

Re(w)

Figure 14. Transformation into a parallel-plate capacitor.

Re(t)

Im(t)

Wt2

12367 458

Wt1St St

−∞ ∞

Figure 15. The intermediate transformation for the dielectric
region.
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obtained as

C¼ 2e0eeff
Kðk

0

0Þ

Kðk0Þ
ð67Þ

Z0¼
60p
ffiffiffiffiffiffiffi
eeff
p

Kðk0Þ

Kðk
0

0Þ
ð68Þ

where the effective permittivity eeff is given by

eeff ¼ 1þ
er � 1

2

Kðk0Þ

Kðk
0

0Þ

Kðk
0

dÞ

KðkdÞ
ð69Þ

The formulation derived is used to see the effect of w, s, h
in the variation of eeff and Z0 of ECPS, CCPS, and ACPS.

Some results for the characteristic impedance and
the effective dielectric constants can be seen in Figs. 16a
and 16b, where finally, the variation of the characteristic
impedance and the effective dielectric constant with
respect to y1/(y1þ y2) is seen for ECPS and CCPS, respec-
tively.

5.4. Resonant Frequency Calculation of Rectangular Patch
Antennas with Multidielectric Layers

Zhong et al. [31] have reported that the longlasting prob-
lem of analyzing rectangular patch antennas with multi-
dielectric layers has been solved (for calculation of
resonant frequency) by CMT and the transmission-line
model. According to this approach, the microstrip patch
antenna is taken up as a microstrip line. In addition, when
the quasi-TEM wave propagates in this line, a quasistatic
value of ee of eeff (effective dielectric constant) can be ob-
tained by using CMT [31]. The rectangular patch is shown
in Fig. 17. Using the Wheeler transformation [32] the z
plane in Fig. 17 is mapped into Fig. 18.

After one transformation and approximation (shown in
Figs. 18 and 19, respectively), the quasistatic effective
permittivity is obtained as follows

ee¼ er1er2
ðq1þ q2Þ

2

er1q2þ er2q1

þ er3
ð1� q1 � q2Þ

2

er3ð1� q1 � q2 � q3Þþ q3

ð70Þ

where q1, q2, and q3 are the filling factors, which are de-
fined by the ratio of partial areas S1, S2, and S3 to the total
area Sc, respectively, as shown in Figs. 18 and 19.

These can be written for
w
h
12�1 (wide microstrip line) as

q1¼
S1

Sc
¼

h1

2h12
1þ

p
4
�

h12

we

�

� ln
2we

h1
sin

ph1

2h12

� ��

þ cos
ph1

2h12

� ���

ð71Þ

q2¼
S2

Sc
¼1� q1 �

h12

2we
ln

pwe

h12
� 1

� �
ð72Þ

q3¼
S3

Sc
¼ 1� q1 � q2 �

h12 � ve

2we

� ln
2we

2h13 � h12þ ve

. cos
pve

2h12

� �
þ sin

pve

2h12

� �� �

ð73Þ
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Figure 16. Z0 and eeff for ECPS and CCPS versus y1/(y1þ y2)
[er¼3.78, y2¼301, (a2þb2)/(a1þb1)¼3]: (a) characteristic impe-
dance; (b) effective dielectric constant (from Ref. 26).
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where the we (effective linewidth) and the quantity Ve are
given [32] by

we¼wþ
2h12

p
ln 17:08

w

2h12
þ 0:92

� �� �
ð74Þ

ve¼
2h12

p
tan�1 2p

pwe � 4h12
ðh13 � h12Þ

� �
ð75Þ

and eeff can be determined as mentioned by Zhong et al.
[31] by

eeff ¼ e0r �
e0r � ee

1þPðf Þ
ð76Þ

This last equation (76) has been developed for a micro-
strip line on one substrate, but here the multilayer line is

taken as a normal line having substrate with ee and equiv-
alent relative dielectric constant e0r. The relation between
ee and e0r is as below

ee¼
1

2
½e0rþ1þ ðe0r � 1Þ A� ð77Þ

A¼ 1þ
12h12

w

� ��ð1=2Þ
ð78Þ

and

e0r¼
2ee � 1þA

1þA
ð79Þ

and P (f), which depends on frequency, is given [33] as

Pðf Þ ¼P1P2 ð0:1844þP3P4Þ10fh12½ �
1:5763

ð80Þ

in which

P1¼ 0:27488

þ 0:6315þ
0:525

ð1þ 0:157fh12Þ
20

� �

�u0 � 0:065683 expð�8:7513u0Þ

P2¼ 0:33622 1� expð�0:03442e0rÞ
� �

P3¼ 0:0363 expð�4:6u0Þ

� 1� exp �
fh12

3:87

� �4:97
" #( )

P4¼ 1þ 2:751

� 1� exp �
er

15:916

� 	8
� �� �

ð81Þ

L

w

(a)

(b)

Im(z) z-plane

�r0 = 1

�r3

�r2
h13

h3

h2

h1

Re(z)h12�r1

Figure 17. The original structure: (a) top view; (b) cross-section-
al view (from Ref. 31).

w-plane

u

jv

h12
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0 ue we/2

S3 S2
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Figure 18. The boundary curves after transformation (from
Ref. 31).
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Figure 19. Approximation of the individual dielectric areas in
Fig. 18 (from Ref. 31).
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Eventually, the resonant frequency fr can be written as

fr¼
c

2 Lþ 2DLð Þ
ffiffiffiffiffiffiffi
eeff
p ð82Þ

Experimental and reported methods [31] are compared in
Table 4.

The comparison of results between calculation and
experiments indicates the evaluation accuracy of CMT
application in calculation of the resonance frequency.

5.5. The Earth-Flattening Procedures in Radiowave
Propagation via CMT

Another application of CM that has been used for Earth-
flattening procedures in radio propagation problems by
Richter [9] is discussed here. In this example wave propa-
gation along the spherical Earth is the main subject, but
Earth is assumed to be a cylinder; that is, Earth’s curvature
transverse to the direction of propagation can be
neglected. Also, it is mentioned in this article that this is
a frequently valid assumption in practice. The mapping
function for the cylinder can be applied to the spherical
geometry, thus significantly simplifying the differential
equations. Figures 20 and 21 illustrate this transformation.

Specifically, this mapping is the transformation from
the polar into the Cartesian coordinate system by

q¼ jb2 ln
p

b1

� �
or p¼ b1 exp �

jq

b2

� �
ð83Þ

where

j¼ �1½ �
1=2

; p¼ Be�jj; x¼ Bj ð84Þ

and

q¼ xþ jz ð85Þ

Then

z¼ b2 ln
z
b1

and x¼ b2j ð86Þ

For z¼a, z¼ 0, so b1¼a, and if z¼hþa for z¼h, then

b2¼
h

ln 1þ
h

a

� � ð87Þ

In Fig. 20 the p plane is considered as a Riemann surface
and its range is 0�j� 2p; in the q plane the range is
0� xo2pb2. The CM relation between p and q is

Fðx; zÞ¼
dz
dz
¼

dx
dx

ð88Þ

and

FðzÞ¼
a

h
ln 1þ

h

a

� �� �
1þ

h

a

� �z=h

ð89Þ

Here, it must be noted that F is only a function of z and is
independent of x. Therefore this case simplifies the solu-
tion for wave propagation.

Table 4. Comparison between Experimental Results and
Results of Present Method Where L¼33.25, h1¼0, h2¼3.18,
w¼32.25, er2¼ er3¼2.32

Cover Thickness h3

(mm)
Experiment fr

(GHz)
Calculated fr0

(GHz)

3.18 2.749 2.718
6.36 2.704 2.701
9.54 2.682 2.688
12.72 2.670 2.678

Source: Ref. 31.

h

a

	 

p-plane




�

Figure 20. Polar coordinate system (original structure) (from
Ref. 9).

z

h

x

q-plane

Figure 21. Cartesian coordinate system after transformation
(from Ref. 9).
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In Eq. (89) F(z) has been expanded for ðhaÞ{1 in Ref. 9 as
follows:

FðzÞ¼ 1þ
z

a
�

h

2a
ð90Þ

Now, TE and TM waves, which are guided by Earth, can
be examined by using CM. Here, Earth is assumed to be a
perfectly conducting cylinder surrounded by an isotropic,
nonconducting medium, and its permittivity e(z) is a func-
tion of only z.

5.5.1. TM Case. In p plane the (Fig. 20) one can express
the components of the TM wave as Ez;Ex and HZ and in
the q plane (Fig. 21) after transformation these compo-
nents can be written as Ez, Ex, and Hy, respectively. It
must be noted that the coordinates Z and y are perpendic-
ular to these planes (p plane and q planes, respectively).
The following partial-differential equation can be reached
using Maxwell equations for Ez;Ex;HZ:

F2ðzÞ¼ mðzÞ; eðzÞ¼ e0ðzÞ

HZ¼Hy; FðzÞEx¼Ex; FðzÞEz¼Ez

ð91Þ

Then

d2HyðzÞ

dz2
�

1

e0ðzÞ
de0ðzÞ

dz

dHyðzÞ

dz

þ ½b2
0e
0ðzÞF2ðzÞ � b2

� HyðzÞ¼ 0

ð92Þ

where

b¼
2p
l
; b2

0¼w2m0e0; and l¼wavelength ð93Þ

5.5.2. TE Case. The TE wave components are
Hz; Hx; and EZ in p plane and Hz; Hx; and Ey in the q
plane. Using the following relations for the TE wave

eðzÞ¼ e0ðzÞ; F2ðzÞ¼ e00ðzÞ

Ey¼EZ; Hx¼FðzÞHx; Hz¼FðzÞHz

ð94Þ

then similarly

d2EyðzÞ

dz2
þ ½b2

0e
0ðzÞF2ðzÞ � b2

�EyðzÞ¼ 0 ð95Þ

Equation (92) indicates that following transformation in
Fig. 21, the permeability mðzÞ¼K2ðzÞ and permittivity e0ðzÞ
are space-dependent.

Richter [9] has explained the meaning of K2ðzÞ, in
which the elements of volume of both systems are differ-
ent; however, the magnetic field strengths are equal.
Thus, there exists a fictitious permeability so that the to-
tal magnetic energy would be equal in both coordinate
systems. In addition, in Eq. (95) there is space-dependent
permittivity [i.e., e0ðzÞ . e00ðzÞ]. Here again, the reason is the

same as the previous one for introducing a fictitious per-
mittivity.

If Eqs. (92) and (95) are written in another form where

b¼ b0FðhÞ cos yh ð96Þ

then yh is the angle of the wave normal to the x axis at
height h. Therefore, Eqs. (92) and (95) can be written as
follows:

d2f

dz2
þB2

0t2f ¼ 0 ð97Þ

It must be noted that ejðzÞ is assumed to be a constant.
Here t is

t2¼F2ðzÞ �
b
b0

� �2

¼F2ðzÞ � F2ðhÞ cos2 yh

ð98Þ

Finally, the differential equations can be solved by using
different methods as mentioned in Ref. 9.

5.6. Bent Rectangular Waveguide

The procedure of analyzing bent rectangular waveguide
has been summarized [9] by using CM. The analyzed
waveguide geometry in z¼ xþ jy plane is seen in Fig. 22.
As mentioned in this article, in one case the wave travels
in the plane of irregularity. The transformed structure in
the w¼uþ jv plane is shown in Fig. 23.

The wave equation in the transformed plane is

@2Q

@u2
þ
@2Q

@v2
þm2k2Q¼ 0 ð99Þ

where Q represents the electrical or magnetic components
of the wave and the metric coefficient m (see Section 3) is

m¼ 1þ gðu; vÞ¼ f 0ðuþ jvÞ
�� ��2p2=b2

1þ gðu; vÞ¼ cosh uþ cos v½ �
2a cosh ðu� tÞ½ �

�a

� cosh ðuþ tÞ � cos y½ �
�a

ð100Þ

N5 = ∞e j (�−2�)

N3 = ∞

2��

��
��

N4

N0

N1

N2N6

b

b
y

x

Figure 22. The original bent waveguide in z plane (from Ref. 9).
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Here f0(uþ jv) denotes the first derivative of the transfor-
mation function f(w) (obtained using the Schwarz–Christ-
offel transformation in Ref. 9), 2pa is the total angle of the
bend, and t is a parameter that depends on a and the ratio
jN4 �N0j=jN4 �N6j. Also, k can be written as

k¼
2b

l
1�

l0

2a

� �2
( )1=2

¼ � jG
b

p

G¼ j2p l�1
0 ð1� l2

0a�2=4Þ1=2

g2
i ¼ i2 � k2; i¼ 0; 1; 2; 3; . . . ; g0¼ jk

ð101Þ

where l0 is the free-space wavelength and a is the largest
of the rectangular cross section of the waveguide. This
application method can be used in other irregularities
such as inserts in the channel as argued in Ref. 34.

6. SUMMARY

A limited number of examples of conformal mapping tech-
niques (CMTs) have been presented in this article. How-
ever, as seen from each example, analytical closed-form
expressions have been obtained easily via these CMTs.
These equations can be implemented in CAD tools accu-
rately. Other methods such as the finite-difference meth-
od, integral equation method, and full-wave analysis are
unwieldy, since they require excessive amounts of com-
puter memory and calculation time.

As shown from a comparison of the results of conformal
mapping with other methods and measured values from
experiments reported in the general literature, accuracy
of the CM techniques is very good. Also, it has been men-
tioned many articles that since this method is analytical,
the relation between parameters to be calculated and
physical parameters can be interpreted easily.
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CONICAL ANTENNAS

SABURO ADACHI

Tohoku Institute of Technology
Sendai, Japan

This article describes characteristics such as input imped-
ance, radiation pattern, and directivity gain of conical an-
tennas consisting of solid conducting cones, conducting
conical plates, or their modifications. Conical conducting

structures on which simple antenna elements such as di-
pole and a slot are mounted are also described. An impor-
tant general feature of conical antennas is their lack of
sensitivity to frequency variation, that is, their broadband
characteristics. Note that a conical horn antenna is de-
scribed in HORN ANTENNAS.

The history of the practical use of conical antennas is
long. Sir Oliver Lodge constructed a biconical antenna in
1897 and made a wireless communication experiment,
while a single cone antenna on the ground and a fan
(flat triangular) antenna were used by Marconi and
others. The history of the theory of conical antennas is
also long. The spherical coordinate is one of the few coor-
dinates for which the method of variable separation in
electromagnetic field problems can be applied. The conical
surface is defined by a constant polar angle y¼c in the
spherical coordinate system. For this reason conical an-
tennas and biconical antennas, in particular, have been
extensively investigated by Schelkunoff [1,2], Smith [3],
Tai [4,5], Papas and King [6], and many others.

In the limit as c-0 and p, the biconical antenna is re-
duced to a vanishingly thin linear antenna that is very
sensitive to frequency (that is, of narrow bandwidth). As
the cone angle increases, the antenna shows broadband
characteristics that make it useful for practical applica-
tions.

Figure 1 shows an infinitely long, symmetric biconical
conductor with a half-cone angle c and an infinitesimally
small feeding gap (d gap). The antenna is assumed to be
located in free space. This structure can support the trans-
verse electromagnetic (TEM) transmission line mode, that
is, the outward-propagating principal spherical-wave
mode expressed by

Hf¼
1

r sin y
H0e�jbr ð1Þ

Ef¼ ZHf ð2Þ

where b¼2p/l (l: wavelength) is the free-space wavenum-
ber and Z¼

ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
is the free-space wave impedance. The

θ

φ

ψ θ φP(r,  ,  )

y

z

x

Figure 1. Infinite biconical conductor fed by a d-gap generator.
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characteristic impedance K of the biconical transmission
line is given by the ratio of the transmission voltage (i.e.,
the integral of Ey along the cone meridian) to the conduc-
tion current along the cone as follows:

K ¼
Z
p

ln cot
c
2

� �
ð3Þ

Figure 2 shows the characteristic impedance K versus the
half-cone angle c.

1. BICONICAL ANTENNAS

Figure 3 shows the geometry of the biconical antenna. The
conducting antenna surfaces are defined by the conical
surfaces y¼c and y¼ p�c, and the two spherical end
surfaces at r¼a. The analytical procedure of the biconical
antenna will be outlined below. In region I, the electric and
magnetic fields are represented as a sum of the outward-
and inward-traveling TEM principal modes and an infi-

nite number of complementary (higher) transverse mag-
netic (TM) modes. In region II, the fields are represented
by an infinite series of complementary radiating modes.
Boundary conditions on the aperture indicated by the
dashed lines in Fig. 3 and the end surfaces of the cone at
r¼a are used to obtain an infinite set of linear algebraic
equations from which the amplitudes of the complemen-
tary modes and the principal mode reflected back at the
aperture are determined.

The input admittance of the biconical antenna is rep-
resented by the equivalent transmission line circuit as
shown in Fig. 4, where K is the characteristic impedance
given by Eq. (3). The terminal admittance Yt represents
the effect of the truncation of the biconical transmission
line at r¼a, that is, the transformation of the outward-
traveling TEM mode into the complementary modes in
both regions and the reflected TEM mode, which eventu-
ally determines the input admittance of the biconical an-
tenna Yi.

Schelkunoff [2] has formulated the abovementioned
boundary value problem rigorously and has discussed in
detail special cases of a vanishingly thin antenna and a
very wide-angle cone, or a spherical antenna with a very
narrow equatorial gap. Tai [4] has obtained the exact an-
alytical solution of the terminal admittance of the vanish-
ingly thin antenna, which has been found to be identical to
the expression obtained ingeniously by Schelkunoff.
Tai [5] has also made an important contribution to the
development of the theory for biconical antennas by ap-
plying Schwinger’s variational method. He has given the
first-order variational numerical solution for the specific
wide cone angles c¼ 39.231, 57.431, and 66.061.

The more recent development of computers has made
feasible the numerical solution of Schelkunoff ’s formula-
tion. However, it is still not easy to solve the infinite set of
linear determining equations with reasonable accuracy
because of slow convergence of the infinite series when the
cone-angle decreases. For example, 15 or more modes for
c¼ 51 [7], and 13 modes for c¼ 51 [8] are necessary for
computation of the input impedance. A conical monopole
above an image plane driven by a coaxial line has been
numerically analyzed by using the finite difference time
domain method [9].

When the upper half-cone of the biconical antenna is
mounted on an infinite conducting plane (ground plane),
the antenna forms a conical unipole having one half of the
input impedance of the biconical antenna. Figures 5 and 6
(from Brown and Woodward, Jr. [10]) show respectively
the measured input resistance and reactance of a conical
unipole having flat caps instead of spherical caps. It is
clear that the antenna tends to have a constant input
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Figure 4. Equivalent circuit of a symmetric biconical antenna.
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resistance and a small reactance around zero versus fre-
quency, showing broadband characteristics as the cone
angle is increased.

The radiation pattern of the biconical antenna has been
computed by Papas and King [6] and by Bevensee [11].
Figure 7 shows the far-zone electric field pattern [6] for

the cone angle of c¼ 301. It is found that the patterns are
not much different from those of a straight wire antenna.

Theoretical analysis of biconical antennas loaded with
and/or immersed in dielectric, lossy, and ferromagnetic
materials has been provided by Schelkunoff [2], Tai [4],
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Polk [12], and others. These topics are reviewed by Wait
[13]. The theory of an asymmetric biconical antenna was
also discussed by Schelkunoff [2]. The variational ap-
proach by Tai was extended to a semiinfinite asymmetric
conical antenna consisting of an infinite cone and a finite
cone [14].

To reduce wind resistance and/or weight, a solid bicon-
ical antenna can be replaced by a skeletal conducting wire
structure using several radial rods [15,16]. It has been
found, however, by analysis using the moment method
that a considerable number of wires (e.g., 16) is required to
approximate the solid biconical antenna.

2. ANTENNAS ON CONICAL STRUCTURE

In practice, a conical structure on which simple antenna
elements such as dipole, disk, cone, slot, or patch are
mounted to excite a cone is often used. The infinite cone
excited with an axial dipole at the tip has shown [14] that
the strong radiation occurs along the small-angle cone
unless the dipole length is about a half-wavelength.
Figure 8 shows a finite wide-angle cone excited with a
quarter-wavelength long and a half-wavelength long di-
pole [17]. Note that the maximum radiation can be direct-
ed toward the horizontal plane by proper choice of a and y0

at a desired frequency. A cone excited with an axially
symmetric circumferential slot close to the tip [18] shows
radiation characteristics similar to those of a dipole-excit-
ed cone, since a small circumferential slot (magnetic cur-
rent loop) is equivalent to a small axial electric dipole.
When the circumferential slot is not too close to the tip,
that is, apart by 2.5 wavelength (2c¼ 301), the radiation
pattern shows a rather complicated lobe structure [18].
The cone excited with a circular disk at the tip is called a
discone antenna [19]. This antenna is fed with a coaxial

cable whose inner conductor terminates on the center of
the disk and whose outer conductor terminates on the tip
of the cone. The radiation pattern of the discone is similar

Figure 8. Far-zone electric field pattern of a tip-excited conical
antenna, ba¼50: (a) y0¼901, l¼ l/4; (b) y0¼103.81, l¼ l/4;
(c) y0¼103.81, l¼ l/2; radiation beam can be directed to horizon
by slanting a cone downward (from Ref. 17).
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to that of a dipole antenna, but its input impedance band-
width is exceedingly broad compared with an ordinary di-
pole antenna.

Figure 9 shows the measured input VSWR (for 57.6-O-
cable) versus frequency of the finite conical antenna with
different exciting elements at its tip [17]. The cone excited
with a conical element (an asymmetric biconical antenna)
indicates very broadband characteristics, particularly in
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Figure 10. (a) Triangular plate antenna and (b) bowtie antenna.
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lower-frequency regions, without affecting the radiation
pattern.

3. TRIANGULAR (BOWTIE) ANTENNAS

A triangular plate antenna above a conducting ground
plane and a bowtie antenna are shown in Figs. 10a and
10b. These antennas also possess broadband characteris-
tics, though not as broad as a solid conical antenna. The
theoretical characteristics of the bowtie antenna have
been obtained numerically [20] by using the method of fi-
nite-difference time domain (FDTD). Figures 11a and 11b
show the calculated input impedance. The input imped-
ance of the triangular plate antenna above the ground
plane is half of that of the bowtie antenna.

The far-zone electric field patterns in the x–y plane and
in the x–z plane are shown in Figs. 12a and 12b, respec-
tively. Note that the radiation is enhanced in the direction
perpendicular to the antenna plate for the antenna length
2htl, because the radiation from the antenna surface
current is added in phase in that direction. The theoretical
directivity gain of the bowtie antenna in the direction of
the x axis is shown in dBi in Fig. 13 versus the antenna
length 2h/l for various cone angles [20]. It is noted here
that the bowtie antenna can also be simulated by several
radial wire rods as the solid biconical antenna.
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COPLANAR STRIPLINE (CPS) COMPONENTS

YOUNG-HO SUH

Mimix Broadband Inc.
Houston, Texas

1. INTRODUCTION

Coplanar stripline (CPS) is an attractive uniplanar trans-
mission line offering flexibility in the design of planar mi-
crowave and millimeter-wave circuits, especially in
mounting the solid-state device in series or shunt with
no via holes. Its balanced structure is useful in applica-
tions such as printed dipole antenna feeding, rectennas,
uniplanar mixers [1], integrated optic traveling-wave
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DIELECTRIC LOADED ANTENNAS

L. SHAFAI

University of Manitoba
Winnipeg, Manitoba, Canada

1. INTRODUCTION

A transmit antenna converts the energy of a guided wave
in a transmission line into the radiated wave in an
unbounded medium. The receive antenna does the re-
verse. The transmission lines such as waveguides and
coaxial and microstrip lines use conductors mostly to
confine and guide the energy, but antennas use them to
radiate it. Because the radiated energy is in unbounded
region, phase control is often used to direct the radiation
in the desired direction. Dielectrics play an important role
in this process, and this article discusses a few represen-
tative cases. An important antenna parameter is its
directivity, which is the measure of its control over the
energy flow. To increase the directivity, the antenna size
must be increased, and the influence of dielectrics on their
performance changes considerably. Thus, in this article,
the use of dielectrics in antenna applications is divided
into two categories of large high-gain and small low-gain
antenna applications.

In high-gain antenna applications, reflectors and
lenses are used extensively [1]. They are passive and
operate principally on the basis of their geometry. Conse-
quently, they are relatively low-cost, reliable, and wide-
band. Reflectors are usually made of good conductors, and
thus have lower loss, and because of their high strength,
can be made light. But reflectors suffer from limited scan
capability. Lenses, on the other hand, because of their
transparency, have more degree of freedom, specifically,
two reflecting surfaces and the relative permittivity or
refractive index. They also do not suffer from aperture
blockage. However, lenses have disadvantages in large
volume and high weight.

In microwave antenna applications, lenses have nu-
merous and diverse applications, but in most cases they
are large in size with respect to wavelength. Thus, physi-
cal and geometric optics apply, and most of the lens design
techniques can be adopted from optics to microwave
applications. The aperture theory and synthesis techni-
ques can also be used effectively to facilitate designs. In
addition, the use of an optical ray path in lens design
makes the solution frequency-independent. In practice,
however, the lens size in microwave frequencies is finite
with respect to the wavelength, and the feed antenna is
frequency-sensitive. Thus, the performance of the lens
antenna also becomes frequency-dependent.

Natural dielectrics at microwave frequencies have re-
flective indices larger than unity and for collimation,
require convex surfaces. However, artificial media using
guiding structures, such as waveguides, are equivalent to

dielectrics with refractive index less than unity, and result
in concave lenses. They are usually dispersive, resulting
in variation of the refractive index with frequency, and
have narrower operating bandwidths.

In small antennas dielectrics are used often to improve
the radiation efficiency and polarization of the antennas,
such as waveguides and horns. This is important in
telecommunication applications, where polarization con-
trol is required to implement frequency reuse and mini-
mize interference, especially in satellite and wireless
communications. Horn antennas and reflector feeds are
examples that incorporate dielectrics or lens loading to
improve performance [2].

Another area of important dielectric use is insulated
antennas in biological applications and remote sensing
with buried or submerged antennas. The use of dielectric
loading eliminates direct RF energy leak into the lossy
environments, and ensure radiative coupling into the
target objects. Often a full-wave analysis is needed to
provide a proper understanding of their resonance prop-
erty and coupling mechanism to the surrounding media.

The dielectric loading is also used for antenna minia-
turization. Low-loss dielectrics with medium to high re-
lative permittivities are now available and are used
increasingly to reduce the antenna size. A number of
important areas include dielectric-loaded waveguides
and horn, and dielectric resonator and microstrip anten-
nas. By aperture loading of waveguides and small horns,
excellent pattern symmetry and low cross-polarization
can be obtained, which are essential features of reflector
and lens feeds. In addition, the dielectric loading reduces
the size of the antennas and makes them useful candi-
dates for multibeam applications, using reflectors and
lenses. Miniaturization of the antenna is also an impor-
tant requirement in wireless communications. Microstrip
patch or slot antennas with high-relative-permittivity
substrates play an important role in this area, and their
derivatives are used in most applications. In dipole and
monopole cases the dielectric loading is external and used
for size reductions.

Finally, dielectric loading can also be used for gain
enhancement, without shaping them such as lenses. Pla-
nar dielectrics can be used as radomes or covers to protect
the antennas. By proper selection of the radome para-
meters, the antenna gain can also be increased signifi-
cantly, while protecting the antennas from the
environment.

2. DIELECTRIC LENS ANTENNAS

In optical terms, a lens produces an image of a source
point at the image point, and lenses could be located
anywhere in the space. As an antenna, this property
means that the source and image points are focused at
each other and the lens has two focal points. In turn, these
focal points signify locations in the space, where rays
emanating from the lens arrive at equal phases. This
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property provides a mathematical relationship for describ-
ing the lens operation, and therefore its design.

To simplify the mathematics, the lens configuration is
assumed to be rotationally symmetric, and the focal points
are placed on its axis. A further simplification can be made
for antenna applications, where the image point moves to
infinity; that is, the lens focuses a nearby source point, on
its axis, to another axial point at infinity. In such a case,
all rays leaving the lens travel parallel to its axis, and
their phasefronts are planes normal to the lens axis. This
is shown in Fig. 1, where er is the relative permittivity of
the lens material, and n¼

ffiffiffiffi
er
p

is its refractive index.
To design the lens, one is required to determine the

geometry of its two faces, front and back, or the coordi-
nates x1, y1, and x2, y2 of points P1 and P2 (Fig. 2). There

are four unknowns to be determined. The equality of the
phase on the phasefronts requires that the electrical
length between the focal points and the phasefronts be
independent of the pathlengths. This provides one equa-
tion. Two other equations can be obtained from the ray
optics at the lens interface points P1 and P2, namely, the
Fermat principle of minimum pathlengths. This enforces
the well-known Snell law of refraction at the lens surface
points. An additional relationship must be generated from
the required lens properties, to enable a unique solution
for the lens design.

To enforce the invariance of the ray pathlength, the
central ray passing through points A, B, and C is selected
as the reference and its length from S to C is compared
with that of the ray passing through points P1, P2, and P3.
This provides the following equation

SP1þn P1P2þP2P3¼SAþn ABþBC ð1Þ

or

r1þnr3þL1¼FþnTþL0 ð2Þ

where in terms of P1 and P2 coordinates each length is
given by

r1¼ðx
2
1þ y2

1Þ
1=2

r3¼ ½ðx2 � x1Þ
2
þ ðy2 � y1Þ

2
�1=2

L1¼ ðx3 � x2Þ

L0¼ x3 � ðFþTÞ

ð3Þ

and F and T are the lens focal length and axial thickness,
and are therefore constant lengths defining the lens.

Enforcing the Fermat principle at points P1 and P2

results in differentiation of the pathlength in Eq. (1) in
terms of its variables x1, y1 and x2, y2 and setting it to zero.
This provides the slope of the lens surface profiles at each
point P1 and P2.

At point P1 one obtains

d

dx1
r1þnr3þL1½ � ¼

d

dx1
FþnTþL0½ � ¼

d

dx1
L0 ð4Þ

where the constants F and T are dropped and after
simplifications one finds

dy1

dx1
¼

x1r3 � ðx2 � x1Þnr1

ðy2 � y1Þnr1 � y1 r3
ð5Þ

At point P2, a similar differentiation in terms of x2 gives

dy2

dx2
¼
ðx2 � x1Þn� r3

ðy2 � y1Þn
ð6Þ

Equations (2), (5), and (6) are three fundamental equa-
tions to design the required lens. Without another rela-
tionship, x1 may be selected as the independent variable.
Then others, namely, x2, y1, and y2, become dependent

Feed antenna

Convex lens

∈r

n > 1

n = ∈r

Feed antenna

Concave lens

∈r

n < 1

(a)

(b)

Figure 1. Geometry of lens antennas showing the feed and
influence of lens on ray direction.
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variables to be determined in terms of x1. The solutions
give the lens profiles in rectangular coordinates. If the
lens profiles in polar coordinates are required, Eqs. (2), (5),
and (6) can be obtained in terms of r1,y1 and r2,y2, the
polar coordinates of P1 and P2. Differentiating Eq. (2) in
terms of y1 and y2 gives

dr1

dy1
¼

nr1r2 sinðy2 � y1Þ

r3 � n½r2 cosðy2 � y1Þ � r1�
ð7Þ

and

dr2

dy2
¼

nr1r2 sinðy2 � y1Þþ r2r3 sin y2

r3 sin y2 � n½r2 � r1 cosðy2 � y1Þ�
ð8Þ

where use is made of the following polar coordinate
relationships:

x1¼ r1 cos y1

y1¼ r1 sin y1

x2¼ r2 cos y2

y2¼ r2 sin y2

r3¼ jr1 � r2j ¼ ½r
2
1þ r2

2 � 2r1r2 cosðy2 � y1Þ�
1=2

ð9Þ

Solutions of Eqs. (7) and (8) give the lens profiles in polar
coordinates, which are often more compact in form. Also,
for some simple lens configurations, they result in well-

known and easily recognizable parametric equations of
the conic sections, generalizing the solution.

2.1. Examples of Simple Lenses

The lens design becomes considerably easier, if one of the
lens surfaces is predetermined. This eliminates one of the
differential equations, as the surface profile is already
known. Among many surfaces to select the simpler ones
are the planar and spherical surfaces, with the planar
normal to the lens axis. Such selections give simple profile
equations. The planar surface is described by a constant
x coordinate and the spherical one by a constant polar
coordinate r. These simplifications also assist in solutions
of the other lens profile, for which an analytic solution can
also be determined. Since either of the lens profiles can be
predetermined as planar or spherical, four possible solutions
exist. Only two, however, result in simple conical sections.

If the second surface S2 is assumed to be planar, normal
to the lens axis, the rays arriving from the right-hand side,
parallel to the lens axis x, enter the lens unaffected and
change direction only after the first lens surface S1. Then
they focus at S; that is, only the S1 surface of the lens
collimates the beam. Looking from the left side, spherical
rays originating from the focal point S, enter the lens at S1

and become parallel to its axis. Thus, after leaving the lens
at S2, since they are normal to S2, their direction remains
unchanged. In this case, the active surface S1 of the lens is
a hyperbola in cylindrical lens, and hyperboloid in rota-
tionally symmetric lens.

If the surface S1 is spherical, it becomes inactive, since
the focal point is a point source and rays emanating from

   (r1, θ1)

S1 S2

r1

θ1
θ2

Phase front

P2 (x2, y2)

F

S

y

CA

T

x

D

B∈r,n

Source
point

P1 (x1, y1)    (r2, θ2)

   (X3, 0)

r2

r3

L1

L0

P3

Figure 2. Geometry of a lens indicating
ray and surface coordinates.
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it constitute spherical waves. Thus, when S1 is predeter-
mined as a spherical surface, they enter the lens unaf-
fected. Their collimation is done entirely by the lens’
second surface S2. Its surface is again a conic section,
and its cross section is elliptic. In the other two cases, both
surfaces S1 and S2 of lens participate in beam collimation
and consequently are interdependent and more complex.

2.1.1. Lens with Planar S2. On S2, x is constant and
slope is infinite (Fig. 3) and the surface is defined by

x2¼FþT

y2¼ y1 ð10Þ

A consequence of this is L1¼L0 in Eq. (2), and using
Eq. (10) it becomes

r1þnr3¼F ð11Þ

which, using Eqs. (10), becomes a function of x1 and y1. It
can be solved directly to yield the profile of S1 as

y2
1 � ðn

2 � 1Þðx1 � FÞ2¼ 2ðn� 1ÞFðx1 � FÞ ð12Þ

or in polar coordinates

r1¼
ðn� 1ÞF

n cos y1 � 1
ð13Þ

They represent rectangular and polar equations of a hy-
perbola, which is the lens profile on S1. They can also be
used to determine the lens thickness on the axis. For this,
one can use two extreme rays, passing through the lens tip
and the axis. The equality of the electrical lengths gives

FþnT¼ r1ðy1 maxÞ¼
D

2

� �2

þ ðFþTÞ2

" #1=2

ð14Þ

A solution of this equation gives the lens thickness T as

T¼ðnþ 1Þ�1 ðnþ 1ÞD2

4ðn� 1Þ
þF2

� �1=2

�F

" #
ð15Þ

and

y1 max¼ cos�1 1

n

� �

¼ tan�1 ðD=2Þ

FþT

� � ð16Þ

Equation (16) shows that, for a given dielectric, the lens
aperture angular size is limited by its refractive index n.
In other words, with common dielectrics there is a limit on
the compactness of the lens. That is, the focal length F
cannot be reduced beyond the limit specified by Eq. (16).

2.1.2. Lens with Planar S1. In this case, both lens sur-
faces contribute to the beam collimation. Its surface can be
determined similar to the case (in Section 2.1.1) by enfor-
cing x1¼F and infinite slope for S1 (Fig. 4). The results
are [3]

x1¼F

x2¼

f½ðn�1ÞT�½F2þy2
1�

1=2�½ðn2�1Þy2
1þn2F2�1=2þn2F½F2þy2

1�
1=2g

½n2ðF2þ y2
1Þ

1=2
� ½ðn2 � 1Þy2

1þn2F2�1=2�

y2¼ y1 1þ
ðx2 � FÞ

½ðn2 � 1Þy2
1þn2F2�1=2

" #

T¼
1

2
ðn� 1Þ�1

½ð4F2þD2Þ
1=2
� 2F� ð17Þ

x

D

n

y

S
F T

θ1

r1

S1 S2

Hyperboloid

   (r1, θ1)

P1 (x1, y1)

Figure 3. Geometry of lens with a planar surface S2.

x

y

D

n

S
F T

θ1

S1 S2

   (r1, θ1)
P1 (F, y1)    (r2, θ2)

P2 (x2, y2)

Figure 4. Geometry of lens with a planar surface S1.
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Note that, since the beam collimation is due to both
surfaces, the coordinates of S2 are now dependent on those
of S1.

2.1.3. Lens with One Spherical Surface. When S1 is a
spherical surface, all spherical wave originating at the
focal point S pass through it unaffected. The second sur-
face, S2, collimates the beam. The geometry is shown in
Fig. 5, and S2 is an ellipse given as

r2¼
ðn� 1ÞR

n� cos y2
ð18Þ

where R¼FþT and other parameters are as defined in
Fig. 5. Its equation in rectangular coordinates has the form

y2¼
x2þ ðn� 1ÞR

n

� �2

� x2
2

" #1=2

and

T¼
1

2
ðn� 1Þ�1

½2F � ð4F2 �D4Þ
1=2
� ð19Þ

y2 max¼ cos�1 1

n

� �

the last equation again sets a limit for the peak angular
aperture of the lens for a given dielectric material.

When the surface S2 is assumed to be spherical, then
both lens surfaces participate in collimating the beam.
The inner surface S1 can be obtained from [3]

n2½r2
2þ r2

1 � 2r1r2 cosðy1 � y2Þ� ¼ ½ðn� 1ÞTþ r2 cos y2 � r1�
2

n2r1 sinðy1 � y2Þ¼ sin y2½ðn� 1ÞTþ r2 cos y2 � r1� ð20Þ

T¼
4ðn� 1ÞF2 � ðn� 3ÞD2

4ðn� 1Þðn� 3Þ2

� �1=2

þ
F

n� 3

3. EFFECT OF LENS ON AMPLITUDE DISTRIBUTION

The lens equations (1) to (6) were based on the ray path
analysis, or in antenna terms, the phase relationships.
The amplitude distributions were not considered. In prac-
tical applications, however, the amplitude distributions
are also important and will influence the aperture effi-
ciency of the lens, sidelobe levels, and cross-polarization.
To state it briefly, a uniform aperture distribution gives
the highest directivity, but has high sidelobes because of
its high edge illumination. Sidelobes can be reduced by
tapering the field toward the edge. Excessive tapering,
however, rapidly reduces the lens directivity. It is there-
fore useful to know the influence of the lens on the field
amplitude as well.

Assume that A(y) is the angular dependence of the
wave amplitude radiating from the focal points and A(r),
with r¼ r sin y, the amplitude distribution of the colli-
mated beam. Then, using the conservation of power, and
neglecting the reflection at the lens surface, the following
amplitude relationships can be obtained [1].

Hyperbolic lens of case in Section 2.1.1

AðrÞ
Aðy1Þ

¼
1

F

ðn cos y1 � 1Þ3

ðn� 1Þ2ðn� cos y1Þ

" #1=2

ð21Þ

Elliptic lens of case in Section 2.1.3

AðrÞ
Aðy1Þ

¼
1

F

ðn� cos y1Þ
3

ðn� 1Þ2ðn cos y1 � 1Þ

" #1=2

ð22Þ

An inspection of these equations shows that in Eq. (21) the
amplitude ratio decreases with y1; that is, after leaving
the lens the field is concentrated near its axis. The
amplitude, in fact, drops to zero at the angle y1 max, given
by Eq. (16). This lens, therefore, enhances the field taper
of the source and is a good candidate for low-sidelobe
applications. However, its aperture efficiency will be low.
In contrast, the amplitude ratio in Eq. (22) increases with y1;
that is, this lens corrects the amplitude taper of the source
and enhances the aperture efficiency, but in the process,
raises the sidelobe levels. Thus, it may be used in applica-
tions in which the aperture efficiency is more critical than
the sidelobe levels.

For most common dielectrics the refractive index is
n¼ 1.6, (i.e., er ffi 2:55). For these materials the limit of the
aperture angle is y1 max¼ 51.31. Within this limit the
amplitude ratios of Eqs. (21) and (22), normalized to axial
values, are shown in Table 1. The amplitude tapering of
hyperbolic lenses is clearly evident. A 351 lens adds
another 10 dB to the aperture field taper, and beyond
401, the lens is practically useless. For large-angle-lens
applications, higher-dielectric-constant materials must be
used. Table 1 also shows the amplitude enhancement of
elliptic lens. A 351 lens improves the aperture field uni-
formity by as much as 6.3 dB. It increases rapidly there-
after and yields about 10 and 20 dB improvements for lens
angles of 451 and 501, respectively. These amplitude
enhancements, however, must be accepted as theoretical

S x

D

n

T

S

y

F

θ1

Spherical

S1

S2

   (F, θ1)
P1 (x1, y1)

   (r2, θ2)
P2 (x2, y2)

Figure 5. Geometry of lens with a spherical surface S1.
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limits, since at these wide angles the lens surface
reflectivity will reduce the practically attainable levels.
Surface matching layers must be used to minimize the
reflections.

3.1. General Lens Design

In the general lens of Fig. 2, both surfaces are profiled and
participate in collimating the beam. Thus, a more versa-
tile lens can be obtained. However, Eqs. (1)–(6) showed
that there are at least four unknown coordinates, x1, y1

and x2, y2, to be determined. But, the optical relationships
provided only three equations, which are not sufficient to
determine uniquely the coordinates of both surfaces S1

and S2. Another relationship must be generated, which
may be imposed on the amplitude distribution A(r), to
control the directivity or sidelobes. Alternatively, one may
impose conditions on the aperture phase errors. An im-
portant case is the reduction of phase errors due to the
source lateral defocusing. This will allow beam scanning
without excessive degradation in efficiency and sidelobe
levels. In most cases, however, the problem is too complex
for analytic solution and a numerical approval must be
used.

4. ABERRATIONS

The term aberration, which originated in optics, refers to
the imperfection of lens in reproduction of the original
image. In antenna theory, the performance is measured in
terms of the aperture amplitude and phase distributions.
The phase distribution, however, is the most critical
parameter and influences the far field significantly. It is
therefore used in evaluating the performance of aperture
antennas such as lenses and reflectors. With a perfect lens
and a point source at its focus, the phase error should not
exist. However, there are fabrication tolerances, and mis-
alignments can occur that will contribute to aberrations.
Even without such imperfections, lens antennas can suffer
from aberrations. Practical lens feeds are horn antennas
and small arrays. Both have finite sizes and deviate from
the point source [2]. This means that part of the feed
aperture falls outside the focal point, and rays emanating
from them do not satisfy the optical relationships. Thus,
on the lens aperture, the phase distribution is not uni-
form. Similar situations also occur when the feed is moved
off axis laterally to scan the beam. Again, aperture phase
error occurs as a result of pathlength differences. A some-
what different situation arises when the feed is moved

axially, front or back. In this case, the phase error is
symmetric, as all the rays leaving the source with equal
angles travel equal distances and arrive at the aperture at
an equal radial distance from the axis, that is, on a
circular ring. But the length of the ray increases, or
decreases, with radial distance on the aperture. The phase
error is, therefore, quadratic on the aperture and reduces
the aperture efficiency, while raising the sidelobes.

The general aberration (i.e., the lens aperture
phase error) can depend implicitly on both feed and
lens coordinates and be difficult to comprehend.
However, like all other phase-error-related problems, it
can also be represented as the pathlength difference with
a reference ray. For rotationally symmetric rays, the
natural reference is the axial ray. The pathlength differ-
ence can then be obtained by a Taylor-type expansion of
the general ray length in terms of the axial one. For small
aberrations the first few terms in the expansion will be
sufficient to describe the length accurately. In terms of the
aperture polar coordinates r and f, the expansion
becomes

Lðr;fÞ¼Laxialþ ar cos fþ br2½1þ cos2 f� þ gr3 cos fþ � � �

ð23Þ

where a, b, and g are constants indicating the magnitude
of each phase error. The leading term is linear in r and f,
then becomes quadratic, cubic, and so on, and the magni-
tude of each depends on the nature of imperfection caus-
ing the phase error. The even terms are caused by either
an axial defocusing or an axially symmetric error. The odd
terms can be due to a lateral displacement of the feed, or
asymmetric errors.

The effects of each error can be investigated by its
introduction in the aperture field and determining the far
field using a Fourier transformation or diffraction inte-
gral. For one-dimensional errors (i.e., r¼ x and f¼ 0), the
effect can be understood easily, and has been investigated
by Silver [1]. The first term is linear and in a Fourier
integral shifts, the transform variable. It thus causes a tilt
of the beam, but the gain remains the same. Using Silver’s
notation, if f ðxÞ is the aperture distribution and g(u) the
far field, that is, its Fourier transform with a linear phase
error, one finds, with no phase error

g0ðuÞ¼
a

2

Z 1

�1
f ðxÞ exp½jux�dx ð24Þ

Table 1. Amplitude Distributionsa for the Hyperbolic and Elliptic Lenses of Figs. 3 and 5

Amplitude ratio
AðrÞ
Aðy1Þ

Ray Angle y1 (degrees)

0 10 20 30 35 40 45 50

Hyperbolic lens equation [Eq. (21)] Relative value (dB) 1.0 0.928 0.733 0.466 0.328 0.196 0.084 0.008
0.0 �0.65 �2.70 �6.64 �9.70 �14.17 �21.5 �41.75

Elliptic lens equation [Eq. (22)] Relative value (dB) 1.0 1.060 1.26 1.69 2.06 2.67 3.17 9.25
0.0 0.51 2.01 4.55 6.29 8.54 10.03 19.33

aWhere n¼ 1.6, er¼ 2.55, y1 max¼ 51.31.
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and with phase error

gðuÞ¼
a

2

Z 1

�1
f ðxÞ exp½jðux� axÞ�dx¼g0ðu� aÞ ð25Þ

where u¼ ðpa=lÞ sin y and a is the aperture length. Equa-
tion (25) shows that the beam peak is moved from the y¼ 0
direction to y0 calculated by

u� a¼ 0

or

y0¼ sin�1 al
pa

� �
ð26Þ

A quadratic phase error is symmetric on the aperture
and does not tilt the beam, but reduces its gain. For small
values of b, it can be calculated analytically [1] and is
given by

gðuÞ¼
a

2

Z 1

�1
f ðxÞ exp½jðux� bx2Þ�dx

ffi
a

2
½g0ðuÞþ jbg

0 0

0 ðuÞ�

ð27Þ

where g
0 0

0 ðuÞ is the second derivative of g0(u). Because of
this phase error, the gain decreases progressively with
increasing b, and eventually the beam bifurcates and
maxima appear on either side of the axis. It also raises
the sidelobe levels. Figure 6 shows typical pattern degra-
dation due to this error.

The next important phase error is the cubic one that
has odd power dependence on the aperture coordinate.
However, this error not only tilts the beam but also
reduces the gain, and asymmetrically affects the sidelobes,
raising them on one side while reducing them on the
opposite side. Its effect is therefore a combination of the
effects of linear and quadratic phase errors. For small

errors its far field is given by [1]

gðuÞ¼
a

2

Z 1

�1
f ðxÞ exp½jðux� dx3Þ�dx

ffi
a

2
½g0ðuÞþ dg

0 0 0

0 ðuÞ�

ð28Þ

where g
0 0 0

0 ðuÞ is the third derivative of g0(u). For a few
small phase errors the far fields of this phase error are
shown in Fig. 7. They show clearly the beam tilt, the gain
loss, and raising the sidelobes toward the beam tilt. They
are known as coma lobes, after the corresponding aberra-
tion in optics. Also, because this phase error causes more
severe pattern degradation than others, it should be
eliminated, especially as it manifests mostly in beam
scanning. Feed lateral displacements to scan the beam
can readily cause coma lobes. Fortunately, a number of
lens surface modifications have been found to reduce the
effects of this error [3].

5. ZONED LENSES

So far, the equations used for lens designs equalized the
ray path lengths. The frequency of operation, or its
wavelength, did not enter the equations. Thus, in princi-
ple, they should function at all frequencies. However, the
directivity of a lens depends on the lens aperture size D,
and is often used for high gain applications. This results in
large lens sizes in wavelength, and at microwave frequen-
cies, in large physical sizes, both the aperture diameter D
and thickness T. It can, therefore, become excessively
heavy and difficult to use. Since the thickness of the lens
can be several wavelengths, it can be reduced along the
ray path in multiple wavelengths without altering the
relative phase change. The process starts at the edge,
where the thickness is zero. Moving down toward the axis,
the thickness increases progressively until it becomes one
wavelength. This thickness can be made zero without

Figure 6. Effect of quadratic phase error on the far-
field pattern, reducing the mainbeam and raising
the sidelobes.
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altering the phase. The process can be continued K times
until one arrives at the lens axis. In practice, one must
maintain a small thickness tm to provide adequate
mechanical strength, the value of which will depend on
the lens size, the material strength, and the application
type.

With zoned lenses, and neglecting tm, because the
thickness does not exceed one electrical wavelength, its
thickness is limited to l/(n� 1). Including the minimum
thickness tm, the total thickness is limited to tmþ l/(n� 1)
regardless of the number of zones. The pathlengths in
wavelength, however, are not equal. With K zones, the ray
path at the edge will be longer by a length equal to
(K� 1)l. This causes the frequency dependence of lens
operation, limiting its bandwidths. Enforcing the com-
monly used Silver criterion for this aperture phase error
[1] (i.e. 40.125l), the useful bandwidth of a lens with K
zones can be calculated from [1]

Bandwidthffi
25

K � 1
percent ð29Þ

Equation (29) is valid for small variations of l and uniform
aperture distributions. For taper distributions, the effect
of phase errors is smaller and the actual bandwidth can
exceed that of Eq. (29).

Zoning the lens can cause one additional and severe
problem due to shadowing. Two adjacent rays from the
focus can travel through two separate zones, resulting in a
dark ring zone on the aperture. This occurs in the trans-
mit mode, and causes a loss of directivity and increased
sidelobe levels. In the receive mode, the energy falling on
the shadow zones never reaches the lens focus and dif-
fracts into the space, again causing reduction of gain and
increased noise temperature. Figure 8 shows the geometry
of a three-zone lens and shadowing due to R1 and R2 rays.

Zoning without shadowing is also possible, but should
be done on the nonrefracting surface of the lens. In a
hyperbolic lens, this should be done on the planar

backsurface. Shadowing will be eliminated, but phase
errors still occur at the transition lines due to diffraction
effects.

6. REFLECTION FROM LENS SURFACE

Because the wave impedance in air and the dielectric
medium of lens are different, reflections occur for all the
rays. The reflection coefficient depends on both the wave
polarization and the angle of incidence, namely, the angle
of ray with the local normal on the lens surface. Neither
can be avoided. With a linearly polarized wave, the
relative polarization, with respect to the plane of inci-
dence, changes from perpendicular to parallel, as the ray
direction rotates on the lens surface. However, their
reflection coefficient behaves differently. For perpendicu-
lar polarization, it increases progressively with the inci-
dence angle but for parallel polarization, it decreases
initially, and after vanishing at the Brewster angle, in-
creases rapidly. Consequently, incidence angles must be
kept small, less than 301, to minimize the polarization
effects on the lens aperture distribution.

The surface reflection effects can be reduced,
when warranted, by utilizing an impedance-matching
layer between the lens and free space. At normal and
small angles of incidence, the refractive index of the
matching layer can be found using a quarter-wavelength
transformer rule. It is the geometric means of the refrac-
tive index of the lens dielectric and that of air. In practice,
a different dielectric material may be used as the match-
ing layer, or it may be synthesized by preferentially
removing a fraction of the dielectric material from the
lens surface, such as drilling l/4 holes or cutting grooves
[4]. However, care must be taken to determine their
polarization effects.

The surface reflections also influence the impedance
mismatch at its feed. The problem is most severe in cases
where the lens surface is coincident with one of the

Figure 7. Effect of cubic phase error on the far-field
pattern, causing beam tilt and asymmetry in the
sidelobes.
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equiphase surfaces, namely, the wavefront. Then, the
entire reflected wave travels back to the feed, the degree
of which depends on the lens refractive index. At normal
incidence, since the reflection coefficient is |R|¼ (n� 1)/
(nþ 1), the reflected power is unacceptably large for all
common dielectrics, and a matching surface should be
used. In the event that a matching layer cannot be used,
the reflection effects on the feed can be minimized by
lateral defocusing of the feed, or retuning of the feed over a
narrow bandwidth.

7. LENSES WITH no1

Lens equations (1) to (6) were developed without specify-
ing the value of the refractive index, and are therefore
valid for no1 cases as well. However, the lens surface
becomes inverted. For instance, the hyperbolic lens equa-
tion [Eq. (13)] for no1 modifies to

r1¼
ð1� nÞF

1� n cos y1
ð30Þ

and the lens surface becomes elliptical, concave toward
the focus, similar to Fig. 1b. On the inner region a
minimum thickness t is required to provide mechanical
strength. Zoning is also possible and will cause shadowing
when incorporated on the actively refracting surface. The
bandwidth limitations due to n remains the same as the
dielectric lenses with n41. However, the lens media for
no1 such as metal plates and waveguides are usually
frequency-sensitive and exhibit narrower bandwidths.

8. CONSTRAINED LENSES

The function of a lens is to modify the phasefront
of an incident wave, say, from spherical to planar.
In practice, this may be accomplished by means
other than the dielectric lenses. In most general
cases, the lens surfaces consist of a plurality of receiving
and radiating elements, interconnected by processing
elements. The received signals on one surface are modified
in amplitude and phase and reradiated from the elements
of the next surface. In passive designs, the interconnection
is due to transmission lines, such as parallel plates,
waveguides, and even coaxial lines. The design process
is similar to the dielectric lenses and is governed by the
pathlength equation. Snell’s law, however, is not satisfied
at all surfaces, and the problem of surface reflection and
transmission must be solved using the wave equation.
Nevertheless, lenses can be designed with similar
surfaces, but with inverted curvature, as the dielectric
lenses [3].

The simplest case uses parallel plates, with spacing a,
between 1l and 0.5l. When the electric field is parallel to
the plates, a non-TEM waveguide mode is excited and has
a wavelength lp given, in terms of the free-space wave-
length l, by

lp¼
l

1�
l

2a

� �2
" #1=2

ð31Þ

Figure 8. Geometry of a zoned
lens with shadowing effects.
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which can be used to define an equivalent refractive index as

n¼
l
lp
¼ 1�

l
2a

� �2
" #

o1 ð32Þ

In cylindrical lenses, when the plates and electric field are
normal to the cylinder axis, Snell’s law of refraction
governs the transition between the lens and outside
media. But when they are parallel to the cylinder axis,
the incident rays are constrained to pass between the
plates and Snell’s law is not satisfied [1].

An example of the rotationally symmetric constrained
lens is the planar–elliptic surface lens of Eq. (30).
It is usually zoned to reduce its size and weight [4]. Other
useful transmission media are the rectangular and square
waveguides, operating in TE10 or TE01 modes. The wave-
guide dimensions must be such that only these modes can
propagate and higher-order modes are suppressed. The
square waveguide can be used for circularly polarized
applications, otherwise, must be avoided to reduce cross-
polarization.

9. INHOMOGENEOUS LENSES

In the lenses studied so far, the refractive index n was
constant and the shape was profiled to satisfy the ray path
condition. On the other hand, if the lens shape is kept
fixed, then another parameter, such as the refractive
index, must be allowed to change in order to help in
collimating the beam. This is achieved in a family of
lenses, the most important ones of which are spherical
in shape, such as Luneberg lens, Maxwell’s fish-eye, and
Eaton lenses. Their spherical shape provides a perfect
three-dimensional symmetry, useful in applications such
as the wide-angle scanning. They also have only a radial
inhomogenity, making them both physically and electri-
cally symmetric.

9.1. Luneberg Lenses

The term Luneberg lens refers to a family of lenses with
two axial foci. They can be both outside the lens or one
inside and the other outside. The most useful case, how-
ever, is the lens with one focus on its surface, while the
second one is at infinity. Thus, an axial point on the lens
surface is focused to an axial point at infinity, on the
opposite side of the lens. The refractive index of this lens is
given by

nðrÞ¼ 2�
r

a

� �2
� �1=2

ð33Þ

where a is the lens radius and r is the radial distance of a
point inside the lens. At the origin, the refractive index is
nðoÞ¼

ffiffiffi
2
p

, and on its surface it becomes unity. Both are
practically significant. The refractive index values and
variations are in reasonable range, and the lens can be
synthesized. Moreover, the unity of its refractive index on
the surface eliminates the impedance mismatch and,
consequently, the surface reflections. The geometry and

ray paths of this lens are shown in Fig. 9, with a feed
horn on its surface. Scanning the feed on its surface
scans the radiated beam, without alteration. The scan
limit is set only by the mechanical limitation of the feed
horn motion. With a spherical conducting cap on its sur-
face the lens also acts as a perfect reflector (i.e., a back-
scatterer; Fig. 10). The main difficulty with this lens is its
fabrication problems. Multilayer shells are normally used
to synthesize the refractive index inhomogenity. Figure 11
shows one case, where 10 layers are used to construct an
18-in. diameter lens. While the approximation to a con-
tinuously variable refractive index is reasonable, the wave
scattering at the layer transitions reduces the lens effi-
ciency.

With the abovementioned refractive index, the
Luneberg lens performance is ideal at the geometric
optics limits, when the lens diameter in wavelength is
large. At microwave frequencies, the wavelength is large
and the lens diameter in wavelength may not be large.
Its performance, namely, directivity, and sidelobe levels
deteriorate rapidly. In such cases, the refractive index
profile can be modified to improve its performance. This
can be done by determining the excitation efficiencies of
various spherical modes and calculating its far field and
directivity [5]. The new dielectric permittivity profile is
defined as

er¼n2¼ 2B� A2 r

a

� �2
ð34Þ

the constant parameters A and B are determined to
maximize the gain. Three different cases are identified
and investigated. Their refractive index profiles are shown

Feed antenna

Lens

Figure 9. Typical ray paths in a Luneberg lens.

902 DIELECTRIC LOADED ANTENNAS



in Fig. 12. For case (a), A¼B¼1, which is the ordinary
Luneberg lens. For profile b, A¼ 1 and B40, and the
dielectric profile is the same as Luneberg lens with a
constant increase given by (2B � 2). In Fig. 12 profile b is
for B¼1.1. For profile c, B¼ 1 and Ao1, which increases
the lens permittivity at its surface (A2

¼ 0.95 in Fig. 12).
For profile d A2

¼B, and the dielectric profile falls between
profiles a and b: (A2

¼B¼ 1.1 in Fig. 12). It gives a lens
permittivity close to unity at its surface, which will

improve its impedance match to free surface. Profiles b
and c give larger refractive indexes and are expected to
perform better at lower frequencies. This is investigated

Figure 10. A passive Luneberg lens reflector re-
turning the incident rays.

Figure 11. Multilayer spherical shell construction of a Luneberg
lens.
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Figure 12. Refractive index of modified Luneberg lenses to
improve low-frequency performance.
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using the spherical harmonics, and the results for the
directivity, sidelobe levels, and beamwidths are shown in
Table 2.

9.2. Constant n Spherical Lens

The difficulty with fabrication of the inhomogeneous
lenses encouraged investigators to search for quasi-ideal
spherical lenses with constant refractive index. An inter-
esting case is a lens with er ffi 3, studied earlier by Bekefi
and Farnell [6] and more recently by Mason [7]. With a
Huygen source feed at its surface, the computed phase
distribution across its aperture, for different relative
permittivities, is shown in Fig. 13. For er ffi 3, the phase
error is below 101, across about 60% of the aperture. It
remains within acceptable range for gain calculated over
at least 70% of the aperture, resulting in excellent gain
performance over a wide range of frequencies. The only
drawback seems to be the excitation of internal modes at
their resonance. Their effect reduces with the loss tangent
of the dielectric material.

10. DIELECTRIC-LOADED HORNS

Horn antennas are among the most useful and versatile
antennas. They have a relatively simple shape and are
easy to fabricate and use. They are used as test antennas,
feeds for reflector and lens antennas, or independently
as communication antennas. Because of their diverse
applications, their electrical specifications vary consider-
ably. As test antennas, they are used as gain standards
and required to have good polarization isolation in
the principal E and H planes. Rectangular horns are
commonly used for this application to simplify the
polarization definition and gain calculation. As a feed
for reflector and lens antennas, the requirements are
significantly different. While having a finite aperture
size, they must behave as a point source, have small
sidelobes and backlobes to minimize power spillovers,
and have negligible cross-polarization in the entire radia-
tion zone. To achieve such stringent requirements, their
design must be precise and an accurate solution must be
known to assess their performance. This is more so with
circular horns and consequently have found more
widespread applications as feeds than rectangular ones.

Electromagnetic analysis, however, has shown that
conventional smooth-walled horns cannot provide
radiation patterns with acceptable polarization purity
and low spillover. Corrugated horns are developed for
these applications, but are costly and narrowband.
Dielectric loading of the horn has been shown to improve
the performance and in certain applications may be used
to replace corrugated ones.

In applications where horn antennas are used as in-
dependent communication antennas, gain and aperture
efficiency may be the fundamental parameters to optimize.
However, to obtain high gain, the horn aperture size must
increase, which also increases the aperture phase errors.
The phase errors can be maintained low by using small

Table 2. Performance Parameters of Modified Luneberg Lens

Luneberg Lenses Modified Luneberg Lenses

A¼B¼1 A¼1 A2
¼B

Diameter
(l)

B

Value
Gain
(dBi)

Beamwidth
(deg)

First
Sidelobe

Level (dBi)
Gain
(dB)

Beamwidth
(deg)

First
Sidelobe

Level (dB)
Gain
(dBi)

Beamwidth
(deg)

First
Sidelobe

Level (dB)

2 1.4 14.79 30.2 –14.41 17.56 23.5 –17.15 16.85 24.0 14.79
4 1.16 20.761 15.1 –16.05 22.70 13.0 –16.9 22.0 13.25 –16.1
6 1.1 24.34 9.8 –16.9 25.75 9.0 16.97 25.17 9.1 –16.4
8 1.075 26.90 7.3 –17.1 27.98 6.7 –17.01 27.56 7.0 –16.6
10 1.04 28.78 5.8 –16.35 29.35 5.5 –15.97 29.26 5.6 –16.81
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Figure 13. Phase across aperture of a constant n spherical lens.
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cone angles, but this increases the horn size. A convenient
solution is then to use a lens at the horn aperture to
reduce or eliminate the phase errors, by collimating the
beam. Consequently, compact high-gain horns can be
designed with controlled aperture phase and amplitude
distributions, to improve the aperture efficiency and horn
gain. Alternatively, lenses can be used to suitably modify
the aperture distribution in both amplitude and phase to
shape the radiation patterns.

In this section, initially the dielectric-loaded and lens-
corrected horns will be discussed. Then, the use of
dielectric in small antennas such as waveguides, microstrip
antennas, and dipoles, will be considered, to improve their
operation in specific applications.

10.1. Dielectric Loading

Historically, dielectric-cone loading inside smooth-walled
conical horns was used by Clarricoats et al. [8], and Lier
[9] to simulate the effect of corrugations. Corrugated
horns, with quarter-wavelength corrugation depths, can
support hybrid HE11 mode. This mode radiates with low
cross-polarization and can be designed to have negligible
sidelobes. Introduction of the cone dielectric, with an
airgap as shown in Fig. 14 inside a smooth-walled horn,
was also shown to support hybrid modes and improve the
performance. Clarricoats et al. [8] used low-dielectric-
constant materials, such as foams with a relative permit-
tivity of 1.13. But, in Lier’s work [9], solid-dielectric cones
with a relative permittivity of 2.5 was used, again showing
good performance. Both groups of investigators also ana-
lyzed these dielectric-loaded horns using modal expan-
sions, and studied the effects of the airgap, horn
permittivity, aperture diameter, flare angle, and the throat
region. Airgap size was found to be strongly dependent

on the aperture diameter, and both are dependent on
the dielectric permittivity. The airgap size generally in-
creases with the horn diameter, and for a given diameter
there is a minimum relative permittivity of dielectric to
support the hybrid mode to minimize the cross-polariza-
tion. Both flare angle and the throat region have similar
influences. Large flare angles, and asymmetric throat
region design, excite higher-order modes and thus
increase cross-polarization.

A variation of the conical dielectric-loaded horn is
shown in Fig. 15. Its wall is profiled. A large flare angle
near its throat reduces its axial length and results in a
compact horn. Then, its small flare angle near the aper-
ture improves the cross-polarization. The profile is de-
scribed by the following equation

rðzÞ¼ rthþ 3Dr 1�
2z

3L

� �
z

L

� �2

Dr¼ rap � rth

ð35Þ

where rap and rth are the horn radii at the antenna’s
aperture and throat. A profile horn of this type was
designed and optimized. Its performance is compared
with the linear horn in Table 3. Its cross-polarization is
improved by 4 dB. The effect of length reduction on the
performance of the abovementioned profile horn is also
shown in Table 4. It shows that the performance remains
steady and comparable to a linear horn for length reduc-
tions by as much as 22%.

10.2. Lens-Corrected Horns

In high-gain horns, the aperture diameter in wavelength
is large, and the horn length can be excessive, unless its
flare angle is made large. But the combination of large
aperture size and large flare angle can cause severe

(a)

(b)

Figure 14. Geometry of a dielectric-loaded horn showing two
possible dielectric insertions. Figure 15. Geometry of a dielectric-loaded profile horn.
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aperture phase error. This problem can be remedied by
using a lens at the horn aperture. Figure 16 shows three
possible options. These simple lenses and others, includ-
ing zoned lenses, may be used, and would correct the horn
aperture phase distributions. But each lens will have
different influences on the aperture amplitude distribu-
tion. The properties of the first two lenses were investi-
gated earlier, and Table 1 showed their effect on the
amplitude distribution. Type (a) (in Fig. 16) increases
the amplitude taper according to Eq. (21) and will reduce
both sidelobes and the aperture efficiency. Type (b) will
compensate for the amplitude taper, and according to
Eq. (22), the lens permittivity can be used to control the
aperture distribution, and thus the horn efficiency and the
pattern sidelobes. For type (c), an analytic expression is
not available and a numerical procedure must be used.
However, as was indicated earlier with respect to this lens,
both surfaces help in collimating the beam, but its second
surface is similar to type (b) lens and its influence on the
aperture distribution will be similar as well. With a
hybrid-mode horn, corrugated or dielectric-loaded, the
resulting aperture distributions for different lens relative
permittivities are shown in Fig. 17, which shows that for er
around 1.22, the aperture amplitude distribution is nearly
uniform.

11. DIELECTRIC-LOADED WAVEGUIDES

Waveguides have small aperture size and are not as
efficient radiators as horns. Part of the energy leaks out
and induces current on the outside wall, which radiates
laterally and backward, causing large backlobes. The
wave impedances of waveguide modes are also different
from the free-space intrinsic impedance, and strong reflec-
tions can occur on the aperture, causing poor input im-
pedance match. These problems can be partly overcome by

flaring the waveguide at its aperture. However, similar
and even better performance can be obtained by loading
the waveguide by a short section of a dielectric. The size
and shape of the dielectric constant provide several para-
meters that can be used to shape the radiation patterns
and tailor them to the desired specifications. Table 5
shows the results for three different end loadings, and
the type of performance variations one could achieve [2].
Two other examples are shown in Figs. 18 and 19, with
combinations of dielectric and cavity loadings [2]. In
Fig. 18, the end geometry is optimized for nearly perfect
pattern symmetry, with negligible cross-polarization. Fig-
ure 20 shows its copolar and cross-polar radiation pat-
terns. In Fig. 19, the combination was again optimized for
a heavily shaped radiation pattern, again with negligible
cross-polarization in the forward direction. It is an ideal
feed for deep parabolic reflectors with small f/D¼0.25. It
provides high aperture efficiency of 81% due to its front
pattern null, very low cross-polarization, and extremely

Table 3. Performancea of Dielectric Loaded Linear and
Profiled Horns

Parameter Linear Horn Profiled Horn

3 dB beamwidth (deg) 14.8 13.7
10 dB beamwidth (deg) 26.9 24.8
Directivity (dBi) 22.1 22.5
Efficiency (%) 61.8 68.1
Peak cross polar (dB) �32.2 �36.0
VSWR 1.04 1.03

aWhere Rth¼ 1.14 cm, rup¼ 27.7 cm, L¼ 30.9 cm, er¼ 1.13, airgap¼1.2 cm.

Table 4. Performance of Profile Horn with Length
Reduction

Length (cm)

Peak
Cross-Polarization

(dB)

3 dB
Beamwidth

(deg) Efficiency (%)

30.9 �36.0 13.7 68.1
27.5 �36.8 13.8 64.4
24.0 �31.6 14.0 57.1
15.0 �27.6 16.1 32.0

�max

�max

F

F

(r, z)

T

D

�

z

r

F T

�

(a)

(b)

(c)

Figure 16. Three examples of lens types for loading horn
aperture.
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low noise temperatures due to small f/D, the focal length :
diameter ratio.

12. MICROSTRIP AND DIELECTRIC RESONATORS

Microstrip antennas are discussed in a separate article
(see MICROSTRIP ANTENNAS), and usually consist of a con-
ducting patch separated from a ground plane by a di-
electric substrate. They are low-profile and increasingly
popular antennas for practically any type of application.
Their radiation patterns, however, are asymmetric with
unequal E- and H-plane patterns. But, with careful opti-
mization, the pattern symmetry can be achieved to

minimize cross-polarization. Figure 21 shows a case of
stacked patches with a side choke for equalizing the
principal-plane pattern, low backradiation, and cross-
polarization. Similar performance can also be obtained
using a dielectric resonator in lieu of a microstrip patch.
The dimensions of the dielectric resonator are related to
the wavelength by

d¼
1:841l

4np
16þ

pd

1:841h

� �2
" #1=2

ð36Þ

The excited mode is the TM110 mode, and produces radia-
tion similar to that of a microstrip patch. In Fig. 22, the
resonator and the cavity are optimized for symmetric
pattern in the principal planes to reduce the cross-polar-
ization. They are shown in Fig. 23, with excellent sym-
metry. Both the microstrip and resonator antennas can be
used as efficient reflectors and lens feeds with high
aperture efficiency and low cross-polarization.

13. INSULATED ANTENNAS

Practically all antennas have conducting parts, but in
certain families of antennas, especially small resonant

18

12

6

0

dB

−6

−14

1.1

1.2

1.23

1.5

3020

Horn alone

�, deg10

Figure 17. Aperture amplitude distribution for a lens corrected
horn 301 semiflare angle hybrid-mode horn, type c lens.

Figure 18. Geometry of a dielectric cavity-loaded waveguide
feed.

Table 5. Performance of Dielectric-Loaded Waveguide with Shaped Dielectrics

Half-Beamwidths

3 dB 10 dB

Geometry
Peak Cross-Polarization

0�y�90� (dB) Gain (dBi) E plane H plane E plane H plane

a

60°

0.519� �33.95 8.28 36.82 36.18 71.47 72.51

b
0.1�

60°

0.6� �24.74 8.11 37.21 38.32 73.42 71.35

c 0.6� 

0.619� 

�24.43 13.47 19.43 20.25 33.13 35.17

d¼0.6l, er¼2.5
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ones, the conduction current radiates directly. Typical
examples are the wire antennas and microstrip antennas
that are often half-wavelength resonators. In wire anten-
nas, the current is excited by the applied voltage directly
on the wire, which radiates in the surrounding space. In
microstrip antennas, the currents are both on the patch
and its ground plane, which are separated by a dielectric
substrate. For this reason, only the patch current is

exposed to the surrounding medium. However, in either
case, the physical constants of the medium are excessively
lossy, and can short-circuit the antenna current and
prevent its operation. In practice, this problem can occur
in remote sensing and biological applications. In the
former case, the antennas may be buried underground,
or submerged in sea and ocean waters that have high
electrical conductivities. In the latter case, the antennas
are implanted into various types of body tissues that can
have excessively high conductivities. In such cases, to
ensure antenna operation, the conduction currents must
be insulated from the surrounding conducting medium. A
simple but effective method is to use a thin dielectric
coating on the antenna conductor carrying the radiating
currents. The coating will provide insulation between the
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Figure 21. Geometry and radiation patterns of a stacked micro-
strip feed, with peripheral choke to minimize back radiation.
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Figure 22. Geometry of a dielectric resonator antenna, showing
a conducting cavity of height H and diameter D, with a dielectric
disk of height h and diameter d.

908 DIELECTRIC LOADED ANTENNAS



conducting antenna and the medium, thereby eliminating
the conduction current. The excitation energy will then
transfer into the pointing vector, leaving the antenna.

The behavior of the insulated antennas in a medium of
complex permittivity differs considerably from that in free
space, and should be analyzed carefully. For instance,
consider a conventional dipole of length 2h, as shown in
Fig. 24. The wire is a good conductor and has a diameter of

2a, insulated by a cylindrical dielectric region of diameter
2b and propagation constant k1, located in an infinite
exterior region of k2. With a thin-wire approximation,
the dipole current can be represented by a sinusoidal
distribution of the form described in Ref. 10. The time
factor is assumed to be exp(jot)

IðzÞ¼
�jV sin kLðh� jzjÞ

2Zca cos kLh
ð37Þ

where

kL¼k1 1þ
Hð2Þ0 ðk2bÞ

k2bHð2Þ1 ðk2bÞ ln
b

a

2

64

3

75

1=2

ð38Þ

Zca¼
B1kL

2pk1
ln

b

a

� �
ð39Þ

B1¼
om0

k1
ð40Þ

k1¼o½m1e1�
1=2 ð41Þ

and H0
(2) and H1

(2) are Hankel functions of zero and first
order. Note that with a perfect insulation dielectric k1 is
real but k2 is complex due to the presence of Hankel
functions in Eq. (38). It reduces to k1 when b, the radius
of the insulation, becomes infinitely large. In view of
Eq. (38), the dipole current distribution, input impedance,
as well as the radiation resistance, and the resonance
frequency can depend strongly on the radius b and
propagation constant k1, and k2, the propagation constant
of the exterior region. The latter may not be fully known,
or constant, during the application because of variations
in moisture content and other variables. Thus, the insula-
tion parameters should be selected appropriately to mini-
mize the dependence of kl on k2.

14. MEDICAL AND BIOLOGICAL ANTENNAS

Another area in which insulated antennas play an im-
portant role is the biological and medical applications.
They can be noninvasive (i.e., not penetrating the body) or
invasive. In either case, the properties of insulated anten-
nas can be significantly different from those in free space.
Thus, care must be taken in their design and analysis to
ensure adequate power transfer to the right tissue. Non-
invasive radiators are often dielectric-loaded waveguides
and horns, discussed in the previous section. The dielec-
tric loading in this case is used to improve impedance
matching and coupling to the body. Their design is not
significantly different from those of other dielectric-loaded
waveguides, except that the end shaping must prevent
hotspots and improve penetration.

Microstrip antennas and arrays are other types of
radiators suitable for noninvasive applications. However,
their resonance property and power coupling to the body
can be sensitive to the extent and nature of contact to theFigure 24. Geometry of an insulated dipole antenna.
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skin. Dielectric coating over the radiating patch or slot can
insulate the antenna and minimize the body’s influence.
This is due to the fact that, in microstrip antennas, the
resonance depends on the effective dielectric constant, and
not the actual substrate permittivity. With single-layer
substrates of thickness h, this effective permittivity, for a
conductor linewidth of W, is given by

eeff ¼
erþ 1

2
þ

er � 1

2

� �
1þ

12h

w

� ��ð1=2Þ
ð42Þ

However, it can change significantly by introducing a
higher permittivity layer over the substrate. Conse-
quently, in biological applications, where the tissue rela-
tive permittivity can be excessively high due to the water
content having erD80, the nature of the proximity or
contact with the body can alter eeff significantly [11]. Since
microstrip antennas are narrowband, or at best not wide-
band, the efficiency of their radiation and coupling to the
body can be deteriorated. The effect can be reduced by
introducing a superstrate layer over the microstip an-
tenna, to control the relative permittivity variations.

Invasive-type radiators can produce more uniform and
controllable heating patterns, but they require implanta-
tion in the tissue. The most convenient types are the
insulated needle radiator, basically the end of the coaxial
line. However, this type of antenna can generate strong
currents on the outer coaxial conductor and cause tissue
heating behind the antenna. An improvement can be
obtained by introduction of a quarter-wavelength choke
over the coaxial conductor to form a sleeve antenna. Their
analysis and sensitivity study can be carried out similar to
the insulated dipole antennas. Figure 25 shows the geo-
metry of needle and sleeve antennas.

15. NRD WAVEGUIDE ANTENNAS

A nonradiative dielectric (NRD) waveguide, shown in Fig.
26, consists of a dielectric slab sandwiched between two
parallel conducting plates. It is known to have low resis-
tive losses at high frequencies and useful structure for

design of low-loss circuit components, such as couplers,
filters, and even amplifiers [12]. If an antenna can be
designed using an NRD guide, it will be low-loss, and can
be integrated with other NRD components. The resulting
system of circuit–antenna combination will therefore be
compact and provide high operating efficiency, useful in
many high-frequency applications. However, in an NRD
the field propagates within the dielectric slab and is cut off
between the parallel plates outside the dielectric, where it
attenuates exponentially. To cause radiation, therefore,
one must expose its guided field to the external region.
This can be accomplished in three different ways: (1) by
cutting a slot on one of the conductors over the dielectric
slab, (2) by terminating the parallel plates a short distance
from the dielectric slab, and (3) by terminating the
dielectric slab in free space.

In the first antenna type, cutting an aperture or slot on
one of the conducting plates over the dielectric disturbs its
guided field and causes the radiation [12,13]. However, the
slot also causes discontinuities in the NRD guide that
excites the dominant parallel-plate mode, which is not
low-loss. In the second antenna type, the attenuating field
between parallel plates leaks outside and radiates like a
leaky-wave antenna [14,15]. This is a continuous radia-
tion along the guide, and its radiation beam squints with
frequency. The third antenna type radiates from the open
end of the guide, and provided its termination geometry
does not differ from that of the guide’s cross section, it does
not generate other modes [16]. It is therefore a well-
behaved antenna and its radiation is due primarily to
the guided mode of the dielectric. Its operation is dis-
cussed below.

Figure 26 shows the cross-sectional and end views of a
conventional NRD guide [12]. The principal transverse
field distributions are shown in Fig. 27, and in region I,
which is the dielectric region, these fields are given by

Ey1
¼
ðK2er � b2

yÞ

jom0e0er
cos

px

a
cosðbyyÞe�jbgz ð43Þ

Hx2
¼

jbg

m0

cos
px

a
cosðbyyÞe�jbgz ð44Þ

Figure 25. Implantable radiator types: (a) needle radiator;
(b) sleeve antenna. Figure 26. Geometry of NRD guide.
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Between the parallel plates, in region II, the correspond-
ing fields are

Ey2 ¼ cos
byb

2

� �
ðk2þa2

yÞ

jom0e0
cos

px

a

� �
e�ayðjyj�b=2Þe�jbgz ð45Þ

Hx2 ¼ jcos
byb

2

� �
bg

m0

cos
px

a

� �
e�ayðjyj�b=2Þe�jbgz ð46Þ

The guided field parameters in these equations are com-
puted from the following transcendental equations:

b2
g¼ k2

0er � ðpaÞ2 � b2
y ð47Þ

¼ k2
0er � ðpaÞ2þ a2

y ð48Þ

by tan 1
2 byb¼ eray ð49Þ

k2 � b2
y ¼ k2

0þ a2
y ð50Þ

Equations (43) to (46) can be used to define the equiva-
lent electric and magnetic currents on the truncated
aperture of Fig. 26, which can then be used to determine
the radiation integrals [17]. The resulting far radiated
fields in the principal planes are

Eyðj¼p=2Þ ¼E0
y ½1þ z1 cos yþGð1� z1 cos yÞ�

�
b

2
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(

þ
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b=2k sin y� byb=2

)

þE0
y 1þ z2 cos y½
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2er cosðbyb=2Þ
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( )

� ay cos
b
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� �
� k sin y sin

b
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2er
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2

� �	

�
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with

Zg1¼
ðk2er � b2

yÞ

kerbg

Z¼
Z
z1

ð53Þ

Zg2¼
ðk2þ a2

yÞ

kbg

Z¼
Z
z2

ð54Þ

where Z is the free-space impedance. The parameter G is
the reflection coefficient of the NRD guide radiating
aperture, calculated using its wave impedance in
Eqs. (53) and (54) and the free-space impedance.

An example of the radiation patterns is shown in Fig. 28.
The dielectric region dimensions are 15� 10.16 mm, and
the relative permittivity is 2.55. At 9.5 GHz the impedance
of the open-ended NRD guide is z¼ 0.5940þ j0.5520,
which gives a reflection coefficient of G¼ � 0.1203þ
j0.3380. Other propagation parameters are shown in
Table 6 [16]. Figure 28 shows an excellent agreement
between the computed and measured radiation patterns,
indicating that the single-mode operation of the NRD
guide for this antenna type is a good assumption. The
radiation patterns are also well defined and have a beam
peak in the forward direction. The antenna is therefore a
suitable candidate for single-element use or high-gain
array applications.

16. ANTENNA MINIATURIZATION

Antenna miniaturization is an important issue in certain
communication and mobile applications. Dielectric load-
ing can be a useful tool for such applications, because for
natural dielectrics the relative permittivity of the material
is larger than unity. The velocity of electromagnetic waves

Region IIRegion II

Region I

Region II Region II

Ey

yy

b/ 2

a/ 2−a/ 2

−b/ 2
x

Figure 27. Fields in dielectric and air regions of
NRD guide.
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and their wavelengths within the dielectric medium,
therefore, reduce by the square root of the relative per-
mittivity. Since the waveguide and antenna dimensions
are in terms of the wavelengths, they also become smaller
inside dielectrics. Thus, the phenomenon can be used
effectively for reducing the dimensions of the antennas.
In certain applications, such as microstrip antennas, this
is common knowledge, and for the case of dielectric
resonators, it was discussed in Section 12. For other
applications the case must be handled accordingly. An
important issue is realization of the fact that the normal
wavelength reduction by the square root of the relative
permittivity occurs only inside infinite dielectric regions.
In other cases, the effect is less and consequently an
effective dielectric constant eeff is normally defined. For
microstrip substrates this has been determined analyti-
cally, and was provided in Eq. (42). In most cases, however,
the problem must be solved numerically. Here the case of a
dielectric-coated monopole is discussed. Monopoles have a
simple geometry and are important antenna candidates,
but must be installed vertically, making them a tall
structure. A reduction of their length can be very desirable
in many applications.

Figure 29 shows the geometry of a dielectric coated
monopole [18]. The dielectric material is a cylindrical
ceramics of relative permittivity of er¼ 38, covering a
conducting tube of diameter din and height 6.4 mm. The
configuration is placed over an infinite ground plane and
solved numerically using a finite-element method to de-
termine its resonant frequency, impedance, return loss,
and the bandwidth. The computed results are compared
with measurements in Fig. 30 for the resonant frequency,
and in Fig. 31 for the return loss.

Aside from a small frequency shift, the agreement is
good. Figure 30 shows that, as the coating thickness

increases, the effect of the dielectric increases. This is
manifested in the form of reduced resonant frequency as
the monopole diameter is decreased, while keeping the
coating diameter constant. In the limit of smallest mono-
pole diameter, the resonant frequency is about 4.7 GHz, a
reduction of about 2.4, as compared to its resonant fre-
quency in free space. The effective permittivity is there-
fore about 5.8, which is much smaller than 38, the actual
relative permittivity of the dielectric material. For larger
effective permittivity values, one must either increase the
dielectric thickness or increase its length beyond the
monopole end. Since both of these solutions result in an
increased size of the overall structure, a compromise must
be made in any practical application.

17. GAIN ENHANCEMENT

Dielectric loading, when used judiciously, can be an effec-
tive means for increasing the gain of an antenna. The
focusing effect of dielectric lenses was discussed in Section 2.
This section addresses the case of planar dielectric
loading. Lenses are not desirable solutions in some
applications because of the high cost of fabrication
or manufacturing tolerances at millimeter-wave frequen-
cies. Simple planar dielectric layers are more desirable to
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Figure 28. Measured and calculated radiation pat-
terns of NRD guide.

Table 6. Propagation Constants of NRD Guide

k0 198.97
ay 138.40
by 205.44
bz 121.98

8.0mm

6.4mm

din

Ceramics (�r = 38)

Resonator

Solder

Ground plane

Connector

Figure 29. A cross section of the dielectric-coated antenna.
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use. They are natural in microstrip structures and cost-
effective forms in most radome applications. When used
properly, they can increase the antenna gain in proportion
to their relative permittivity, compared to adjacent
regions.

Figure 32 shows the geometry of a typical dielectric
covered region. A planar dielectric layer of thickness t in
region II is placed over another layer of thickness H in
region I, which is over a conducting ground plane. Inside
region I an antenna element is represented by an electric
current I0, parallel to the ground plane and at a distance
h. This problem was investigated by Jackson and
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Figure 30. Comparison of the calculated and measured resonant
frequencies of antenna in Fig. 29.
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Figure 31. Return loss of the dielectric-coated monopole antenna
(din¼3.2 mm) plotted against frequency.
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Figure 33. Geometry of a radome-covered cavity antenna.
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Alexopoulos [18] using a transmission-line approximation.
They have shown that the optimum thicknesses for
maximizing the gain are given by

n1H

l0
¼

m

2
; m¼ 1; 2; 3; . . . ð55Þ

n2t

l0
¼

2n� 1

4
; n¼1; 2; . . . ð56Þ

n1h

l0
¼

2p� 1

4
; p¼1; 2; . . . ð57Þ

and for this optimum thickness relationships the gain is
approximately

Gain¼ 8
H

l0

e2

e1

� �
ð58Þ

This indicates that, if region I is an air medium, then
the antenna gain increases proportionally to the relative

permittivity of region II. For example, if the relative
permittivity of region II is selected to be 100, then the
antenna gain will increase by about 20 dB, over its gain
without the presence of the dielectric layer. However, this
gain increase is at the expense of the antenna gain
bandwidth, which decreases inversely in terms of the
relative permittivity.

The antenna spacing of Eq. (57) is not a hard rule and
can be relaxed without a significant gain degradation.
This allows the use of the other two parameters in
Eqs. (55) and (56) to design radomes for gain enhancements.
In an earlier study [19], the author placed a microstrip
antenna at the bottom of a cavity that had a diameter
D¼ 2l. A radome was used to cover the cavity. From
Eqs. (55) and (56) the optimum radome thickness is a
quarter of a dielectric wavelength, and the optimum
cavity height must be half-wavelengths. Figure 33 shows
the antenna geometry, and Figs. 34 and 35 provide the
variation of its gain with the cavity and radome thick-
nesses. The microstrip antenna gain without the radome
was about 6 dBi, and the computed peak gains, in Figs. 34

Figure 34. Variation of the cavity gain with its
height H, D¼2.0l,

ffiffiffiffi
er
p

t¼0:25; er¼10.

Figure 35. Dependence of the cavity gain on
radome thickness, D¼2.0l, H¼0.55l, er¼10.
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and 35, are about 15.7 dBi, indicating an increase of about
9.7 dB, which is in good agreement with the prediction of
Eq. (58). A set of measured gain patterns, in the principal
E and H planes, are shown in Fig. 36. They confirm the
predicted gain enhancement.
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Canada

Dielectric measurements are concerned with the charac-
terization of solid, liquid, and gaseous insulating materi-
als over a wide range of DC and AC conditions at different
frequencies temperatures, field strengths, and pressures,
under differing environments. The frequency range cov-
ered extends downward from the power frequency of 50 or
60 Hz through the ultralow frequency range from 10� 2 to
10� 6 Hz to DC and upward into the audiofrequency (AF),
radiofrequency (RF), and microwave ranges and, finally,
into the optical region for optically transparent dielectrics.
It can be appreciated that a variety of specimen cells are
required to suit the nature of the test and to act as con-
tainment vessels or holders for the specimens undergoing
evaluation. The test methods and specimen containers
used over the lower frequency spectrum differ substan-
tially from those employed over the higher frequency spec-
trum (4300 MHz), because, at lower frequencies, the
dielectric specimen behaves as a lumped circuit element,
as opposed to its distributed parameter behavior over the
higher frequency region, where the physical dimensions of
the specimen become of the same order as the wavelength
of the electric field. This delimiting difference necessarily
requires other test procedures to be utilized at high fre-
quencies, and constitutes perhaps the main reason for the
bifurcation and the unfortunate, but often attending, iso-
lation of the two fields of endeavor—even though the aim
over the lower and upper frequency regions is identical,
namely, the characterization of dielectric materials.

Space does not permit a detailed description of all the
dielectric measurement procedures and, consequently,
only a cursory presentation is made. Nor is it possible,
within the given constraints, to delve into the various di-
electric conduction and loss mechanisms in order to dis-
cuss the interpretative aspects of the measurement
methods. Accordingly, the presentation is necessarily con-
fined to a concise description of the most common methods
of dielectric measurement employed currently. Wherever
feasible, the methods given attempt to comply with the
general guidelines of those specified in national and in-
ternational standards, such as those by ASTM (American
Society for Testing and Materials) and IEC (International
Electrotechnical Commission), in order to put methods
forward that are universally accepted and have withstood
the test of time. The dielectric measurement methods pre-
sented here will deal principally with those of dc conduc-
tivity, dielectric constant and loss as a function of
frequency, and voltage breakdown or dielectric strength.

1. DC CONDUCTIVITY MEASUREMENTS

1.1. Volume Resistivity (qv)

Insulating materials employed on electrical equipment
usually characterized by a high insulation resistance

and thus provide an isolating medium between adjacent
components that are maintained at different potentials. In
certain applications, such as for capacitor components,
bushings, and cables, they must exhibit extremely low
leakage current. In other applications, where partially
conducting polymers are of interest, the insulation resis-
tance values are substantially reduced. Insulation resis-
tance measurements, which are generally carried out
under DC conditions, yield not only data on the electrical
conduction characteristics of a material, but may also pro-
vide an indication of the uniformity or impurity content of
the insulating material. It is thus of considerable practical
interest to classify the various insulating materials in
terms of their DC insulation resistance, which can then
be related to their DC electrical conductivity. The DC con-
ductivity sDC of an insulating or dielectric material, is
more fundamental property, as it bears a direct relation-
ship to the conduction mechanisms taking place in the
dielectric. It is defined as [1]

sDC¼
J‘DC

E
ð1Þ

where J‘DC is the DC leakage or conduction current den-
sity in A/cm2 and E is the direct electrical field in V/cm; the
units of sDC are S/cm. If it is assumed that the DC con-
ductivity arises from a drift of singly charged carriers e in
the field direction, having a charge concentration n per
cm3 and a mobility of m in cm2 V� 1 s� 1, then Eq. (1) may
be expressed as

sDC¼ emn ð2Þ

The measured DC volume insulation resistance, Rv, is
related to the DC volume resistivity of dielectric rv by

rv¼
A

d
Rv ð3Þ

where A is the area of the measuring electrodes in cm2 and
d denotes the thickness of the dielectric specimen in cm;
by definition, the DC conductivity is inversely related to
the DC volume resistivity as

sDC¼ 1=rv ð4Þ

such that the units of volume resistivity are in O � cm.
There are various specimen holder electrode systems

and measurement techniques available for determining
the volume insulation resistance Rv in terms of which the
volume resistivity rv may be computed, employing Eq. (3)
[2–4]. For illustrative purposes, only the most prevalent
ones in use will be considered. Figure 1 depicts a typical
three-terminal electrode system with the dielectric speci-
men held between circular parallel-plane metallic elec-
trodes. The electrodes are usually made of stainless steel,
with the low-potential (guarded) electrode of diameter D1,
having a diameter size less than the high-potential elec-
trode, whose diameter D3 is equal to that of the guard ring
electrode. The separation between the latter and the low-
potential guarded electrode is equal to g, such that gr2d,
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where d denotes the thickness of the dielectric specimen.
The gap g between the low-potential and guard electrodes
must be sufficiently large to prevent leakage over the sur-
face of the dielectric from influencing the volume resist-
ivity measurement; this is particularly important with
high-input-impedance electrometers. A value of g¼ 2d is
most expedient, since it permits the measurement of both
volume and surface insulation resistance with an identical
electrode configuration.

The fringing of the flux lines essentially extends the
guarded electrode edge into the gap region bounded by the
measuring or low-potential electrode and the guard ring.
Hence the area, A, in Eq. (3) is not the geometrical area
of the low-potential electrode, but is approximately given
[2] by

A¼
pðD1þ gÞ2

4
ð5Þ

The determination of specimen thickness d in Eq. (3), does
not present itself as a trivial problem [5]. Exact parallel-
ism between the two opposite sides of a solid dielectric
specimen is difficult to achieve, in practice. With polymers,
it is common to make several thickness measurements
along the specimen surface, either with a micrometer or a
dial gauge, and then determine the average value of d.
With most polymeric materials, the dielectric specimens
will tend, in general, to conform to the surface of the mea-
suring electrodes. However, with hard materials, the op-
tically flat electrodes will generally not be contiguous with
every portion of the surface of the dielectric. In such cir-
cumstances, the three-terminal electrodes must be either
paint or vapor deposited on the rigid surfaces of the spec-
imen. For this purpose, silver or aluminum is frequently
employed, although aluminum is less desirable, because of
its propensity to form nonconducting oxide films. Alterna-
tively, tinfoil electrodes may be utilized, in conjunction

with a minute thickness of silicone grease, applied to en-
sure their adhesion to the specimen’s surface. When liquid
dielectrics are evaluated, permanently mounted three-ter-
minal electrodes are employed, in conjunction with a cell
container into which the liquid specimen submerges the
measurement electrodes.

Figure 2 portrays a schematic three-terminal circuit
diagram for the measurement of the volume insulation
resistance Rv. Perhaps one of the most important consid-
erations in the measurement of Rv is the time at which,
following the application of the electric field, the actual
measurement is made. When the voltage is suddenly ap-
plied across the specimen, the observed initial charging
current is associated with the polarization of the dielec-
tric; both the induced and permanent dipoles in the di-
electric become aligned in the direction of the electrical
field. Once this very rapid process is completed, the cur-
rent commences a monotonic decline with time, as surplus
free charge carriers are gradually swept out of the dielec-
tric by the electric field. The nature of these charge car-
riers and their mobility are directly associated with the
structure of the dielectric material. If the dielectric has an
open structure, such as glass, the charge carriers may be
ions; similarly, in a dielectric liquid such as an oil, where
electrolytic contamination may be the source of the charge
carriers, ions may be also responsible for the conduction
current. In polymers, where the latitude of ionic motion is
greatly restricted, the conduction process is frequently
governed by electrons. Ideally, the Rv value should be
measured when the conduction or the so-called leakage
current attains a constant value, which is a function of
the dielectric under test. For example, in a polymer, the
value of constant current may be achieved when all excess
free electrons have been removed from the dielectric and
the residual leakage current is entirely determined by the
trapping and detrapping rates of the electrons at the var-
ious traps (principally shallow traps). Thus, the number of
migrating electrons at any one time approaches a constant
value when an equilibrium is attained between the time
each electron resides trapped in a well and the time it is
free to migrate before it again becomes re-trapped. Since
the complexity of the conduction process virtually ensures
that different dielectrics are characterized by different
times necessary for the leakage current to attain a con-
stant value, it has been agreed ad arbitrium that all in-
sulation resistance measurements should be made
following a one-minute application of the electrical field.

Since the volume resistivity rv of good insulating
materials falls in the range from 1012 to 41018O cm, the
leakage current Il for such materials must be measured
with a picoammeter, as indicated in Fig. 2. The guard
circuit improves the accuracy of the measurement by re-
ducing the influence of the leakage resistance. The effects
of the coaxial cable resistance connected across the DC
power supply can be greatly decreased by shunting the
input of the coaxial cable to its shield, by means of an op-
erational amplifier with unity gain; this feature is often
incorporated in commercially available electrometer/
ohmmeter instruments [6].

The volume insulation resistance Rv, in addition to be-
ing contingent on the time of the voltage application, is

D3

D1

D2

Dielectric

High-potential
electrode

Low-potential
electrode

Guard ring

g

d

Figure 1. Three-terminal electrode system for the measurement
of volume resistivity (after ASTM D257) [3].
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also a function of the applied voltage V; it is temperature-
dependent as well. Thus, the value of V and the temper-
ature must be specified; in general, the values of 100 and
500 V are most commonly employed [2,3]. Following one
minute of voltage application, the value of Rv then calcu-
lated from

Rv¼
V

Il
ð6Þ

In the measurement of Rv an accuracy of 5% may be
readily obtained. However, as the volume resistivity rv is
subsequently obtained in terms of Eq. (3), the accuracy of
the rv value is somewhat degraded, as a result of errors
inherent in the measurement of the specimen thickness d
and the estimation of the electrode area A [refer to Eq. (5)]
when compensation for the field fringing effects is made.

1.2. Surface Resistivity (qs)

Surface resistance Rs of solid insulating materials is, to a
large extent, determined by the state of cleanliness or
contamination of the surface of the dielectric under test. It
is, as well, a strong function of surface moisture, particu-
larly if the moisture film contains electrolytic impurities
either intrinsic to the liquid film itself or as a result of
solid ionic contaminants originally present on the solid
dielectric surface. Surface resistance is thus a measure of
the material’s propensity to surface contamination and
constitutes a useful indicator as concerns the surface
tracking resistance of insulators when subjected to elec-
tric fields. It is common practice to condition the speci-
mens prior to measurement in a dry atmosphere, before

performing the actual measurement at 50% relative hu-
midity.

Surface resistance measurements may be carried out,
either with two- or three-terminal electrode systems, al-
though three-terminal electrodes are usually employed to
eliminate stray leakage effects. The units of surface resis-
tance are ohms or ohms per square. The latter refers to the
arrangement of the electrodes, the configuration of a
square, on the surface of the specimen, as depicted in
Fig. 3 [2].

It is evident from the electrode arrangement in Fig. 3
that the surface resistance measurement also includes a
contribution of the volume resistance. The magnitude of
this contribution diminishes as the surface conductivity
becomes increasingly greater than the volume conductiv-
ity. The procedure followed in measuring the surface re-
sistance Rs is identical to that of Rv. The surface resistance
is given by

Rs¼
V

Isl
ð7Þ

where Isl is the surface leakage current and V is the volt-
age across the high-potential (H) and low-potential (L)
electrodes. In Fig. 3, G represents the guard electrodes
and g denotes the separation between the guard (G) and
low-potential (L) electrodes. The surface resistivity rs in
ohms or ohms per square, is then determined from [2]

rs¼
y

x
Rs ð8Þ

where y denotes the length of the low-potential electrode
(L) and x is the separation between the high- (H) and low-
(L) potential electrodes. The electrodes may be applied
with silver paint; alternatively, silver or aluminum elec-
trodes may be deposited upon the surface under vacuum.
Frequently, tinfoil electrodes are utilized with an extreme-
ly thin-layer film of silicone jelly applied on their under-
side, in order to provide adhesion on the specimen’s
surface.

Another approach is to employ the circular three-ter-
minal electrode system of Fig. 2, but with the connections
changed as portrayed in Fig. 4. Note that with this
arrangement, the high potential is applied to the circular
electrode (H) encompassing the center electrode, which

Top view of solid
dielectric specimen

V

Coaxial cable Coaxial cable
H

x

g

g

y
Stable

dc
power
supply

G

G

L

Picoammeter A

Isl

Figure 3. Schematic circuit diagram for the measurement of surface resistance with a three ter-
minal electrode arrangement on the dielectric’s surface [2].

Dielectric

Picoammeter

Coaxial cable
Il

Coaxial cable Three-terminal
electrode system

Stable dc
power
supply

V

+

Voltmeter A

Figure 2. Schematic circuit diagram for a three-terminal mea-
surement of the volume insulation resistance.
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acts as the low-potential electrodes (L), while the upper
electrode is connected to ground. In contradistinction to
Fig. 2 (for volume resistivity measurements), the gap dis-
tance gZ2d; in analogy to Fig. 3, g is equivalent to the
electrode separation distance, x. With circular electrode
symmetry, the surface resistivity becomes [2,3]

rs¼
pD1

g
Rs ð9Þ

where D1 is the diameter of the low-potential electrode (L).
The diameter of the upper grounded electrode (G) may be
equal to or greater than that of the encompassing circular
high-potential electrode (H).

2. PERMITTIVITY AND LOSS MEASUREMENTS ON
LUMPED CAPACITANCE SPECIMENS

Under alternating voltages, dielectric materials are em-
ployed either as supports to insulate electrical components
from each other and ground, or as dielectrics in capacitors.
Some applications require dielectrics of low loss and low
dielectric constant, while in others, high-dielectric-
constant materials are desirable, to provide the highest
possible capacitance for a given physical size. Thus two of
the most important electrical properties of dielectric ma-
terials, in terms of which their use and application suit-
ability at either low or high frequencies are assessed, are
those of dielectric loss and dielectric constant.

The capacitance C of a parallel-plate capacitor contain-
ing a dielectric material having a relative real permit-
tivity, e0r, may be expressed as

C¼ e0rC0 ð10Þ

where C0 is the capacitance in vacuo and is given by

C0¼
e0A

d
ð11Þ

where A is the area of the capacitor’s plates in cm2, d the
thickness of the dielectric, and e0 the permittivity in vacuo
equal to 8.854�10�14 F/cm. By definition, e0r is equal to
the ratio e0=e0, where e0 is the real value of the permittivity.
Frequently, the relative real value of the permittivity e0r is
simply referred to as the dielectric constant. The occur-
rence of loss in dielectrics, which may be associated
with the migration of free charge carriers, space charge po-

larization, or the orientation of permanent dipoles, is man-
ifest externally by a phase shift between the electric field
(E) and the displacement (D) vectors [1]; consequently, the
permittivity, e, becomes a complex quantity of the form

e¼ e0 � je0 0 ð12Þ

where e00 denotes the imaginary value of the permittivity.
The total current density vector J through the dielectric,
composed of the leakage current density Jl and cap-
acitative or displacement current density Jc vectors, may
be expressed in terms of e0 and e00 as

J¼JlþJc

¼ ðoe0 0 þ joe0ÞE
ð13Þ

The phasor relationship between the current density
vectors Jl, Jc, and J is delineated in Fig. 5a with its cor-
responding RC equivalent circuit in Fig. 5b, in terms of
which the dissipation factor (tan d) of the dielectric spec-
imen may be defined as

tan d¼
Jl

Jc
¼

Il

Ic
ð14Þ

where Il and Ic are the corresponding current vectors.
From Eqs. (14) and (15), it follows that

tan d¼
e0 0

e0
ð15Þ

Since the AC conductivity sAC is by definition, equal to
Jl/E, then, in terms of Eq. (13), we obtain

sAC¼oe0 0 ð16Þ

and

tan d¼
sAC

oe0
ð17Þ

The AC conductivity sAC must be distinguished from its
DC value sDC because it may include permanent dipole

V
H g

Coaxial cable
Coaxial cable

L

G

H

Stable
dc

power
supply

–

+
ADielectric

Isl

Figure 4. Schematic circuit diagram of a three-terminal circular
electrode arrangement for the measurement of the surface insu-
lation resistance [3,6].

δ

Jc

Jl

CV

(a) (b)

R

J I

Il IC

Figure 5. Current density phasor relationship in a dielectric
(a) with its corresponding equivalent parallel RC circuit (b).
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orientation losses, as well as frequency-dependent space
charge polarization controlled carrier migration processes,
which do not arise under DC conditions. It is readily ap-
parent from the equivalent-circuit diagram, which repre-
sents the lossy part of a dielectric by an equivalent
resistance, that

tan d¼
Il

Ic

¼
1

oRC

ð18Þ

where V is the applied voltage vector and Il is given by V/R
and Ic by joCV. It must be borne in mind that, the parallel
equivalent RC circuit representation in Fig. 5b is valid
only at one particular frequency, since both R and the ca-
pacitance C of the specimen are functions of frequency, as
well as temperature and electric field. It must be further
emphasized that, whereas some dielectric measurement
circuits view the dielectric specimen as a parallel equiva-
lent circuit with a large equivalent parallel insulation re-
sistance R, others consider the dielectric as a series RC
circuit, where the series resistance Rs5R. The tan d value
for the series RC circuit representation becomes

tan d¼oRsC ð19Þ

It is apparent that one can derive the primary dielectric
parameters of sAC, e00, and e0 from the measured values of C
and tan d by meant of Eqs. (10), (15), and (17).

2.1. Measurements at Low Frequencies (from 10� 6 to 10 Hz)

In studies related to the identification of charge carriers
and space charge effects, it is desirable to carry out mea-
surements in the frequency range between 10� 6 and
10 Hz. For measurements below 10� l Hz, it is common
practice to apply a rapid risetime voltage step pulse across
the specimen and subsequently observe the form of the
charging or decay current. The arrangement for this mea-
surement is very similar to that of the volume resistivity
measurement in Fig. 2, with the exception that a switch is
employed in conjunction with the DC power supply to
abruptly apply a voltage step across the specimen [7,8].
Since the total charging current comprises all the fre-
quency components contained within the voltage excita-
tion step, Fourier transformation procedures can be
utilized to derive the individual current distributions at
the discrete frequencies. This procedure may be utilized
irrespective of whether the specimen is charged or dis-
charged. The relative real and imaginary permittivities e0r
and e0 0r, respectively, may be expressed in terms of the
resulting current as

e0rðoÞ¼
1

C0V

Z 1

0

iðtÞ cosot dtþ
C1
C0

ð20Þ

and

e0 0rðoÞ¼
1

C0V

Z 1

0
iðtÞ sinot dtþ

G

oC0
ð21Þ

where V is the magnitude of the voltage step, CN repre-
sents the lumped capacitance of the specimen at infinite
frequency, and G is the DC conductance. Practical impli-
cations impose the upper and lower integration limits on
Eqs. (20) and (21); the lower limit is fixed by the risetime of
the electrometer employed (usually about 1 s) and the up-
per limit by the smallest value of current that the elect-
rometer can measure (about 10� 16 A) in the presence of
extraneous noise. A numerical procedure is normally fol-
lowed, to carry out these types of measurement [9]. For
each frequency of measurement, the computer performs a
numerical integration between the two integration limits
to determine the values of e0r and e0 0r.

An automated precision time-domain reflectometer
procedure is available that permits rapid measurements
down to 10�4 Hz with an accuracy of 0.1% and a resolu-
tion of 10�5 in the tan d value [10,11]. Its schematic circuit
diagram is depicted in Fig. 6.

Positive and negative voltage steps are applied across
the specimen and the reference capacitors, C and Cref, re-
spectively. The operational amplifier, in conjunction with
the feedback capacitor Cf constitute a charge detector,
providing an output that is proportional to the net charge
injected [Qref�Q(t)/Cf] by the two opposite-polarity volt-
age steps of amplitude DV and �DV, respectively. As the
voltage across the specimen changes from 0 to DV, the
charge Q(t) flowing through the specimen is determined
from

CðtÞ¼
QðtÞ

DV
ð22Þ

where C(t) denotes a time-dependent capacitance. Hence
the complex capacitance of the specimen C*(o), as a func-
tion of frequency, may be expressed as

C�ðoÞ¼C0ðoÞ � jC0 0ðoÞ

¼

Z 1

0

CðtÞ0 exp½�jot�dt
ð23Þ

where C(t)0 is the time derivative of C(t). The relative real
and imaginary permittivities, e0 and e00, are then deduced
from

C0ðoÞ ’
Z 1

0

CðtÞ cosot dtþCð0ÞþCref ð24Þ

and

C0 0ðoÞ ’
Z 1

0
CðtÞ sinot dt ð25Þ

where C0(o) and C00(o) are the real and imaginary capac-
itances corresponding to e0rC0 and oe0 0rC0, respectively;
C(0) is the initial capacitance and the integration is
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carried out for all times following the application of the
voltage step at t¼ 0. The minimum and the maximum
feasible measurement times tmax and tmin determine the
minimum and maximum measurement frequencies omin/
2p and omax/2p, respectively. The entire measurement is
completed in less than one cycle at omin/2p.

A most useful instrument, which is frequently em-
ployed in the range from 10� 2 to 102 Hz and occasionally
up to 104 Hz, is the Thompson–Harris bridge [12,13]. A
two-terminal specimen cell is utilized in conjunction with
the bridge, so that a correction must be made to take into
account fringing effects at the electrode edges. The sche-
matic circuit diagram of the bridge, portrayed in Fig. 7,
incorporates a specimen biasing feature [14], which is in-
cluded to permit the determination of the depth of charge
traps in the dielectric bulk and adjacent to the measuring
electrodes.

The highly regulated frequency generator used in con-
junction with the Thompson–Harris bridge must provide

exact in-phase and quadrature voltage outputs of V and jV,
respectively. Operational amplifiers delineated in Fig. 7
provide the necessary voltage, phase, and impedance re-
lationships. The capacitive current of the specimen is bal-
anced by the injection of an out-of-phase voltage � bV
across a variable capacitor Cc; injection of a quadrature
voltage of ajV across CR compensates for the conduction or
leakage current in the specimen conductance Gx. Balance
of the bridge is achieved by manipulating the capacitors
CC and CR and observing the null point, in terms of the
Lissajous figures displayed on the long-persistence oscil-
loscope. At balance, the conductance of the specimen Gx is
given by

Gx¼oaCR ð26Þ

and the capacitance of the specimen Cx is

Cx¼bCc ð27Þ

–
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–
+

–
+

–
+

Cx

Rx

Cr

Cc

Two-phase
generator

Voltage
follower
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follower
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V
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x y
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β
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Figure 7. Thompson–Harris low-frequency bridge with specimen bias control feature [14].
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Figure 6. Schematic circuit diagram of time-domain system for measurements down to 10�4 Hz [10].
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from which the dissipation factor of the dielectric (tan d) is
obtained as

tan d¼
Gx

oCx

¼
aCR

bCc

ð28Þ

Note that a and b are dimensionless quantities, represent-
ing the fraction of the voltage, Vs injected across CR and
Cc, respectively.

Not indicated in Fig. 7 is a zero-offset feature, which is
utilized in routine measurements to compensate for the
DC coupling circuitry, in order to prevent erratic shifts in
the Lissajous figures while balancing is being carried out.
The accuracy of the bridge is 0.1% with resolution ordi-
narily better than 0.1%.

Frequency response analyzer methods may also be em-
ployed for low-frequency measurements. These computer-
ized techniques perform adequately well within the range
from 10�4 to 104 Hz [15].

2.2. Power and Intermediate-Frequency Methods
(10 Hz–1 MHz)

A considerable portion of the electrical insulating materi-
als manufactured for use in electrical apparatus and ca-
bles are evaluated within the frequency range from 50 Hz
to 1 MHz, employing primarily bridge type circuits. A fur-
ther substantial portion of tests at high voltages are car-
ried out at fixed power frequencies of 50, 60, and 400 Hz.
The bridge circuits designed for power frequency applica-
tions, where measurements are normally made as a func-
tion of voltage, differ significantly from those involving
measurements as a function of frequency at low voltage.
Since most of these tests are performed by means of either
Schering or transformer ratio arm bridges, the discussion
here will be essentially confined to these types of bridges.

A common low-voltage Schering bridge arrangement,
which employs the parallel substitution technique recom-
mended in ASTM D150 [16], is depicted in Fig. 8 for the
case where measurements are carried with a two-terminal
specimen cell.

The capacitance C3 is selected such that its negligibly
small dielectric losses are approximately equal to those of
the intrinsically low-loss standard capacitor Cs. Note that
the Schering bridge views the specimen as an equivalent
series RxCx device, so that the variable arm composed of
the parallel combination of R1 and C1 must be capable of
compensating for the losses in the small series resistance
Rx of the specimen. The null detector, which is normally
an amplifier, is tuned to the frequency of the measure-
ment, f¼o/2p. Balance is first obtained by an adjustment
of the capacitors C1 and Cs, with the specimen disconnect-
ed. Then, with the specimen placed in parallel with the
standard capacitor Cs, the bridge is rebalanced. The spec-
imen capacitance Cx is thus determined from

Cx¼C0s � C0 0s ð29Þ

and the dissipation factor from

tan dx¼
oR1C0sðC

0 0
1 � C01Þ

ðC0s � C0 0sÞ
ð30Þ

where C01;C0s, and C0 01;C0 0s denote the values of the vari-
able capacitors C1 and Cs at balance with the specimen
disconnected and reconnected, respectively. The substitu-
tion technique eliminates the errors introduced by the
coupling effects of the various stray capacitances, but it
does not circumvent errors arising from connecting lead
influences.

The procedures for the correction of lead and stray ca-
pacitance effects have been standardized and are explicit-
ly enumerated in ASTM D150 [16]. It is the inductance, Ls,
and the resistance Rs the leads, which contribute to the
apparent increase of the capacitance DC and the dissipa-
tion factor D tan d in accordance with the relations [16]

DC¼o2LsC
2 ð31Þ

and

D tan d¼oRsC ð32Þ

where C is the true capacitance of the specimen; it is to be
emphasized that, as the skin effect increases with fre-
quency, the lead resistance Rs increases significantly with
the square root of the frequency, f¼o/2p. A standard
practice for assessing the effect of the leads is to perform
a measurement on a miniature sized capacitor, where the
latter is first directly connected to the bridge terminals
and then inserted across the far end of the leads. The dif-
ference between the two readings permits the calculations
of DC and D tan d.

The appearance of an edge capacitance Ce and a ground
capacitance Cg will lead to an increase in the measured
apparent capacitance

Ca¼CþCeþCg ð33Þ

R1 R2

C1

Cs

Cx

Rx

C3

D

Figure 8. Low-voltage Schering bridge, employing the parallel
substitution technique in accordance with ASTM D150 [16].
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and an apparent dissipation factor

tan da¼
C tan d

Ca
ð34Þ

The relative real and imaginary permittivity e0r and e0 0r
will then be given by

e0r¼
C

C0

¼
Ca � ðCeþCgÞ

C0

ð35Þ

and

e0 0r¼Ca tan da=C0 ð36Þ

For the normal type of specimen dimensions, where the
parallel-plane cylindrical electrodes are smaller than the
diameter of the specimen, the capacitance in vacuo C0

with edge effect correction, may be expressed empirically
in pF as [16]

C0¼ 0:006954
D2

d
ð37Þ

where d is the thickness of the specimen and D the diam-
eter of the electrodes in mm. Exact formulas for the edge
correction may be found in Ref. 17; the use of the exact
formulas does not result in a significant difference for the
correction. As with all dielectric measurements, the accu-
racy attainable is contingent not only upon the accuracy of
the observed capacitance and tan d values, but also on the
stray and edge effects of the electrodes employed, as well
as the calculated interelectrode vacuum capacitance C0. In
general, the permittivity is determinable to within 71%
and the tan d value to within 7(5%þ 0.0005) [16].

The circuit of a power frequency high-voltage Schering
bridge, portrayed in Fig. 9, represents essentially an in-
verse arrangement of its sibling low-voltage bridge equiv-
alent. The lower bridge arms of R4, C4, and R3 constitute

the balancing elements, while the upper arms of the series
representation of the specimen, R,C, together with the
standard capacitor, Cs, which have a high impedance in
comparison with the lower resistive arms, assume the
major portion of the voltage drop. This arrangement pro-
vides the bridge with an inherent safety feature, since the
lower arms where balance manipulation of the bridge is
carried out, remain at low potential. Figure 9, which rep-
resents the classical Schering bridge circuit, delineates
also the guard circuit’s balancing elements R5 and C5, ar-
ranged in accordance with the so-called Wagner’s Earth
method. The guard circuit, which is implemented in order
to eliminate the stray capacitance to ground, necessarily
entails the use of a three-terminal measurement proce-
dure. The solid dielectric slab specimen is placed in a
three-terminal cell of the type depicted in Fig. 1, or if the
specimen is a liquid dielectric, a concentric coaxial elec-
trode cell [18] may be employed. Frequently, the specimen
undergoing test may be a high-voltage power cable or sta-
tor bar, whose high-voltage terminated ends must also in-
corporate a guard circuit [19]. The standard capacitor Cs,
which must be partial-discharge-free up to the maximum
measurement voltage, is normally a 100 pF compressed-
gas-filled unit with negligible dielectric loss. Note that the
low-voltage arms are enveloped in grounded shields; the
shield, screening the low-potential electrodes of the spec-
imen and standard capacitor, including the detector that
normally comprises an amplifier tuned to the power fre-
quency, eliminates the stray capacitances to ground and
between the components themselves. Thus, any capaci-
tance current, which may develop between the detector
and the high-voltage portion of the bridge, flows directly to
ground via the auxiliary bridge arm of R5 and C5. Since
the latter are interposed between the shield and the
bridge ground, their manipulation balances the guard or
shield circuit. The switch SW, shown in Fig. 9, permits the
necessary independent balancing steps for the bridge
guard circuit and the bridge itself. At balance, the capac-
itance of the specimen [2] is given by

C¼
CsR4

R3
ð38Þ

and for equal self-inductances inherent with the resistive
elements R3 and R4, the dissipation factor reduces to

tan d¼oR4C4 ð39Þ

Since high-voltage Schering bridges are normally
designed to operate at one fixed power frequency, the di-
als of R3 and C4 are calibrated to read directly the capac-
itance and tan d values of the specimen, respectively. It is
to be emphasized that, under high voltage conditions,
should the specimen under test undergo partial discharge,
then the indicated tan d value will reflect the power losses
due to partial discharges, in addition to the dielectric loss-
es occurring in the solid, liquid, or solid–liquid insulating
system of the specimen [20].

R3
R5

R4

C5
C4

Cs

SW

Specimen
R,C

D

Standard
capacitor,

Figure 9. Classical power frequency circuit of high-voltage Sche-
ring bridge with Wagner’s Earth [2].
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Present high-voltage fixed power frequency Schering
bridges employ a driven or active guard technique for bal-
ancing of the guard circuit in lieu of the classical Wagner’s
Earth method. In this approach, the guard circuit and the
detector, D, are maintained automatically, at the same po-
tential, by means of a unit gain operational amplifier,
whereby only a single balance step is required for the
bridge. This feature, together with other improvements in
the Schering bridge, is well exemplified in the Tettex pre-
cision Schering bridge, which has been designed for use on
thin dielectric specimens up to 2 kV; its circuit is depicted
in Fig. 10.

The bridge is limited in voltage, since now the lower
arms are capacitive in nature, in order to attain a higher
sensitivity as the stray capacitances are thus greatly re-
duced. The capacitance of the specimen, C, is obtained by

an adjustment of C4 to yield

C¼
CsC3

C4
ð40Þ

and the value of tan d at the null is obtained by adjust-
ment of R3; the already low dielectric loss standard
capacitor Cs is artificially reduced to zero, such that the
tan d value of the specimen becomes

tan d¼oR3C3þ
G3

oC3
ð41Þ

In the measurements carried out with Schering bridges,
the capacitance and tan d values of the dielectric speci-
mens are obtained in terms of the resistance and capac-
itance elements of the bridge. Hence, the precision and
accuracy of the measurements are determined by the ac-
curacy of these resistances and capacitances themselves.
Precise dielectric measurements may also be performed by
means of an inductively coupled voltage divider, utilizing
a transformer arrangement, thereby circumventing some
of the accuracy and stability constraints associated
with resistive and capacitive elements [2,22]. Perhaps
one of the finest precision/accuracy commercially
available transformer ratio arm bridges for variable-fre-
quency measurements in the range from 10 Hz to
100 kHz is that of Gen Rad, under the designation type
1621 transformer ratio arm bridge. Its schematic circuit
diagram is delineated in Fig. 11. A 12-digit readout of the
specimen capacitance Cx with a 10 ppm accuracy is pro-
vided within the range from 10�7 to 10 mF. A basic accu-
racy of 0.1% is attainable for conductance Gx

measurements within the range of 10�10–103 mS—that
is, a tan d value of 10� 7 at 1 kHz may be determined
with a four-figure resolution.

Operational
amplifier

Specimen
R,C

Standard
capacitor

Guard

Bridge
R3

G3

C4

C3

Cs

+1
D

Figure 10. Schematic diagram of precision Tettex Schering
bridge for measurements at power frequency [21].
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Figure 11. Basic circuit of Gen Rad
type 1621 precision transformer ratio
arm bridge [23].
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The capacitances CA and CB shunting the transformer
winding and the specimen, respectively, do not introduce
any error into the measurement, since the former produc-
es only a reduction of the voltage across the specimen,
while the latter causes only a decrease in the sensitivity of
the detector D. In balancing the bridge, the multiple
tapped transformer principle is utilized in the course of
the resistive and capacitive decade adjustments. Accord-
ingly, the balance equation at the null of the bridge is
given by

N2ðGxþ joCxÞ¼N1½ðb1G1þ b2G2þ � � � þ bnGnÞ

þ joða1C1þ a2C2þ � � � þ anCnÞ�
ð42Þ

Equating the real and imaginary terms yields the capac-
itance of the specimen

Cx¼
N1

N2
½a1C1þ a2C2þ � � � þ anCn� ð43Þ

and the conductance

Gx¼
N1

N2
½b1G1þ b2G2þ � � � þ bnGn� ð44Þ

The dissipation factor of the specimen as a function of
frequency is obtained as

tan d¼
Gx

oCx

¼
½b1G1þ b2G2þ � � � þ bnGn�

o½a1C1þ a2C2þ � � � þ anCn�

ð45Þ

Note that the transformer ratio arm bridge views the
dielectric specimen as an RC parallel equivalent circuit.

A computer-controlled automatic transformer ratio
arm has been developed for measurements at power fre-
quencies under high-voltage conditions [24]. The bridge
circuit is delineated schematically in Fig. 12, in which the

Specimen

Ground
Protective

ground

Standard
capacitor

Screen 1

Screen 2

ADC Microcomputer

Printer
Data and dialog

tanδ

tanδ

range

range

Null
detector C.T. R

C
N1 N2

N2N1

Cx

N4

N3

G1

G2

N4

tanδ
N3

balance

balance

90° β

α

I1

x,y

Figure 12. Automated power frequency transformer ratio arm bridge with computer control for
measurements at high voltages [24].
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coarse and fine balances are obtained by variation of the
current comparator windings N1,N2 and N3,N4, respec-
tively. The currents in N3 and N4 are controlled by the
multiplying analog-to-digital converters (ADCs), a and b,
respectively, and are proportional to the current in the
standard high-voltage capacitor Cs. The ampere turns
equation for the balance condition at an applied voltage
V across the specimen when the current I is equal to zero
in the winding of the null detector N1 is given by

VðGxþ joCxÞN1¼ joCsVðN2þ aRG1N4 � jbRG2N3Þ ð46Þ

Equating the real and imaginary terms leads to the ap-
proximate expressions for the parallel, equivalent capac-
itance Cx and dissipation factor tan d of the dielectric
[18,24]:

Cx¼
ðN2þ aÞCs

N1
ð47Þ

tan d¼
bRG2

1þ
a

N2

ð48Þ

The automation of the power frequency transformer ratio
arm bridge results in a reduction of the accuracy of the
tan d measurement from 71�10� 7 to 71�10� 5.

2.3. Radiofrequency Methods (1–200 MHz)

Bridge techniques become unsuitable for measurements
at frequencies beyond 1 MHz, because of the onset of in-
ductance effects and, as a consequence, within the radio-
frequency region of 1–200 MHz, resonance rise (Q meter)
or susceptance variation methods must be employed
[2,18]. Within these frequencies, three-terminal tech-
niques become inapplicable cable and measurements
must be carried out using two-terminal specimen holders.

The basic Q-meter circuit is shown in Fig. 13, in which
the capacitance and tan d values of the specimen are de-
termined in terms of a variable standard capacitor Cs and

the quality factor Q of the circuit. The coil L denotes a
range of shielded fixed-inductance coils that are employed
to establish resonance of the circuit with the specimen
(Gx,Cx) inserted and removed. By definition, the Q value of
the circuit is equal to the ratio of the peak voltage V0

across the oscillator to that across the inductance, VL such
that

V0

VL
¼ 1þ

o2L2

R2

� �1=2

¼ ð1þQÞ

’Q

ð49Þ

for Qb1. The voltmeter (V) of the Q meter is calibrated to
read the Q values directly, since Q is given by V/IR. Rep-
resenting the values of C0s,Q

0 and Cs,Q as those obtained
with the specimen disconnected and connected, respec-
tively, yields the capacitance Cx and tan d values of the
specimen as

Cx¼C0s � Cs ð50Þ

and

tan d¼
1

Qx
ð51Þ

where

Qx¼
C0s � Cs

C0s

Q0Q

Q0 �Q
ð52Þ

When the measurements are carried out at high fre-
quencies, a stiff short copper connecting wire should be
employed between the specimen and the high-potential
terminal of the Q meter, so that when disconnected, its
same geometrical position, and configuration, a short

Shielded coil

Specimen

Cx

L V

A

R

I

Cx Gx

Figure 13. Q-meter circuit.
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distance removed from the high-potential terminal, may
be maintained, to ensure negligible change in the stray
effects of the two positions of the connecting wire. With
parallel-plane micrometer electrode specimen holders, ac-
curacies of 7(0.1%þ 0.02 pF) and 7(2%þ 0.00005 pF), for
the respective capacitance and tan d values of solid dielec-
tric specimens may be achieved [16]. For solid specimens,
an excellent precision reproducibility of 70.05% and
75�10�5 for Cx and tan d, respectively, may be obtained
by means of liquid displacement-type specimen holders
[25]. A fluid displacement cell for use at 1 MHz, consisting
of a fixed-plate, two-terminal, self-shielding capacitor, in
which the edge and ground effects are taken into account,
is depicted in Fig. 14.

The cell is most frequently employed for measurements
at 1 MHz on polyethylene, although cell designs for fre-
quencies up to 100 MHz are available. The fluid that is
used in conjunction with polyethylene specimens is sili-
cone with a kinematic viscosity of 1.0 cSt (1�10� 6 m2/s) at
231C, whose dielectric constant matches that of polyeth-
ylene, and whose tan d value between 100 kHz and 1 MHz
is negligibly small (about 5� 10� 5). The separation be-
tween the fixed measuring electrodes of the cell design in
Fig. 14 is 1.5270.05 mm, thereby restricting the specimen
thickness 1.27 mm, in order to allow for the formation of a
finite liquid film thickness on both sides of the solid
dielectric specimen adjacent to the central (high-
potential) and outer (ground potential) plate electrodes
or terminals. Two identical sizes (68.3� 100 mm) of poly-
ethylene sheet or slab specimens are employed, and mea-
surements are made on the specimens inserted in the
silicone fluid and then on the silicone fluid itself with the
specimens removed.

The real value of the permittivity or dielectric constant
of the polyethylene specimen e0 is obtained from the
relation

ðe0 � e0lÞ¼
DC

C0

d0

d

� �
ð53Þ

where e0l is the real value of the permittivity of the silicone
fluid at the measurement temperature, d0 denotes the
electrode separation, d represents the average thickness
of the two specimens, and C0 is the capacitance in vacuo of
the double-plated capacitor within the fluid displacement
cell, given by

C0¼ 2
e0A

d0

� �
ð54Þ

where e0 is the permittivity of free space, A is the area of
the center capacitor plate or electrode; the value of DC is
obtained from

DC¼ ðC2 � C1Þ ð55Þ

where C2 is the measured capacitance with the two solid
dielectric specimens immersed in the silicone fluid and C1

the corresponding value with the two specimens removed.
The dissipation factor, tan d, of the two polyethylene

specimens is defined by

tan d¼ tan dlþ ðtan dc � tan dlÞ½d0=d� ð56Þ

where tan dl the dissipation factor of the silicone fluid
itself and is given by

tan dl¼CTðQc �Q1Þ=ClQ0Q1 ð57Þ

where CT represents the total capacitance of the tuned
Q-meter resonant circuit prior to the connection of the
specimen cell, Q0 denotes the quality factor of the circuit
at resonance prior to the connection of the ungrounded
lead to the cell terminal, and Q1 is the quality factor of the
measuring circuit at resonance following the connection of
the lead to the terminal of the cell containing the silicone
fluid only, and Cl the capacitance of the silicone fluid
determined from the relation

Cl¼ ðC
0
1 � C1Þ ð58Þ

where C01 is equal to the capacitance reading following the
connection of the leads to the circuit terminals before the
connection of the ungrounded lead to the cell terminal.
The value of the dissipation factor tan dc obtained with the
polyethylene specimens immersed in the cell, is deter-
mined from

tan dc¼CTðQ0 �Q2Þ=ðe0lC0þDQÞQ0Q2 ð59Þ

where Q2 is the quality factor with the two solid specimens
inserted in the cell.

The susceptance variation method originally propound-
ed by Hartshorn and Ward [26] with subsequent refine-
ments [27,28] is perhaps the most common method
utilized for permittivity and loss measurements over the
frequency region extending from 100 kHz to 200 MHz. The
technique is based on the half-power point measurements
of voltage across an LC resonant circuit, with the solid or
liquid specimen inserted and removed from the test cell. A

Central plate
terminal

Center plate
(ground)

Outer plate
(ground)Outer plate

Teflon
insulator

Overflow

Thermometer
(ASTM 23°C)

Figure 14. Fluid displacement cell with a fixed electrode se-
paration equal to 1.5270.05 mm after ASTM Test Standard
D1531 [25].
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modified susceptance variation circuit and a cross-section-
al profile view of the associated micrometer adjustable
holder for solid specimens are depicted in Figs. 15 and 16,
respectively. For liquids, the specimen holder is similar to
that depicted in Fig. 16, except that two parallel concave
electrodes are employed to permit containment of the
liquid specimen.

The micrometer adjustable electrode system depicted
in Fig. 16 portrays a solid dielectric specimen between
plane-parallel electrodes. In the measurement procedure,
resonance is first established with the specimen inserted
between the electrodes and the maximum value of the
voltage e1 of the AC–DC converter is recorded. Thereafter,
the specimen is removed and the separation of the elec-
trodes is reduced until resonance is reestablished; this
resonance point is characterized by a larger output voltage
eo of the AC–DC converter. The capacitance of this air gap
spacing is numerically equal to the capacitance of the
specimen Cx and is obtained directly from the calibrated
reading of the main micrometer setting. Manipulation of
the main micrometer head, in conjunction with the small
vernier or incremental capacitor, yields the half-power
points of the resonance curve; the resulting width of the
resonance curve is equivalent to a capacitance change,
designated as DC0. It is the square law detection feature
of the instrument that relates the DC0 value directly to
the recorded change of reading in the incremental capac-
itor. Hence the dissipation factor of the specimen [27] is

given by

tan d¼
e0

e1

� �1=2

�1

" #
DC0

2Cx
ð60Þ

The real value of the permittivity e0r is normally obtained
in terms of the thickness of the specimen ds and the quan-
tity, Dd

e0r¼
ds

ds � Dd
ð61Þ

where Dd represents the decrease in separation of the
main electrodes in air required to restore the same capac-
itance as that obtained with the specimen placed between
the electrodes. An accuracy of 1% is achievable on permit-
tivity measurements and tan d may be determined to
within 71.0� 10� 6.

3. PERMITTIVITY AND LOSS MEASUREMENTS ON
DISTRIBUTED PARAMETER SPECIMENS

Dielectric specimens behave as distributed parameter sys-
tems when the wavelength of the electromagnetic field
becomes comparable to or is less than the physical dimen-
sions of the specimen. The transition from lumped to dis-
tributed parameter behavior occurs generally within the
frequency range from 300 MHz to 600 MHz. The high-fre-
quency dielectric measurements represent a vast area of
endeavor, which involves the use of resonant cavities of
cylindrical and rectangular shapes, waveguides, or trans-
mission lines, including quasioptical procedures, as well
as optical methods requiring the use of spectrometers and
interferometers. Since it would not be feasible within the
space constrains to cover, even in a cursory manner, all
test method variations over the millimeter and submilli-
meter wavelengths, the test procedures followed over this
range of frequencies will be illustrated by a number of
widely used and representative test methods.

3.1. Reentrant Cavity Method (300–600 MHz)

The reentrant cavity measurement technique constitutes,
in essence, an extension of the Hartshorn–Ward method; it
uses the same specimen cell arrangement, with the

Coupling coils

Recorder
ac–dc

converter

Adjustable
electrodes and

specimen Incremental
capacitor

Potentiometer

Figure 15. Schematic circuit diagram
of modified Hartshorn–Ward suscep-
tance variation circuit [27].

Micrometer screw

Bellows

Grounded electrode

Solid specimen

High-potential
electrode
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Grounded terminal

Vernier (incremental)
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Figure 16. Micrometer adjustable electrode for use in conjunc-
tion with the susceptance variation circuit [26].
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exception that the inner walls are silver-plated, and the
oscillator signal is admitted into the cell cavity via a cou-
pling loop with a detector loop situated on the opposite
wall of the concentric coaxial cell cavity [29]. The reen-
trant cavity is calibrated as a wavemeter, with the main
micrometer adjustable specimen capacitor acting as the
prime frequency control device and the vernier capacitor
as an incremental control device (refer to Fig. 16). As in
the case of the Hartshorn–Ward technique, the dielectric
parameters are determined in terms of the width of the
resonance curve with the specimen inserted between the
measurement electrodes and then removed.

3.2. Coaxial Line–Waveguide Methods (500 MHz–50 GHz)

Waveguide or transmission-line methods are based on the
shorted coaxial-line technique developed by Roberts and
von Hippel [30]. Although for low loss dielectric solids and
liquids, the technique yields optimum performance for mi-
crowave frequencies up to 50 GHz; the method has been
used up to 95 GHz [31]. The confinement of the electrical
field within the hollow waveguide’s circular or rectangular
geometry eliminates stray capacitance and inductance
effects. A standing-wave pattern results within the wave-
guide, from a reflection of the incident wave at the short-
circuit termination adjacent to where the solid specimen is
inserted as depicted in Fig. 17. When liquid specimens are
tested, the waveguide is mounted in a vertical position
[18]. Figure 17 indicates the position of the electrical
nodes (position of the interference minima), with the
width of the nodes, Dx, as indicated at the 3-dB points.

In terms of Dx, the voltage standing-wave ratio, abbrevi-
ated as VSWR, or r, may be expressed as

r¼ lgs=pDx ð62Þ

where lgs is the wavelength of the slotted coaxial line; it is
along the slot that a traveling probe is displaced to deter-
mine the VSWR. Since the value of Dx changes when the
specimen is removed from the waveguide, the VSWR (r)
also changes accordingly.

Perhaps one of the most common shorted coaxial trans-
mission line arrangements in use is that described in
ASTM D2520 [32], which is suitable for temperature-con-
trolled measurements up to 16501C, when utilized in con-
junction with a platinum alloy with 20% rhodium as the
material for the specimen holder; its schematic diagram is
delineated in Fig. 18. A micrometer head in the slotted
waveguide section is capable of measuring node width
distances to within 70.0025 mm. The traveling probe has
an adjustable depth control and the detector is of the
square-law type that constitutes a requirement for the
VSMR meter. The setting of the isolator is fixed at 30 dB,
and the square-wave modulator provides a constant fre-
quency of 1 kHz; the isolator or attenuation pad prevents
frequency pulling between the generator and the remain-
der of the circuit. The lateral dimensions of the solid spec-
imen are selected to be 0.0570.025 mm less than those of
the transmission line. The rectangular waveguide is op-
erated in the fundamental TE10 mode, which is analogous
to the TEM mode of a cylindrical waveguide, in which the
electrical field is radial and the magnetic field concentric
with the coaxial geometry. The cutoff wavelength lc in the
TE10 mode is equal to 2a—that is, twice the width a of the
rectangular guide. Thus, the wavelength with an empty
holder at the required test temperature is given by

l�2
gh ¼ l�2

0 � l�2
c

¼ l�2
0 � ð2aÞ�2

ð63Þ

where l0 is the wavelength of the radiation in free space
and is equal to c/f, where c is the velocity in free space and
f is the frequency.
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Figure 17. Standing voltage wave pattern in a short-circuited
coaxial waveguide containing a solid dielectric specimen [2].
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Figure 18. Schematic diagram of short-circui-
ted rectangular waveguide with a temperature-
controlled test specimen section (after ASTM
D2520) [32].
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With the specimen of thickness ds inserted adjacent to
the short in the waveguide, the impedance of the line at
the specimen–air interface [33] is given by

Zin¼ ðjom0=g2Þ tanhðg2dsÞ ð64Þ

where m0 is the permeability of the nonmagnetic dielectric
material, which is identical to that in free space. Assum-
ing negligible losses in the walls of the waveguide, the
propagation constant of the coaxial waveguide g2 contain-
ing the specimen is given by

g2¼ 2pðl�2
c � e0rl

�2
0 Þ

1=2
ð65Þ

The load impedance at a phase distance j from the ob-
served electrical node for the value of the VSWR r given by
Eq. (62), (34) is

Zmeas¼ fm0lg½ð1� jr tanjÞ=ðr� j tanjÞ� ð66Þ

where lg is the wavelength of the guide and is equal to
2p/b2; here b2 is the phase coefficient of the waveguide
with the specimen inserted; j is the corrected phase dis-
tance, defined by

j¼ 2p½ðN=2Þ � ðds=lghÞ 	 ðx2 � x1Þlgs� ð67Þ

where N represents the smallest integer for which j is
positive, x2 is the position of the traveling detector with
the specimen inserted, as indicated in Fig. 17, and x1 is the
equivalent distance with the specimen removed.

Equating the impedances Zin and Zmeas yields

tanh l2ds

g2

¼
lghð1� jr tanjÞ
2pjðr� j tanjÞ

ð68Þ

Equating the real and imaginary terms yields the rela-
tive real value of the permittivity e0r of the specimen as

e0r¼ ½ðb2=2pÞ
2
þ l�2

c �=l
�2
0 ð69Þ

and, for low-loss specimens [34], the dissipation factor
simplifies to

tan d¼
Dxð1� l2

0=e
0
rl2

c Þð1þ tan2 jÞ
dsf½1þ tan2 b2ds� � ½ðtan b2dsÞ=b2ds�g

ð70Þ

where the width of the node Dx that would be measured at
the face of the specimen is given by

Dx¼Dx2 � Dx1 ð71Þ

The principal factors affecting the accuracy of the mea-
surements are associated with the assumption that losses
at the walls of the waveguide are negligible and that the
finite airgap between the solid specimen and the walls of
the waveguide does not influence appreciably the results;
evidently, the latter error does not arise with liquid spec-
imens [18]. However, accuracies of 71% for e0r and
7200 radians for the loss angle d are achievable.

3.3. Resonant Cavity Methods (about 500 MHz–60 GHz)

A resonating cavity may be viewed as a transmission line,
which is shortened at both ends that are separated by an
arbitrary multiple of one-half the operating wavelength.
The insertion of a dielectric specimen into the cavity alters
the wavelength and, as a consequence, the change in the
quality factor Q of the cavity with the specimen inserted
and removed can be used to derive the dielectric param-
eters of the specimen. Since resonant cavities have intrin-
sically high values of Q, they constitute an effective means
for measuring low-loss dielectric materials. The specimens
may have different geometrical configurations such as
spheres, sheets, disks, rods, and so forth, and may fill
the cross section of the beam, if necessary. The required
specimen size becomes smaller as the cavity size dimin-
ishes with frequency, thereby also necessitating a redesign
of the cavity with each octave increase in frequency. For
frequencies above 60 MHz, the reduced cavity sizes, irre-
spective of their shape, rapidly approach a practical limit.
Although open resonant cavities or interferometers may
exceed substantially the frequency of 60 MHz [35] their
applicability is confined to specimens having dielectric
constants in excess of 5.

A coaxial waveguide shorted at one end becomes a res-
onant cavity when shorted at both ends. It may be reso-
nated either by varying the frequency of the externally
applied field or by varying the radial or axial dimensions
of the cavity itself. A very widely used rectangular micro-
wave cavity design for operation in the transverse electric
field, TE1ON mode, is depicted in Fig. 19. Note that, in the
mode designation code, the first subscript denotes the
number of half-waves across the short-circuited wave-
guide, the second subscript refers to the number of half-
waves from top to bottom of the waveguide, and the third
subscript represents the odd number of half-waves along
the waveguide. The closed cavity arrangement in Fig. 19 is
identical to that given in the test method described in
ASTM D2520 [32]. It is of paramount importance that the
diameter of the iris holes in the transmitting and detect-
ing ends be small to achieve high Q values. The particular
design of the shown resonant cavity is intended for use
with solid rod-shaped specimens, which are held suspend-
ed between the top and bottom holes that are drilled into
the waveguide (refer to Fig. 19). The resonant frequency of

Shorting plate

Solid rod
dielectric
specimen

Electric
field vector

w

h

d

Iris hole
(dia. = h/2.2)

Figure 19. Closed rectangular resonant cavity for tests on solid
rod-shaped dielectric specimens (after ASTM D2520) [32].
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the specimen is defined by

f0¼ 15½ð1=wÞ2þ ðN=dÞ2�1=2 ð72Þ

where d is the physical length of the closed cavity and w
its width (both in cm), N denotes the odd number of half-
waves along the cavity, and the resonant frequency is in
GHz. It is palpably evident, from Eq. (72), that higher test
frequencies require closed cavities with increasingly
reduced physical dimensions.

The measurements may be carried out either by means
of the traditional VSWR meter utilizing a point-by-point
approach or, for more rapidly obtainable results, a fre-
quency sweep generator may be employed, as portrayed in
the schematic test circuit of Fig. 20, in accordance with an
IEC method [36]. The latter method may be computerized,
in order to minimize errors, by recording simultaneously
dual outputs from the signal generator and the cavity.

The measurements are carried out with the empty cav-
ity and then with the specimen inserted. The quality
factor Q0 of the empty cavity is given by

Q0¼
f0

Df0
ð73Þ

where the half-power bandwidth of the empty resonant
cavity is

Df0¼ f02 � f01 ð74Þ

and f01 and f02 are the lower and upper frequency half-
power (3 dB) points; the 3 dB points are established by
means of a variable precision attenuator. When the spec-
imen is inserted into the cavity, the quality factor Qs be-
comes

Qs¼
fs

Dfs
ð75Þ

where fs the new resonant frequency of the closed cavity
containing the specimen and the half power bandwidth is

Dfs¼ fs2 � fs1 ð76Þ

where fs2 and fs1 are respectively, the upper and lower 3 dB
point frequencies. The value of the relative real permit-
tivity e0r and the dissipation factor tan d may now be de-
termined from

e0r¼
V0ðf0 � fsÞ

2Vsfs

� �
þ 1

� �
ð77Þ

and

tan d¼

V0

4Vs

1

Qs
�

1

Q0

� �� �

V0ðf0 � fsÞ

2Vsfs

� 	
þ 1

� � ð78Þ

where Vs and V0 are respectively, the volumes of the spec-
imen and the empty cavity. Note that the measured quan-
tities are not contingent on the dimensions of the closed
cavity. An accuracy to within 0.5% for the permittivity and
approximately 5% for the dissipation factor are attainable.
The specimen size and location within the cavity plays an
important role; these two parameters influence the mag-
nitude of the difference between Qs and Q0 on which the
precision and accuracy depend. A high Q value for the
cavity is thus important, since the 3 dB point frequencies
become more clearly defined.

3.4. Quasioptical and Optical Methods (30–3000 GHz)

Dielectric measurements at microwave frequencies in ex-
cess of 60 GHz become increasingly arduous, as a result of
the unduly small size of resonant cavity required. The
difficulty is circumvented by employing for the microwave
frequency range the same methods as those that are uti-
lized in lightwave optics; such procedures are commonly
referred to as quasioptical or free-space techniques. In
analogy to an optical spectrometer, the collimator in a
quasioptical microwave-type instrument consists of a par-
abolic reflector connected to a microwave generator, with
the plane-wave source directed toward the dielectric spec-
imen [37]. The latter is in sheet form and is mounted upon
an object table, as in the case of an optical spectrometer.
Another parabolic reflector (substituting an optical tele-
scope), connected to a detector, receives the signal, which
is either reflected from or transmitted through the sheet
specimen. Thus, the resulting attenuation in the path be-
tween the transmitting and receiving parabolic reflectors
constitutes a measure of the dielectric loss in the inter-
vening dielectric sheet [38].

Quasioptical techniques also include the use of optical
cavity resonators, which are suitable for measurements
within the millimeter and submillimeter wavelengths of
the electromagnetic spectrum. This differs from the usual
closed cavity microwave resonator, in that the length of
the resonator corresponds to a length number of wave-
lengths, while the specimen (in sheet form) assumes only a
small fraction of the overall length [2]. There are three
types of quasioptical resonator: the classical Fabry–Perot
interferometer, the confocal resonator, and the semiconfo-
cal resonator. The confocal resonator has the advantage
that the electric field is more confined to the axis of the

Generator Isolator AttenuatorDirectional
coupler

Matching
device

Matching
device

Resonant
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Frequency
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Figure 20. Microwave closed resonant cavity measurement sys-
tem, using a sweep frequency generator technique (after IEC
Publ. 377-2) [36].
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resonator, resulting in Q values generally higher than 105

and lower diffraction losses. The Q of a semiconfocal res-
onator is approximately equal to half that of the confocal
resonator.

For illustrative purposes, the measurement procedure
followed with a quasioptical confocal resonator [39], de-
lineated in Fig. 21, will be described, which has been suc-
cessfully used at frequencies up to 343 GHz. As with any
resonant cavity, the resonant frequency of the quasi-opti-
cal cavity is perturbed by the insertion of the specimen.
The specimen is intentionally mounted at an angle, y, to
the vertical axis of the cavity, in order to eliminate stand-
ing-wave phenomena. The angle permits the waves re-
flected from the air–dielectric interface to escape from the
resonator. The resonance is restored by reducing the dis-
tance ‘ between the two mirrors by an amount equal to D‘.
The real value of the index of refraction n0 of the specimen
(39) is then given by

n 0 ¼ ðe0rÞ
1=2

¼ 1þ
D‘
ds
�

j
b0ds

� � ð79Þ

where ds is the thickness of the dielectric specimen, b0 is
the phase factor in free space and is equal to 2p/l0, and the
angle j is defined by

j¼ tan�1 sin 2n0b0ds

n0 þ 1

n0 � 1

� �
� cos 2n0b0ds

2
664

3
775 ð80Þ

For tan d measurements, the length of the empty qua-
sioptical confocal resonator must be adjusted to an odd
number of half-wavelengths at the resonant frequency for
which the Q value is to be determined. The specimen must
then be inserted at a position vertical to the axis of the
resonator—that is, with y¼ 0, the Q value is maximized as
the escape of the power from the resonator is minimized.
With the resonant frequency restored as each mirror is
moved inward a distance, D‘=2, the quality factor, Qs, with
the specimen inserted is then determined. The expression

for the dissipation factor [39] follows as

tan d¼
b0‘ � bðD‘þdsÞ 1þ

sin b0ðD‘þdsÞ

b0ðD‘þdsÞ

� �

QsZ2ðe0rÞ
2bsds 1þ

sinbsds

bsds

� �

þ
1

Qs
�

Q0l0=2p‘

Z2ðe0rÞ
2bsds 1þ

sinbsds

bsds

� �

8
>><

>>:

9
>>=

>>;

ð81Þ

where bs is the phase constant in the dielectric medium
and is equal to 2p/ls; the value of Z is

Z¼
½ðn0Þ2þot2b0x1�=ðn0Þ

2

1þot2b0x1

( )
ð82Þ

where x1 denotes the distance from the reflector to the di-
electric sheet.

In the frequency range from 300 to 3000 GHz (wave-
lengths of 1 mm–100 mm), true optical measurement tech-
niques are employed. As this wavelength range overlaps
the infrared region, infrared sources and detectors are
utilized. If a broadband radiation source is employed, the
component measurement frequencies, appearing at the
output of an interferometer, are selected by means of a
computer in terms of their Fourier components. Broad-
band radiation sources require more sensitive detectors; it
is for this reason that laser sources, although monochro-
matic, appear to be more popular.

Figure 22 depicts an arrangement for the measurement
of dielectric absorption at optical frequencies, utilizing a
laser source [40]. The attenuation of the transmitted sig-
nal is obtained by comparing the amplitude of the signal
transmitted through the specimen V with a monitored in-
cident signal Vm. The method entails the use of different
specimen thicknesses ds, which requires adjustment of the
polarizing attenuator, in order to maintain a constant
transmission loss.

The dissipation factor is related to the absorption coef-
ficient ap, which obtained from the relation [40]

ln A¼apdsþ constant ð83Þ

the units of ap are in nepers per cm; A is the reading of the
attenuator, which is equal to (cos j)4; here j is the central
polarizer angle of the attenuator. From the nature of
Eq. (83), it is apparent that the absorption coefficient ap

can be obtained directly from a linear plot of in ln A versus
the specimen thickness ds. The imaginary part of the in-
dex of refraction is equal to cap/4pf, where f is the fre-
quency. Hence, the relative real value of the permittivity is
given by

e0r¼ ðn0Þ
2
�

cap

4pf

� �2

ð84Þ

Mirror Mirror

Dielectric

l

l∆

θ

ds

Figure 21. Quasioptical confocal resonator arrangement [39].
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and the relative imaginary value of the permittivity is

e0 0r¼
cn0ap

4pf
ð85Þ

The dissipation factor, which is equal to the ratio e0 0r=e0r is
then

tan d¼
8pfn0cap

ð4pfn0Þ2 � ðcapÞ
2

ð86Þ

The foregoing approach is based on transmission tech-
niques, but laser source reflection arrangements are also
available. It should be observed that there are a number of
variations in the types of interferometers available for di-
electric measurements, including the classical Michelson
interferometer, which, in conjunction with a broadband
radiation source, is suitable for measurements up to
3000 GHz. Laser, refraction measurements, based on the
Mach–Zehnder approach, may also be employed to derive
dielectric data. A comparison of the various optical mea-
surement techniques at a large number of laboratories in-
dicates that, whereas the real value of the index of
refraction, n0, may be determined to an accuracy of 1%,
the errors in the measurement of the absorption coeffi-
cient, ap, may be as high as 37% [41].

4. VOLTAGE BREAKDOWN STRENGTH MEASUREMENTS

Voltage breakdown strength measurements are carried
out on insulating materials to determine whether these
materials can withstand certain operating stresses with-
out failure. Since voltage failure is frequently initiated at

fault sites within solid insulating materials, the dielectric
strength serves as an indicator of the homogeneity of the
material. In liquid dielectrics, low dielectric strength val-
ues may be associated with moisture content, electrolytic
contamination, and a high particle content. With gases for
which the dielectric strength is a definite function of the
composition of the gas (pure or mixture), dielectric
strength data may be used to detect contamination from
other gases, as well as determine the breakdown charac-
teristics of intentionally combined gas mixtures.

The dielectric strength of insulating materials is highly
contingent on the geometry of the test electrodes utilized.
Sharp accentuated electrode edges lead to electrical field
concentrations at the edges, which cause initiation of volt-
age breakdown of the material at voltages substantially
below those that can be achieved under more uniform
electrical field conditions. Thus voltage breakdown data
are inextricably associated with the specific geometry of
the test electrodes employed.

The true value of the breakdown strength or, more spe-
cifically, the intrinsic breakdown strength of the dielectric
is obtained when the applied electric field is perfectly uni-
form. A uniform field can be achieved by means of Rogow-
ski–Rengier profile electrodes; however, the application of
such recessed-type electrodes to solid specimens requires
the embedding of the electrodes into the solid dielectric by
means of a suitable molding process when plastic dielec-
trics specimens are tested. Several relatively simple re-
cessed electrode systems have been developed, which do
not entirely produce a uniform field, but that improve the
electrical field configuration appreciably, thereby permit-
ting the attainment of dielectric strengths approaching
the intrinsic value. One such simplified arrangement is
depicted in Fig. 23 [42].
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The recess in the rigid solid dielectric may be machined
to form a highly stressed region in the specimen, with the
electrodes vapor deposited on the dielectric to preclude
any air gaps between the electrodes on the specimen.
Alternatively, with nonporous solid dielectrics, conducting
silver paint may be applied. Should sparkover occur at the
edges prior to dielectric breakdown, the entire electrode
assembly may be immersed in a mineral or silicone oil
bath, provided the solid specimen is a nonporous material.
The conductivity sm and dielectric constant e0m of the im-
mersing medium must be selected such that under DC test
voltages [43]

smEm > ssEs ð87Þ

where E is the electric field and the subscripts ‘‘m’’ and ‘‘s’’
refer, respectively, to the oil medium and the solid speci-
men. Under alternating test voltages, we obtain

e0mEm > e0sEs ð88Þ

If the liquid is partially conducting, then

e0mEm sec dm > e0sEs sec ds ð89Þ

where d is the loss angle.
Although the intrinsic strength of a dielectric material

provides information on the maximum breakdown
strength attainable for that material and thus is used to
ascertain the nature of the mechanism responsible for the
breakdown, it is, per se, of little consequence in practice.
In fact, the intrinsic breakdown strength is usually one to
several orders of magnitude higher than the electrical
breakdown stress obtained with regular parallel-plane
electrodes, or with the various electrical insulation con-
figurations existing in different electrical apparatus. For
this reason, the type of electrodes used in standard routine
breakdown tests on materials are relatively simple to use,
and are designed to provide reproducible results primarily
for comparison purposes.

4.1. Electrode Systems for Routine Breakdown Tests
on Solid Specimens

Present practice in assessing the breakdown strength and
the quality of solid, liquid, and gaseous dielectric materi-
als for use in electrical apparatus and cables involves the

use of a number of electrode systems, in accordance with
national and international standards. For solid materials,
the most commonly employed electrode system is the one-
inch or 25-mm two-cylindrical electrode equal-diameter
system portrayed in Fig. 24 [44]. The edges of the elec-
trodes are rounded to a radius of 3.2 mm, to minimize
stress enhancement. In all dielectric strength tests, the
thickness of the specimen must be specified, because the
voltage stress, at which breakdown occurs, increases with
a reduction of the specimen’s thickness. Thus, although
very thin solid dielectric films may break down at low
voltages, the corresponding breakdown stresses are ap-
preciably higher than those for thick films of the same
material, even though the latter may undergo breakdown
at much higher applied voltages.

It is evident that equal-diameter electrodes systems
must be concentric. This requirement may be circumvent-
ed by the use of two electrodes with different diameters,
in accordance with IEC Publication 243, as depicted in
Fig. 25 [45]. Note that the IEC (International Electrotech-
nical Commission) standard specifies dielectric specimen
thicknesses equal to or less than 3.070.2 mm. If tapes of
reduced width are tested, then rod electrodes of the
geometry delineated in Fig. 26 are utilized. When

Specimen with
recessed section

Spherical electrode

HV

Grounded cylindrical
electrode

Evaporated
metallic electrodes

Figure 23. Spherical HV electrode with recessed solid speci-
men [42].

25 mm

25 mm

25 mm

H.V.

2 mm

Brass or
stainless steel

electrode

Dielectric
specimen

3.2 mm

Figure 24. Equal-diameter electrode system for dielectric
strength measurement on sheet materials (after ASTM D149) [44].

Brass or
stainless steel

electrode

Dielectric
specimen

H.V.
25 mm

15 mm

75 + 1  mm–

25 + 1  mm–

3 + 0.2  mm–
3 mm

3 mm

Figure 25. Unequal-diameter electrode system for dielectric
strength measurements on sheet materials (after IEC Publica-
tion 243) [45].
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breakdown tests are carried out on thin inorganic films
with application to electron devices, miniature counter
electrodes are vapor deposited onto the surface of the
specimen. For the evaluation of embedding compounds
or greases, the standard procedure of ASTM D149 re-
quires hemispherical electrodes, having an equivalent di-
ameter of 12.7 mm [44].

The foregoing described electrode systems for solid di-
electric specimens are suitable for tests under AC power
frequency, DC, and impulse conditions. The electrode sys-
tems, for routine determination of the dielectric strength
of liquids, differ from those described for solids. Routine
acceptance tests on oils of petroleum origin for electrical
apparatus and cables are carried out with an oil cup con-
taining parallel-plane polished brass electrodes, with an
interelectrode spacing of 2.570.01 mm. The electrodes
have a diameter of 25 mm and a thickness of 3 mm; they
are square at the edges and are separated from the inner
wall of the oil test cup by a distance of not less than
13 mm. The oil test cup assembly is shown in Fig. 27 [46].
The electrodes within the cell must be cleaned with a dry
hydrocarbon solvent following each breakdown test; par-
ticular care must be taken to remove any carbonization

deposits on the electrodes, and the electrodes must be re-
polished should any pitting of the surface manifest. Prior
to admitting the liquid specimen into a cleaned test cell,
the latter must be rinsed by the same liquid to remove any
residues of the cleaning compound.

It is palpably evident from the geometric configuration
of the square-edge electrodes in Fig. 27, that electrical
stress enhancement occurs at the edges of the electrodes
and that, therefore, breakdown is likely to occur there. For
lower viscosity dielectric liquids (o19 cSt or mm2/s at
401C), test electrodes, with the geometrical contour de-
picted in Fig. 28, have been found to be particularly effec-
tive in detecting decreases in the breakdown strength as a
result of cellulose fiber contamination and absorbed mois-
ture [47]. These electrodes are normally referred to as
VDE (Verband Deutscher Electrotechniker)-type elec-
trodes. Measurements of dielectric strength are performed
with electrode separations of either 1 or 2 mm, with a
gentle downward oil flow at the electrodes created by
means of a rotating impeller located beneath the elec-
trodes in the test cell.

Since oil-filled and impregnated electrical power equip-
ment is subjected to lightning and switching impulses, it is
important to assess the quality of the oil in terms of its
impulse breakdown strength. Under nonuniform electri-
cal field conditions, the dielectric strength of the oil is
contingent on the polarity of the impulse in contradistinc-
tion to negligible differences observed under uniform
fields. For this reason, nonuniform field electrode systems
are frequently utilized for impulse tests. The electrodes
may typically consist of either two 12.7 mm diameter brass
or steel spheres or, for highly nonuniform fields, one such
sphere and a steel needle point with a 0.06 mm radius of
curvature at the needle tip [48].

The breakdown strength of gases is normally deter-
mined under quasiuniform AC field conditions. Typical
electrodes utilized for this purpose consist of a sphere-to-
plane geometry, wherein the electrical field is uniform
directly underneath the sphere adjacent to the plane, be-
coming increasingly less uniform as the separation
between the sphere and the plane increases. With a
sphere-to-plane geometry, electrical breakdown tends to
always occur in the uniform field region—that is, at the
point where the separation between the sphere and the
plane is least. The high-potential sphere electrode may

Brass or stainless
steel cylindrical rods

0.8 mm
radius

Dielectric tape
specimen

Figure 26. Cylindrical rod electrodes for dielectric strength mea-
surements on thin narrow plastic tape or other narrow specimens
(after ASTM D149) [44].

Brass disk electrodes

Plastic 
container

Gap 
adjustmentOil

25 mm

25 mm

3 mm≤

2.50 ± .01 mm

Figure 27. Parallel-plane square-edge electrode system for di-
electric strength measurements on mineral oils (after ASTM
D877) [46].

4 mm
radius

Brass spherically
capped electrodes

25 mm
radius

13 mm

36 mm diameter

Figure 28. VDE electrode system for dielectric breakdown
strength measurements on low-viscosity liquids [47].
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be of steel with a diameter of 0.75 in. or 19.1 mm, and the
ground potential electrode may be a cylindrical brass
plane with a 1.5 inch or 38.1 mm diameter [49]. The tests
are performed at 251C at a standard pressure of 760 torr.

4.2. Voltage Breakdown Test Conditions and Procedures

The presence of lethal voltages in breakdown voltage tests
necessitates strict adherence to high-voltage safety prac-
tices. Since the breakdown voltage may be a function of
the ambient temperature, pressure, and humidity, de-
pending on where solid, liquid, or gas specimens are test-
ed, these parameters should be recorded at the time of the
test; solid insulating materials should be conditioned prior
to the breakdown test, so that they may reach thermal and
moisture equilibrium with the environment. For more
lossy solid and liquid specimens, the application of intense
alternating electrical fields may result in cumulative heat
generation due to dielectric losses, thereby leading to a
thermal instability induced breakdown. Solid specimens
may contain gas cavity inclusions, within which intense
recurring partial discharges at elevated alternating fields
may cause rapid deterioration of the adjacent solid insu-
lation, thus leading to conspicuously lower breakdown
strengths. Both thermal and discharge mechanism asso-
ciated breakdowns account for the lower observed AC
breakdown strengths, as opposed to those measured un-
der DC and impulse conditions. Where the breakdown
strength is controlled by the thermal and partial dis-
charge mechanism, the breakdown process is a strong
function for the time of voltage application. Accordingly,
the rate of voltage rise in any voltage breakdown test is an
important parameter.

For solid dielectrics, the rate of ac sinusoidal voltage
rise is fixed usually at 500 V/s, though more rapid or slow-
er rise rates may also be used. Breakdown or rupture of
the dielectric is indicated by an audible voltage collapse
across the specimen, as well as a visual burn at the tip of
the breakdown. In order to minimize stress-induced aging
effects in the insulation undergoing the voltage break-
down test, ASTM D149 stipulates that the duration of a
short-time breakdown must not exceed 20 s. In the past, a
voltage step test was employed, whereby the voltage was
raised in steps; at each step it was maintained for a preset
time, prior to the next-step increment in voltage, until the
ensuence of dielectric breakdown event—that is, an
abrupt voltage collapse across the specimen. The use of
the step procedure was required in the absence of voltage
sources with automatically regulated rate of voltage rise
controls.

In DC dielectric breakdown strength determinations on
dielectric material specimens, a single rate of voltage rise
of 500 V/s is employed [50]. Under direct voltages, the ini-
tial breakdown event produces a minute channel in the
volume of the solid dielectric, whose trace is not readily
discernible. Reapplication of the direct voltage results in
successively lower breakdown voltages, which confirm
that a DC breakdown has already occurred. Also, the ad-
ditional damage and burning produced within the break-
down channel renders it more visible.

Impulse tests on solid dielectric specimens are per-
formed by increasing the peak voltage of the impulse
gradually, from an initial peak value of 0.7 times the an-
ticipated breakdown voltage [45,50]. The lightning im-
pulse is simulated with an impulse waveform having a
time to peak of 1.2ms and a decay time of 50 ms to 50% of its
initial peak value. Impulse breakdown is indicated by a
voltage collapse at any point of the impulse waveform [2];
the peak voltage value of this impulse wave is considered
as the impulse breakdown voltage. Location of the actual
breakdown channel caused by an impulse may require, as
in the DC case, several reapplications of the voltage pulse,
to cause additional carbonization within the breakdown
channel.

In the measurement of dielectric strength of liquid
specimens at AC power frequencies using the parallel-
plane square-edge electrodes, a fixed voltage rise of 3 kV/s
is generally specified [46]. To avoid pitting of the test elec-
trode surfaces, the short-circuit current at breakdown in
the specimen is not permitted to exceed 10 mA/kV. For
tests with the same electrode system under direct voltag-
es, the same rate of voltage rise should be adequate. When
the VDE-type electrodes are employed for low-viscosity
liquids at power frequency, a much lower rate of voltage
rise of 0.5 kV/s is preferred. Impulse breakdown tests per-
formed on dielectric liquids are often carried out with both
the simulated lightning impulse of the 1.2 by 50 ms form
and a switching surge impulse form with a 100ms risetime
to peak and a decay time 41000 ms. The impulse break-
down tests are carried out either at positive or negative
polarities; often the measurements may be performed at
both polarities. The measurement sequence at either po-
larity is begun at a voltage substantially below the ex-
pected impulse voltage breakdown level. Normally, three
impulse waves are applied at each selected impulse volt-
age test level; it is an accepted practice to traverse at least
three test levels prior to breakdown, with a fixed mini-
mum time interval between each voltage level test. ASTM
D3300 recommends a time interval of 30 s. The peak im-
pulse voltage at breakdown is measured oscillographically
across a calibrated resistive voltage divider. Whenever
needle electrodes are employed, the geometry of the nee-
dle tip is altered, due to the energy released by the break-
down spark; this necessitates a change of the needle
electrodes after each breakdown event.

Routine voltage breakdown strength measurements on
insulating gases are normally performed under AC power
frequencies, using a standard rate of voltage rise of 500 V/s
[49]. The breakdown strength of gases is a function of gap
spacing and gas pressure; since the value of the latter
varies with the ambient temperature, both the pressure
and temperature must be recorded for breakdown results
obtained with a fixed gap setting.

It should be emphasized that, when the breakdown
voltages are determined for solid, liquid, and gas speci-
mens, the gap length or specimen thickness must be stat-
ed in each case. Even when the value of the voltage
breakdown strength is provided in the units of voltage
per unit specimen thickness, the specimen thickness must
still be specified, because the breakdown strength is a
function of the specimen thickness. Also, the dispersion in
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the voltage breakdown data requires some form of statis-
tical analysis. Breakdown strength data ordinarily refer to
a mean measured value on 10 specimens. A low ratio (about
0.1) of the standard deviation to the mean value, derived
from the ten measurements, is usually considered as an
indicator of an acceptable probable error in the test results.

5. CONCLUDING REMARKS

The foregoing presentation of the measurement of con-
ductivity, permittivity, and dielectric loss, and dielectric
strength of electrical insulating materials has attempted
to provide a concise cursory description of a number of the
most common measurement techniques in use. Space lim-
itations prevented a discussion on the various conduction
and breakdown mechanism and their influence on the
measured quantities. For a more in-depth discussion on
the mechanisms involved and their determining inference
on the measured quantities obtained with a variety of dif-
ferent test methods, the reader is referred to other liter-
ature [2,18,20,42].
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DIELECTRIC PERMITTIVITY AND LOSS

D. K. DAS-GUPTA

University of Wales
Bangor, Wales

Dielectrics can be defined as materials with high electrical
resistivities that conduct virtually no electricity at low DC
electric fields. A large group of materials, including gases,
liquids, semiconductors, ceramics, and organic and inor-
ganic polymers, are classified as dielectrics. There are,
however, no perfect dielectric materials.

The study of the electrical properties of dielectrics aris-
es from their practical need for efficient electrical insula-
tion requirements for long operational life. Many
dielectric materials are classified by their electrical break-
down strength, dielectric loss, permittivity, and polariza-
tion, and these macroscopic properties are related to their
atomic and molecular structures. Although dielectrics are
widely employed in diverse applications (e.g., capacitors,
cables, transformers, motors), the study of dielectrics has
progressed very little since the early investigation of fer-
roelectric phenomena. However, the advent of microelec-
tronics and complex control devices and components in
defense and industrial applications has made dielectric
research important in its own right.

The present article briefly reviews the electrostatic
concepts that lead to time- and frequency-dependent di-
electric phenomena together with the models of dielectric
relaxation behavior in various materials. It also includes
some explanations for the dielectric aging of insulating
materials under high fields in humid environments.

1. DIELECTRIC POLARIZATION

1.1. Static Field

When an electric field is applied to a dielectric material,
three processes can occur:

1. A steady flow of direct current (due to the DC con-
ductivity s0) may occur if free charges are capable
of moving throughout the volume without restraint.

2. Bound charges can form dipoles by aligning with the
field and provide polarization. On removal of the
field the dipoles may return to their original random
orientations with the help of thermal energy, giving
rise to dielectric relaxation.

3. Electronic and ionic charges may hop through the
defect sites. These charges are neither free nor
bound, and they give rise to an intermediate form
of polarization, which involves finite charge storage.

Dielectrics may broadly be divided into nonpolar and
polar materials. In nonpolar materials in an external field
a dielectric polarization occurs when the positive and neg-
ative charges experience an electrical force that causes
them to move apart in the direction of the external field.
As a result, the centers of positive and negative charges no
longer coincide. The molecules are then said to be pola-
rized, and each molecule forms a dipole and acquires a
dipole moment p, defined thus

p¼ e dl ð1Þ

where e is the electronic charge and dl the displacement
(B10�10–10�11 m in magnitude) between the two charge
centers. Note that dl is a vector that points from the neg-
ative to the positive charge. Such dipoles are called in-
duced dipoles. On removal of the field, the charges are
redistributed and the dipole moment vanishes.
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With polar dielectrics, which lack structural symmetry,
the charge centers of opposite polarities do not coincide for
a molecule even in the absence of an electric field. Howev-
er, these molecular dipoles may be randomly distributed,
thus summing to a zero dipole moment over any macro-
scopic volume element [1–9]. In the presence of an appro-
priate electric field, the molecules may align themselves in
the field direction and thus provide a net dipole moment.

Macroscopically, the electric field in a dielectric is de-
scribed [2] by the electric field strength E (V/cm) and the
electrical displacement density, also known as the electric
flux density, D (C/m2), where both D and E are vector
quantities. Now the polarization can be defined as the
dipole moment per unit volume, namely

P¼
XN

i¼ 1

pi=Dn ð2Þ

and is also a vector quantity. It should be noted that the
normal component of P at the surface equals the surface
charge density per unit area. These three vectors, D, E,
and P, in a material medium other than vacuum, are
related thus

D¼ e0EþP ð3Þ

or

D¼ eE ð4Þ

where

e¼ e0er ð5Þ

where e0 is the permittivity in free space (8.85� 10�12 F/
m) and er is the relative permittivity (dimensionless) or
the dielectric constant of the material, which takes into
account the polarization effect and is defined as

er¼
C

C0
ð6Þ

where C0 is the capacitance of a capacitor with a vacuum
between two conductors and C the capacitance when the
same region is filled with the dielectric. er is independent
of the shape or size of the conductors and is entirely a
characteristic of the particular dielectric medium. Table 1
[4] gives the values of er for static or low-frequency (o1-kHz)
fields of several materials. er, which is a macroscopic and
directly measurable parameter, is connected with the mi-
croscopic structure of a dielectric material and with its
polarization behavior.

From Eq. (3), we have

D¼ e0 1þ
P

e0E

� �
E

¼ e0ð1þ wÞE

¼ e0erE

ð7Þ

where

er¼1þ w and w¼
P

e0E
ð8Þ

and w is the dielectric susceptibility. Thus the parameter w
also provides a link between the macroscopic properties
and the atomic molecular theory of dielectric materials.

We may also write a general relation between P and E
thus (8)

P¼ ewEþhigher terms in E ð9Þ

where the higher terms in E are applicable to the phe-
nomenon of hyperpolarization. It should be noted that w is
the ratio of bound charge density to free charge density of
a capacitor. A measurement of er and hence w provides the
magnitude of the polarization P of a dielectric material at
any particular field E.

One of the most useful methods of determining P is
to measure the current density J(t) as a function of time,
as [8]

JðtÞ¼
dD

dt
ð10Þ

It may be shown [3,8] that for noninteracting dipoles, w
is given by

wð0Þ¼
NP2

3e0kT
ð11Þ

Table 1. The Relative Permittivity of Some Solid
Dielectrics at 251C

Dielectric er

Vacuum 1 (by definition)
Air (atmospheric pressure, 01C) 1.0006
Amber 2.7
Borosilicate glass 4.0
Corning glass 0010 6.68
Corning glass 0014 6.78
Pyrex glass 4–5
Quartz (fused) 3.8
Diamond 5.5
Porcelain 5.5
Marble 10–15
Mica 6–11
Steatite 6
Polyethylene 2.25
Polyvinylchloride (PVC) 6
Epoxy resin 3.6–11
Rubber 3–4
Neoprene 7
Beeswax (white) 2.65
Beeswax (yellow) 2.73
Paraffin wax 2.3
Barium titanate 1200

Source: Ref. 4.
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where w(0) is the static susceptibility in the zero-frequency
limit, N the number density of polarizable molecules, k the
Boltzmann constant, and T the temperature. w is a dimen-
sionless and scalar quantity in an isotropic medium.

2. MICROSCOPIC CONCEPTS OF POLARIZATION

We shall consider here the three cases of electronic, ionic,
and orientational polarizations.

An isolated neutral atom in an electric field acquires a
dipole moment when an external electric field produces a
separation of the charge centers of opposite polarities.
This is known as the electronic polarization, and it pro-
vides an induced dipole moment

pind¼ aeE ð12Þ

where ae is the electronic polarizability of an atom and is
given by

ae¼ 4p e0r3
0 ð13Þ

where r0 is the radius of the spherical of an electron cloud
surrounding an atomic nucleus. The molar polarizability
P of a monoatomic gas is given by

P¼N0
4p
3

r3
0 ð14Þ

where N0 is the number of molecules in a gram molecule
(Avogadro’s number). The lowest polarizability belongs to
the noble gases with their completely filled outer electron-
ic shells, which screen the nuclei from the effect of the ex-
ternal electric field. For hydrogen, with r0¼ 0.53�
10� 10 m, ae is 1.66� 10�41 F/m2. Hence for a field E of
105 V/m1, aE¼ 10� 36 C/m. The length l of this induced di-
pole is p/e¼ 10�17 m (where e is the electronic charge),
which is indeed an extremely small distance compared
with atomic dimensions [6].

Ionic polarization occurs in ionic substances, such as
alkali halides, whose molecules are formed of atoms that
have excess charges of opposite polarities. In an external
field the relative positions of the positive and negative ions
of a molecule may shift, thus introducing the dipole mo-
ment in addition to the induced electronic polarization.
The ionic polarization pi is given by

pi¼ aiE ð15Þ

where ai is the ionic polarizability of the molecule, which
arises from the ionic displacement. The alkali halides (ha-
lides of the group I elements) have the highest polariz-
abilities, possibly because of the single electron in their
outermost shells. Table 2 [6] provides a list of values of
contribution of ions to the molar polarization of typical
alkali halides.

The third type of polarization, known as the orienta-
tional polarization, is associated with permanent dipoles
in dipolar materials that possess a dipole moment even in
the absence of an externally applied electric field. However,

such a moment may not be observed macroscopically, as
the thermal energy will randomize the dipoles so that the
average moment will be zero over a small physical volume.
On an application of an external electric field the dipoles
will experience a torque, which will orient them in the
field direction so that the average dipole moment will no
longer be zero. It may be shown [3] that the orientational
polarizability a0 is given by

a0¼
p2

3kT
ð16Þ

By adding the three polarizabilities mentioned above,
the total polarization P can now be written as the sum of
the three components

P¼peþpiþp0¼N aeþ aiþ
p2

o

3kT

� �
E ð17Þ

where N is the number of contributing molecules or par-
ticles per unit volume.

Of course, not all atoms or molecules need display
each of these three types of polarizability. Only the
orientational polarization is temperature-dependent.
Equation (17) is known as the Langevin–Debye formula,
and we have

w¼ er � 1¼
P

e0E
¼

N

e0
aeþ aiþ

p2
o

3kT

� �
ð18Þ

Thus a measurement of er as a function of temperature
may help to distinguish the orientational polarization con-
tribution from the sum of the components ae and ai, which
are practically independent of temperature.

Figure 1 shows (9) a plot of er�1 as a function of 1/T for
the molecule of methyl amine (CH5N). The intercept for
the line at 1/T¼ 0 and its slope are approximately 8�
10�4 and 0.6 K� 1, respectively. From Eqs. (8), (9), and
(17), we have (9)

aeþ ai¼
8� 10�4e0

N

 6� 10�4F=m2 ð19Þ

Table 2. Ionic Polarization as a Fraction of the Total
Polarization for Alkali Halides, and (in Parentheses)
the Ionic Polarization of Each Compound Relative to that
of LiF

F Cl Br I

Li 0.68 (1.0) 0.53 (3.22) 0.49 (1.96) 0.40 (2.09)
Na 0.65 (1.12) 0.50 (3.38) 0.44 (1.82) 0.39 (2.13)
K 0.65 (1.95) 0.49 (4.25) 0.46 (2.38) 0.38 (2.34)
Rb 0.62 (2.19) 0.52 (5.14) 0.44 (2.46) 0.38 (2.62)

Source: Ref. 6.
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and

p2
o ¼

0:6eo3k

N

 4:2� 10�30 C=m ð20Þ

The further separation of ae and ai is not possible using
this technique alone.

Table 3 gives the electric dipole moments of some mol-
ecules. The commonly used unit of dipole moment is the
debye; 1 D¼ 3.33� 10�30 C/m.

Space charge (interfacial) polarization generally arises
from a presence of electrons and/or ions that have limited
macroscopic motions in the bulk of a dielectric material.
Eventually these charge carriers are localized at lattice
defect sites, metal–electrode interfaces, impurity centers,
and voids. As a result, the electric field in the dielectric
may become distorted, thus producing an apparent
increase in the dielectric constant. Space charge polariza-
tion is particularly evident in multiphase and inhomoge-
nous dielectrics, and its effect is dominant, particularly at
low frequencies, in practical dielectrics such as impreg-
nated paper, polymers, and sintered ceramics.

The study of dielectric polarization and susceptibility
in liquids and solids is more complicated than in gases
because of the interactions between the atoms and mole-
cules in the condensed phase. These atoms and molecules
will still exhibit electronic, ionic, and orientational polar-
izations. However, the effective local field E1 on an atom or
molecule in a liquid or a solid dielectric may not be the
same as the externally applied field E. It is difficult to cal-
culate the effective local field E1 in the condensed phase
except for the most symmetric crystals.

Since P¼ e0 (er� 1) E, for the simplest case of a cubic
crystal, the Lorentz equation for the local field El (6) is

E1¼ ðerþ 2ÞE=3 ð21Þ

and P¼NaEl, where a is the total polarizability and N the
number of molecules per unit volume. Hence

P¼ ðerþ 2ÞNE=3 ð22Þ

and

Na
3e0
¼

er � 1

erþ 2
ð23Þ

Equation (23) is the Clausius–Mossotti equation, which
relates the microscopic property of the polarizability a
with the macroscopic property of the relative permittivity
or dielectric constant er. Now we have

N¼
N0r
M

ð24Þ

where N0 is the Avogadro number, M the molecular
weight, and r the density. Substituting Eq. (24) into
Eq. (23), we obtain the molar polarizability per mole:

N0a
3e0
¼

M

r
er � 1

erþ 2
ð25Þ

Equation (25) should be used with caution, as it does not
take dipolar interactions into account properly. Equation (23)
may, however, be used to calculate the electronic
polarizability ae from the measured values of er for dilute
gases, for which erE1 and erþ 2E3. For such cases, we
have

ar¼
e0ðer � 1Þ

N
¼

e0w
N

ð26Þ

T

1/T (K)
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0.001
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0.003
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� r
 −

 1

Figure 1. A plot of er�1 as a function of 1/T for a molecule of
methylamine (CH5N) [9,10].

Table 3. Electric Dipole Moments of Some Molecules

Dipole moment

Molecule (10�30 C/m) (D)

HCl 3.5 1.05
CsCl 35.0 10.5
H2O 6.2 1.87
D2O 6.0 1.80
NH3 4.9 1.47
HgCl2 0.0 0
CCl4 0.0 0
CH4O 5.7 1.71
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Table 4 shows that the polarizability of the element ar-
gon does not vary significantly [9] between its dilute gas
and liquid states. That may not be true for other gases
with more extensive electronic structure when condensed
to liquid or solid form.

The polarizabilities of ae and ai may be determined in-
dependently for ionic crystals in the solid state. The rel-
ative permittivities er of ionic crystals are frequency-
dependent. For an applied field at low frequencies the val-
ue of er will be dependent on both ae and ei, whereas in the
optical frequency range the lattice ions will not be able to
follow the applied field and er will only be ee. Table 5 shows
the static (low-frequency) and optical (high-frequency)
values of er for some ionic crystals [9]. The difference be-
tween the values of er in the second and the third columns
is the contribution of the ionic polarization alone, whereas
those in the third column characterize the contribution
due to ae.

The behavior of orientational polarization in dipolar
molecules in the gas and liquid phases may be quite large
if rotation of the dipoles is possible [10]. For such a case,
the polarizability will have contributions from ae, ai, and
a0, where the a0 contribution will be temperature-depen-
dent, where er increases with decreasing temperature.
However, as the temperature is lowered and the materi-
al solidifies, the value of er will drop abruptly when the
molecules can no longer rotate, and thus rotation cannot
contribute to the polarization. Figure 2a [9,11] illustrates
such behavior of er for nitromethane. It may be observed
that at 244 K, nitromethane freezes and er drops abruptly
from 45 to just under 5. At this temperature a0 is zero for
nitromethane and its polarizability arises from the ae and
ai contributions, which are independent of temperature.
However, there are some solids, such as HCl, that do not
show this type of behavior. For HCl in the liquid state er is
large and increases with decreasing temperature, indicat-
ing rotational behavior of the molecules (see Fig. 2b).
However, below 165 K, where HCl freezes, er still contin-
ues to increase [9,12] because of the increase in the den-

sity of the material. At 100 K, the molecular rotation
finally ceases and a0 virtually becomes zero. The polariza-
tion contribution at this temperature in HCl originates
from ae and hindered rotation [9,12].

3. DIELECTRIC LOSS

3.1. Time-Dependent Dielectric Response

The dielectric behavior has been represented in the pre-
vious section by three vectors, D, E, and P, which are as-
sumed to be collinear in space and in the same phase in
time. However, neither of these two assumptions is nec-
essarily valid. We shall only consider the nature of the di-
electric behavior with time for nonpolar materials and
those containing permanent dipoles. Regarding the spa-
tial collinearity, extensive treatment of crystal symmetry
is necessary and will not be discussed here.

The time-dependent dielectric response may be synthe-
sized [8] from three fundamental time dependences of the
electric field: the delta function d(t), the step function 1(t),

Table 4. Polarizability of Argon

Form T (K) Pressure (atm) er ae (10� 40 F/m2)

Gas 293 1 1.000517 1.83
Liquid 83 1 1.53 1.86

Source: Ref. 9.

Table 5. Static and Infinite-Frequency Capacitivity of
Some Ionic Crystals

er

Material Static Optical

LiF 9.27 1.90
LiC 11.05 2.68
NaCl 5.62 2.32
KCl 4.64 2.17
RbCl 5.10 2.18
NaI 6.60 2.96

Source: Ref. 9.
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Figure 2. The behavior of er versus T for completely hindered (a)
and partly hindered (b) rotation of dipoles in the solid: (a) nitro-
methane [9,11]; (b) hydrogen chloride [9,12].
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and the harmonic function sin o(t) or cos o(t), where o is
the angular frequency (¼ 2pf). Equation (3) may now be
represented thus

DðtÞ¼ e0EþPðtÞ

where the first term on the right-hand side provides the
instantaneous free-space contribution and the second the
delayed polarization. We define a dielectric response func-
tion f(t). The polarization response to a delta function ex-
citation of strength E Dt is [8]

PðtÞ¼ e0ðEDtÞfðtÞ ð27Þ

where E is the electric field, acting over a time period DT.
From the principle of causality, we have

fðtÞ¼ 0 for to0 ð28Þ

In the absence of any permanent polarization, we obtain

lim
t!1

fðtÞ¼ 0 ð29Þ

Furthermore, from the principle of superposition, we
have [8]

PðtÞ¼ e0

Z t

�1

fðt� tÞEðtÞdT ð30Þ

Equation (30) implies that the magnitude of polariza-
tion at a time t in a dielectric will depend on its past value;
in other words, the material has a memory. On an appli-
cation of an elementary step function field E1(t), the
dielectric polarization is given by

PðtÞ¼ e0E

Z t

0
fðtÞdt ð31Þ

The charging current Ic(t) is given by [8]

IcðtÞ¼
dDðtÞ

dt
þ s0E

¼ e0
dEðtÞ

dt
þ

dPðtÞ

dt
þ s0E

ð32Þ

¼ e0E½dðtÞþfðtÞ� þ s0E ð33Þ

where the delta function d(t) represents the instantaneous
free-space response of the step function field, followed by
the polarization current dP(t)/dt of the material. s0 is the
DC conductivity, if any, of the dielectric at infinitely long
time. Thus, we have [8]

Pð1Þ¼ e0E

Z 1

0
fðtÞdt¼ e0wð0ÞE ð34Þ

where P(N) is the polarization with a steady electric field
E after an infinitely long time when the polarizing ele-
ments tend to be oriented along the field direction. On

removal of this step function field, a depolarization cur-
rent Id(t) will follow as the thermal agitation randomizes
the orientation of the dipoles with time. For this latter
case there will be no contribution of s0 at E¼ 0.

3.2. Frequency-Dependent Dielectric Response

The polarization response to a harmonic field is known as
the frequency-domain response. Taking the Fourier trans-
form of both sides of Eq. (34), we get

PðoÞ¼ e0wðoÞEðoÞ ð35Þ

where P(o) and E(o) are the Fourier transforms of the
time-dependent polarization and field, respectively. w(o) is
the frequency-dependent complex susceptibility, and it is
the Fourier transform of the time-dependent response
function f(t):

wðoÞ¼ w0ðoÞ � iw0 0ðoÞ¼
Z 1

0
fðtÞeiot dt ð36Þ

The real part w0(o) provides the magnitude of polariza-
tion in phase with the harmonic driving field E(o) and
does not contribute to the power loss, whereas the imag-
inary part w00(o), which is in quadrature with the field, is
referred to as the dielectric loss. w0(o) and w00(o) may be
represented as odd and even functions of frequency, re-
spectively:

w0ðoÞ¼
Z 1

0
fðtÞ cos ot dt ð37Þ

w0 0ðoÞ¼
Z 1

0
fðtÞ sin ot dt ð38Þ

In terms of permittivity, we may write

DðoÞ¼ eðoÞEðoÞ¼ e0½1þ w0ðoÞ � iw0 0ðoÞ�EðoÞ ð39Þ

For zero frequency, namely, the static case, we have

w0ð0Þ¼
Z 1

0

fðtÞdt ð40Þ

and

w0 0ð0Þ¼ 0 ð41Þ

Equation (36) shows that both w0 (o) and w00(o) are func-
tions of the dielectric response function f(t), and these two
parameters are Hilbert transforms of each other, through
what are referred to as the Kramers–Kronig relations:

w0ðoÞ¼
1

P
C

Z 1

�1

w0 0ðoÞ
x� o

dx ð42Þ

w0 0ðoÞ¼ �
1

P
C

Z 1

�1

w0ðxÞ
x� o

dx ð43Þ
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where C denotes the Cauchy principal value of the inte-
gral. For the static case

w0ð0Þ¼
2

p

Z 1

�1

w0 0ðxÞd ln x ð44Þ

Equation (44) indicates that the variation of the dielec-
tric parameters with frequency, specifically, the dielectric
dispersion, is an essential property of dielectric materials
[8]. It also shows that any mechanism that can lead to a
strong polarization in a dielectric material must also lead
to large losses in some frequency range. In other words, it
is not possible to have a loss-free dielectric with a finite
susceptibility [8]. In most dielectrics the loss is significant
only in limited frequency ranges. Figure 3 [8] shows sche-
matically two nonoverlapping loss processes at the low
frequencies and a resonance process in the optical fre-
quency range. In a limited frequency region we may define
a high-frequency permittivity eNa, accounting for all
the processes occurring at higher frequencies; thus [see
Eq. (39)]

eðoÞ¼ e1aþ e0½wa
0ðoÞ � iwa

0 0ðoÞ� ð45Þ

from which we get

ea 0ðoÞ¼ e1aþ e0wa
0ðoÞ ð46Þ

and

ea 0 0ðoÞ¼ e0wa
0 0ðoÞ ð47Þ

For an alternating voltage the frequency-dependent
complex capacitance C(o) is

CðoÞ¼C0ðoÞ � iC0 0ðoÞ ð48Þ

where C0(o) and C00(o) are the real and imaginary parts of
the complex capacitance. The loss angle d is the angle be-
tween the electric field and the dielectric polarization. The

loss tangent

tan d¼
C0 0ðoÞ
C0ðoÞ

¼
e0 0ðoÞ
e0ðoÞ

ð49Þ

is independent of the geometry of the dielectric material.
The existence of the polarization with respect to the

field leads to the energy dissipation in the dielectric. Now
the power dissipation P per unit volume is

P¼ IphaseE

where Iphase is the part of the current in phase with E, and
is given by

P¼oE2e0e0 tan d¼oE2e0e0 0 ð50Þ

Table 6 gives (6) typical values of the permittivity and
loss factor of various dielectric materials at room temper-
ature for different frequencies. Generally polar materials
have larger permittivities and loss tangents than do non-
polar materials. For many liquids the frequency at which
maximum energy loss occurs at room temperature is ap-
proximately 1000 MHz (wavelength lE0.3 m), as shown
[1] for three typical liquids in Table 7, where t is the
relaxation time (¼ 1/f).

Another type of energy loss occurs in a resonance ab-
sorption process at very high (i.e., IR, visible, and UV)
frequencies. Although the real and imaginary parts of the
complex permittivity vary in a manner similar to that for
dipole relaxation, the origin of the energy loss is different
in this process. At optical frequencies the permittivity of
the dielectric is due almost entirely to the electronic po-
larization. In the absence of any external field a vibrating
electron of charge e and mass m is elastically bound to its
nucleus by a restoring force, and its equation of motion is

m
d2x

dt2
þ kx¼ 0 ð51Þ

where k is the restoring-force constant and x is the dis-
placement of the electron. This equation represents a sim-
ple harmonic motion, and its solution is

x¼ x0 sin o0tþA ð52Þ

where o0¼ (k/m)1/2, A is the integration constant, x0 the
amplitude of oscillation, and o0 the natural resonance an-
gular frequency of the oscillation. When an external al-
ternating electric field is applied to this system, the
resulting motion is a forced oscillation, represented by

m
d2x

dt2
þmo2

0x¼ e E cos ot ð53Þ

where E is the amplitude of the field E and o is its fre-
quency. Clearly the response of the oscillating system will
now depend on both o and o0. The oscillations might be
expected to build up without limit when o¼o0, although
they are expected to be small at frequencies far away from

� r
(0

)

�r∞

�r∞1

�r∞1

�,�r

∆�′1

�′1

�′2
�′3

�′′3�′′2
�′′1

log�

�p1 �p2 �p3

Figure 3. Schematic diagram of the frequency dependence of the
real and imaginary parts of the complex susceptibility, showing
three processes; the last one is a resonance process [8].
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o0. However, at resonance (i.e. o¼o0), the oscillations
will in fact be limited (damped) by the emission of elec-
tromagnetic radiation by the oscillating charges, which
dissipates energy. It may be shown that in a resonance
absorption process [6]

e0ðoÞ¼ e0þ
Ne2

m

o2
0 � o2

ðo2
0 � o2Þþ r2o2

ð54Þ

and

e0 0ðoÞ¼
Ne2

m

ro
ðo2

0 � o2Þþ r1o1
ð55Þ

where r is a constant of the material, called the dissipation
constant. These quantities have the form shown in Fig. 3
at very high frequencies. For o¼ 0, which is the static
case, we have

e0ð0Þ¼ e0þ
Ne2

mo2
0

ð56Þ

e00(o) approaches zero for both oco0 and o{o0, and it
goes through a maximum value of Ne2(1/mro). Again e00(o)
represents an energy loss and the power loss P is given
again by

P¼oe0 0ðoÞe0E2
ð57Þ

As the characteristic values of o0 for electron clouds are
very high, the resonance absorptions and their corre-
sponding energy losses occur at very high frequencies in
the IR–UV range.

For pure nonpolar dielectrics, whether solid, liquid,
or gas, the polarization is of an essentially electronic
nature. Some polar materials with a highly symmetric
structure, like carbon tetrachloride (CCl4), may also

Table 6. Dielectric Properties of Materials

Relative permittivity er

Material Direction f¼60 Hz 100 kHz 1 MHz 100 MHz Loss tangent tan d

Crystals

Rutile, TiO2 8c — 170 170 — 10� 4

>c 90 90 — 2�10�4

Aluminum oxide, Al2O3 8c — 10.6 10.6 10.6 —
>c 8.6 8.6 8.6 —

Lithium niobate, LiNbO3 8c — — 30 — 0.05
>c — 75 — —

Ceramics

BaTiO3 — — 1600 — 150�10� 4

Alumina — — 4.5–8.5 — 0.0002–0.01
Steatite — — 5.5–7.5 — 0.0002–0.004
Rutile — — 14–110 — 0.0002–0.005
Porcelain — — 6–8 — 0.003–0.02

Polymers

Polytethylene — 2.3 2.3 — 10� 4
�10� 3

Polypropylene 2.1 — — — 2.5�10� 4

PTFE 2.1 2–3 2–3 — 2�10�4

Polystyrene 2.55 — — — 5�10�5

PVC 3–6 3–5 3.5 3.0 10� 4

Polycarbonate — — 2.8 — 3�10�2

Polyester — — 4–5 — 0.02
Nylon 66 — 3.5 3.33 3.16 0.02

Glasses
Pyrex — — — 4–6 0.008–0.025
Quartz — — 4 — 2�10�4

Vycor — — — 3.8 9�10�4

Miscellaneous

Mica — — 5 — 3�10�4

Neoprene — — 6.3 — —

Source: Ref. 6.

Table 7. Typical Relaxation Times of Three Liquids

Material Temperature (1C) t (10� 11 s)

H2O 19 1
CH3OH 19 6
C2H5OH 20 13

Source: Ref. 9.
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exhibit electronic polarization. The presence of electronic
polarizability may be verified with the Maxwell relation,
e1¼n2, where n is the refractive index of the dielectric.
Table 8 compares the e1 and n2 values for a few marginally
nonpolar materials [13,14].

4. MODELS OF DIELECTRIC RELAXATION

4.1. Models

The first model of the dielectric relation is due to Debye
[3]. According to this model, the susceptibility function
w(o) for noninteracting polar molecules is given by [7]

wðoÞ /
1

1þ iðo=opÞ
ð58Þ

where op is the angular frequency at which the maximum
loss peak occurs. The real and imaginary parts of w(o) are

w0 0ðoÞ /
1

1þo2t2
ð59Þ

and

w0 0ðoÞ /
ot

1þo2t2
ð60Þ

The corresponding time-domain response f(t) follows
the exponential function (15)

ft / e�t=t ð61Þ

The loss peak occurs here at o¼oP¼ 1/t. Figure 4
shows the dependence of w0(o), w00(o), and f(t) of Eqs.
(59)–(61) [16] in log–log representation. The loss peak is
symmetric about op, and its width at half-height is 1.144
decades on the frequency scale. The Debye behavior has
been observed in gases and in some polar liquids. The re-
laxation behavior of water and deuterium oxide closely

approximates that of the Debye form [17–19]. However, it
is generally nonexistent in solids.

To account for the departure of the observed dielectric
behavior, the following empirical expressions have been
proposed. The Cole–Cole equation (20) is

wðoÞ /
1

1þ ðio=opÞ
1�a ð62Þ

where a is a fitting parameter in the range 0oar1.
Equation (62) provides a broader and symmetric
relaxation spectrum than the Debye type. Furthermore,
for o4o0, w0(o) and w00(o) show parallelism in the log–log
plot.

Table 8. A Comparison of e0 and n2 Values for Several
Nonpolar Materials

Material n2 e0

Frequency of
measurement

of e0 (Hz)

Hydrogen (liquid, �2531C) 1.232 1.228
Diamond 5.66 5.68
Nitrogen (liquid, �1971C) 1.453 1.454
Oxygen (liquid, �1901C) 1.491 1.507
Chlorine (liquid) 1.918 1.910
Bromine 2.66 3.09
Paraffin (liquid) 2.19 2.20 103

Benzene 2.25 2.284 103

Polystryrene 2.53 2.55 102 to 1010

Polyethylene 2.28 2.30 102 to 1010

Carbon tetrachloride 2.13 2.238
PTFE 1.89 2.10 102 to 1010

Source: Refs. 13,14.
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Figure 4. (a) The ideal Debye response in the frequency domain,
with its characteristic frequency dependence of w0(o) po�2 and
w00(o) po� 1 above the loss peak. (b) The corresponding time-
domain response, which is purely exponential, is plotted here in
the somewhat unfamiliar log–log representation [16].
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The Davidson–Cole equation has the form [21]

wðoÞ /
1

ð1þ io=opÞ
b ð63Þ

where b is yet another curve-fitting parameter in the
range 0obr1. Equation (63) provides asymmetric relax-
ation profiles at oro0, whereas w0(o) and w00(o) remain
parallel at o4o0.

The Fuoss–Kirkwood model [22] for the imaginary part
of the susceptibility is

w0 0ðoÞ /
2ðo=opÞ

g

1þ ðo=opÞ
2g ð64Þ

Another relaxation model is given by

wðoÞ /
X1

s¼ 1

GðDsÞ

ðs� 1Þ!

expð�iDp=2Þ
oDo�Dp

 !s

ð65Þ

This is an expansion into the frequency domain of
the Kolrauch–Williams–Watts function [15] of time:
exp[� (t/t)D]. The parameter D in Eq. (65) has no physical

significance and is not based on the physics of dielectric
interactions.

So far the models have had only one fitting parameter,
namely, a for the Cole–Cole equation, b for the Davidson–
Cole equation, g for the Fuoss–Kirkwood equation, and D
for the Kolrauch–Williams–Watt equation. The model due
to Havriliak and Negami [23,24], the first one with two
parameters, is given by

wðoÞ /
1

½1þ ðio=opÞ
1�a
�b

ð66Þ

It should be stressed again that the fitting parameters a
and b in this equation have no physical significance.

A classical form of presentation of the dielectric data is
to plot w0(o) or e0(o) against w00(o) or e00(o), namely, the so-
called Cole–Cole plot [20]. Figure 5 shows the shapes of
the Debye, Cole–Cole, and Davidson–Cole equations for
the susceptibility functions in Cole–Cole plots. It has been
shown [20] that with the Debye model, a graph of w0(o)
against g0(o) over the entire frequency range will be a
semicircle and w(N) or eN is obtained from the intercept at
the horizontal axis (see Fig. 5a). Thus the relaxation time t
may be obtained from the slope of a straight line from the
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Figure 5. The frequency dependence of the
real and imaginary parts of the susceptibility
and the Cole–Cole presentation for (a) Debye,
(b) Cole–Cole, and (c) Davidson–Cole systems [8].
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origin to a point on the semicircle for which o is known.
Now the Cole–Cole relaxation model provides a symmetric
but broader relaxation spectrum, and the corresponding
Cole–Cole plot is still a semicircle. However, its center is
depressed below the w0 or e0 horizontal axis (see Fig. 5b)
with the angle ap/2 between the radius of the circle and w0

or e0 axis. There is no molecular interpretation of this fac-
tor a, and it has been interpreted as a ‘‘spreading factor’’ of
the actual relaxation time about a certain mean value.
The magnitude of a must lie between zero and unity. The
Cole–Cole plot for the Davidson–Cole model is a skewed
plot (see Fig. 5c), representing a severe departure from the
Debye relaxation behavior.

The Havriliak–Negami function [23,24] with two pa-
rameters, a and b [Eq. (66)], appears to provide the best
results for the fitting of the measured dielectric data for
most materials. However, none of these mathematical
models that invoke a distribution of relaxation energies
(25) or times offer any physical interpretation of material
properties [26–29] .

It has been suggested that a dielectric loss spectrum
may be regarded as a mathematical summation of a dis-
tribution function g(t) of Debye responses corresponding
to a distribution of relaxation times [30]; thus

wðoÞ¼
Z 1

0

gðtÞ
1þ ior

dt ð67Þ

The distribution functions are always positive, and
curves of w00(o) or e00(o) can be formed from them by the
superposition of many single relaxation-time or frequency
curves [31]. It has been shown [32] that the product of the
elapsed time and the depolarization current is a convolu-
tion of the distribution function of relaxation frequencies
with a weight function of an asymmetric bell shape. A
similar relationship is also shown to exist for the imagi-
nary part of the permittivity. The same work [32] also
proposes a deconvolution procedure to determine the dis-
tribution function of relaxation frequencies from experi-
mental data. A distribution of relaxation times from the
frequency dependence of the real part of the complex per-
mittivity has also been made with the inverse Fourier
transformation [33]. As stated earlier, however, no distri-
bution of relaxation times that can claim physical reality
can be associated with relaxation systems in condensed
matter [8,26,27].

A two-parameter model for the complex susceptibility
function w(o), known as the universal relaxation law, has
been proposed [8,16], which states that all solid dielectrics
follow fractional power laws in frequency. It is of interest
to note that w(o) may be expressed by a simple empirical
expression [16,23]

wðoÞ¼A½1þ ðixÞm�ðn�1Þ=m ð68Þ

where the exponents m and n lie between zero and unity
and x is the normalized frequency. Equation (68) indicates
that the experimental state of dielectric susceptibility can
be fitted with two power-law exponents. The Debye func-
tion is a limiting form of this equation for m¼ 1 and n¼ 0.

For the symmetric loss peak at op and x¼ 1, we have
m¼ 1�n. Furthermore, the ratio w00(o)/w0(o) decreases as
m and 1�n become smaller, thus providing broader peaks
as in the case of the Cole–Cole function. This leads to the
universal law, characterized by two fractional power laws
in frequency respectively below and above the loss peak
frequency oP [8,16]

w0 0ðoÞ¼ tan
mp
2

� �
½wð0Þ � w0ðoÞ� / om for o{op ð69Þ

for o{op and

w0 0ðoÞ¼ cot
np
2

� �
w0ðoÞ / on�1 for ocop ð70Þ

where the exponents are in the ranges 0ono1 and
0omo1.

As a result, in the high-frequency range of the loss
peak, the ratio of the imaginary to the real part of the
complex susceptibility is a frequency-independent con-
stant:

w0 0ðoÞ
w0ðoÞ

¼ cot
np
2

� �
ð71Þ

Hence, in a log–log plot w00(o) and w0(o) appear as par-
allel lines for ocop. It should be noted that for the Debye
process this ratio is ot and thus increases linearly with
frequency, which is consistent with the idea that the pro-
cess is a ‘‘viscous’’ phenomenon in which the dielectric loss
is linearly related to the angular velocity [16].

For the low-frequency part of the loss peak (ooop), we
have [8,15]

w0 0ðoÞ
Dw0ðoÞ

¼ tan
mp
2

� �
ð72Þ

where Dw0(o)¼ w(0)�w0(o) is known as the dielectric de-
crement and is the extent to which the polarization at any
particular frequency falls short of the value of the equi-
librium polarization in a static field. Equations (69) and
(70) may be represented by the empirical law combining
the two fractional power laws above and below op [8]:

w0 0ðoÞ /
1

ðo=opÞ
�m
þðo=opÞ

1�n
ð73Þ

The Fourier transforms of fractional power laws corre-
late the frequency-domain dielectric parameters with
their time-domain behavior thus (16):

om / t�m�1 for tct ð74Þ

on�1 / t�n for t{t ð75Þ

In the carrier-dominated low-frequency dispersion
(LFD) or quasi-DC (QDC) systems, mobile charge carri-
ers, such as ions and electrons, act as polarizing species
and provide a broad dielectric response [16,34–36]
in which no loss peak is observed. The LFD (or QDC)
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relaxation is characterized by two independent processes,
below and above a certain critical frequency oc, which may
be represented by Eq. (70). The real and imaginary parts
of the complex dielectric susceptibility steadily increase
with decreasing frequency for small values of n2, at fre-
quencies less than oc. This is followed by a flat loss be-
havior above oc with n1E1 [8,16,28]. The frequency oc

plays a role analogous to that for op in a dipolar system.
Figure 6 shows [16] typical behavior of w(o) for the LFD

(or QDC) system. Figure 7 shows schematically the typical
time-domain behavior of a dipolar LFD (or QDC) system
together with the flat loss response corresponding to n-1
[15]. Note that the flat loss behavior is the limiting case of
the dielectric response that occurs in low-loss materials
with a very small value of the ratio w00(o)/w0(o). The value

of n2 can never be zero, and hence n cannot actually have a
value of 1, although nearly flat loss behavior has been ob-
served experimentally.

There are few examples of solids, including single crys-
tals of ferroelectrics, that show pure Debye relaxation be-
havior. A variety of solids (viz., low-loss dielectrics, dipolar
materials, semiconductor p-n junctions, and biological ma-
terials) are known to show dielectric dispersions that may
be fitted with the universal fractional power law [Eq. (73)].
Furthermore, dipolar systems exhibit loss peaks, whereas
the carrier-dominated systems exhibit LFD (or QDC)
behavior [8,34,35].

A stochastic model for the universal dielectric disper-
sion has also been proposed [37–39]. This probabilistic
model is based on the assumption that individual dipoles
and their environments interact during the process of
relaxation and the dielectric response function is given
by [37]

fðtÞ¼f0aopðoptÞa�1
½1þ kðoptÞa� ð76Þ

where f0 is a constant of the relaxation function f(t), and
k is a positive real number. In the short-time limit this
function is

fðtÞ 
 ðoptÞa�1
¼ ðoptÞ�n

ð77Þ

where n¼ 1� a and 0ono1. The corresponding long-time
limit is

fðtÞ 
 ðoptÞ�ðaþ kÞ=k
¼ ðoptÞ�m�1

ð78Þ

where m¼ a/k and 0omo1 if aok. The exponents m
and n of the universal fractional law [8] are thus related
by [37]

m¼
1� n

k
ð79Þ

where k41�n and 0ono1. If 1�nokr1, then
1�nrmo1, and this is observed in most analyzed exper-
imental results. For k¼ 1 we have m¼ 1�n, and this is
the Cole–Cole response. For k¼ 1�n we have m¼ 1,
which is the Davidson–Cole response. If k41, then
0omo1, which is observed only in a small number of
analyzed data [21,33,38]. In this case, k-0 and the
Williams–Watts response is observed [15,40]. The
probabilistic model [37–39] thus suggests a relation
between the empirical parameters m and n, defining the
low- and high-frequency regions of the complex dielectric
susceptibility. It has been suggested [37] that the param-
eter (k) may be related to the waiting-time distribution of
the relaxing dipoles, which may follow a Weibull distribu-
tion, namely

RðsÞ ¼ expð�ksdÞ ð80Þ

where R(s) is the waiting-time distribution, k is a positive
real number, and 0odo1. It has been shown [37] that for
a particular waiting-time distribution function, the
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solution for f(t) can be obtained in a simple analytical
form:

fðtÞ¼fðt; 1� n; kÞ; 0o1� no1 and k > 0 ð81Þ

The relatively recent model [41,42] based on a cluster
theory is perhaps the most sophisticated approach to the
explanation of relaxation phenomena observed in imper-
fect materials. The theory has been derived in the frame-
work of quantum mechanics and takes into account the
manybody interactions present in condensed matter.

The dipoles in the condensed phase may be regarded as
connected with other dipoles through their morphological
structure, and it is unlikely that they can act indepen-
dently as in the Debye model. Both solids and liquids are
composed of spatially limited regions possessing partially
regular structural order, and such regions may be called
clusters [41]. In any material many clusters may exist, and
in the presence of coupling between them an array may
form displaying partial long-range order. Absence of cou-
pling in the limit may lead to a cluster gas. In contrast,
systems with strong coupling between these arrays will
produce an almost perfect crystal. The model also consid-
ers two kinds of interactions—intracluster and interclus-
ter exchanges—and each of these makes its own
contributions to the final behavior of the complex suscep-
tibility function.

A dipole in the intracluster motion may first relax ex-
ponentially (d� t/t) as suggested in the Debye model. In
doing so, it will affect the field experienced by other neigh-
boring dipoles in the cluster. These neighboring dipoles, in
turn, may also relax exponentially, thereby affecting the
field experienced by the first dipole, and so on. As a result,
the overall effect will be a process with an exponential
single dipole relaxation of the form e� t/t and concomitant
t�n behavior for the relaxation of the cluster dipole mo-
ment. The intercluster exchange will have a range larger
than that for the intracluster motion, and its origin will be
in dipoles near the edge of the cluster interconnecting to a
neighboring cluster [29,36,40]. It has been shown [41] that
with the intracluster motion and with the progressive in-
volvement of an increasing number of elements with the
progress of time, a fractional power law (i.e., on�1 behav-
ior) for the susceptibility function may be obtained. Fur-
thermore, the parameter n (0ono1) is related to the
average cluster structure. Highly ordered structure has
n values approaching unity, thus indicating an existence
of completely correlated clusters. On the other hand, n-0
would signify a large degree of disorder, and the limit n¼ 0
would yield Debye-like relaxation behavior.

The intracluster-coupled mode may change to an inter-
cluster mode as the spatial extent of the coupling (wave-
length) increases beyond the cluster size. The
mathematical derivation of the susceptibility function for
the intercluster exchanges is similar to that of the intra-
cluster motion, as the intercluster exchanges are now the
perturbation of an ideal state. The result is also a frac-
tional power law [41], giving an om behavior for the sus-
ceptibility function. Once again the value of m is in the
range 0omo1, and m represents the degree of structural
order, this time on the larger scale of the cluster, namely,

the degree of ordering in the cluster array. Hence, m-0
indicates an almost ideal lattice structure, whereas m-1
may give rise to a wide distribution of clusters. The intra-
cluster motion and the intercluster exchange mechanisms
are schematically represented in Fig. 8 [28].

For the intracluster motion the susceptibility function
is given by [41]

wðoÞ / 1þ i
o
op

� �1�n

2F1 1� n; 1�m
op

opþ io

� �
ð82Þ

where 2F1 is the Gaussian hypergeometric function. It
should be noted that the asymptotic limits of Eq. (82) are
the universal relaxation law [i.e., Eqs. (69) and (70)] [8].

The Dissado–Hill quantum-mechanical model [41] de-
scribes a QDC phenomenon as a partial conduction pro-
cess that is equivalent to the LFD phenomenon [8]
described above. In the QDC process considerations sim-
ilar to those for the dipoles are given to systems containing
charge carriers. The difference between a QDC process
and DC conduction at low frequencies is that the latter
phenomenon is characterized by

wðoÞ ! constant ð83Þ

and

w0 0ðoÞ /
sdc

o
ð84Þ

where sdc is the frequency-independent DC conductivity.
For the high frequencies, the Maxwell–Wagner interfacial
polarization effect [1] may be used to predict a limiting

E(a)

(b)

Dipoles Clusters

E

Figure 8. Schematic diagram of (a) intracluster motion and
(b) intercluster exchange mechanism of Dissado–Hill model of
dielectric relaxation [29,36].
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behavior of the form

w0ðoÞ / o�2 ð85Þ

w0 0ðoÞ / o�1 ð86Þ

and

w0 0ðoÞ

w0ðoÞ / o
ð87Þ

The Dissado–Hill model [41] suggests that the motion of
all charge carriers within a cluster of correlation length is
cooperative, that is, that the motion of a charge carrier to a
neighboring site is limited to the vacancy of such sites and
by other charges surrounding it. The model [41] divides
the response into high-frequency (short-time) behavior
above a critical frequency oc, where intracluster motion
occurs, and low-frequency (long-time) behavior below oc,
where intracluster motion exchange occurs. The intraclus-
ter motion, which is analogous to the flipping of dipoles, is
now replaced by the hopping of charges between available
sites within a correlation length x, which reduces the
overall polarization of the cluster. The high-frequency re-
sponse has the same functional form as for the dipoles:
on�1, 0ono1. Again the physical meaning of the expo-
nent n is the average degree of structural ordering within
a cluster, and small values of n will correspond to irreg-
ularities in a cluster such as might occur when an inter-
stitial ion or a dislocation is present. The parameter n may
also be related to the entropy density per cluster constit-
uent. The value of n may be independent of temperature
for thermally stable cluster structuring [41].

In the intercluster exchange there is a physical trans-
port of charges between the clusters. The charge motion is
no longer correlated with the available sites of the donor
cluster, but rather with those of the acceptor cluster. For
this case the susceptibility function is shown to be a frac-
tional power law of the form o�p, with 0opo1 [41]. A
small value of p indicates a set of clusters that are almost
identical to each other, while a large value of p is associ-
ated with a broader distribution of clusters in which in-
tercluster exchanges can carry the effective charge
through many clusters over a long distance. In the pres-
ence of both the intracluster hopping and intercluster
charge transport, the susceptibility function of the system
is given by [42]

wðoÞ /
oc

ocþ io

� �1�n

2F1 1� n;1þp;2� n;
oc

ocþ io

� �
ð88Þ

The asymptotic forms of w(o) at high and low frequen-
cies with respect to oc are [42]

w0ðoÞ / w0 0ðoÞ 
 w0ðocÞ
o
oc

� ��p

for o{oc ð89Þ

w0ðoÞ / w0 0ðoÞ / w0ðocÞ
o
oc

� �n�1

for o > oc ð90Þ

Once again, it may be noted that the asymptotic values
of this model [41,42] are the same as those of the universal
law model [8,15]. The relations between the exponents n
and p of these two models are

p¼1� n2 ð91Þ

n¼n1 ð92Þ

where n1 and n2 refer to the values of the parameters of
the universal law above and below oc, respectively [41]:

w0ðoÞ / w0 0ðoÞ / on2�1 for o{oc ð93Þ

w0ðoÞ / w0 0ðoÞ / on1�1 for o > oc ð94Þ

Summarizing the above, it appears that all dielectric
materials commonly investigated have the following char-
acteristics in terms of the indices n and m (41):

n¼ 0, m¼1 express the Debye limit of an ideal liquid
with independent cluster constituents in the system.

n¼ 1, m¼ 0 occurs in an ideal crystal with no internal
relaxation and zero loss.

For real liquids n-0, m-1, and the average clusters
are weakly bound.

For plastic crystals, waxes, and viscous liquids, n 
 1
2

and m 
 1
2. These materials have clusters with re-

stricted structural range.

For solids with interstitial impurities and ferroelec-
trics, n-0 and m-1. Ferroelectrics have weakly
bound clusters of dipole reversals, thus yielding a
small value of n.

For imperfectly crystallized materials with topograph-
ical impurities, glasses, and vitreous polymer sys-
tems, n-1 and m-0.

It may be noted that nþm¼ 1 will occur only when the
intra- and intercluster displacements lie along the same
coordinates, as in Lennard–Jones liquids [43] and hydro-
gen-bonded systems [44].

The cluster model [41,42] is in many ways the most
rigorous description of relaxation of defects in a dielectric
system, and it offers an ab initio derivation of the entire
spectral shape of the frequency dependence of the suscep-
tibility function.

Table 9 lists the theoretical concepts of dielectric relax-
ation models, discussed above.

4.2. Electric Equivalent Circuits for Dielectric Loss

A dielectric capacitor can be represented by an electrical
circuit where the dielectric loss is reproduced mainly by
an equivalent resistance R in series or in parallel with the
capacitor and, occasionally, an inductance. A Debye sys-
tem can be represented, for example, by a resistance and a
capacitance in series, while non-Debye behavior of dielec-
tric susceptibility may be constructed with more complex
circuits.
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For such cases, the concept of a universal capacitor [8]
has been proposed, and the resulting frequency depen-
dence of the dielectric parameters is

wðoÞ / CnðoÞ¼ bðioÞn�1
¼ b sin

np
2
� i cos

np
2

� �
on�1 ð95Þ

It should be noted that for nonideal dielectric responses,
the circuit elements will have frequency-dependent
dispersive properties. Figure 9 shows schematic represen-
tations of simple circuit combinations of ideal, frequency-
independent elements and some forms of presentation of
dielectric data. The frequency response of lossy capacitors
of the type represented by Eq. (89) is shown in Fig. 10
[8,36,45]. The association of universal capacitors and dis-
persive circuit elements is schematically represented in
Table 10 [29].

4.3. Relaxation Behavior in Materials

The relaxation phenomena have been studied for a wide
range of materials, from covalent, ionic, and van der Waals
crystals at one extreme through glasses, liquids contain-
ing suspensions, solid synthetic polymers, and p-n junc-
tions at the other [41].

The permittivity of nonpolar gases at normal pressure
is close to unity, and the Clausius–Mossotti equation [23]

adequately describes its variation with moderate density
changes [46]. At high pressures the molar polarization of
gases deviates from the Clausius–Mossotti equation. The
molecular polarizability is enhanced by the attractive forc-
es between the molecules, whereas the repulsive forces
decrease it.

Centrosymmetric molecules do not possess dipole
or octupole moments, but quadrupole moments may
be present in some gases, such as hydrogen, carbon
dioxide, carbon disulfide, oxygen, nitrogen, benzene, and
ethylene. Tetrahedral molecules, on the other hand,
have zero dipole and quadrupole moments (e.g., methane
and carbon tetrachloride) [46]. The presence of higher
dipole moments in a molecule induces moments on its
neighbors and produces deviations from the Clausius–
Mossotti equation. Polar gases display temperature de-
pendence of the orientational polarization, and their
dielectric loss spectra follow the Debye relaxation behav-
ior in which partial orientation of the permanent dipoles
occurs under an externally applied field. Polar gases
absorb energy in the microwave region through two pro-
cesses: rotational absorption and unquantized molecular
collision. The high-frequency dielectric properties of gases
have been well reviewed [47,48] and will not be discussed
further here.

There is as yet no exact theory of liquids, which have
been treated either as dense gases or as disordered solids.

Table 9. Theoretical Concepts of Relaxation Models

Function Equation Parameters

Debye
w0 0ðoÞ /

1

ðo=opÞ
�1
þðo=opÞ

(26) a¼0 b¼1

Cole–Cole
w0 0ðoÞ /

1

ðo=opÞ
a�1
þðo=opÞ

1�a

(27) 0oao1 b¼1

Davidson–Cole
w0 0ðoÞ /

1

ðo=opÞ
�1
þðo=opÞ

b

(28) a¼0 0obo1

Havriliak–Negami
w0 0ðoÞ /

1

ðo=opÞ
a�1
þðo=opÞ

bð1�aÞ

(29) 0oao1, 0obo1

Jonscher, Dissado, and Hill (dipolar peak)
w0 0ðoÞ /

1

ðo=opÞ
�m
þðo=opÞ

n�1

(21) 0omo1 0ono1

Jonscher, Dissado, and Hill (QDC process) w0ðoÞ / w0 0ðoÞ / on2�1 for o{oc
(24) 0on2o1 0on1o1

w0ðoÞ / w0 0ðoÞ / on2�1 for ococ
(25)

Weron (stochastic model) fðtÞ¼f0aopðoptÞa�1
½1þkðoptÞa��ð1þkÞ=k (41) m¼ (1�n)/k 1�nomo1

Source: Refs. 29,36.
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The dielectric relaxation in polar liquids (dilute solutions)
with spherical dipolar molecules can be interpreted in
terms of the orientation of individual dipoles. In the Debye
process, it is assumed that a spherical dipolar molecule
obeys Stokes’ law, which states that the relaxation time is
proportional to the shear viscosity of the liquid and to r3,
where r is the radius of the sphere. However, the relax-

ation time must depend on the viscosities of both the sol-
vent and the solute. The molecular radius calculated from
the relaxation time with the Debye model is usually too
small. Improved fit to the relaxation behavior of liquids
may be obtained with empirical formulas (Cole–Cole [20],
Davidson–Cole [21], Havriliak–Negami [23,24]) and the
universal law [8].
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Figure 9. Schematic representation of simple circuits
formed as a combination of ideal, frequency-indepen-
dent elements (a–h) and some forms of presentation of
dielectric data (i, j) [8,36,45].
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The intermolecular forces in associated liquids are
stronger and perhaps more directional in some cases than
in other liquids. Water is probably the most important as-
sociated liquid. The dielectric relaxation behavior of water
agrees well with the Cole–Cole model [20] with a¼
0.0270.007 [45,49]. It has been suggested [50] that the
kinetic process responsible for the dielectric relaxation in
water is cluster formation. Water is composed of fluctuating
clusters of bonded molecules with unbonded molecules be-
tween them. Individual molecules are able to move fre-
quently from one cluster to another, and their dipole
orientation will depend on the number of hydrogen bonds
they form [45,50]. It should be noted that the clustering is a

random process and that it is not possible to subdivide wa-
ter molecules into groups that remain the same over a pe-
riod of time longer than the average relaxation time, E9.6
� 10�12 s, which is perhaps related to the OH stretching
vibration at 1.10� 1013 Hz. This vibration is affected by the
hydrogen bonding. Alcohols have a wide distribution of re-
laxation times, which tend to follow the empirical Cole–
Cole [20] and Davidson–Cole [21] models. The dielectric
properties of liquids have been comprehensively reviewed
elsewhere [45,50] and will not be discussed further here.

A perfect alkali halide ionic crystal such as NaCl can be
polarized only by perturbing its thermal vibrations. How-
ever, in practice all crystals contain dislocations, specifi-
cally, polarizable flaws, which do not always distort the
lattice, particularly when the ionic radii are similar [45].
The dielectric relaxation behavior in such materials is
complicated by the presence of their ionic and electronic
conductivities. For these materials the relaxation time t
tends to be long (E1 s) at room temperature, and it obeys

t¼AeEa=kT ð96Þ

where Ea is the thermal activation energy and A is a con-
stant. It is of interest to note that the mechanical relax-
ation time of these materials is often half the dielectric
one, neglecting electrostatic interactions. This implies
that the shear modes of polarization relax twice as fast
as do the tensile ones [45]. The dielectric behavior of alkali
halides with divalent cations has been reviewed exten-
sively by Meakins [51].

Organic semicrystalline and amorphous polymers are
practical electrical insulating materials that consist of
macromolecules. Such molecular solids have both cova-
lent and van der Waals bonds, which facilitate molecular
motion in comparison with entirely covalently bonded sol-
id dielectrics. The activation process in these materials
also follows an Arrhenius relationship of the form
of Eq. (90) except at the glass transition temperature
Tg. The relaxation process at Tg is approximated by the
William–Landel–Ferry relationship [52],

tðTÞ¼ t0 exp
C1ðT � TgÞ

C2þT � Tg
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Figure 10. The frequency response of circuits involving universal
lossy capacitors of the type Cn¼B (io)n� 1: (a) response of a series
combination of Cn with a resistor R; (b) calculated frequency de-
pendences for a range of values of the exponent n; (c) the response
of the series–parallel circuit shown, with two universal capacitors,
one of which corresponds to a series barrier region, while the other
forms the equivalent of a volume region with its parallel conduc-
tance Gv. The values of parameters assumed in the calculation are
as follows: Bv¼1, Gv¼10� 6, nv ¼ 0.85, Bs¼1, ns¼0.4. At very
low frequencies the volume behavior is dominated by the conduc-
tance, and the response is that of a series combination of Cb and
Gv, which is therefore closely similar to that seen in (a) [8].

Table 10. Electrical Analog Equivalent Circuits

Ciruit Function

Debye
[Eq. (52)]

Dipolar relaxation

[Eq. (67)]
QDC process

[Eqs. (87), (88)]
Flat loss
[Eq. (87)]

Source: Ref. 29.
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where t0 is a constant, and C1 and C2 are also constants
with values E17 and E51, respectively [46]. The relax-
ation time t decreases with increasing temperature, as
may be observed in isochronal plots of depolarizing cur-
rent against temperature [53].

The relaxation behavior of polymers is related to sev-
eral complex physical parameters—shear modulus, heat
capacity, permittivity, and refractive index—which exhibit
transitions with increasing temperature [54] (see Fig. 11).
In an amorphous polymer the principal transition is the
glass transition at a temperature Tg, which is labeled as
the a transition at Ta in Fig. 11. Above Tg the free volume
decreases to a critical value, thus severely restricting the
segmental motions of the polymer chains. In a semicrys-
talline polymer there will be an additional transitional
phenomenon at the melting temperature Tm. There are
other secondary transitions, b and g in order of decreasing
temperature (i.e., Ta4Tb4Tg). For example, in polyeth-
ylene, the a, b, and g relaxations at 1 kHz occur at 77, � 13,
and �1131C, respectively. The a relaxation is attributed to
motions in the crystalline phase, and the b relaxation
arises from primary motions of the chain branches in the
amorphous phase. The g relaxation may be associated with
a combination of processes including defect migration and
the reorientation motion in the amorphous phase [55]. The
a, b, and g relaxations in polypropylene occur at 80, 0, and
� 801C. Table 11 gives the glass transition temperatures
Tg of some common polymers [54].

4.4. Experimental Evidence of Frequency Response and a
Comparison with the Cluster Models

Although ideal Debye response in ferroelectric single crys-
tals has been observed [56], there exist, in general, very
few examples of such responses in condensed matter. Al-
though water may be regarded as a classic dielectric, its
dielectric behavior displays a broadened relaxation peak
that departs from a true Debye relation [8,57]. Near-
Debye relaxation responses have also been observed in
silicon p-n junctions [8]. It may not be appropriate to

discuss experimentally observed dielectric dispersion data
with the Cole–Cole, Davidson–Cole, and Havriliak–
Negami models, which are basically empirical in nature.
However, relaxation spectroscopy can provide consider-
able information on dielectric materials from the mea-
surement of the shape of the loss peak as well as the
relaxation rate and amplitude. The shape of a loss peak is
clearly characterized by the parameters m and n of the
Dissado–Hill [41,42] and universal law [8] models. This
procedure has been employed to demonstrate the presence
of cluster structure in (1) the viscous liquid produced from
the glassy state above a glass transition [58], (2) plastic
crystal phases [59], and (3) ferroelectrics [60,61]. The clus-
ter size becomes strongly temperature-dependent in fer-
roelectrics near the Curie temperature [61]. The
amplitude and the relaxation rate are related [60–62].
These considerations also hold true for liquid crystals
[60,61,63]. Figures 12a and 12b show the observed dielec-
tric response of poly-r-benzyl-L-glutamate (PBLG) and
poly-r-methyl-L-glutamate (PMLG), respectively [42].
The loss peaks in both cases are broad with values of n
and m in conformity with the cluster model [41]. Table 12
gives the values of shape indices n and m for PBLG in
different states, from which it may be observed that as the
local order decreases in solution, the value of n decreases,
and that of m increases [41,63]. These examples cover
some typical cluster structures with different values of m
and n [41].

It is suggested that the quantum-mechanical cluster
model provides explanations for the relaxation dynamics
in materials that show non-Debye susceptibility behavior
over a wide frequency range. The cluster model shows that
the free energy of a cluster is held constant and its entropy
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Figure 11. Schematic diagram of the temperature dependence of
complex properties of polymers [54].

Table 11. Glass Transmission Temperature Tg of
Common Polymersa

Polymer Tg (1C)

PE �90, �35
PP �10
Polymethylpentene 30
PS 95
PAN 105
PVC 85
PVF �20, 45
PVDC �15
PA 6 50
PA 66 90
PA 610 40
PMMA 105
POM �90, �10
Poly(phenylene oxide) 210
PC 150
PETP 65
CA 105
NR �75
CR �45
NBR �20

Source: Ref. 54.
aThese are approximate values; where two temperatures are given, the

assignment of the glass transition remains doubtful. Tm is independent of

chain length for high-molar-mass polymers, but falls somewhat as the

chains become very short.
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evolves at the expense of its internal energy (i.e., en-
thalpy), resulting in a power-law relaxation process.

5. APPLICATION OF DIELECTRIC SPECTROSCOPY IN
DETECTING AGING IN INSULATING POLYMERS

5.1. Dielectric Aging and Treeing

Polymers experience aging when subjected to a mechan-
ical or electric stress over an extended period of time. The
aging produces irreversible deterioration of physical,
chemical, and dielectric and other electrical properties,
which may eventually lead to electrical breakdown of an

insulating polymer. It must be stressed that physical and
chemical aging may occur independently without the ap-
plication of an external electric field. However, the aging
process may be accelerated by the field in conjunction with
other factors.

The mechanisms for electrical breakdown have been
extensively reviewed [64]. The chemical aging models
have also been reviewed [65] and will not be discussed in
detail here. The present section provides in brief the re-
sults of a study of aging of polyethylene under an AC field
in humid environment by dielectric spectroscopy.

Dielectric aging in a dry environment at moderate to
high electric field appears to begin mostly at imperfections
in materials where the local field tends to be enhanced. At
such locations, treelike electrical channels may form and
propagate due to the occurrence of partial discharges.
Space charges play a significant role in the initiation
and growth of electrical trees [66]. Water trees in poly-
meric insulators with AC fields in humid environments
may arise from microphase separation in partially oxi-
dized polymers as a result of field-induced electrochemical
processes [67]. It has been shown that water trees in cross-
linked polyethylene consist of tracks of hydrophilic
carboxylate salts in the amorphous phase of the polymer
[68–70]. The dielectric aging and the water tree growth
incorporate electrochemical processes following the elect-
rophysical process of water and ion diffusion in the poly-
mer [68]. It has been suggested that the electrochemical
degradation of polyolefins associated with aging and water
treeing involve five fundamental steps: (1) electrolysis of
water, in which oxygen and hydrogen peroxide radicals
are formed, as both are oxidizing agents; (2) initiation of
degradation; (3) catalysis of degradation by metal ions; (4)
chain scission, resulting in the formation of ketones and
carboxylate ions; and (5) conversion of ketones to carboxy-
late ions [71]. Electric-field-driven oxidation has also been
proposed by other workers [64,72–74].

The electrooxidation occurs in the local field direction,
and water tree tracks are formed by chain scission in the
amorphous regions of the polymer. The track region is hy-
drophilic. As a result, water molecules in the polymer ma-
trix condense to form liquid water in the track, which then
transports ions to provide further oxidation at the tip of
the track. Thus a track propagates itself in a similar man-
ner to that of a self-propagating electrical tree or a gas
breakdown channel, although at a different rate [71].

It may thus be expected that aging and its progress due
to the electrooxidation of a polymer in a humid environ-
ment may be detected by a study of its dielectric behavior
over a wide frequency range.

5.2. Evidence of Aging in Frequency Response

Figure 13 shows the frequency response of the real and
the imaginary parts [w0(o) and w00(o), respectively] of the
complex susceptibility w(o) of unaged and crosslinked
polyethylene (XLPE) cable samples and samples AC-
aged (6 kV/mm, 50 Hz) for up to 6000 h in water at room
temperature [36,75]. It may be observed from the fitted
response that there are three relaxation processes: (1) a
high-frequency (HF) loss peak at B5� 105 Hz, (2) a
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Figure 12. Master curves for the dielectric response of oriented
films of (a) PBLG and (b) PMLG. The theoretical spectral shape in
the plots has been determined with the values (a) m¼0.28,
n¼0.87; (b) m¼0.24, n¼0.92. Plot (a) is scaled at 333 K; (b), at
299 K. In both, the small magnitude of the dispersion has limited
the accuracy with which the real part of the susceptibility could
be determined for the higher frequency values [42].

Table 12. Spectral Shape Indices Observed in Dielectric
Response of PBLG in Different Physical States

Sample m n

Solid, orientationally ordered film 0.28 0.87
Solid, prepared by the Leuch method 0.42 0.81
Solution in benzene with e-caprolactam 0.78 0.50
Solution in trans-1,2-dichloroethylene

containing NN-formidemethylamide
1.0 0.50

Solution in purified ethylene dichloride 0.78 0.49
Solution in ethylene dichloride 0.61 0.49
Solution in dioxan — 0.44
Solution in dioxan with DMF 0.76 0.51
Solution in dioxan 0.81 0.54

Source: Refs. 41,63.
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medium-frequency (MF) loss peak at B1 Hz, and (3) a low-
frequency (LF) loss peak at B10�4 Hz. It is suggested that
the HF loss peak is due to bound water containing ions. It
has been stated that in principle there are two relaxations
in water: the fluctuations in polarization and the dissoci-
ation of water into ions. The latter relaxation occurs in the
gigahertz range, whereas the former one may be observed
at B105 Hz. For example, for a solution of MgSO4 in water
at 201C [76], the following chemical reactions of the elec-
trolyte may occur, each possessing its own relaxation char-
acteristic:

Mg2þ
þOH�ÐMgOH

SO2�
4 þHþÐHSO�4

The first process is slower than the second, for which
the relaxation peak occurs at B2� 105 Hz, which is in
agreement with the location of the HF peak in Fig. 13
[45,76]. The second chemical reaction is more rapid and is
outside the experimental range of Fig. 13. The HF peak
(Fig. 13) is observed to be fairly independent of the aging
time. It has also been shown that the diffusion coefficient
of water vapor in polyethylene is E1.4� 10�6 m2/s and is
independent of electrical stress [77,78]. Furthermore, po-
lar impurities in polyethylene have been alleged to attract
water [70], which will be bound in the polymer. In view of
these observations, the origin of the observed HF peak
(Fig. 13) may be attributed to the ions in bound water, as
stated before [28,29,36].

XLPE cable samples contain crosslinking byproducts
(such as cumyl alcohol and acetophenon, as well as anti-
oxidants), which may diffuse out of the cable with the pro-
gress of time. In addition, antioxidants react chemically
with the oxidation products in the sample. The MF loss
peak at B1 Hz appears to increase slightly (Fig. 13) with
continued aging. It also becomes broader, overlapping
with the LF peak. It is suggested that the MF peak may

originate from the presence of the polar moieties discussed
above [28,29,36].

The LF loss peak (Fig. 13), occurring at 10� 4 Hz,
changes significantly with aging. It may be noticed that
the magnitude of this peak at first rises sharply, up to an
aging time of 1000 h. Subsequently it decreases progres-
sively, although its magnitude is still greater after 6000 h
of aging than that of the unaged sample. Furthermore, the
LF loss peak becomes broader with increasing aging time.

The LF loss peak amplitude increases initially because
of the formation of free radicals. It may be argued that a
competitive process involving the production of polar moi-
eties due to electrochemical reactions and injected space
charges establishes itself with increasing aging time.
Eventually, the space charge component becomes domi-
nant as the polymer becomes more conductive. The relax-
ation loss behavior thus shows the presence of intracluster
interaction in the MF–HF region and of intercluster
charge motion in the low-frequency region; the latter phe-
nomenon becomes dominant with continued aging [29,36].

Figure 14 [28,36,75] shows a possible electrical equiv-
alent circuit for the unaged and electrically aged XLPE
samples in a humid environment. The dielectric relax-
ation behavior of the unaged XLPE cable sample of Fig. 13
may be represented by a parallel-connected network of (1)
three series-connected frequency-dependent resistances
R1, R2, and R3 and (2) three dissipative capacitances C1,
C2, and C3, giving three dipolar peaks in the LF, MF, and
HF regions, respectively. The QDC response in the LF re-
gion with progressive aging has been taken into account
by removing the resistance R3 from the circuit. The ob-
served broadening of the MF peak with aging will cause
R2 to diminish with aging, although it will still have a
nonzero value. The values of R1 and C1 for the HF peak
should not change significantly, as the HF peak remains
unaffected by field aging. Figure 14 also incorporates the
very high-frequency capacitance CN and G0 in parallel.
The latter parameter represents any DC conduction mech-
anism in the dielectric [75].
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Figure 13. Dielectric behavior of
XLPE cable samples, unaged and AC-
aged (6�106 V m� 1, 50 Hz, room tem-
perature, water) up to 6000 h [36].
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It is thus suggested that the dielectric spectroscopy,
particularly in the LF range, may be a convenient tool in
identifying aging [79]. Furthermore, the Debye relaxation
model [3] and the intracluster and intercluster manybody
interaction model [41,42] may provide explanations for the
relaxation behavior observed at a molecular level.
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1. INTRODUCTION

1.1. Background

Traditionally, a dielectric resonator (DR) was used as an
oscillator or a filter [1], which was treated as a source of
energy storage rather than as an antenna. The DR was
first proposed as an effective radiator in 1983 by Long
et al. [2]. They demonstrated the radiation capability of
the DR with different shapes [3,4]. Henceforward, DRs
were widely accepted as efficient antennas.

Researchers look for a compact, low-loss, and low-cost
antenna. A DR is simple in construction; it consists of
dielectric material and, therefore, has no metallic loss.
This is a prominent feature especially for operation in the
millimeter-wave region, where the radiation efficiency of
conventional metallic antennas is usually limited by me-
tallic loss. In addition, the wavelength inside the DR is
smaller than that in free space by a factor of 1=

ffiffiffiffi
er
p

, where
er is the dielectric constant of the DR. Therefore, by
increasing er, it is possible to obtain a smaller antenna.

For many years, researchers have studied different DR
shapes, such as cylindrical [2,5], rectangular [3], hemi-
spherical [4], triangular [6,7], spherical cap [8], and
cylindrical ring [9,10]. Various shapes of the dielectric
resonator antenna (DRA) are shown in Fig. 1. In general,
in fundamental mode a DRA radiates like a magnetic
dipole, a functions that is independent of antenna shape.
Although DRAs are well suited for high-frequency appli-
cations, only a few of them have been examined through
limited theoretical work.

Early studies of the DRA concentrated on linear polar-
ization (LP) [11–16]. Figure 2 shows the coaxial-probe-fed
DRA, which was widely used for excitation of LP DRAs.
However, it introduces ohmic loss and large probe self-
reactance at high frequencies. Furthermore, a hole must
be drilled in the superhard DR to accommodate the probe.
This inadvertently creates undesirable airgaps [17] be-
tween the probe and the DR, causing measured results to

deviate from the theoretical design. More recently, an LP
DRA has been investigated using a new excitation scheme
[18]: the conformal strip excitation (Fig. 3). The strip is
simply cut from an adhesive conducting tape and then
mounted on the DRA surface. Since the strip does not
penetrate inside the DRA, the strip length can be adjusted
very easily. This greatly facilitates postmanufacture trim-
mings of the antenna. Moreover, using this excitation
method, the undesirable airgap between the feeding probe
and the DRA [19] can be avoided. This article focuses on
the proposed conformal-strip-fed DRA. We will introduce
an angular displacement for the strip to have one more
degree of freedom for matching the impedance.

The circularly polarized (CP) DRA [20–24] has been a
very attractive topic because, it allows a more flexible
orientation between the transmitting and receiving an-
tennas than does the LP system. In addition, CP fields are
less sensitive to the propagation effect than are LP fields,
and the CP system is therefore widely used in satellite
communications. A simple and straightforward CP DRA
design utilizes a quadrature feed [5,25,26], but this sub-
stantially increases the size and complexity of the feed
network. Petosa et al. [27] shifted the complexity from the
feed network to the DRA, but the cross-shaped DRA may

(a) (b) (c)

(d) (e) (f)

Figure 1. Various DRA configurations: (a) cylindrical; (b) rec-
tangular; (c) hemispherical; (d) triangular; (e) spherical cap; (f)
cylindrical ring.

Coaxial
probe

Ground plane

Hemispherical DRA

Figure 2. Configuration of coaxial-probe-fed DRA.
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not be available in the commercial market. To avoid these
problems, a parasitic patch has been applied to the con-
formal-strip-fed DRA [20,24]. The use of a parasitic patch
on the DRA was first considered by Li et al. [28] and later
by Chen et al. [29]. In their work, the parasitic patch was
placed on top of a DRA, mainly to tune the operating
frequency instead of exciting CP fields. More recently, the
use of a parasitic patch for the excitation of CP fields has
been extended to aperture-coupled sources [30,31]. In this
article, we will also demonstrate a CP DRA with a para-
sitic patch.

1.2. Methodology

In the analyses, the mode-matching method is used to find
the various Green’s functions, from which the integral
equations for the conformal strip and parasitic patch
currents are formulated. The equations are then solved
using the method of moments (MoM).

To speed the numerical computation, the impedance
integrals are evaluated either using newly obtained re-
currence formulas or by direct analytical integration. It is
well known that evaluating self-impedance integrals nu-
merically is difficult because of the singularity problem of
Green’s functions. Around the singular points, excessive
modal terms of the DRA Green’s functions are required for
accurate calculation of the functions. However, the ampli-
tudes of high-order Hankel functions are so large that
they are difficult to handle numerically. In addition, the
integrands will fluctuate very sharply around these points
and therefore very dense sampling points will be required
to evaluate the integrals accurately, leading to consider-
able programming effort and computation time. The
singularity problem was previously solved using
the recurrence approach [18]. Since low-order integrals
can be evaluated analytically, all the impedance integrals
can be calculated without the need for any numerical
integration. The same approach will be used in this
article. The recurrence formulas [18] can be used only
for a constant latitude current around the equatorial
plane. Although they can be generalized for pulse-mode
basis functions at any latitude angles, new recurrence
formulas for piecewise sinusoidal (PWS) basis functions
are discussed in this article instead to accelerate the MoM
convergence rate.

2. CONFORMAL-STRIP-EXCITED DRA

2.1. Introduction

The conformal strip described in Ref. 18 was placed along
a meridian plane of the hemispherical DRA. Virtually, the
strip length is the only strip parameter used for tuning the
impedance (the width of a slender strip has a relatively
small effect on the input impedance). We extend the
previous theory [18] to include an arbitrary angular strip
displacement y0. The strip begins at the base of the hemi-
sphere and then bends back, as shown in Fig. 4. By doing
so, we can desirably obtain one more degree of freedom in
designing the DRA. The effect of strip displacement on
input impedance was investigated, and it was found that
impedance matching can easily be achieved by varying
this parameter. The far fields of the new configuration
were also studied. Measurements were carried out to
verify the calculations, and reasonable agreement
between theory and experiment was found.

2.2. Theory

To simplify the formulation, the coordinate system shown
in Fig. 4 is used. With this coordinate system, the un-
known strip current can be expanded using sinusoidal
functions and, thus, the related MoM integrals can be
evaluated in closed form. A hemispherical DRA of radius a
and dielectric constant er is excited by a conformal strip of
length l and width W. The conformal strip has angular
displacement y0 from the z axis.

2.2.1. Green’s Functions. Nevels and his collaborators
[33,34] have presented the modal Green’s function as the
sum of particular and homogeneous solutions. The poten-
tials associated with the source in unbounded regions
correspond to the particular part, whereas the boundary
discontinuities are taken into account by the homoge-
neous part. As both the excitation strip and the parasitic
element are on the DR surface in the present problem, it is
unnecessary to use the previous approach. In the follow-
ing formulation, the fields are assumed to vary harmoni-
cally as ejot. The field and source points are denoted by
r
*
ðr; y;fÞ and r

*
0ðr0; y0;f0Þ, respectively. The Green func-

tions (r¼ r0 ¼a) of Ef due to a f̂f-directed point current is

Hemispherical DRAConformal
strip

Ground plane
Coaxial
aperture

Figure 3. Configuration of conformal-strip-fed DRA.

Ground
plane

Hemispherical
DRA

Conformal
strip

l
a

z

x

y

W

Coaxial
aperture

�0

�r

Figure 4. Configuration of the conformal-strip-excited hemi-
spherical DRA with an angular strip displacement y0.
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found as follows
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where

Fn¼
ĤHð2Þn ðk0aÞĴJnðkrÞ roa

ĴJnðkaÞĤHð2Þn ðk0rÞ r > a

(
ð1cÞ

Cn¼
ĤH
0 ð2Þ
n ðk0aÞĴJ0nðkrÞ roa

ĴJ0nðkaÞĤHð2Þ
0

n ðk0rÞ r > a

(
ð1dÞ

It should be mentioned that the functions Fn and Cn

have different forms for the E field inside (roa) and
outside (r4a) the DR. All other symbols were defined in
Refs. 35 and 36.

2.2.2. MoM. Enforcing the boundary condition that the
total tangential electric fields should vanish on the strip
surface, we have

EsþEi¼ 0 ð2Þ

where Es and Ei are defined as the scattered and im-
pressed fields due to the current density Jfs and the
excitation source, respectively. Using a delta gap source
model, the impressed field can be written as ðV0=aÞdðfÞ.
Then Eq. (2) can be rewritten as

�1

W

ZZ

S0

G
Ef

Jf
JfsðfÞdS0 ¼

V0

a
dðfÞ ð3Þ

where S0 is the strip surface. Let IðfÞ¼JfsW be the strip
current, which is expanded as follows using the MoM

IðfÞ¼
XN

q¼ 1

IqfqðfÞ ð4Þ

where Iq are unknown expansion coefficients to be deter-
mined, and fq(f) are PWS basis functions given by

fqðfÞ¼
½sin keðh� ajf� fqjÞ�= sin keh ajf� fqjoh

0 elsewhere

(

ð5Þ

where h¼ 2l/(Nþ 1), fq¼ (� lþ qh)/a, and ke¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðerþ 1Þ=2

p
k0 are the PWS-mode half-length, the center-

point of the qth expansion mode, and the effective wave-
number at the DRA–air interface, respectively. The
expansion coefficients are found via the matrix equation
[Zpq][Iq]¼ [fp(0)], where Zpq are given by

Zpq¼
�ja2Z0

4pW2

X1
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nðnþ 1Þ
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0ðk0aÞ

DTM
n

Xn

m¼ 1

2m2

.
ðn�mÞ!

ðnþmÞ!
½Y2ðn;mÞ�

2Fðp; q;mÞ
	

ð6Þ

Y1ðn;mÞ¼

Z y0 þW=ð2aÞ
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dPm
n ðcos yÞ
dy

sin ydy ð7Þ

Y2ðn;mÞ¼

Z y0 þW=ð2aÞ

y0�W=ð2aÞ

Pm
n ðcos yÞdy ð8Þ

Fðp; q;mÞ ¼
2keaðcos keh� cos mfhÞ

ðm� keaÞðmþ keaÞ sin keh

� �2

� cos mðfp � fqÞ
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where

fh¼
h

a sin y0
ð10Þ

Since recurrence formulas exist for the integrals Y1 and
Y2, the integrals can be calculated very easily and quickly.
Consequently, the solution (3) is a regular modal series
that can be implemented very straightforwardly. As the
solution can be calculated without need for any numerical
integration, it is computationally very efficient. After the
strip current is obtained, the input impedance can be
readily calculated from

Zin¼
1

2
PN

q¼ 1

Iqfqð0Þ

ð11Þ
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where the factor of 2 accounts for the image effect of the
ground plane. From the strip current the radiation can be
found easily.

2.3. Results and Discussion

To verify the theory, a hemispherical DRA of a¼ 12.5 mm
and er¼ 9.5 was measured using an HP8510C network
analyzer. A conformal strip of length l¼ 12.0 mm and
width W¼ 1.2 mm was cut from an adhesive conducting
tape. For the calculation part, two basis functions and 60
modal terms were used. Figure 5 shows the measured and
calculated input impedances for y0¼ 801, and reasonable
agreement between theory and experiment is observed.
The measured and calculated resonant frequencies are
3.52 and 3.58 GHz, respectively, with error 1.7%. The
results are consistent with the source-free value of
3.68 GHz [36].

Figure 6 displays the calculated input impedance for
y0¼ 601, 701, and 801. It is observed that the impedance
increases with y0, showing that y0 can be used as a new
parameter to match the impedance.

The measured and calculated far fields at 3.56 GHz for
l¼ 12.0 mm, W¼ 1.2 mm, and y0¼ 801 are shown in Fig. 7,
where reasonable agreement between theory and experi-
ment is observed. The fields are of a broadside mode, as
expected. It is found that the copolarized field is stronger
than the cross-polarized field by more than 16 dB in the

broadside direction (y0¼01), which is sufficient for many
practical applications. Note that the H-plane cross-polar-
ized field is not symmetric about the center, due to the
angular displacement of the excitation strip.

3. CIRCULARLY POLARIZED DRA EXCITED BY A
CONFORMAL STRIP WITH A PARASITIC PATCH

3.1. Introduction

Thus far, the work on CP DRAs has been mainly experi-
mental. The first theoretical work was carried out by
Esselle [21], who used the finite-difference time-domain
(FDTD) method to study the CP rectangular DRA. The
FDTD method can handle a large class of problems, but
since it is purely numerical, a very long computation time
is required. Moreover, no physical insights into the pro-
blem can be obtained through the numerical formulation.
In this section, a CP DRA excitation method that employs
a single parasitic patch is presented [24]. The conformal-
strip-excited hemispherical DRA [18] is used for the
demonstration. Nevertheless, the CP technique can be
used with other excitation methods and DRAs.

3.2. Theory

The configuration of the DRA is shown in Fig. 8, where a
hemispherical DRA of radius a and dielectric constant er is
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Leung and Ng [32], r 2001 John Wiley & Sons, Inc.)
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fed by the conformal strip of length l1 and width W1. The
parasitic patch of length l2 and width W2 is displaced at f0

from the excitation strip. Since the patch current involves
both y and f components, in this case, integrals of
associated Legendre functions will inevitably encoun-
tered. Therefore, a convectional coordinate system is
used in this section.

Image theory is used to remove the ground plane. The
equivalent imaged configuration, shown in Fig. 9, is a
spherical DRA with the strip and patch lengths doubled:
L1¼ 2l1 and L2¼ 2l2.

3.2.1. Green’s Functions. Since the excitation strip is
assumed to be slender, it has only a longitudinal current.
For the parasitic patch, however, the length-to-width ratio
is arbitrary. Therefore, both the latitude and azimuthal
currents have to be considered. The current distributions
are shown in Fig. 9. In the formulation, the superscripts A

and B refer to the excitation strip and the parasitic patch,
respectively. The ŷy-directed current JA

y flows on the sur-
face of the excitation strip. For the parasitic patch, the
ŷy- and f̂f-directed patch currents are defined as JB

y and JB
f ,

respectively.
The ŷy- and f̂f-directed E-field Green’s functions due to a

f̂f-directed point current Jf have been obtained in (1a) and
(1b). Now, two more Green’s functions in (12a) and (12b)
are found that are due to a ŷy-directed point current Jy:
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3.2.2. MoM. With the Green’s functions presented
above, the strip and patch currents can be solved by using
the MoM. Enforcing the boundary condition that the total
E field should vanish on the conducting excitation strip,
we have

AEy
Jy
þ BEy

Jy
þ BEy

Jf
þEi¼ 0 ð13Þ
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Figure 8. Configuration of conformal-strip-
excited DRA with a parasitic patch. (From
Leung and Ng [24], 2003 r IEEE.)
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Figure 9. Equivalent geometry of the DRA configuration.
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where Ei is the impressed E field on the excitation strip.
Equation (13) can be rewritten in terms of Green’s func-
tions,

ZZ

SA

GEy
Jy

JA
y dS0 þ

ZZ

SB

GEy
Jy

JB
y dS0 þ

ZZ

SB

GEy
Jf

JB
fdS0 þEi¼ 0

ð14Þ

where SA and SB are the surfaces of the excitation strip
and parasitic patch, respectively. For simplicity, the delta
gap source is used again to model the excitation,
Ei¼ ðV0=aÞdðyÞ, where V0 is the excitation voltage and is
set to unity for convenience. Let IA

y ¼JA
y W1 be the excita-

tion strip current and IB
y ¼JB

y W2, IB
f ¼JB

fL2; then (14)
becomes
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The next step is to expand the currents using the MoM
as follows
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in which
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and ke¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðerþ 1Þ=2

p
k0 is the effective wavenumber at the

DRA–air interface. By employing the Galerkin procedure,
we multiply both sides of (15) by f yA

q1
ðyÞ (1rq1rN1) and

integrate the result over the strip surface, yielding

�1

W2
1

XN1

p1 ¼ 1

IyA
p1

ZZ

S¼SA

ZZ

S 0 ¼SA

f yA
q1
ðyÞGEy

Jy
f yA
p1
ðy0ÞdS0dS

þ
�1

W1W2

XN2

l¼ 1

IyB
p2

ZZ

S¼SA

ZZ

S 0 ¼SB

f yA
q1
ðyÞGEy

Jy
f yB
p2
ðy0ÞdS0dS

þ
�1

W1L2

XN3

n¼ 1

IfB
p3

ZZ

S¼SA

ZZ

S 0 ¼SB

f yA
q1
ðyÞGEy

Jf
f fB
p3
ðy0ÞdS0dS

¼

Z p=2þ l1=a

p=2�l1=a
f yA
q1
ðyÞdðyÞdðyÞ ð25Þ

Similarly, two more integral equations can be obtained
by enforcing the following boundary conditions on the
parasitic patch:

AEf
Jy
þ BEf

Jy
þ BEf

Jf
¼ 0 ð26aÞ

AEy
Jy
þ BEW

Jy
þ BEy

Jf
¼ 0 ð26bÞ

Applying the Galerkin procedure again, we multiply the
two equations by f yB

q2
ðyÞ (1rq2rN2) and f yB

q3
ðfÞ

(1rq3rN3), respectively. Totally, there are three sets of
equations with three sets of unknowns, which can be
solved via the following matrix equation

½ZAA 0

yy ðp1; q1Þ�N1�N1
½ZAB 0

yy ðp1; q2Þ�N1�N2
½ZAB 0

yf ðp1; q3Þ�N1�N3

½ZBA 0

yy ðp2; q1Þ�N2 �N1
½ZBB 0

yy ðp2; q2Þ�N2�N2
½ZBB 0

yf ðp2; q3Þ�N2 �N3

½ZBA 0

fy ðp3; q1Þ�N3�N1
½ZBB 0

fy ðp3; q2Þ�N3�N2
½ZBB 0

ff ðp3; q3Þ�N3�N3

2

66664

3

77775

.

½IyA
p1
�N1 � 1

½IyB
p2
�N2 � 1

½IfB
p3
�N3 � 1

2
66664

3
77775
¼

½VA
q1
�N1 � 1

½0�N2 � 1

½0�N3 � 1

2
6664

3
7775 ð27Þ

DIELECTRIC RESONATOR ANTENNAS 965



where, for X,Y¼A or B and a,b¼ y or f, we obtain

ZXY 0

ab ðp; qÞ¼
�1

GX
a G

Y
b

ZZ

S¼SX

ZZ

S 0 ¼SY

f aX
p ðaÞG

Ea
Jb

f bY
q ðb

0ÞdS0dS

ð28Þ

VA
q1
¼

Z p=2þ l1=a

p=2�l1=a
f yA
q1
ðyÞdðyÞdy ð29Þ

with GA;B
y ¼W1;2 and GB

y ¼L2. For the voltage matrix ½VA
q1
�,

the center element is equal to unity but all the other
elements are zero. After the current vector ½IyA

p1
� is obtained

from (27), the input impedance can be calculated from
Zin¼ g=

PN1

p1 ¼ 1 IyA
p1

f yA
p1
ð0Þ, where g ¼ 1 for the equivalent

spherical structure and 1
2 for the original hemispherical

structure. The other two current vectors ½IyB
p2
�, ½IfB

p3
�, to-

gether with ½IyA
p1
�, will be used to calculate the radiation

fields of the antenna. To this end, the key step is to
evaluate the various impedance elements ZXY 0

ab , which
will be discussed next.

3.2.3. Evaluation of Z Matrix. Numerical evaluation of
ZXY 0

ab will be very difficult when X¼Y, since the field and
source points may coincide in this case, causing the
singular problem to occur. Using the previous approach
[18], all ZXY 0

ab can be calculated without the need for any
numerical integration. Thus, the computation time and
programming effort are greatly reduced. To begin with,
the Green’s functions (1) and (12) are substituted into (29)
to get nine different expressions:

ZAA0

yy ðp1; q1Þ¼ �
ja2Z0

2pW2
1

X1

n¼ 1

.
Xn

m¼ 0

rTEðn;mÞ .m
2 .YA

1 ðp1;n;mÞ

(

YA
1 ðq1;n;mÞ .F1ðm;fA;fAÞ

�
Xn

m¼ 0

rTMðn;mÞ

Dm

.YA
2 ðp1;n;mÞ

YA
2 ðq1;n;mÞ .F1ðm;fA;fAÞ




ð30Þ

ZAB0

yy ðp1; q2Þ¼ �
ja2Z0

2pW1W2

X1

n¼1

.
Xn

m¼ 0

rTEðn;mÞ .m
2 .YA

1 ðp1;n;mÞ

(

YB
1 ðq2;n;mÞ .F1ðm;fA;fBÞ

�
Xn

m¼ 0

rTMðn;mÞ

Dm

.YA
2 ðp1;n;mÞ

YB
2 ðq2;n;mÞF1ðm;fA;fBÞ




ð31Þ

ZAB0

yf ðp1; q3Þ¼ �
ja2Z0

2pW1L2

X1

n¼ 1

.
Xn

m¼ 0

rTEðn;mÞ .m .YA
1 ðp1;n;mÞ

(

YB
4 ðn;mÞ .F2ðq3;m;fA;fBÞ

�
Xn

m¼ 0

rTMðn;mÞ .m .YA
2 ðp1;n;mÞ

YB
3 ðn;mÞ .F2ðq3;m;fA;fBÞ




ð32Þ

ZBA0

yy ðp2; q1Þ¼ �
ja2Z0

2pW1W2

X1

n¼ 1

.
Xn

m¼ 0

rTEðn;mÞ .m
2 .YB

1 ðp2;n;mÞ

(

YA
1 ðq1;n;mÞ .F1ðm;fB;fAÞ

�
Xn

m¼ 0

rTMðn;mÞ

Dm
YB

2 ðp2;n;mÞ

YA
2 ðq1;n;mÞ .F1ðm;fB;fAÞ




ð33Þ

ZBB0

yy ðp2;q2Þ¼ �
ja2Z0

2pW2
2

X1

n¼ 1

.
Xn

m¼ 0

rTEðn;mÞ .m
2 .YB

1 ðp2;n;mÞ

(

YB
1 ðq2;n;mÞ .F1ðm;fB;fBÞ

�
Xn

m¼ 0

rTMðn;mÞ

Dm
YB

2 ðp2;n;mÞ

YB
2 ðq2;n;mÞ .F1ðm;fB;fBÞ




ð34Þ

ZBB0

yf ðp2; q3Þ¼ �
ja2Z0

2pW2L2

X1

n¼ 1

.
Xn

m¼ 0

rTEðn;mÞ .m .YB
1 ðp2;n;mÞ

(

YB
4 ðn;mÞ .F2ðq3;m;fB;fBÞ

�
Xn

m¼ 0

rTMðn;mÞ .m .YB
2 ðp2;n;mÞ

YB
3 ðn;mÞ .F2ðq3;m;fB;fBÞ




ð35Þ
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ZBA0

fy ðp3; q1Þ¼ �
ja2Z0

2pW1L2

X1

n¼ 1

.
Xn

m¼ 0

rTEðn;mÞ .m .YB
4 ðn;mÞ

(

YA
1 ðq3;n;mÞ .F2ðp1;m;fB;fAÞ

�
Xn

m¼ 0

rTMðn;mÞ .m .YB
3 ðn;mÞ

YA
2 ðq3;n;mÞ .F2ðp1;m;fB;fAÞ




ð36Þ

ZBB0

fy ðp3; q2Þ¼ �
ja2Z0

2pW2L2

X1

n¼ 1

.
Xn

m¼0

rTEðn;mÞ .m .YB
4 ðn;mÞ

(

YB0

1 ðq2;n;mÞF2ðp3;m;fB;fBÞ

�
Xn

m¼ 0

rTMðn;mÞ .m .YB
3 ðn;mÞ

YB0

2 ðq2;n;mÞ .F2ðp3;m;fB;fBÞ



ð37Þ

ZBB0

ff ðp3; q3Þ¼ �
ja2Z0

2pL2
2

X1

n¼ 1

.
Xn

m¼0

rTEðn;mÞ

Dm
YB

4 ðn;mÞ

(

YB0

4 ðn;mÞ .F3ðp3; q3;m;fB;fBÞ

�
Xn

m¼ 0

rTMðn;mÞ .m
2 .YB

3 ðn;mÞ

YB0

3 ðn;mÞ .F3ðp3; q3;m;fB;fBÞ



ð38Þ

where

rTEðn;mÞ¼
2nþ 1

nðnþ1Þ
.

ĴJnðkaÞĤHð2Þn ðk0aÞ

DTE
n

.
ðn�mÞ!

ðnþmÞ!

ð39Þ

rTMðn;mÞ¼
2nþ 1

nðnþ 1Þ
.

ĴJnðkaÞĤHð2Þn
0ðk0aÞ

DTM
n

.
ðn�mÞ!

ðnþmÞ!

ð40Þ

F1ðm;fX ;fY Þ

¼

Z fX2

fX1

Z fY2

fY1

cos mðf� f0Þdf0 df
ð41Þ

F2ðp;m;fX ;fY Þ

¼

Z fX2

fX1

Z fY2

fY1

sin mðf� f0Þf fY
p ðfÞdf

0 df ð42Þ

F3ðp; q;m;fBÞ

¼

Z fB2

fB1

Z fB2

fB1

f fB
p ðfÞ cos mðf� f0Þ

f fB
q ðf

0
Þdf0 df

ð43Þ

YX
1 ðp;n;mÞ

¼

Z yX
p þ yX

h

yX
p�y

X
h

Pm
n ðcos yÞf yX

p ðyÞdy
ð44Þ

YX
2 ðp;n;mÞ

¼

Z yX
p þ yX

h

yX
p�y

X
h

dPm
n ðcos yÞ

dy
sin y f yX

p ðyÞdy
ð45Þ

YB
3 ðn;mÞ¼

Z p=2þ l2=a

p=2�l2=a
Pm

n ðcos yÞdy ð46Þ

YB
4 ðn;mÞ¼

Z p=2þ l2=a

p=2�l2=a

dPm
n ðcos yÞ

dy
sin ydy ð47Þ

and

fA1¼ �W1=2a; fA2¼W1=2a; fB1¼f0 �W2=2a;

and fB2¼f0þW2=2a
ð48Þ

The integrals will be evaluated by either using the
recurrence technique or analytical integration. This will
be discussed in the following paragraphs.

3.2.3.1. YX
1 ðp; n;mÞ and YX

2 ðp; n;mÞ. To evaluate
YX

1 ðp;n;mÞ and YX
2 ðp;n;mÞ (X¼A or B) analytically, the

absolute sign of the PWS functions f yA
p ðyÞ (19) and f yB

p ðyÞ
(20) is first removed by breaking each integral into two
parts. After several mathematical manipulations, the
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following results are obtained

YX
1 ðp;n;mÞ¼

1

sin yX
h

½sinðyX
h � yX

p ÞI1ðn;mÞ

þ cosðyX
h � yX

p ÞI1
0ðn;mÞ

þ sinðyX
h þ yX

p ÞI2ðn;mÞ

� cosðyX
h þ yX

p ÞI2
0ðn;mÞ�

ð49Þ

YX
2 ðp;n;mÞ¼

1

sin yX
h

½sinðyX
h � yX

p ÞI3ðn;mÞ

þ cosðyX
h � yX

p ÞI3
0ðn;mÞ

þ sinðyX
h þ yX

p ÞI4ðn;mÞ

� cosðyX
h þ yX

p ÞI4
0ðn;mÞ�

ð50Þ

where

I1;2ðn:mÞ¼ x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2
p

Pm
n ðxÞ

h ix2

x1

þKðm;nÞ �
2

2nþ1

.
1

2nþ 3
K

�
ðnþ 2;mþ 2Þ

�
1

2nþ 3
þ

1

2n� 1

� �
Kðn;mþ 2Þ

þ
1

2n� 1
Kðn� 2;mþ 2Þ

	

ð51Þ

I1;2
0ðn;mÞ¼

�nðn�mþ 1Þ

ð2nþ 1Þð2nþ 3Þ
Kðnþ 2;mþ 1Þ

þ
ðnþ1ÞðnþmÞ

ð2nþ 1Þð2n� 1Þ
þ

nðn�mþ 1Þ

ð2nþ1Þð2nþ 3Þ

� 	

.Kðn;mþ 1Þ �
ðnþ 1ÞðnþmÞ

ð2nþ 1Þð2n� 1Þ
Kðn� 2;mþ1Þ

ð52Þ

I3;4ðn;mÞ¼
�ðn�mþ 1Þ

2nþ 1
Kðnþ 1;mÞ

�
mþn

2nþ 1
Kðn� 1;mÞ

ð53Þ

I3;4
0ðn;mÞ¼

�1

2nþ 1
fKðnþ 1;mþ 1Þ

� Kðn� 1;mþ 1Þg

ð54Þ

in which

Kðn;mÞ¼

Z x2

x1

Pm
n ðxÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p dx ð55Þ

with ½f ðxÞ�x2
x1
¼ f ðx2Þ � f ðx1Þ. x1¼ cosðyX

p � yX
h Þ, x2¼ cos yX

p

for I1;3; I1;3
0 and x1¼ cos yX

p , x2¼ cosðyX
p þ yX

h Þ for I2;4; I2;4
0.

For K(n,m), the recurrence formulas with arbitrary x1, x2

have been obtained [37] as follows

Kðnþ 1;mÞ¼
�ð2nþ 1Þ

ðnþ 1Þðn�mþ 1Þ

ffiffiffiffiffiffiffiffiffiffiffi
1� x
p

Pm
nþ 1ðxÞ

h ix2

x1

þnðnþmÞKðn� 1;mÞ

ð56Þ

Kðn;mþ 1Þ¼ � 2½Pmþ 1
n ðxÞ�x2

x1

þ ðnþmÞðn�mþ 1ÞKðn;m� 1Þ
ð57Þ

with initial values given by

Kð0; 0Þ¼ ½sin�1
ðxÞ�x2

x1; Kð1; 0Þ¼ � ½1� x2�x2
x1;

Kðn; 1Þ¼ ½PnðxÞ�
x2
x1

ð58Þ

3.2.3.2. YB
3 ðn;mÞ and YB

4 ðn;mÞ. The integrals YB
3 ðn;mÞ

and YB
4 ðn;mÞ were studied in [18, Eqs. (11) and (12)], and

the results are given by

YB
3 ðnþ1;mÞ¼

1

ðnþ 1Þðn�mþ 1Þ

�ð2nþ 1Þ 1� ð�1Þnþm
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

b

q
Pm

n ðxbÞþnðnþmÞYB
3 ðn� 1;mÞ

	

ð59Þ

YB
3 ðn;mþ 2Þ¼ � 2½1� ð�1Þnþm

�Pmþ 1
n ðxbÞ

þ ðnþmþ 1Þðn�mÞYB
3 ðn;mÞ

ð60Þ

where

xb¼ cos
p
2
�

l2

a

� �
¼ sin

l2

a
ð61Þ

and the initial values are

YB
3 ðn; 0Þ¼YB

3 ðn; 1Þ¼ ½ð�1Þn � 1�PnðxbÞ ð62Þ

The integral YB
3 ðn;mÞ can be expressed in terms of

YB
4 ðn;mÞ, which is given by

YB
4 ðn;mÞ¼ ½ð�1Þnþm

� 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2

b

q
Pm

n ðxbÞ

�
1

2nþ 1
½ðnþmÞYB

3 ðn� 1;mÞ

� ðm� n� 1ÞYB
3 ðnþ 1;mÞ�

ð63Þ

3.2.3.3. F2ðp;m;fX ;fY Þ. The integrals F2ðp;m;fX ;fY Þ

are zero when m¼ 0. When m 6¼ 0, the integration can be
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performed analytically. The result is given by

F2¼
�2kea

sin keh

.
½cos mðfX2�fpÞ�cos mðfX1�fpÞ�ðcos keh�cos mfB

h Þ

ðm� keaÞðmþ keaÞ

ð64Þ

The last integral F3ðp; q;m;fBÞ is given by (9). Now all
the integrals can be evaluated analytically. Note that ZXY 0

ab
are simply regular series that can be implemented easily
in a straightforward manner.

3.2.4. Evaluation of Radiation Field Patterns. The far
field of the antenna comprises radiation from the excita-
tion strip current IA

y and parasitic patch current compo-
nents IB

y ; I
B
f . The electric far field is given by

Ey;fðr; y;fÞ

¼
jZ0a

2pW1

.
e�jk0r

r

XN1

p1 ¼ 1

IyA
p1

.EA 0

yy;yfðp1; y;fÞ

þ
jZ0a

2pW2

.
e�jk0r

r

XN2

p2 ¼ 1

IyB
p2

.EB 0

yy;yfðp2; y;fÞ

�
jZ0a

2pL2

.
e�jk0r

r

XN3

p3 ¼ 1

IfB
p3

.EB 0

yf;ffðp3; y;fÞ

ð65Þ

in which

EX 0

yy ðp; y;fÞ¼
X1

n¼1

jn
2nþ 1

nðnþ 1Þ

�
jĴJnðkaÞ

DTE
n

(
Xn

m¼ 0

m2 ðn�mÞ!

ðnþmÞ!

Pm
n ðcos yÞ
sin y

YX
1 ðp;n;mÞF4ðm;fÞ

�
ĴJn
0ðkaÞ

DTM
n

Xn

m¼ 0

1

Dm

ðn�mÞ!

ðnþmÞ!

dPm
n ðcos yÞ

dy

YX
1 ðp;n;mÞF4ðm;fÞ




ð66Þ

EX 0

yfðp; y;fÞ¼
X1

n¼ 1

jn
2nþ 1

nðnþ 1Þ

�
jĴJnðkaÞ

DTE
n

(
Xn

m¼0

m
ðn�mÞ!

ðnþmÞ!

dPm
n ðcos yÞ

dy

YX
2 ðp;n;mÞF5ðm;fÞ

�
ĴJn
0ðkaÞ

DTM
n

Xn

m¼0

m
ðn�mÞ!

ðnþmÞ!

Pm
n ðcos yÞ
sin y

YX
5 ðp;n;mÞF5ðm;fÞ




ð67Þ

EB 0

fyðp; y;fÞ ¼
X1

n¼ 1

jn
2nþ 1

nðnþ 1Þ

�
jĴJnðkaÞ

DTM
n

(
Xn

m¼ 0

m
ðn�mÞ!

ðnþmÞ!

dPm
n ðcos yÞ

dy

YB
3 ðn;mÞF6ðp;m;fÞ

�
ĴJn
0ðkaÞ

DTE
n

Xn

m¼ 0

m
ðn�mÞ!

ðnþmÞ!

Pm
n ðcos yÞ
sin y

YB
3 ðn;mÞF6ðp;m;fÞ



ð68Þ

EB 0

ffðp; y;fÞ¼
X1

n¼ 1

jn
2nþ 1

nðnþ 1Þ

�
jĴJnðkaÞ

DTM
n

(
Xn

m¼ 0

m2 ðn�mÞ!

ðnþmÞ!

Pm
n ðcos yÞ
sin y

YB
4 ðn;mÞF7ðp;m;fÞ

�
ĴJn
0ðkaÞ

DTE
n

Xn

m¼ 0

1

Dm

ðn�mÞ!

ðnþmÞ!

dPm
n ðcos yÞ

dy

YB
4 ðn;mÞF7ðp;m;fÞ




ð69Þ

where, for X¼A or B

FX
4 ðm;fÞ ¼

Z fX2;X2

fX1;X1

sin mðf� f0Þdf0 ð70Þ

FX
5 ðm;fÞ¼

Z fX2;X2

fX1;X1

cos mðf� f0Þdf0 ð71Þ

FB
6 ðp;m;fÞ¼

Z fB2

fB1

sin mðf� f0Þf fB
p ðf

0Þdf0 ð72Þ

FB
7 ðp;m;fÞ¼

Z fB2

fB1

cos mðf� f0Þf fB
p ðf

0Þdf0 ð73Þ

The integrals FX
4 ðm;fÞ (70) and FX

5 ðm;fÞ (71) can easily
be evaluated in a single step. For F6ðp;m;fÞ and
F7ðp;m;fÞ, the results were obtained previously [38,
p. 302] and are summarized here:

FX
4 ðm;fÞ

¼

1
m ½cos mðf� fX2Þ � cos mðf� fX1Þ� mO0

0 m¼ 0

8
<

:

ð74Þ

FX
5 ðm;fÞ

¼

� 1
m ½sin mðf� fX2Þ � sin mðf� fX1Þ� mO0

0 m¼ 0

8
<

:

ð75Þ
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FB
6 ðp;m;fÞ¼

2kea

sin keh

.
sin mðf� fpÞðcos keh� cos mfB

h Þ

ðm� keaÞðmþ keaÞ

ð76Þ

FB
7 ðp;m;fÞ¼

2kea

sin keh

.
cos mðf� fpÞðcos keh� cos mfB

h Þ

ðm� keaÞðmþ keaÞ

ð77Þ

It should be mentioned that, by using ~HH¼ ð1=Z0Þr̂r�
~EE,

the magnetic far fields can be found easily.

3.3. Results and Discussion

3.3.1. Convergence Check. The convergence checks for
the modal solution and MoM were done. In the following
calculations, 60 modal terms and N1¼N2¼ 5, N3¼ 3 were
used.

The numerical stability of the integrals YX
1;2ðp;n;mÞ

(X¼A or B) that utilize the new recurrence formulas has
also been studied. Although these results are analytically
exact, their numerical accuracy may be unsatisfactory
because of the finite precision of the computer. It was
found that the stability of the results decreased with
increasing order and degree of Pm

n ðxÞ, and therefore the
worst cases of YX

1;2ðp;60; 60Þ are considered, where p is a
dummy parameter in the stability check. The usable range
for the PWS half-mode angles yA;B

h as a function of the
PWS center angles yA;B

p is shown in Fig. 10. Only the range
01ryp

A, Br901 is shown because the results are symmetric
for 901ryp

A, Br1801. Since 01ryr1801 for the adopted
coordinate system, only the region yA;B

h �y
A;B
p (below the

straight line yA;B
h ¼ yA;B

p ) should be considered for
0��yA;B

p �90�. It is seen that YX
2 has a slightly smaller

stable region than does YX
1 and, hence, the overall stable

region is limited by YX
1 . The shaded area in the figure

shows the overall stable region, outside which the results
will become unstable. Note that care has to be taken for
yA;B

p o46�, as the half-mode angles yA;B
h in this case should

not be too small or unstable results will be obtained. In
this article, all results are calculated within the stable
region, and thus the accuracy is ensured. For YB

3 ðn;mÞ (46)
and YB

4 ðn;mÞ (47), the recurrence results [18] are very
stable and can therefore be used directly.
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3.3.2. Circularly Polarized DRA. It is well known that
the far fields Ey and Ef have to be equal in amplitude but
different in phase by 901 for ideal CP fields. The angular
positions of the patch f0, patch length l2, and patch
width W2 are tuned to meet these two requirements. The
roles of the parasitic patch and excitation strip will be
discussed.

3.3.2.1. Effects of Parasitic Patch. To demonstrate the
results, a DR of dielectric constant er¼9.5 and radius
a¼ 12.5 mm is used. The excitation strip has length
l1¼14 mm and width W1¼1.2 mm. Figure 11 shows the
far-field phase difference between Ey and Ef as a function
of the parasitic patch position f0 with jEyj ¼ jEfj. The
condition jEyj ¼ jEfj is maintained in the curve by adjust-
ing the length l2 of the parasitic patch. With reference to
the figure, the 901 phase difference is obtained when
f0¼ 157.41. The corresponding patch length l2 is also
given in the figure, where it is found that l2 should be
equal to 7.96 mm in order to excite CP fields.

The effect of the patch width W2 on the phase difference
is shown in Fig. 12(a) for different f0 values. It is found
that the phase difference only increases slightly with W2.
Again, the condition jEyj ¼ jEfj is maintained by adjusting

l2, shown in Fig. 12(b). It is seen that in order to keep
jEyj ¼ jEfj, l2 should decrease when W2 increases. Note
that the length-to-width ratio (l2/W2) is almost the same
for different f0. From the results, it can be deferred that
the patch location is more important than the patch width
in the CP design.

3.3.2.2. Effects of the Excitation Strip. The effect of the
conformal strip length l1 on the phase difference for
different W2 is shown in Fig. 13(a). The corresponding
patch length l2 for keeping jEyj ¼ jEfj is shown in
Fig. 13(b). It can be observed from Fig. 13(a) that by
increasing l1 by 60% (from 10 to 16 mm) the phase angle
is reduced by only 4.2% (from 911 to 87.21) for W2¼ 4 mm.
This shows that the strip length l1 has only a small effect
on CP operation. Moreover, with reference to Fig. 13(b),
the patch length l2 remains almost unchanged as l1 varies,
meaning that virtually no adjustments of the parasitic
patch dimensions are required to maintain CP operation.
These are very favorable results, as this suggests that
once the antenna generates CP fields, the length of the
excitation strip can be varied alone in order to change the
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input impedance, without significantly disturbing CP
operation. This greatly facilitates the impedance tuning
of the CP antenna. It is noted from Fig. 13(b) that the
wider the patch width W2 is, the smaller the patch length
l2 is required.

Figure 14 shows the calculated input impedance for
l1¼10,12,14 mm. For each l1, the parameters of the para-
sitic patch are adjusted to give the 0-dB AR at f¼
3.56 GHz. With reference to the figure, the input impe-
dance can be altered by changing l1 and, thus, the
impedance matching can be achieved for practical designs.
The parameters of the parasitic patch for each case are
shown in the figure caption. Note that the patch sizes and
locations for different l1 are almost the same, which is
consistent with the discussion above. Since it is futile to
change the strip and patch parameters iteratively, the
design process is very simple.

3.3.3. Measured and Calculated Results. To verify the
theory, an experiment was carried out using a hemisphe-
rical DR of dielectric constant er¼ 9.5 and radius a¼
12.5 mm. The excitation strip has length l1¼14 mm
and width W1¼1.2 mm, whereas the parasitic patch
has length l2¼ 7.9 mm, width W2¼ 2.2 mm, and angular
position f0¼ 157.41. Both the excitation strip and
parasitic patch were cut from a conducting adhesive
tape. Measurements were done with an HP8510C
network analyzer, and the reference place was set
at the coaxial aperture by using the port extension.
To reduce possible errors introduced by airgaps between
the ground plane and DR, the DR was first put on the
adhesive side of a conducting tape [18]. Figure 15 shows
the measured and calculated input impedance for the
DRA. The measured and calculated resonant frequencies
(zero reactance) are 3.25 and 3.27 GHz with only 0.62%
error. The return loss (minimum |S11|) was also studied.
It was found that the measured and calculated matching
frequencies (|S11|o� 20 dB) are operated at 3.42 and
3.43 GHz, respectively, which are higher than the

zero-reactance values. A similar phenomenon was
observed in Ref. 36.

Figure 16 shows the measured and calculated ARs as a
function of frequency. Again, reasonable agreement be-
tween theory and experiment is obtained. The ripple in
the measured result is caused mainly by the finite ground-
plane diffraction. It is found that the calculated 3-dB AR
bandwidth is 2.4%, which is typical for a singly fed DRA.

The measured and calculated x–z and y–z plane radia-
tion patterns are shown in Figs. 17a and 17b, respectively.
Again, reasonable agreement between theory and experi-
ment is obtained. As expected, the radiation fields are of a
broadside mode. It is observed that the antenna is oper-
ated in a right-hand CP mode, with more than 27 dB
difference between the right-hand and left-hand fields in
the broadside direction (y¼ 01). It should be mentioned
that the antenna can be operated in a left-hand CP mode
by symmetrically displacing the parasitic patch on the
opposite side, that is, by changing f0 from 157.41 to 202.61.
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4. CONCLUSION

Conformal-strip-excited LP and CP hemispherical DRAs
has been studied theoretically and experimentally. In the
analysis, the MoM has been applied to find the strip
currents. To reduce computation time and complexity,
the integrals associated with the associated Legendre
functions have been evaluated by virtue of recurrence
formulas. Linearly Polarized DRA has been introduced
as an angular strip displacement to facilitate impedance
matching. By adding a parasitic patch on the sidewall of
the DRA, a CP DRA can be excited. The parasitic patch
has been displaced at 157.41 from the excitation strip to
give the optimum AR around the design frequency. It has
been found that the AR and input impedance of the
antenna are controlled predominantly by the parasitic
patch and excitation strip, respectively. Because each
part can be designed independently, the design of the CP
DRA is quite an easy task.
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DIELECTRIC RESONATOR FILTERS

S. BILA

D. BAILLARGEAT

S. VERDEYME

P. GUILLON

IRCOM
Limoges, France

Because microwave filtering is an important function re-
quired to keep a number of different systems in working
order, the specifications of a filter are varied. We can,
however, try to classify some of them as presented in
Table 1. The constrains are electrical, mechanical, ther-
mal, and commercial.

The objective in this article is to show the advantages of
the dielectric resonator (DR) technique to satisfy some of
these functions, along with its disadvantages, in compar-
ison with some other well-known solutions.

DRs are suitable for bandpass filtering. DR filters are
classified as three-dimensional (3D) devices, in opposition
to two-dimensional (2D) planar ones.

The main advantages of 2D solutions are their
relative bycompact dimensions, their easier integration
in circuit or module environment, and their well-known
design and manufacturing procedures. They are, however,
limited in their applications to the processing of low pow-
er, sizable relative bandwidth signal, in relation to the
poor unloaded quality factor of localized microwave ele-
ments or planar resonators. Some solutions are proposed
to restrict losses, such as applying supraconductors or ac-
tive-element techniques, but they remain inadequate to
replace 3D devices, in particular for high-power require-
ments.

In the class of 3D devices, designers have first chosen
waveguides or metallic empty cavities to satisfy their very
narrow bandwidth filtering requirements. However, since
the mid-1980s, high-dielectric-constant materials, having
low loss tangent and good thermal stability, have become
available. The DR solution has been preferred for a num-
ber of applications, in particular spatial ones. This tech-
nique allows us to reduce significantly the cavities and
waveguide device sizes, for equivalent electrical and in-
creased thermal performances. Some average ratios can
be given for dual-mode resonators (DR compared with
cavity):

1 : 4 in volume

1 : 2 in mass

Moreover, the DR shape and the mode in which it is
excited can be chosen to give a response to particular re-
quirements, as we will see later in this article. A number
of DR shapes and filter topologies have, however, been
proposed. Our work here is limited to the presentation of
the most popular ones.

In this article, we present some characteristic
parameters of DR filters, which are generally introduced
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Because microwave filtering is an important function re-
quired to keep a number of different systems in working
order, the specifications of a filter are varied. We can,
however, try to classify some of them as presented in
Table 1. The constrains are electrical, mechanical, ther-
mal, and commercial.

The objective in this article is to show the advantages of
the dielectric resonator (DR) technique to satisfy some of
these functions, along with its disadvantages, in compar-
ison with some other well-known solutions.

DRs are suitable for bandpass filtering. DR filters are
classified as three-dimensional (3D) devices, in opposition
to two-dimensional (2D) planar ones.

The main advantages of 2D solutions are their
relative bycompact dimensions, their easier integration
in circuit or module environment, and their well-known
design and manufacturing procedures. They are, however,
limited in their applications to the processing of low pow-
er, sizable relative bandwidth signal, in relation to the
poor unloaded quality factor of localized microwave ele-
ments or planar resonators. Some solutions are proposed
to restrict losses, such as applying supraconductors or ac-
tive-element techniques, but they remain inadequate to
replace 3D devices, in particular for high-power require-
ments.

In the class of 3D devices, designers have first chosen
waveguides or metallic empty cavities to satisfy their very
narrow bandwidth filtering requirements. However, since
the mid-1980s, high-dielectric-constant materials, having
low loss tangent and good thermal stability, have become
available. The DR solution has been preferred for a num-
ber of applications, in particular spatial ones. This tech-
nique allows us to reduce significantly the cavities and
waveguide device sizes, for equivalent electrical and in-
creased thermal performances. Some average ratios can
be given for dual-mode resonators (DR compared with
cavity):

1 : 4 in volume

1 : 2 in mass

Moreover, the DR shape and the mode in which it is
excited can be chosen to give a response to particular re-
quirements, as we will see later in this article. A number
of DR shapes and filter topologies have, however, been
proposed. Our work here is limited to the presentation of
the most popular ones.

In this article, we present some characteristic
parameters of DR filters, which are generally introduced
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during the synthesis procedure. These definitions are
helpful in explaining the choices of filter designers, in
particular the DR shapes and arrangements in multipole
devices.

In Section 1, the class of devices loaded by cylindrical
DRs is investigated. This is a common shape for the DR. It
can be excited on a symmetric mode (TE0n or TM0m) or on
a first hybrid mode (HEM11). Different DR arrangements
in the filter are presented and discussed.

For particular applications in microwave filtering,
we can fit the DR shape or the DR mode. For high-power
applications, it is important to put the high-dielectric-
constant material in contact with a metallic enclosure, to
improve the thermal dissipation. DRs of a quarter-cut
cylinder, a cylindrical rod, or a dielectric plate shielded in
a metallic cavity are investigated. Solutions are also given
to optimize the isolation of the filter response on the
frequency axis, or to apply DR to the millimeter wave
filtering. These particular applications are included in
Section 2.

Approaches developed to design DR filters are dis-
cussed in Section 4. A four-pole DR filter synthesis is pro-
posed as an example.

1. ELECTRICAL CHARACTERISTIC PARAMETERS OF
A DR FILTER

Applying conventional methods, the design of microwave
filters starts with the selection of an ideal transfer func-
tion that fulfills the electrical objectives of the specifica-
tions. The synthesis of this ideal transfer function leads to
an equivalent lumped-element circuit. This circuit is char-
acterized by a coupling matrix that depends on the
lumped-element values. A number of studies have been
devoted to this task [1,2]. Different circuit topologies can
be chosen. However, for the DR filters presented in this
article, the equivalent circuit is close to the one presented
in Fig. 1 (canonical symmetric design). Nevertheless,
if another solution is chosen, the same characteristic
parameters may have to be computed.
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Mn − 1,n
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P2

1:n2

1:n1

Figure 1. Equivalent circuit of a symmetric n-pole filter.

Table 1. Microwave Filter Specifications

Electrical Mechanical Thermal Commercial

Central frequency Mass and volume Temperature range of use Components and materials costs
Passband width Vibration resistance Maximum dissipated power Machining cost

Design cost
Passband ripple Machining tolerances Sensitivity of electrical

response to temperature
variations

Delay for design and realization of filter

Out-of-band selectivity and
rejection

Manufacturing difficulties

Response isolation
Insertion losses
SWR
Group delay
Power capabilities
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From the circuit presented Fig. 1, we define the following:

* The central frequency of the filter:

f0¼
1

2p
ffiffiffiffiffiffiffi
LC
p ð1Þ

* The unloaded quality factor of each resonator:

Q0¼
Lo0

R
; o0¼ 2pf0 ð2Þ

* The input and output coupling coefficients. In the
electrical scheme, the coupling levels between the ex-
citation access (P1 and P2) and the first and last res-
onators (1 and n) are characterized, respectively, by
the ratios 1/n1 and 1/n2. It is however generally pre-
ferred to define external quality factors Qei [1] at port
i, ði 2 f1; 2gÞ, by

Qei¼
2pLf0

Rei
with ð3Þ

Rei¼R0n2
i ð4Þ

as the external loading resistance at port Pi. Coupling
coefficients ai are also defined at port i by

ai¼
Q0

Qei
ð5Þ

* The coupling coefficient between resonators. The res-
onators are intercoupled, longitudinally and cross-
wise, in the general case. We define a coupling
coefficient Kij between resonators i and j by

Kij¼
Mij

L
ð6Þ

The crosswise coupling coefficients (except Kn=2;n=2�1)
may cancel to obtain conventional Butterworth or
Chebyshev responses. Some of them are different
from zero and can be negative for elliptic bandpass
function realizations, including transmission zeros in
the out-of-band part of the transmission response.

These parameters help the designer perform the third
synthesis step, the computation of the device dimensions.
The topology of the filter, in particular the DR arrange-
ment, is easily directly deduced from the equivalent-cir-
cuit one, which, in fact, justifies this approach. In Section

3, we explain how the dimensions of the filter are com-
puted from knowledge of the parameters f0, Mij, and Qei.

2. FILTERS COMPOSED OF CYLINDRICAL DRs

Cylindrical DRs are more often used to realize multipole
filters. We discuss this class of solutions here. The DR is
generally shielded in a metallic box, to avoid radiation
losses. It can then be excited on transverse electric TE0n

modes, transverse magnetic TM0m modes, or hybrid
HEMnm modes. The natures of the transmission lines or
waveguides used to couple the filter, the nature of the DRs
arrangement in the device, and the nature of the electri-
cal, mechanical, and thermal characteristics of the filter
depend on the choice of the DR mode. Table 2 compares
the performance levels of the TE01, TM01, and HEM11

modes. The dimensions are optimized to obtain a resonant
frequency equal to 4 GHz. We notice that the DR acting on
the TE01 mode is the less bulky one. Even if the electrical
performances are comparable, the TM01 mode is more ra-
diative in the cavity, which increases the metallic losses on
the enclosure. The HEM11 mode is in fact very interesting
for reduction of filter size. The filter performance of each
particular TE, TM, or hybrid mode is discussed below.

2.1. Monomode Filter

The DRs are excited on the symmetric TM01 or TE01

modes. An n-pole ‘‘monomode’’ filter is then composed of
n DRs. The dimensions of each DR and of the metallic en-
closure are generally chosen to optimize, at the filter cen-
ter frequency, the dielectric and metallic losses and the
device sizes, as well as to avoid spurious responses around
the filter bandpass.

Different topologies of the TE01 mode, have been re-
ported in the literature. The DRs can be placed side by
side on the same plane. To obtain good isolation on this
mode, the ratio between diameter and height of each DR
is generally chosen to be 2. Then the radial radiation of
each DR is small and the DRs can be coupled directly; a
metallic iris does not have to be placed systematically be-
tween the DRs to limit the filter size.

Two examples of realization are presented in Figs. 2
and 3. Different techniques can be employed to couple the
filter. Propagative rectangular waveguides can be connect-
ed to both ends of a waveguide section above cutoff, which
contains the DR. The TE01 mode of the DRs is excited if
their axis are positioned along the wide dimension of the
monomode waveguide (Fig. 2). The distances between the
first (and respectively last) DR and the junctions between

Table 2. Comparison between TE01, TM01, HEM11, and DRa Mode Performance Levels

f0 (GHz) Q0 DRD (mm) HRD (mm) DC (mm) Hc (mm)

TE01 4 8600 14 5.5 28 19.5
TM01 4 7500 28 8.3 52 56
HEM11 4 9600 19.3 6 40 20

aCylindrical DR (diameter DRD, height HRD, permittivity er¼ 36, loss tangent 10� 4) enclosed in a cylindrical metallic cavity (diameter DC, height HC, metallic

conductivity 1.7� 107 S/m).
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the waveguide sections enable us to tune the level of the
input (respectively output) coupling coefficient. This tech-
nique is suitable for high-power applications.

To improve the integration of the filter in its environ-
ment, we must couple the first and last DRs to microstrip
lines (Fig. 3). Nevertheless, the metallic losses of such a
structure increases, as the DR must be placed near the
metallic strip and ground plane to obtain the required
coupling levels. The evolution of the coupling coefficient as
a function of the distance between the line and the DR is
given in Ref. 3.

Dielectric resonators might also be coupled through co-
axial probes [4] or loops [5]. Particular attention to the
positioning of the excitation systems around the DR en-
able us to obtain a good isolation of the bandpass response
on the frequency axis.

From the devices shown in Figs. 2a and 2b [4–6], we
obtain narrow-bandpass Chebyshev or Butterworth re-
sponses. Stopband filters can also be realized easily using
these DR coupling techniques, coupling the DR to a prop-
agative waveguide or a transmission line [7].

Coupling the DRs side by side enables us to maintain
them easily, such as on a dielectric substrate, whose ma-
terial is chosen to improve the temperature stability of the
filter. Moreover, some tuning elements can be integrated
around the DRs; some metallic or dielectric screws are
generally placed along the DRs axis to tune the filter res-
onant frequency, as well as between the DRs to adjust the
coupling coefficients.

On the TE01, TM01, and TM02 modes, DRs have also
been mounted axially on a cylindrical dielectric rod. To

obtain an elliptic response on these symmetric modes, in
the same device we can combine axial and side-by-side
mounting configurations. A two-stage device is construct-
ed. The transversal coupling Mij can then be achieved, as
it has been done for empty metallic cavities. A negative
coupling is obtained by setting some upper and lower cav-
ity axis; the resulting transmission zeros placed around
the passband response increase the filter selectivity [8].

Different techniques, including those mentioned previ-
ously, have been developed for the mounting of DRs in
their enclosure; for instance, the DRs can be glued on a
dielectric support. This technique may, however, be
critical because of the generation of parasitic gaps
between the glued materials and the poor glue loss tan-
gent. A mounting based on a differential dilatation
phenomenon between each DR and it environment is
more suitable for obtaining high electrical performance.
The capability of the filter to withstand vibration is
fundamental for space applications. Some test measure-
ments are given, for example, in Ref. 9.

2.2. Dual-Mode Filters

Dual-mode filters [10] are now widely used because they
offer equivalent electrical performance levels, smaller size,
and less mass than do classical fundamental TE or TM-
mode filters. A metallic screw, or another perturbation is
placed around the DR to break the rotational symmetry.
Then, on the first or second hybrid mode, the two polar-
izations sections are imposed, and their frequencies differ
in relation to the perturbation dimension. Figure 4 pre-
sents a two-pole dual-mode filter, composed of only one
DR. Two monomode DRs would be coupled to obtain
the same electrical response. The DR is excited through
coaxial probes. Two tuning screws are generally added
in the excitation probe axis to tune the central resonant
frequency.

The coupling screw is placed at an angle of 451 from the
excitation axis. In this case, the symmetry of the structure
suffices to fix the direction of the two polarizations. The
electromagnetic environment of each mode differs; thus
the resonant frequencies f1 and f2 of the two polarizations
differ. The power combining is constructive between f1 and
f2 at the output access, which explains the bandpass re-
sponse obtained from this device. Some transmission zeros
are also observed, due to the combination of opposite phases
between the two polarizations, and between these phases
and a higher-order mode of the DR [11].

…

y

zX

1 2 n n
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(a) (b) 

Evanescent waveguide 

Propagative waveguide 

Figure 2. DRs excited on a TE01 mode
through rectangular waveguides.

Microstrip line

Metallic cavity

RD1 RD3RD2

Figure 3. DR lines excited on a TE01 mode through microstrip
lines.
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For n-pole elliptic realization, with n42 and n as an
odd number, we need to couple parallel modes in adjacent
DRs (longitudinal coupling) and to avoid extra coupling
between orthogonal modes of different DRs. Three screws
are placed around each DR as shown in Fig. 4, and adja-
cent DRs are generally iris-coupled. Two orthogonal rect-
angular apertures machined in a metallic plate enable us
to impose the required coupling level between each set of
parallel polarizations. To obtain a negative sign on some
crosswise coupling coefficients, the different screws are not
positioned at the same angle with the excitations in the
different cavities. This technique is well known for metal-
lic cavity realizations [12]. An example of four-pole topol-
ogy is presented in Fig. 5, where the DRs are coupled to
input–output coaxial probes.

The excitation can also take the form of rectangular
waveguides, coupled to the input–output cavities through

rectangular irises, for power applications. These irises are
then generally placed in a plane perpendicular to the DR
axis.

Adjacent DRs can also be coupled directly, rather than-
iris coupled [13]. Then realizations of small coupling levels
may require large separation between adjacent DRs, and
may consequently require significant sizes. However, the
introduction of evanescent waveguide sections between
DRs enable us to reduce the device dimensions [14]. The
drawbacks of this method are the filter spurious charac-
teristics and the dependent coupling level between the
mode sets of adjacent DRs. In the same way as monomode
realizations, dual–mode DRs can be mounted in a planar
relationship to one another. Each DR is again enclosed in a
metallic cavity. The DR intercouplings are controlled in-
dependently by a metallic iris that contains two rectan-
gular noncrossing apertures placed in an appropriate
manner [15]. This solution is interesting for its flexibility
in the arrangement of the DR cavities.

More than two modes have also been coupled in the
same DR cavity, to conserve weight and size in comparison
with the previous solutions. The two polarizations of the
HEM11 modes and the TM01 mode have been simulta-
neously excited in a planar DR-mounted cavity. Two of
these three-pole modules have been coupled through an
iris composed of two separate T-shaped apertures [16].

3. PARTICULAR APPLICATIONS OF DRS IN
MICROWAVE FILTERING

3.1. DR for High-Power Applications

The dual-mode devices we have presented above are in-
teresting for their high electrical performance levels and
limited sizes. But even if the filter dissipated power is
small, the resulting thermal dissipation remains critical
for certain applications, such as space applications, be-
cause the thermal conductivity of most dielectric material
is poor.

A solution consists of positioning the high permittivity
resonators in contact with the metallic enclosure, to im-
prove the thermal dissipation efficiency, and then to im-
prove the power-handling capability of the filter.

We can first take advantage of the electromagnetic field
symmetry of a cylindrical DR. It can be divided into two or
more parts, without modifying the resonant frequency and
field repartition of some modes, if the physical metallic
walls are placed in planes in which electrical wall condi-
tions are naturally verified [17,18]. In this way a cylindri-
cal DR excited on a TE01 mode can be split, for example,
into four parts. If each of the cut planes are in contact with
a metallic wall (Fig. 6), all quarter-cut DRs will resonate
at the same frequency.

The improvement of the power-handling capability is
not the sole purpose of this technique. A number of cylin-
drical DR modes do not satisfy the electrical wall condition
in the planes where they are imposed on the quarter-cut
DR. They are then suppressed in the ‘‘image’’ DR. Hence
the out-of-band rejection performances of the filter is
improved, suppressing spurious responses.

D
Coaxial
probe 1

Coaxial
probe 2

Metallic 
screw 

Metallic 
enclosure

Figure 4. Dual-mode DR excited by two coaxial probes.

D

Coupling
screw 

Tuning
screw 

Crossing
iris

Coaxial
probe

Figure 5. Example of four-pole dual-mode DR filter.
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This technique also provides very compact structures,
reducing the size not only of the DR but also of the metallic
enclosure. This is an important advantage, particularly
for 900-MHz–3-GHz applications. Nevertheless, the
metallic losses on the metallic plane in contact with the
DR increase dramatically, resulting in a poor unloaded

quality factor Q0 of the DR. We can note, however,
that the image resonator might be preferred to coaxial
dielectric field resonators, considering the sizes and losses
at the same frequency. Figure 7 presents a possible
arrangement of the DRs to realize an elliptic five-pole
function [17].

Different techniques have been proposed to increase
the unloaded quality factor of the split DR. TM dual-mode
DRs have been developed for use in the L and C frequency
bands for mobile communication applications. A cross is
formed as shown in Fig. 8, by two parallelepipedic DRs
excited on a TM01 mode [19]. The tuning element required
to couple the two degenerated modes is not a metallic
screw, but a perturbation directly machined near the cen-
ter of the cross. An unloaded quality factor equal to 9000
has been obtained at 1.9 GHz, for a dielectric loss tangent
equal to 5� 10� 5 [20]. A high-permittivity dielectric plate
has also been placed in a metallic enclosure to provide a
good compromise between the unloaded quality factor lev-
el and the thermal dissipation capability [21]. The corners
of a thin parallelepipedic plate have been cut to provide
a good contact between the resonator and a cylindrical
metallic cavity (Fig. 9).

The dimensions are optimized to limit the metallic and
dielectric losses on the first TE mode that has degenerat-
ed. It has been shown that the electrical performance
of this resonator is not far from that of the cylindrical

(a)

(b)

Metallic
enclosure 

Metallic
enclosure 

DR

Quarter
cut DR 

Figure 6. Equivalent cylindrical (a) and quarter-cut (b) DRs
excited on a TE01 mode (—— electric field lines).

1 

2 

3 

4 

5 

Iris coupling between DRs 

Waveguide output 

Half cylindrical DRs Transversal probe coupling 

Figure 7. Five-pole elliptic filter using the
split-DR technique.

DR Metallic
enclosure 

Slot machined to couple
the DR two polarizations 

Figure 8. TM dual-mode resonator.
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dual-mode one, and this solution is more suitable for
power applications. Metallic screws are generally
placed around the dielectric plate to couple the first
TE polarizations. Slots are then machined in the plate,
both to couple these polarizations and to optimize the
out-of-band rejection of the filter. Superimposed cavities
are coupled through metallic cross irises. The topology of
an eight-pole autocorrected quasielliptic filter is presented
in Fig. 10. The transmission and reflection responses,
along with the group delay of the filter, are presented in
Fig. 11.

Some other studies have been performed to optimize
the DR shape to increase the unloaded quality factor of the
resonators, in particular by choosing adequate forms of
the DR dielectric support in contact with the metallic
enclosure [22].

3.2. Filter Configurations for Optimization of
Out-of-Band Rejection

Conventional DR filters have relative poor stopband re-
jection performance, due to the excitation of higher-order
mode resonances. A lowpass filter, placed at the output of
the bandpass DR filter, might solve this problem, but the
bulk and the electrical performance of the cascaded filter
suffer from this solution. Different filter configurations
have, however, been proposed to increase the out-of-band
rejection.

We have already underlined that the quarter-cut DR,
or the TM01 DR, which are of interest for power applica-
tions, are also efficient techniques for elimination of some
of the spurious responses.

Coupling structures have been designed to suppress
the excitation of some modes. A single-mode TE01 filter
realization is, for example, presented in Ref. 23. The
diameter: height ratio of the DR is generally chosen to
optimize the mode isolation. A hole can be machined in the
cylindrical DR, along its axis [24,25], and the DR shape
can be matched [26] to increase this isolation. A more
sophisticated solution consists of mixing DRs excited on
different modes in a same filter. To obtain part of the ring
DR isolation, and part of the compactness of dual-mode
devices, TE01 ring DRs and a HEM11 dual-mode DR have
been coupled to realize six-pole elliptic filters, combining
four DRs. DRs can be mounted axially [27] or side by side
[28] in their metallic enclosures. As an example, the center
frequency of the realized filter is equal to 1.23 GHz; its
passband is 20 MHz, and the out-of-band rejection is bet-
ter than � 40 dB in the 1–1.9 GHz frequency band [27].

3.3. DR for High-Frequency Applications

When the frequency increases, the dimensions of cylindri-
cal DRs excited on the first TE01, TM01, and HEM11 modes
become too small. The limit of conventional DR applica-
tions can be set around 20 GHz. To solve the manufactur-
ing problem, spherical DRs have been proposed. But the
critical mechanical stability of the devices, along with the
spurious modes around the bandpass limits their appli-
cations.

H E

M

D

Figure 9. High-permittivity dielectric plate resonator technique.

Cross iris 

Coaxial bore

Cross screw 

Regulating  screw

Figure 10. Dielectric plate eight-pole connect-
ed elliptic filter.
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We can, however, use cylindrical DRs on whispering
gallery modes [29]. For important azimuthal variation
number, the DR can be used easily up to 100 GHz. More-
over, the field is very effectively stored in with the DR, and
the unloaded quality factor, which thus depends only on
the material loss tangent, is important. Examples of filter
realizations are given in Ref. 30.

4. THEORETICAL DESIGN OF MICROWAVE DR FILTERS

4.1. Introduction

DRs are used for the realization of narrowband filters up
to 0.01% relative bandwidth. The electrical responses of
such devices are then very sensitive to their geometric and

physical characteristics, and particular attention must be
paid to their design.

The purpose of the theoretical design can be not only to
optimize the filter performances but also to reduce the cost
of the product. If the design is not efficient, the time re-
quired for the tuning can be important; different devices
are manufactured, and even in the phase when the di-
mensions are known, an experimenter must spend time
and effort to tune each filter.

However, DR structures are difficult to analyze, be-
cause their geometries are very complex. We have seen
that the filter topologies are diverse; DRs can be intercou-
pled or coupled through a metallic iris; they may be ex-
cited by coaxial probes, metallic waveguides, and
microstrip lines; their shapes are not systematically
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Figure 11. (a,b) Transmission and reflection coefficient variations as a function of the frequency;
(c) group delay variation in filter passband.
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cylindrical; and they can be maintained in their metallic
enclosures through a wide variety of systems. Moreover,
the structures are very compact, and if we can define dif-
ferent segments in its composition, strong couplings are
generated between the DRs through high-order modes.
Thus the classical approach that is applied in the circuit
software, namely, the segmentation method, is not effi-
cient here; we cannot characterize each segment indepen-
dently from the others, and we cannot connect the
different contributions to obtain the device response.

Analytical-approach models were initially developed to
assist designers. These methods are described in Ref. 31.
Since the late 1980s, rigorous analyses have been per-
formed, first on some parts of the DR filter. Examples
include application of modal methods [32,33], the finite-
element method [34], or the method of lines [35] to char-
acterize axisymmetric dielectric-loaded metallic cavities,
computing the resonant frequencies of these devices. Some
other studies have been performed on the design of
three-dimensional resonator, which is nonsymmetrical in
structure. The resonant frequency of a DR shielded in a
parallelepipedic enclosure has been computed applying
the modal method [36] and the finite-element method
[37,38]. From these computations we can easily deduce
the coupling coefficient between two DRs for symmetric
structures. The coupling coefficient between a DR and a
waveguide or a transmission line has been computed by

applying the finite-element method [39,40]. Now, with the
evolution of computer capabilities, a number of research
teams are interested in the electromagnetic optimization
of DR devices applying numerical simulation. A number of
articles deal with the rigorous design of multipole filters.
In this section we will describe a solution for the rigorous
design of a multipole DR filter using the finite-element
method [40].

4.2. Method for Optimized Design of a DR Filter

The procedure generally applied to determine the geomet-
ric dimensions of a multipole filter is deduced from the
lumped-element synthesis presented in Section 1. To ex-
plain this approach, we have chosen here to design a dual-
mode four-pole DR filter because this design groups to-
gether some problems found in a large variety of DR filter
topologies. In the dual-mode DR presented in Section 1,
the metallic screws are replaced by slots directly ma-
chined in the DR. The four-pole filter, shown in Fig. 12,
consists of a metallic cavity, two input/output coaxial
probes, and two slotted DRs coupled through metallic
cross irises. Because the experimental filter will not be
tuned, the synthesis procedure has to be performed rigor-
ously. To compute the filter dimensions that satisfy given
electrical characteristics, we develop the approach pre-
sented in Fig. 13.

Metallic cavities :

Slotted
resonator

Dielectric resonators :

Dielectric
support

Crossed iris :

Crossed
iris

Notch 3-4
Notch R2

Notch 1-2
Notch R1

Iris 2-3

Iris 1-4

xy

z

Tuning notches : Coupling notches : Notch-DR distances :

HC = 14.1 mm HDR = 3.4 mm

dDR1 = 1.10 mmDDR1 = 0.62 mm

DDR2 = 0.62 mm dDR2 = 1.10 mm

L14 = 5.20 mm

D12 = 0.93 mm

D34 = 0.93 mm
w = 1.00 mmw = 1.00 mm

L23 = 7.70 mm
w = 1.00 mm
t = 1.00 mm

RDR = 7.6 mm
�DR = 37

RC = 15.5 mm

Figure 12. Four-pole slotted DR filter.
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In the first stage, an equivalent lumped-element circuit
is synthesized from the ideal transfer function. The syn-
thesis leads to a coupling matrix that characterizes the
ideal equivalent circuit. This objective coupling matrix
gives all the information about the ideal electrical char-
acteristic parameters of the filter.

Applying the 3D finite-element method [40], we can
then compute the initial dimensions of the structure with
respect to the previous electrical parameters. An electro-
magnetic synthesis allows us to determine the following:

1. The DR and metallic cavity dimensions required to
satisfy the center frequency f value.

2. The probe depth penetration, computed to obtain the
required input/output coupling coefficient levels.

3. The dimension of the cross iris to obtain the required
coupling coefficient between the parallel polariza-
tions of the two DRs. The theoretical synthesis
method is generally interrupted here for classical
applications. Screws are then placed around the fil-
ter to couple the polarizations and to account for the
resonant frequencies of the filter. Then a set of irises
are manufactured, and each experimental device
has to be tuned. Choosing the slotted DR solution,
we can continue with the synthesis computations.

4. The coupling notch dimensions, which impose the
coupling coefficient between the two polarizations of
each DR.

5. The dimensions of a second notch, which are intro-
duced to compensate for the influence of the probes
and the iris on the resonant frequency of the excited
polarization.

Then, all the dimensions of the device presented in Fig. 12
are known, but only approximately because of the seg-
mentation approach applied in these initial steps, which
does not account for the indirect dependence between the
different elements.

In the third stage, an electromagnetic optimization loop
is performed applying the following procedure:

1. The 3D finite-element method is applied in order to
compute the scattering parameters between the ac-
cess ports of the whole structure.

2. The scattering parameters are approximated as ra-
tional functions in the frequency domain.

3. From the approximated rational functions, an equiv-
alent circuit, namely, a coupling matrix, of the sim-
ulated filter is synthesized.

4. By comparing the extracted coupling matrix and the
ideal one, the filter dimensions are corrected accord-
ing to the dimension sensitivities from the electro-
magnetic synthesis.

The loop is performed as long as the electrical objective
is not attained.

This procedure is detailed in Refs. 40 and 41. The ideal
transfer function and the electromagnetic response at the

Ok

Ideal transfer function 

Lumped element 
synthesis 

Ideal coupling matrix 

Couplings 
comparison 

Equivalent coupling matrix 

Lumped element 
synthesis 

Characteristic polynomials 
Rational

approximation 

Scattering parameters

Electromagnetic
analysis 

Geometrical dimensions

Electromagnetic
synthesis 

Figure 13. Design method of multipole filter.

|S11| (dB)

0

−10

−20

−30

−40

−50

−60

5.46 5.48 5.5 5.52 5.54 5.56 5.58 5.6

f (GHz)

|S12| (dB)

0

−10

−20

−30

−40

−50

−60

5.46 5.48 5.5 5.52 5.54 5.56 5.58 5.6

f (GHz)

Ideal TF

FEM

Ideal TF

FEM

Figure 14. Comparison of ideal and electromagnetic results.
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end of the optimization are compared in Fig. 14. We can
note the good convergence of the electromagnetic model
response with a return loss of 430 dB in the passband. In
Ref. 40, the filter is designed with a slightly different fil-
tering pattern. The electromagnetic response along with
the experimental results are presented in Fig. 15. The fil-
ter is realized and measured without tuning elements.
The difference between the computed and measured cen-
ter frequencies is less than 0.2%, and the difference be-
tween the bandwidths is less than 5%. The theoretical and
experimental standing-wave ratios are in good agreement.

5. CONCLUSION

DRs are currently placed in a number of devices, especial-
ly in microwave filters. The topologies of these filters are
diverse, and they are a function of the system in which
they are placed. Their main applications are found in the
treatment of power signals and very narrow bandwidth
filtering.

In this article, we have described different topologies
proposed in recent years (as of 2004). A number of re-
search teams are still working to increase the performance
of DR filters, and to widen their domain of applications.
Some of the topics under consideration are the following:

* The realization of filters in the millimeter wavelength
band

* The work performed to decrease the volume and
weight of DR devices

* The realization of DR filters without mechanical tun-
ing for mass production

* The design of reconfigurable DR filters for multifre-
quency band applications

* The development of advanced synthesis techniques
for simplified design of DR filters [42], for example,
with a minimum number of elements
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Oscillators producing energy at microwave frequencies
are an essential component in most microwave communi-
cation systems, such as communication links, radar, and
frequency synthesizers. There are significant commercial
pressures to improve the performance of oscillators with
respect to giving them lower noise characteristics, higher
DC-to-RF efficiency, better temperature and frequency
stability, and so on. The dielectric resonator when coupled
with two/three-terminal active devices provides a vehicle
for producing high-quality fixed-frequency or narrowband
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tunable oscillators. Low-loss temperature-stable dielectric
materials with high-quality Q factors mean that minia-
ture resonators can be formed that have physical compat-
ibility with microwave integrated circuits [1]. A dielectric
resonator (DR) can be used to form the stabilizing element
in an oscillator. Dielectric resonator oscillators (DROs) are
characterized by the following properties: high-frequency
stability, high efficiency, and low manufacturing cost. They
also can be made to provide good temperature stability.

Two- and three-terminal active devices exhibit phase
noise characteristics at microwave frequencies. Oscillators
constructed using these devices can have their phase noise
behavior improved by the addition of a DR element.

For a three-terminal device the dielectric resonator for
first-order feedback topologies [2] can occupy one of sev-
eral positions within the circuit, as illustrated in Fig. 1.

In Fig. 1a the DR is mounted in order to provide par-
allel feedback to the three-terminal active device. Here the
coupling action is between device ports [3].

In Fig. 1b the DR is located so that energy produced as
a result of negative resistance obtained at the device port
is reflected back with correct phasing into the active de-
vice by the DR, which presents a high impedance at the
device port. The DR acts as a bandstop filter, and in this
way an oscillation is set up. This configuration has good
phase noise characteristics. However, it is sensitive to load
variation and tends to mode-jump in the presence of two
resonant circuits [4]. The configuration in Fig. 1c gener-
ally provides superior performance compared to the other
two methods and is compatible with the off-chip bonding
processes required for stabilizing monolithic microwave
integrated circuit (MMIC) oscillators. Here the DR acts as
a very high-Q resonator element for the series feedback
oscillator, giving good frequency stability and low phase
noise. In a field-effect transistor (FET) realization, where
the DR is coupled to the gate circuit and the feedback is a
common source, the operating point is very insensitive to
load variation, due to intrinsic isolation between the input
and output provided by the low gate-to-drain capacitance
of the active device. A varactor diode can be added for
tuning purposes. Higher-order feedback implementations
[5], for example, shunt feedback DRO configurations such
as those given in Fig. 2, are also possible [6]. Multiple DR
and push–push frequency doubling oscillator configura-
tions are also possible [7].

In Fig. 2 the DR behaves as a high-Q filter in the pos-
itive feedback path. In Fig. 2a part of the output signal is
coupled back to the input port. By adjusting lengths ‘1 and
‘2, the Barkhausen oscillation condition can be satisfied.
In Fig. 2b the DR is coupled between two ports and the

output is taken from the third. Here the position of the DR
is adjusted in order to maximize the negative resistance at
the output port of the active device.

In the shunt feedback configurations the two coupling
coefficients in the parallel feedback case cannot be adjust-
ed separately. Also, since the coupling is to an open-circuit
line, these types of circuits tend to be very sensitive to the
lateral position of the DR.

The selection of the active device for oscillator applica-
tions depends on the frequency of operation. Below 12 GHz,
bipolar junction transistors (BJTs) and HBT find application
due to their superior flicker 1/f and noise levels [8]. A 4-GHz,
21-dBm series feedback bipolar transistor DR oscillator with
a phase noise spectral density of �130 dBc/Hz at 10 kHz
from the carrier was reported [9]. Values of � 89 dBc/Hz at
10 kHz offset have been reported at 21.4 GHz for a reflection
type DRO producing 10 dBm output power [10]. Stabilized
Gunn oscillators operating at 35 GHz [11] and HBT DROs at
25 GHz have also been reported [12].

It is significant to note that generally as frequency in-
creases, output power can be maintained only at the ex-
pense of increased phase noise, since the DR must be
coupled more tightly to the circuit.

The key elements to be optimized with respect to oscil-
lator performance are

Output power

Startup stability

Phase noise

DC-RF efficiency

Tuning range

Sensitivity to DR placement

Frequency pushing/pulling

For a very high-frequency operation into the millimeter-
wave region, or for very high Q-factor operation in the
centimeter wavelength region, DRs operated in whisper-
ing gallery mode [13] are employed [14–16]. Here the im-
portant dimension is the circumference rather than the
diameter of the DR. This leads to more practical-sized DRs
for higher-frequency circuits.

DR

DR

DR
O/P

O/PO/P A

OR

B

BA
Z0

(a) (b) (c)

Figure 1. Typical DRO topologies.

ZLZL

1

/4λ

DR
DR

2

(a) (b)

Figure 2. Shunt feedback topologies.
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1. DIELECTRIC RESONATORS

A dielectric resonator (DR) is a high-dielectric-constant
ceramic material formed into a regular geometric shape,
usually a solid or hollow cylindrical or cuboid shape. The
material usually has a relative dielectric constant of
around 30–40 (but can be as high as 92) and exhibits
low-loss characteristics. The high permittivity of the ma-
terial means that energy can be stored within the DR. The
DR can resonate in various modes that are governed by
the dimensions, geometry, and electrical properties of the
DR itself and by the physical environment in which it is to
operate. The development of temperature-stable high-
dielectric-constant dielectric materials means that it is
now possible to construct resonators that exhibit mini-
mum change in resonant frequency with temperature.

The most commonly used DR shape is a solid cylinder.
Here the most common mode of operation is denoted the
TE01d or dipole mode (Fig. 3).

For a dielectric constant of 40, only 5% of the electric
field and 40% of the magnetic field exist outside the DR.
This energy decays rapidly as the distance from the DR
surface increases [17]. The resonant frequency of an
isolated cylindrical DR is given approximately by Gisson
[18] as

fGHz¼
34

a
ffiffiffiffi
er
p

a

‘
þ3:45

h i
ð1Þ

where a,‘ are in millimeters and 0:5oa=‘o2, while
30oero50.

For operation in fundamental mode the dimensions of
the DR are approximately one guide wavelength:
lg¼ l0=

ffiffiffiffi
er
p

.
The lowest frequency of operation is limited by tolera-

ble DR size; typically this is 1 GHz, while the highest fre-
quency, about 100 GHz, is governed by internal losses and
minimum resonator dimensions [19]. In order to avoid
spurious modes, the length of the DR is usually restricted
to lie between 0:175a�‘�0:225a.

2. DIELECTRIC RESONATOR MATERIAL PROPERTIES

The Q factor and temperature stability provided by di-
electric resonators are invariably impaired by imperfect
material parameters. The material from which the reso-
nator is constructed will have losses produced by its finite

conductivity and also by polarization-induced damping
under radiofrequency (RF) excitation conditions [20].

If dielectric loss within the resonator is denoted Qd,
then

Qd¼
W

Wd tan d
ð2Þ

where tan d is the loss tangent of the resonator material, W
is the total energy stored in the cavity, and Wd is the
energy stored in the dielectric resonator. Qd is often quoted as

Qd¼
C

f
ð3Þ

where C is a constant quoted by the resonator manufac-
turer.

Sometimes the loss tangent is given as

tan d¼AþBf ð4Þ

where A and B are constants quoted by the manufacturer.
A more complete description of the losses in the reso-

nator yields the total dissipated power in the resonator
Ptot to be

Ptot¼PdþPcþPrþPext ð5Þ

where

Pd ¼power dissipated in the dielectric material
Pc ¼power dissipated in the surrounding enclosed metal
Pr ¼ radiation loss
Pext¼power coupled to the external circuit

From this, Q factors for each term can be related to

Dielectric loss

Qd¼
oWe

Pd
ð6Þ

Conductor loss

Qc¼
oWe

Pc
ð7Þ

Radiation loss

Qr¼
oWe

Pr
ð8Þ

External Q factor

Qext¼
oWe

Pext
ð9Þ

where We is the total electric energy stored in the cavity
defined by the shield enclosing the dielectric resonator.

E Field
H Fielda

L

Figure 3. Cylindrical dielectric resonator To1d mode.
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The total loaded Q factor for the enclosed DR is

1

QL
¼

1

Qd
þ

1

Qc
þ

1

Qr
þ

1

Qext
ð10Þ

while the unloaded Q factor is

1

Qu
¼

1

Qd
þ

1

Qc
þ

1

Qr
ð11Þ

Techniques for measuring these quantities have been sug-
gested in Refs. 21–23.

Temperature-dependent effects that cause a change in
the DRs stabilizing function within an oscillator also need
to be quantified.

The linear coefficient of expansion for a material is de-
fined as the change in length of a rod of the material D‘,
divided by its length L such that

D‘
L
¼ aT ð12Þ

where a (ppm/1C) is the linear expansion coefficient. As a
DR puck expands or contracts, its resonant frequency will
vary such that

Df

fo
¼ � aDT ð13Þ

The negative sign indicates that as the DR puck becomes
longer, its resonant frequency decreases.

With a DR, its relative permittivity er is also a function
of temperature. This variation is expressed very approx-
imately as

Der

er
¼ tEDT ð14Þ

where tE is the temperature coefficient of the dielectric
resonator (ppm/1C).

By combining these relationships together, we obtain
an approximate equation for the temperature stability of a
DR:

Df

f
¼
@f

@L

DL

f
þ
@f

@er

Der

f
ð15Þ

By denoting the temperature coefficient of the resonant
frequency of the DR as tDR, we obtain

tDR¼ � a�
Te

2
ð16Þ

This equation implies that by making t have twice the
magnitude of a and giving it an opposite sense of opera-
tion, te can be reduced to zero; that is, the DR can be tem-
perature-compensated. Note, however, that since the DR
will expand as temperature is increased, t must always be
negative for temperature compensation to occur.

Now consider the effect that these temperature changes
have on the stability of a DRO. If an unstabilized oscillator

has a negative frequency drift with temperature, then a
DR with a positive temperature coefficient is required so
that temperature–frequency stabilization can be achieved.
The frequency stability tf of a DRO has been modeled in
Ref. 24 as

tf ¼ tDRþ
kþ 2

4Qu

� �
@f
@t

ð17Þ

where @f/@t is the temperature-induced phase variation of
the active-circuit one-port measurement

tDR¼
1

fo

dfo

dT

The second term just stated indicates that for a free-run-
ning oscillator the frequency drift is amplified by an
amount proportional to the coupling coefficient of the DR.

By arranging Eq. (17), it is possible to find the desired
value for tDR that yields zero tf

tDR¼ �
kþ 2

4Qu

� �
@f
@t

ð18Þ

Here @f/@t and tDR are unknown. The in situ value for tDR

when placed in its operating configuration can be found
using a load-pull technique.

Alternatively if @f/@t is assumed to be constant for a
small change in coupling coefficient k, then Eq. (17) can be
used to form two simultaneous equations from which the
in situ tDR can be obtained directly. This second method
should be used with caution since @f/@t is nonlinear.

From this discussion it is clear that judicious selection
of tDR and coupling coefficient can be used to compensate
for temperature-induced DRO frequency drift [24].

3. QUALITY FACTOR

Quality or Q factor relates energy stored to average power
loss. In a DR-based circuit, this is of critical importance
since it is a measure of the resonator bandwidth, which is
inversely proportional to the Q factor. Temperature sta-
bility and AM/FM noise performance of dielectric resona-
tor oscillator circuits also depend on the Q factor:

Q¼o0
energy stored

average power loss

o0¼ resonant frequency rad=s

ð19Þ

A second equation for quality factor that relates to group
delay through a resonant circuit is useful for oscillator
work [25]. This is the loaded quality factor QL:

QL¼o0
t
2
¼ �

o0

720

df
df

ð20Þ

Here, t¼ group delay(s) and f¼phase of the open-loop
voltage transfer function (degrees). The loaded Q is used
in oscillator design to express the width of the phase slope
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and resonance curve, including the effects of external com-
ponents. As a consequence, QL is dominated by compo-
nents external to the DR that have their own Q factor,
called, Qext.

The unloaded Q factor Qu is used when the Q of the
resonant circuit is determined only by dissipation losses
in the resonator. These various Q factors are related as
follows:

1

QL
¼

1

Qu
þ

1

Qext
ð21Þ

For oscillator design QL can be used in the determination
of single-sideband noise prediction.

4. LUMPED-ELEMENT COUPLING MODELS

By assuming that the aspect ratio of the DR and the fre-
quency of operation have been selected such that only a
single mode is excited then an isolated DR can be repre-
sented as a series resonant circuit with equivalent-circuit
components Rr, Cr, and Lr [26].

Figure 4 shows a DR coupled to a short section of
microstrip line, at reference plane pp1, which is repre-
sented by R1, C1, and L1. When the resonator is excited in
To1d mode, the coupling can be represented by a mutual
inductance term Lm, which is proportional to the separa-
tion distance d, between the microstrip line and the DR
(Fig. 4) [27].

If the microstrip line is assumed to have zero loss in the
coupling region, R1 can be neglected. By neglecting the
microstrip-line capacitance, the resulting simplified
equivalent circuit can be expressed close to resonance as
a parallel resonant circuit (Fig. 5) where [28]

R¼
o2L2

m

Rr

c¼
Lr

o2L2
m

L¼o2L2
mCr

The general expression for a parallel resonant circuit is

Z¼
R

1þ j2Q0d
ð22Þ

Hence

Qu¼
o0Lr

Rr
¼o0RC ð23Þ

o2
0¼

1

LrCr
¼

1

LC
ð24Þ

d¼
o� o0

o
ð25Þ

Thus the equivalent circuit impedance (Fig. 4) can be
written as

ZT¼ joL1þ
R

1þ j2Qud
ð26Þ

These results are valid close to the fundamental resonance
TE01d mode of the DR where d2 tends to zero. Outside this
frequency range other DR modes exist, which can be mod-
eled by a Foster-type equivalent circuit consisting of a se-
ries cascade of parallel tuned circuits [29]. With this
approach characterization of the ith resonant circuit re-
quires the ith resonant frequency, unloaded Q factor, and
effective coupled resistance to be determined. In addition,
when the resonant frequencies of several modes occur in
close proximity the individual modal performances cannot
be easily established because of mode interaction [30,31].
It is useful to note that TE01d mode can be well separated
from other modes by correct selection of DR and enclosure
dimensions.

When integrating the DR into an oscillator by means of
a microstrip connecting line, the parallel tuned circuit in
Fig. 5 becomes externally loaded as shown in Fig. 6.

Here the DR is loaded by the internal impedance of the
generator and the load. If Zg and ZL are assumed to be real
with line lengths ‘1 and ‘2 reduced to zero at resonance,
the parallel structure reduces to R. From Eq. (27) the val-
ue of R depends on the amount of coupling between the DR
and the line. A coupling coefficient term observed at the
input port is defined as the ratio of the resonator coupled
resistance k at the resonator frequency to the resistance
external to the resonator [32]

k¼
R

Rex
ð27Þ

P

RR

R1

C1

L R

CR

L M

P ′

Figure 4. Equivalent circuit of DR coupled to microstrip line.

P ′P

R

C

L

L1

Figure 5. Simplified model of DR coupled to microstrip line.
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or

k¼
Qu

Qe
ð28Þ

for a DR coupled to a matched line Rg¼RL¼Z0, here

k¼
R

2Z0
ð29Þ

for a DR coupled to a short-circuited load RL¼ 0, here

k¼
R

Z0
ð30Þ

When a reactive termination loads the resonant circuit,
this presents itself in series with the parallel equivalent
circuit. This will cause an imperfect match and will also
cause an additional reactive load to appear in series with
the equivalent circuit [33].

If x1 is the normalized reactance appearing in series
with the parallel resonant circuit, then the definition for
the coupling coefficient observed at the input port becomes

k¼
R

ZNð1þ x2
1Þ

ð31Þ

and for a short circuit

k¼
R

Z0ð1þ x2
1Þ

ð32Þ

here

x1¼
oL1

ZN
ð33Þ

where ZN is the total impedance loading the DR.
Also under these conditions the resonant frequency

shifts to a new frequency fL where

fL¼ f0 1þ
x1k

2Qu

� �
ð34Þ

and

Qu¼QLð1þ kÞ ð35Þ

When coupled to a matched microstrip line, x1 is usually
much less than one.

When the microstrip-line lengths ‘1,‘2 are not equal to
zero, then the DR is coupled to the generator and load ter-
minations ZL,Zg via microstrip-line segments ‘1; ‘2 (Fig. 6).

For a matched line Eq. (28) is valid. For a short-circuit
load and assuming lossless line

k¼
R

Z0ð1þ tan2ðb‘2ÞÞ
ð36Þ

Here maximum coupling occurs at

‘2¼
nlg

4
; n¼ 0; 2; 4 ð37Þ

while minimum coupling occurs at

‘2¼
mlg

4
; m¼ 1; 3; 5 ð38Þ

where lg¼ effective wavelength of the microstrip line.
The same result occurs when considering the imped-

ance presented at the input port under similar conditions.
Terminating the line in an arbitrary reactance shifts

the maxima and minima of the magnetic field along the
line. Since the TE01d mode couples to the magnetic field,
line coupling will be maximized at peaks in the magnetic
field standing wave and minimized at troughs. Coupling to
the maximum point on the standing wave will present the
coupling coefficient given by Eq. (29) at n¼ 0,2,4, and so
on. The maximum coupling coefficient is reported experi-
mentally to consistently occur at a distance d¼ 0.7a,
where a is the radius of the DR puck [33].

5. MEASUREMENT OF DR COUPLING COEFFICIENT

The most convenient method for experimentally estimat-
ing coupling coefficient k involves a measurement of load-
ed quality factor QL, which is related to k as

QL¼
Qu

1þ k
ð39Þ

However, Qu is not normally known and has to be deter-
mined by the losses at o0. From Ginzton [34] and Khanna

Zg P

P P

1

1

Z0

Zg ZL

Z in ZR ZL 

Z0

2

2

Microstrip line

P ′

P ′ P ′ZL

DR

Figure 6. Oscillator DR coupling.
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[35], QL can be established from the phase of the input
impedance locus obtained by a one-port measurement
made on the DR

QL¼
f0

f4 � f3
ð40Þ

where f0 is the center frequency, f3 is the frequency at
which the phase is lagging that at f0 by 451, and f4 is the
frequency at which the phase is leading that at f0 by 451.
The results obtained by this method are typically 10%
greater than those obtained by the method of deembedded
S parameters shown next.

By assuming zero radiation loss at the DR microstrip
junction, it can be shown from scattering parameter the-
ory that for a matched system

k¼
1� ½S11�

2 � ½S21�
2

2½S21�
2

ð41Þ

A number of useful computer source codes for computing
the resonant frequency and unloaded Q factor for shielded
DRs are given in Ref. 36.

6. DIELECTRIC RESONATOR COUPLED TO A
MICROSTRIP LINE

The most frequently used method of integrating a DR into
a microwave integrated circuit is to couple it to a micro-
strip line. Here the problem is confined to the TE01d mode
of a cylindrical DR (Fig. 1). Here the suffixes refer to the
standing-wave pattern in the azimuthal, radial, and axial
directions, respectively, for the fundamental TE mode
d¼1.

A typical coupling configuration is shown in Fig. 7. An
approximate representation of the H-field lines is given in
order to illustrate the inductive nature of the coupling be-
tween a DR in TE01d mode and the quasi-TEM mode of
microstrip line.

Here the magnetic field lines match each other princi-
pally on the radial direction of the DR field directly under
the microstrip line. The coupling between the DR and the
line is inversely proportional to the separation and, be-
tween them, is defined by a mutual inductance coupling
coefficient term k. With this type of coupling a proportion

of energy is radiated away from the DR. Therefore the ef-
fect of losses in the microstrip substrate, signal line, and
enclosure act to perturb the electromagnetic field and
alter the Q factor of the DR [37,38]. For oscillator design
an equivalent circuit model for the line DR coupled
arrangement is required. The DR may be fixed to the
line using a low-loss adhesive [39,40]. If the adhesive has a
slow setting time, then reworking of the DR position for
tuning can be made.

7. DIELECTRIC RESONATOR TUNING

For optimum phase noise designs the oscillator center fre-
quency should be equal to that of the dielectric resonator.
For many circuits it is useful to have a DR tuning facility.
One way of achieving this is to use mechanical tuning
(Fig. 8).

Here a metal [41], dielectric [42], or DR [43] plunger is
inserted in either the topwall or the sidewall of the struc-
ture. The presence of the tuning element causes a local-
ized distortion of the electromagnetic fields. With a metal
plunger, the additional losses in the plunger lower the Qu

of the resonator as the coupling between DR and plunger
becomes tighter, that is, as L is reduced. For a metal
plunger as L is reduced, the frequency of operation is in-
creased, while the reverse is true for a dielectric plunger.
Generally a DRO used with the metal plunger tuning
arrangement also produces a reduced output power as L
decreases. With this arrangement, about a 3% tuning
range can be made.

With a second DR replacing the plunger topcap in
Fig. 8, the resultant change in Qu is smaller than for the
metal tuner case. This arrangement yields about an 8%
tuning range.

Electronic tuning of the DR is also possible using a
varactor diode as the tuning element. This can be mount-
ed internally to the DR [44] or more usually as the termi-
nation on a line coupled to the DR (Fig. 1). A large tuning
range requires tight coupling between the DR and the
varactor, which inevitably leads to a reduction in Qu.

If Qu is the unloaded Q of the varactor, then [45]

Qut¼
Qu

2

f0

Df

� �
ð42Þ

Metal
enclosure

DR

ElevationPlan

Tuning plate

d

Microstrip

Microstrip line

DR

P

P ′

H field

εR

d + a

Figure 7. DR coupled to microstrip line,
physical and electrical equivalent.
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where Qut is the unloaded Q of the varactor tuned DR and
Df is the change in resonance frequency. According to
Ref. 45, an approximately 0.5% tuning bandwidth can be
obtained with this arrangement.

Other techniques such as optical tuning [46], magnetic
tuning [47], and segmented disk tuning also exist [48].

8. OSCILLATOR BASIC THEORY

8.1. Negative Resistance

In order for microwave oscillation to begin, a means to
overcome the resistive losses in the circuit has to be pro-
vided. These losses include undesired stray and parasitic
resistances, and also the load into which the oscillator
must operate (usually 50O). To do this, the concept of
negative resistance is introduced. To illustrate the concept,
consider the simple equivalent circuit of Fig. 9. If the
amount of negative resistance exactly cancels the sum of
the positive resistances, then the circuit will have a res-
onant or oscillation frequency where the inductive reac-
tance is equal to the capacitive reactance; that is

2pfL¼
1

2pfC
ð43Þ

where f¼ resonant frequency, L¼ inductance, and C¼
capacitance. This condition is known as the steady-state
oscillation condition. In order for oscillation to build up,
an excess of negative resistance is required. Then, any
small perturbation in the circuit, such as electrical noise,
will kickstart a resonance. As oscillation builds, the
amount of negative resistance decreases until the
steady-state condition is met. A negative resistor can be
formed from an unstable active device with suitable feed-
back applied. Consider a transistor with feedback such
that the magnitude of the input reflection coefficient (S11)

is greater than one. This means that when an AC signal is
incident on the port, more energy is reflected than is ac-
tually incident. This can be regarded as a negative resis-
tance.

8.2. Oscillator Equation

The one-port negative-resistance oscillator schematic is
illustrated in Fig. 10. The oscillator can be considered as a
two-port negative-resistance circuit and a one-port reso-
nator. The resulting oscillator then operates into a
one-port load. The large-signal steady-state oscillation
condition is given by

Gr .S
0
11¼1 ð44Þ

where Gr is the reflection coefficient of the resonator and
S011 is the large-signal input reflection coefficient of the
negative-resistance circuit, when terminated in the load.
The reflection coefficients stated immediately above are
complex numbers, and so the equation can be expanded
into its magnitude and angle parts:

jGrj . jS
0
11j ¼1 ð45Þ

AngðGrÞþAngðS011Þ¼ 0 ð46Þ

If the equations are now expanded into impedance forms,
then we obtain

RþRn¼ 0 ð47Þ

XLþXC¼ 0 ð48Þ

where R is the sum of positive resistances, Rn is the neg-
ative resistance, XL is the inductive reactance, and XC is
the capacitive reactance. Equation (48) simply expands to
Eq. (43) and determines the resonant frequency.

We have already stated that before steady-state oscil-
lation can be achieved, there must be an excess negative
resistance to enable resonance to start. At the buildup of

DR

Gnd

R2

R1

L

Figure 8. Mechanical DR tuning arrangement.

L –R R
C

Figure 9. Simple equivalent circuit of a microwave oscillator.

1-Port oscillator

Resonator 2-Port NRC

S11′ΓR ΓLS22′

Load

Figure 10. Negative-resistance oscillator schematic showing
port definitions.
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oscillation, Eqs. (47) and (48) can be approximated to

rþ rno0 ð49Þ

xLþ xC¼ 0 ð50Þ

where the resistances and reactances are now small-sig-
nal values. In terms of reflection coefficients, the small-
signal approximation to the oscillation condition becomes

jGrj . jS
0
11j > 1 ð51Þ

AngðGrÞþAngðS011Þ ¼0 ð52Þ

where the reflection coefficients are now the more easily
measurable small-signal values. It should be noted here
that Gr depends on the value of characteristic impedance
Z0 used to calculate it. Hence it is possible with this ap-
proach to find a startup condition in terms of G in one port
but not in another for a given Z0.

8.3. Oscillator Graphical Analysis

The solving of the small-signal oscillation condition is il-
lustrated graphically in Fig. 11 with reference to Fig. 10.
Here the Z (complex) represents the overall impedance of
the closed-loop oscillator, including the load. The frequency
at which the imaginary part goes through zero (i.e., res-
onance) is clear, and at this frequency there is an excess
negative resistance.

8.4. N-Port Oscillation Condition

It can be shown that the condition for oscillation is also
present at the output port of the previously discussed neg-
ative-resistance circuit. This means that we could also
solve

GL .S022¼ 1 ð53Þ

where GL is the reflection coefficient of the load and S022 is
the large-signal output reflection coefficient of the nega-
tive resistance circuit, when terminated in the resonator.
This condition can be shown to hold at all ports of an
N-port oscillator [49].

8.5. Oscillator Figures of Merit

8.5.1. Frequency Pulling. As the reflection coefficient of
the load GL forms a vital part of Eq. (53) and influences the
input reflection coefficient S011 in Eq. (44), it is obvious that
any change in its phase will affect the oscillation frequen-
cy. The change in oscillation frequency due to a change in
the load reflection coefficient is known as frequency pull-
ing. This is usually determined by first measuring the fre-
quency of an oscillator into a load of known reflection
coefficient (often � 12 dB). The phase of the load is then
varied from 0 to 3601 by means of a phase shifter or sliding
load. The maximum deviation from the nominal frequency
is the pulling figure. Pulling can be greatly reduced by
isolating the oscillator’s output from the load. This is usu-
ally achieved by use of a buffer amplifier with high reverse
isolation.

8.5.2. Frequency Pushing. The basic function of the
DRO is to convert DC energy to RF. The scattering pa-
rameters of the active device are dependent on the applied
bias voltages and currents. Even regulated power supply
voltages can experience fluctuations which lead to minute
changes in output frequency. The change in oscillation
frequency with respect to DC supply voltage is known as
frequency pushing. The parameter is measured by first
noting the nominal oscillator frequency. The applied DC
supply voltage is then varied (by one volt, for example)
and the frequency deviation measured. Frequency push-
ing is then expressed in units of frequency per volt.
In practical circuits pushing is minimized by using well-
regulated supply voltages.

8.6. Oscillator Stability

An oscillator is said to be stable if the output frequency
(and power) do not vary with temperature and time. Di-
electric resonators are good for producing stable oscilla-
tors because of their high Q factors. Dielectric resonators
may be used in oscillators in two distinct ways:

1. As a high-Q passive element coupled to a free-run-
ning oscillator. Here the DR is not used as the oscil-
lator’s main resonator, but is ‘‘locked’’ to this
resonance. Such an oscillator is known as a dielec-
trically stabilized oscillator (DSO).

2. As a circuit element in the oscillator, whereby the
DR actually determines the oscillation frequency.

It is known that free-running oscillators generally have a
negative temperature coefficient. Thus the oscillator’s fre-
quency falls as temperature is increased. The temperature
coefficient of a DR can be made positive by careful choice of
material composition. Thus the DR can be made to com-
pensate for free-running oscillator drift. The temperature
stability of a complete DRO is dependent on [50]

* The coupling coefficient between the DR and the rest
of the circuit

* The Q of the oscillator
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Figure 11. Graphical oscillator solution showing one-port oscil-
lation condition.
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* The rate of change of the active device’s reflection co-
efficient phase with temperature

Typical variations in oscillator frequency with tempera-
ture in DROs are of the order of 4 ppm/1C. This value can
be reduced, to values as low as 1 ppm/1C, by several tech-
niques, including

* Phase Locking. A high-frequency voltage-controllable
DRO is phase-locked to a low-frequency crystal oscil-
lator of superior phase noise and stability; this im-
proves long-term frequency stability.

* Digital Compensation. Here the performance of an
oscillator with temperature is measured and the in-
formation stored in programmable read-only memo-
ry. A temperature sensor circuit is then used, in
conjunction with a lookup table, to apply a correction
voltage to the oscillator in order to hold it at constant
frequency.

* By stabilizing the DRO in a temperature-controlled
localized oven [51].

The primary properties of a dielectric resonator oscillator,
that is, frequency and output power, can be measured us-
ing the test setup illustrated in Fig. 12. The frequency of
oscillation is measured on a high-frequency spectrum an-
alyzer, or RF counter. The power can also be read from the
analyzer display, but is often more accurately determined
using a separate RF power meter.

Frequency pushing can now be determined by observ-
ing the shift in oscillation frequency as the supply voltage
is varied. Pulling is measured by replacing the power
meter with a tunable load of known return loss (usually
12 dB). The phase of this load is then varied through 3601,
and the resulting maximum excursion from the nominal
frequency are noted.

Phase noise can be measured on the analyzer display at
suitable offset frequencies. A correction has to be made for
the filter (resolution) bandwidth of the measuring instru-
ment. More accurate phase noise measurement (especially
close to the carrier) requires a dedicated phase noise
testset.

The abovementioned oscillator parameters are usually
determined over a range of temperatures. This enables the
variation of the frequency and output power with temper-
ature to be determined.

9. OSCILLATOR PHASE NOISE

The phase noise of an oscillator is an important quantity.
Ultimately phase noise limits adjacent-channel selectivity
in a receiver. The output signal from a physical oscillator
is not monochromatic. In a real oscillator, noise sidebands
arise since the frequency of the signal can vary with time
as a result of phase noise created by phase modulation of
the signal [52]. The usual method for characterizing the
noise is to determine the single-sideband (SSB) phase
noise power spectral density at a given frequency offset
from the carrier (dBc/Hz). A frequency offset figure of
10 kHz is often quoted.

The phase noise comes from the various noise sources
available in the circuit as well as the active-device intrin-
sic noise sources. These noise sources induce phase noise
by nonlinear device mechanisms causing upconversion of
the baseband noise to the oscillator frequency. Noise
sources that are due to white noise generally contribute
1/f 2 to the spectrum of the phase noise, while 1/f noise adds
1/f 3 to the phase noise spectrum. Individual noise sources
are to a first approximation considered uncorrelated. In
practice, up/downconversion can occur, leading to correlat-
ed amplitude-modulated (AM) and frequency-modulated
(FM) noise effects. The 1/f noise acts to alter the frequency
of the oscillation.

When designing a DRO with low phase noise, the un-
loaded Q factor of the resonator should be as high as pos-
sible. The 1/f noise of the active device should be as low as
possible. JFETs, then bipolar transistors and HBTs, have
the lowest 1/f noise with GaAs FETs having the worst 1/f
performance. Also the center frequency of oscillation of the
DR is usually equal to that of the oscillator. Here the DR
acts to select the frequency of oscillation. Under these
conditions the center frequency of the DR will have a
maximum rate of change of phase with respect to frequen-
cy; that is, the resonator will have its highest Q. Noise
power density is split between AM and PM noise by equal
amounts. In addition, AM noise is usually much more
dominant than PM noise at offset frequencies far removed
from the carrier [53]. Close to the carrier PM noise is the
dominant factor. Methods for simulating oscillator phase
noise are given in Refs. 54 and 55.

Leeson’s Eq. (52) and Eq. (54) describe the expected
single-sideband (SSB) phase noise power density at a fre-
quency fm offset from the carrier for an oscillator using a
single resonator; here

Lpm 
 10 log10

NRkT

A

1

8Q2
L

f0

fm

� �2
" #

dBc=Hz ð54Þ

where NR is the device noise ratio, A¼ oscillator output
power, QL¼ loaded Q, f0¼ oscillator center frequency (Hz),
and fm¼ carrier offset (Hz).

Equation (54) shows that the oscillator SSB phase noise
is affected by the loaded Q squared, namely, 6 dB improve-
ment per QL doubling, hence the incentive for using a DR
with as high a Q as possible. Leeson’s equation shows that
the SSB phase noise reduces at 6 dB/octave over the range
it applies. This range is for fm greater than frequency f1,

Stable
power supply DRO

Optional
tuning supply

Spectrum
analyzer

6 dB pad

Power meterDirectional coupler

Figure 12. Typical DRO test setup for measuring power output
and frequency spectrum.
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the 1/f flicker noise corner frequency, and less than below
the frequency f2, where f2¼ f0/2QL. Above f2 the oscillator
upconverted white noise dominates. To correctly apply
this equation, the 1/f noise for the device must be known
a priori. In addition, the device noise ratio at its operating
power level (assumed to be in the linear range of opera-
tion) and loaded Q for the circuit are also required. A de-
tailed discussion of low-noise oscillator design and
measurement methods can be found in Ref. 56.

10. DESIGN EXAMPLE—10.8-GHz DRO

Consider the schematic of Fig. 13. The circuit consists of a
common-source MESFET-based negative-resistance cir-
cuit (NRC), with series capacitive feedback. The DR is
coupled to the gate via a 50-O-terminated microstrip
transmission line. The substrate for the transmission
line is chosen to be 254-mm-thick alumina (er¼ 9.9). The
width of the line is 238mm, which corresponds to a char-
acteristic impedance of 50O.

The first step is to choose a suitable DR size. As a prac-
tical example, consider the Murata TE01d DRD series [57].
The most suitable dimensions for a 10.8-GHz circuit are a
diameter of 6.5 mm and a thickness of 2.9 mm. It can be
shown that this puck will resonate at approximately
10.34 GHz when enclosed in a well-spaced metallic envi-
ronment. In a practical circuit the resonator will operate
at a higher frequency, due to the presence of the thin sub-
strate. The shift in frequency can be approximated by the

analytical formula in Ref. 50. Final tuning to 10.89 Hz by
use of a metal tuning screw can then be achieved.

Step 2 involves choice of a suitable transistor and bias
condition. For this example a GMMT 0.5-mm-gate-length/
300-mm-gate-width GaAs MESFET is used. When biased
at þ 5 V Vds and Ids¼ 50% Idss, the transistor exhibits
some 12 dB of available gain at this frequency. This is
more than adequate for this type of oscillator design.

Next the two-port NRC is designed. To do this, the series
capacitive feedback is varied until the magnitude of the
input reflection coefficient (S11) is greater than one, indi-
cating negative resistance. In practice a value greater than
1.2 should be used. This is generally enough to ensure suf-
ficient excess negative resistance to kickstart an oscilla-
tion. For this transistor a value of 0.24 pF results in |S11|
being of the order of 1.4 at 11 GHz, as illustrated in Fig. 14.

Next the complete oscillator is simulated to solve the
small-signal approximation to the complex condition for
oscillation, that is, G .S1141. A model for the coupled DR
can be developed using the mutually coupled parallel LCR
model and coupling factor k, as discussed previously. In
practice the equivalent circuit is merely an RF open circuit
at resonance. Therefore the circuit can be simplified to the
circuit shown in Fig. 15. To complete the oscillator design,
the transmission-line length l1, at which point the center
of the DR is placed, is calculated. For this example a value
of 4.427 mm is determined. The resulting oscillation
frequency, in terms of real and imaginary parts of the
overall impedance, is shown in Fig. 16. The angle goes
through zero at 10.8 GHz, with the resulting magnitude
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Figure 13. Circuit schematic for
10.8-GHz DRO example design
(er¼10.0, h¼254mm).
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simultaneously exceeding 1.2. A large-signal simulation
can be performed using a harmonic balance technique to
predict output power and other important oscillator pa-
rameters. For this example þ11 dBm output power was
predicted, with a DC-to-RF conversion efficiency of ap-
proximately 13%. In addition the phase noise was predic-
ted as � 80 dBc/Hz at 10 kHz offset. This is achieved by
including important noise parameter values in the non-
linear device model.

In practice the circuit is now fabricated by using an
arbitrary length for l2, and suitably terminating the line
in the characteristic impedance, 50O. The circuit is biased
as required and the DR placed on the alumina in approx-
imately the correct position. The puck is then moved
around until oscillation of suitable magnitude, Q factor,
and phase noise is obtained. The resonator is then fixed
into position, and mechanically tuned to the exact
required frequency.
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Figure 14. One-port input reflection plot.
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Figure 15. Simplified equivalent
circuit for 10.8 GHz DRO example
design.
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Electronic tuning of the circuit to enable phase locking
to a crystal reference is possible. To achieve this, a l/4
length of transmission line incorporating a tuning varac-
tor is also coupled to the resonator. Tuning the varactor
capacitance changes the phase of the coupled line, result-
ing in pulling of the DR frequency.

11. DRO CAD TECHNIQUES

The practical realization of dielectric resonator oscillators
DROs can be assisted by the use of linear and nonlinear
CAD tools. Linear scattering parameters can be used
to represent the active device and feedback network
[3,58–61]. Important DRO performance features such as
output power, efficiency, steady state stability and tuning
range, have been simulated [62–64].

Series feedback DROs have been designed using S-pa-
rameter methods whereby a topology is selected to yield
maximum negative resistance at one port while maintain-
ing small-signal startup conditions [50,65]. When parallel
feedback topology is used, a more complex design proce-
dure is required [66]. Here, when the DR is coupled be-
tween two of the device terminals, the reflection coefficient
at the third terminal G3 is expressed in terms of the DR
and active device scattering parameters. The position of
the DR and hence the coupling coefficient are optimized to
maximize G3 and a matching circuit designed to maximize
the startup condition [61].

Small-signal techniques do not necessarily lead to max-
imum power oscillators, nor do they ensure stability of
operation. Nonlinear large signal techniques are needed to
do this. Broadly two classes exist here: time domain [67]
and harmonic balance [68]. The former method uses nu-
merical integration of state space equations describing the
active device and the embedding circuit. All circuit ele-
ments must be represented in the time variable as volt-
age-dependent current equations. There are no
constraints on the harmonic content; hence highly non-
linear circuits can be examined. The time-domain ap-
proach is well suited to oscillator simulation because
oscillation startup, transient, and steady response can
all be obtained on a single analysis run. However, each
timestep must be small enough to ensure numerical con-
vergence of the integration routine. This is a severe lim-
itation when high-Q resonators such as DRs are used [69].

With the harmonic balance approach, nonlinear circuit
elements are analyzed in the time domain and trans-
formed into the frequency domain, where they are repre-
sented by a finite number of harmonic currents. Linear
elements are solved directly in the frequency domain.
Where linear and nonlinear components are joined, cur-
rent continuity forms the boundary condition for the har-
monic balance algorithm. With this approach the high-Q
circuits are solved by numerically efficient algorithms di-
rectly in the frequency domain. However, in order to sim-
ulate circuits with strong nonlinearities, many harmonics
are needed for accurate representation of the nonlinear
waveforms, thus increasing computational time. In addi-
tion, the harmonic balance approach yields only steady-
state information about the oscillator’s behavior.

In a DRO the DR dampens higher harmonics; thus the
harmonic balance approach is attractive here [63]. In Ref.
63 the device topology was fixed a priori and the circuit
element values were numerically optimized to satisfy a
prescribed set of electrical specifications. An alternative
approach is to synthesize from the maximum added power
condition the general device terminations [70]. This ap-
proach has been adapted for DRO synthesis [71,72]. Most
commercially available industrial circuit simulators for
microwave use such as a Hewlett-Packard model [73] will
handle time-domain and harmonic balance simulation
with embedded large-signal active-device models.
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1. INTRODUCTION

The widespread use of the dielectric resonator (DR) in mi-
crowave engineering is due to four main attributes: price,
performance, size, and versatility. The price of a DR is low,
particularly when manufactured in large quantities. As a
resonant element in microwave circuits they give very
high performance in terms of Q factor and temperature

stability. The DR is smaller and lighter than conventional
air-filled cavity resonators, enabling significant miniatur-
ization; the reduction in size being proportional to

ffiffiffiffi
er
p

,
where er is the relative permittivity of the DR material.
DRs are also extremely versatile components, finding im-
portant applications over a wide range of frequency bands
in microwave filters, oscillators, and antennas in both
microwave integrated circuit (MIC) and monolithic micro-
wave integrated circuit (MMIC) environments. They are
also used in measurement techniques for determining the
relative permittivity and loss tangent of dielectric mate-
rials and the surface resistance of superconductors.

The most common shape for the DR is a cylinder with
its diameter greater than its length, where the TE01d

(transverse electric) mode is dominant. This mode is sim-
ilar to a magnetic dipole that is aligned with the axis of the
cylinder, with the azimuthal E fields forming concentric
circles about the axis. Other DR shapes that also find use
are dielectric ring resonators, spheres, and parallelo-
pipeds. The resonator is usually placed in a cylindrical
or rectangular cavity, or on top of a substrate within a
cavity as shown in Fig. 1. The use of the substrate allows
external coupling of the DR mode to a nearby microstrip
line, while the cavity enclosure prevents radiation losses
and shields the resonator from external fields. The air–
dielectric interfaces of the DR form the walls of a cavity
that support resonant modes, similar to the configuration
for a conventional cavity resonator. However, in a DR ev-
anescent fields exist in the air region outside the dielectric
material, due to imperfect confinement of the field by the
DR walls. For large dielectric constants the DR walls can
be approximated as perfect magnetic conductors (PMC), or
open circuits, that require the magnetic field tangential to
the wall to be zero. The accuracy of this approximation
improves as the dielectric constant increases in value.

Richtmeyr pioneered the concept of the ‘‘dielectric res-
onator’’ in 1939 showing that suitably shaped dielectric
objects such as spheres and circular rings could act as
high-frequency resonators [1]. This seminal work received
little further attention until 1962, when Okaya and Ba-
rash described theory and experimental results on rect-
angular DRs made from TiO2 (rutile) and SrTiO3

(strontium titanate) [2]. They introduced an approximate
second-order analysis of the modes in rectangular DRs
that gave reasonably accurate results when compared
with measurements, and observed the poor temperature
stability of the available high-dielectric-constant materi-
als. In 1968 Cohn published a second-order analysis of the
cylindrical DR operating in the TE01d mode and equations
for DR interresonator coupling [3], which enabled high-Q
bandpass filters to be designed using high-purity TiO2

(erE100) [4]. Unfortunately the high sensitivity of TiO2 to
changes in temperature made these DR filters impracti-
cal, but led Cohn to throw down a challenge to material
scientists to develop high-dielectric-constant materials
with improved temperature sensitivity.

This challenge was met when Raytheon developed the
first barium tetratitanate ceramics that were both low loss
and temperature stable [5], which were further improved
on by researchers at Bell Laboratories [6]. At around the
same time it was shown that a dielectric resonator placed
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between two parallel conducting plates could be used to
accurately measure complex permittivity and permeabil-
ity [7]. The next advance was the development of ceramic
materials with adjustable temperature coefficients [8], en-
abling the value of temperature coefficient to be chosen to
minimize or cancel out the material thermal expansion,
leading to DR components with high temperature stabil-
ity. These breakthroughs in material science technology
paved the way for a large number of new temperature-
stable filter and oscillator circuits based on DRs [9].

The first dual-mode axial-mounted DR-loaded cavity
filter, introduced in 1982 [10], used hybrid-mode DRs and
was able to match the performance of conventional dual-
mode waveguide filters. Dual-mode filters have the ad-
vantage of reduced size and weight over monomode devic-
es. Because of these advantages, the filter became popular
for space applications. Dual-mode filters in planar cavities
[11] and triple-mode filters were introduced soon after
[12]. Advances in the mode-matching technique also led to
the precise design of TE01d [13], TM01d [14], and EH11d

mode filters [15,16].
In recent years, more emphasis has been placed on

techniques for improving the spurious performance of DRs
and DR filters, to overcome limitations imposed by the
crowded mode spectrum of DRs. Several methods have
arisen to achieve this goal. The simplest method involves
optimization of the DR dimensions [17]. Mode suppression
devices also can provide a small improvement. In TE01d-
mode DR filters the use of resonant irises [18] or quarter-
cut resonators [19] has shown a good suppression of high-
er-order modes. Quarter-cut resonators can also give ex-
tremely good heat dissipation and are suitable for use in
high-power filters.

More effective methods involve using ‘‘composite’’ res-
onators [20,21], exciting combinations of different modes
of the same type of resonator [22,23], or mixing two com-
pletely different types of resonators, for example, combline
and TE01d DRs [24–26], or conductor- and dielectric-loaded
resonators [27]. Since the higher-order modes of the dif-
ferent resonators occur at different frequencies, the spu-
rious performance is enhanced considerably. Improved
performance can also be achieved with filters containing
rectangular DRs [28], dielectric comblines [29], conductor-
loaded DRs [30], and sandwiched conductor DRs [31]. The
development of the hybrid dielectric/high-temperature su-
perconductor (HTS) resonator is a further innovation that
has the benefit of extremely low losses and reduced size
[32]. Another advance was the introduction of a resonator

that uses slots in the DR for tuning and coupling
dual-mode DR filters, thus replacing the tuning and cou-
pling screws traditionally used [33]. Filters constructed
using slotted DRs have the advantage that they require
very little tuning. An excellent reference on the topic of
DRs, DR filters, and DR oscillators is the book edited by
Kajfez and Guillon [34].

2. ANALYSIS OF DIELECTRIC RESONATORS

As mentioned previously, early analysis methods for DRs
modeled the resonator walls as perfect magnetic conductor
(PMC) surfaces [2]. Cohn [3] improved on this approach by
setting only the curved DR surfaces to be PMC walls, with
the flat surfaces modeled as air–dielectric interfaces, al-
lowing fields to leak out into an infinite circular waveguide
with magnetic walls. Kobayashi derived analytical solu-
tions for dielectric rod resonators short-circuited at both
ends [35,36]. Regions not accounted for in the PMC wall
model were gradually included through the use of pertur-
bation and variational techniques and can be described as
approximate techniques [37–51]. The resonant frequen-
cies calculated using perturbational techniques or varia-
tional methods are more accurate than the simple PMC
wall models, but are usually limited to the axially sym-
metric modes. The approximate methods have limitations
since in some of the regions they may not satisfy Maxwell’s
equations or exact boundary conditions. To increase the
accuracy of prediction and for applicability to more gen-
eral structures, rigorous analysis and numerical methods
are required.

The finite-difference frequency-domain (FDFD) method
is one numerical technique that has been successfully ap-
plied to rotationally symmetric DRs [52–55]. This tech-
nique discretizes the fields inside the DR and then, by
imposing boundary conditions, formulates a matrix eigen-
value problem that is solved to obtain the resonant fre-
quency, field distribution, and unloaded Q for any given
mode. The powerful finite-element method (FEM) has also
been applied to DRs [56–59]. In this method the solution
region is discretized into subregions or elements. Govern-
ing equations are then derived, assembled over the ele-
ments of the solution region and the resulting system of
equations solved. FEM is a versatile method as it can
handle complex geometries and inhomogeneous media
much better than can the finite-difference method owing
to the use of highly flexible adaptive meshing schemes.

Line

(a) (b)

DR

DR

Cavity

Substrate

Microstrip

Cavity
Tuning
plunger

Ground
Figure 1. (a) Configuration of a cylindrical dielec-
tric resonator loaded in a cavity; (b) dielectric res-
onator on a substrate coupled to a microstrip line.
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Early FEM formulation solutions were plagued by the ap-
pearance of nonphysical ‘‘spurious’’ modes, but by using
‘‘mixed’’ elements these modes may be eliminated [59]. In-
tegral equation (IE) formulations [60,61] and the method
of moments (MoM) have also been applied to DRs, to ac-
curately compute resonant frequencies, unloaded Q, and
field distributions. IE formulations and MoM use Green’s
functions and hence are ideally suited to modeling reso-
nators in open regions; their use can become quite com-
plicated for cavity-type applications.

Mode matching combines analytical solutions and com-
putational models for closed-region problems, and has
been extensively applied to analyze DRs in cylindrical
and rectangular cavities [62–74]. This technique divides
the DR into subregions and may be classified as either
radial or longitudinal mode-matching, depending on the
way the subregions of the DR are divided and matched.
The fields in each subregion are expressed as a linear
combination of the appropriate eigenmode fields of an in-
finite waveguide with unknown coefficients. Fields of the
adjacent regions are then ‘‘matched’’ to satisfy boundary
conditions, from which an infinite system of linear equa-
tions is obtained in terms of the unknown coefficients. The
zeros of the determinant of the system yield the resonant
frequencies of the DR. The number of modes used in the
generation of the system must be increased until relative
convergence is achieved. Solution of the resonant frequen-
cies also gives the modal field distributions, and hence the
unloaded Q may be calculated for any given mode. Be-
cause of the appearance of complex modes in the longitu-
dinal mode-matching technique [70] as well as
computational difficulties, the radial mode-matching tech-
nique has emerged as the more popular method. Radial
mode matching has been successfully applied to analyze
DRs in rectangular cavities by using a Bessel–Fourier se-
ries to match the fields between two different coordinate
systems at a fictitious boundary [72]. Resonant frequen-
cies of uniaxial anisotropic DRs [73] and generalized mul-
tilayer anisotropic DRs [74] have also been analyzed using
radial mode matching. For the multilayer anisotropic DRs,
whispering gallery modes and unloaded Q were also cal-
culated. Although mode matching is very accurate and
computationally efficient, it is limited in the number of
inhomogeneous regions and resonator shapes it can mod-
el. The problem size may also be limited when using FEM
and MoM by the excessive time it takes to fill and solve a
matrix, as the number of unknowns increases.

The finite-difference time-domain (FDTD) method [75]
has been widely used to solve a broad range of electro-
magnetic problems. In this method Maxwell’s time-depen-
dent curl equations are solved directly. The time-domain
fields are calculated using explicit update equations. This
approach has several advantages over the frequency-do-
main methods mentioned previously. Broadband results
may be obtained from a single simulation, arbitrary struc-
tures may be analyzed, and the problem size is not limited
by the size of the matrix to be inverted, a limitation en-
countered in frequency-domain methods. Frequency-
domain parameters may be obtained by Fourier-
transforming time-domain values obtained from the
FDTD algorithm. Nonlinear materials and devices may

also be modeled. FDTD has been applied to dielectric res-
onators using the 2D rotationally symmetric (RS) FDTD
algorithm coupled with the discrete Fourier transform
(DFT) [76,77]. To improve computational efficiency as
well as computing Q values, digital filtering coupled
with Prony’s method [78] or the matrix–pencil technique
[79] has been used instead of the DFT. Computational ef-
ficiency has also been improved by using digital filtering
and the MUSIC (multiple signal classification) algorithm
[80], and the Pade interpolation method [81]. These tech-
niques reduce the number of timesteps required to obtain
accurate resonant frequencies from time-domain samples.
A nonorthogonal FDTD method has also been used to
model DRs [82]. An effective dielectric constant was used
with a 3D rectangular FDTD algorithm [83] to increase
the accuracy in modeling the curved surfaces of a DR for
hybrid modes in rectangular enclosures. A locally confor-
mal FDTD method has also been used to model both open
and closed DRs [84]. Resonant frequencies for selected
higher-order modes have been calculated using FDTD
[85,86], as have unloaded Q using perturbation techniques
[87,88].

3. MODES AND MODE CHARTS

The modes of a cylindrical DR of the type shown in Fig. 1a
may be classified as transverse electric (TE), transverse
magnetic (TM), or hybrid electromagnetic (HEM). Three
subscripts are used to differentiate between the different
modes of a given classification. The first subscript is an
integer m denoting the azimuthal field variation of the
mode, while the second integer n refers to the number of
radial variations. Usually, the third subscript p of a res-
onator mode refers to the integer number of half-wave-
length variations in the axial or z direction. However, the
imperfect walls of the DR leads to a field variation smaller
than half a wavelength and so is denoted by [34]

p¼ lþ d for l¼ 0; 1; 2; 3; . . . ð1Þ

A further property of cylindrical DRs is the circular sym-
metry of the TE and TM modes, that is, m¼ 0 for all TE
and TM modes. The hybrid modes are further classified
into EH and HE modes according to the function P, defined
as the ratio of the Hz to Ez field components of the hybrid
mode [89]. For |P|o1, the mode is classified as HE and is
TM-like in its characteristics. When |P|41, the mode is
classified as EH and is TE-like. The modes that exist in
the cylindrical DR and their appropriate subscripts are
summarized in Table 1.

A number of authors have used different notations in
the literature to designate hybrid modes. Notations such
as HEMmnp [60] or simply HEmn [64] have been used but
do not differentiate between the TE-like and TM-like na-
ture of the hybrid modes. This distinction is important
when determining the appropriate method for (1) external
coupling to the mode, (2) interresonator coupling, and
(3) spurious mode suppression. The HE/EH notation also
includes more information about the field distribution of
the mode.
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To understand the nature of the modes more clearly,
the field distributions of several lower-order modes have
been calculated for the generic structure of Fig. 2 using
the FDTD method. This figure shows the parameters used
to characterize the DR. These parameters were set to Dx¼

0, d/D¼ 2.0, L/D¼0.4, M¼L, er¼ 38.0, and e3¼ 1 for the
field calculations. The results of these calculations are
plotted for TE01d, TM01d, EH11d, and HE11d modes in Fig. 3a
and the EH21d, HE21d, EH31d, and HE31d modes in Fig. 3b.
Each plot represents the transverse fields of the resonator
taken as a slice through the center of the DR. It should be
noted that the field patterns within the dielectric material
for the HEmnp and EHmnp modes have a strong resem-
blance to the respective TMmnp and TEmnp modes in a
PMC wall cylindrical resonator. This is further confirma-
tion of the TM-like nature of the HE modes and TE-like
characteristics of the EH modes.

Each mode of the cylindrical DR can be characterized
by either an electric (P) or magnetic dipole (M) moment.
These dipole moments are shown for some of the lower-
order modes in Fig. 4. For a given mode, a comparison
between the dipole moment and the field plot of Fig. 3
confirms that the E field (or H field) does indeed align with
the electric (or magnetic) dipole moment. This dipole mo-
ment characterization is useful for determining the best
way to externally couple energy to a particular mode. It is
usually best to couple to electric dipole modes via the E
field using an electric field probe. For magnetic dipole
modes, it is best to couple through the H field using a
loop-type probe that intercepts the magnetic field lines.
These recommendations serve as a rough guide for cou-
pling to the modes of the DR, but are not the only methods
possible.

Mode charts for the resonator configuration of Fig. 2
have been calculated using the commercial software CST
Microwave Studio [90], and are presented in Figs. 5–8.
Mode charts are important for determining the spurious
performance of a DR, enabling the frequency spacing be-
tween adjacent modes to be analyzed. This knowledge
allows the dimensions of the DR and cavity to be designed
to give optimal spurious separation. The charts also
show the effect that the proximity of the cavity to
the DR has on the resonant frequency of each mode.
This information is useful for determining the appropri-
ate location of tuning elements in the cavity. Figure 5
shows the effect of the cavity height on several lower-order
modes. Over the range plotted almost all the mode reso-
nant frequencies decrease as the cavity height increases;
only the TM0np modes increase in frequency. For
M/D40.7, the cavity height has little or no effect on the
modes, and the resonant frequencies approach a constant
value.

A plot of normalized frequency versus DR aspect ratio
(D/L) is given in Fig. 6. This shows that the TE01d mode is
dominant (lowest in frequency) for D/L41, while the
HE11d mode is dominant for D/Lo1. In practice D/L is
typically set to approximately 2.5, so that the TE01d mode
is dominant and there is good separation between the
TE01d and HE11d modes. Figure 7 is a mode chart for the
ratio between the cavity diameter and DR diameter (d/D).
Similar to the configuration shown in Fig. 5, once the
cavity diameter is greater than a certain value, this
ratio no longer influences the resonant frequency of the
modes, and they converge to a constant value. Kobayashi
showed that by using a dielectric ring resonator, a DR
with a concentric hole in its center, the mode separation is
improved [17]. This property is illustrated in the mode
chart of Fig. 8. It shows that increasing the diameter
of the hole (Dx) has little effect on the TE01d mode,
while the higher-order modes tend to increase in
frequency.

4. SIMPLIFIED ANALYSIS OF THE TE01d MODE

This section examines a simplified method for calculating
the resonant frequency of a TE01d mode in a DR. It is more
accurate than the magnetic wall models and provides in-
tuition into the nature of the fields in and around the DR.
Although the accuracy is less than that of variational [46]
and mode-matching solutions [62], the formulation has
the advantage of low complexity. This method was first
presented by Itoh and Rudokas in 1977 [41] and was
expanded on by Kajfez [34].

Table 1. Mode Classifications for Cylindrical DRs

Mode Mode Classification m n p

TE0np Transverse electric (TE) m¼0 n¼1,2,3,y p¼ d, 1þ d, 2þ d, 3þ d,y
TM0np Transverse magnetic (TM) m¼0 n¼1,2,3,y p¼ d, 1þ d, 2þ d, 3þ d,y
EHmnp Hybrid (TE-like) m¼1,2,3,y n¼1,2,3,y p¼ d, 1þ d, 2þ d, 3þ d,y
HEmnp Hybrid (TM-like) m¼1,2,3,y n¼1,2,3,y p¼ d, 1þ d, 2þ d, 3þ d,y

M ML

h

dD DX

tan�c

tan�c3

�r

�3

�1

Figure 2. Configuration of a dielectric ring resonator (DRR) in a
cylindrical cavity. The DRR is supported in the cavity by a low
dielectric constant material (e3). (From Kobayashi and Miura [17],
r 1984 IEEE.)
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The configuration under analysis is shown in Fig. 9 and
consists of a cylindrical DR with radius a and height L,
separated by M1 and M2 from the lower and upper ground
planes, respectively. This structure is analyzed using a
cylindrical coordinate system (r,f,z) and is divided into six
regions as shown in the figure. At resonance most of the
energy of the DR is stored in region 1, while the fields de-
cay exponentially in regions 2–4. Regions 5 and 6 are ig-
nored since very little energy is stored there. This
approximation introduces a small error, but greatly sim-
plifies the solution of the equations that define the struc-
ture. Since the TE01d mode is circularly symmetric, only
the Ef, Hr, and Hz fields exist. To satisfy the boundary
conditions and ensure the continuity of the tangential
fields, Ef in each region is

Ef1¼A1J1ðkr1rÞ cosðbz� yÞ ð2Þ

Ef2¼A2J1ðkr1rÞ sinhða2ðzþM1ÞÞ ð3Þ

Ef3¼A3J1 kr1rð Þ sinh a3 z� L�M2ð Þð Þ ð4Þ

Ef4¼A4K1ðkr4rÞ cosðbz� yÞ ð5Þ

where

A2¼A1
cosðyÞ

sinhða2M1Þ
; A3¼A1

cosðbL� yÞ
sinhða3M2Þ

;

A4¼A1
J1ðkr1aÞ

K1ðkr4aÞ

and

b2
¼ k2

0er1 � k2
r1¼ k2

0er4þ k2
r4; a2

2¼ k2
r1 � k2

0er2;

a2
3¼ k2

r1 � k2
0er3

ð6Þ

E-field

TE01δ

E-field

EH11δ

H-field

TM01δ

H-field

HE11δ

E-field

(a)

H-field

H-field E-field

Figure 3. Field distributions for the (a) TE01d, TM01d, EH11d, and HE11d modes and (b) EH21d,
HE21d, EH31d, and HE31d modes.
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In Eqs. (2)–(5) and those that follow JnðkrrÞ is the Bessel
function of the first kind, order n, while KnðkrrÞ is the
modified Bessel function of the second kind, order n.

From Maxwell’s equations Hr is derived from Ef as
follows

Hr1¼
jb
om0

A1J1ðkr1rÞ sinðbz� yÞ ð7Þ

Hr2¼ �
ja2

om0

A2J1ðkr1rÞ coshða2ðzþM1ÞÞ ð8Þ

Hr3¼ �
ja3

om0

A3J1ðkr1rÞ coshða3ðz� L�M2ÞÞ ð9Þ

Hr4¼
jb
om0

A4K1ðkr4rÞ sinðbz� yÞ ð10Þ

while Hz is obtained in a similar manner:

Hz1¼
jkr1

om0

A1J0ðkr1rÞ cosðbz� yÞ ð11Þ

Hz2¼
jkr1

om0

A2J0ðkr1rÞ sinhða2ðzþM1ÞÞ ð12Þ

Hz3¼
jkr1

om0

A3J0ðkr1rÞ sinhða3ðz� L�M2ÞÞ ð13Þ

Hz4¼ �
jkr4

om0

A4K0ðkr4rÞ cosðbz� yÞ ð14Þ

E-field

EH21δ

E-field

EH31δ

H-field

HE21δ

H-field

HE31δ

E-field H-field

H-field H-field

(b)

Figure 3. (Continued).
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Applying continuity conditions to Hz1 and Hz4 at r¼a
gives the first eigenvalue equation

J1ðkr1aÞ

kr1J0ðkr1aÞ
¼ �

K1ðkr4aÞ

kr4K0ðkr4aÞ
ð15Þ

where

k2
r4¼k2

0ðer1 � er4Þ � k2
r1 ð16Þ

The continuity conditions for Hr1 and Hr2 at z¼ 0 give

tanðyÞ¼
a2

b
cothða2M1Þ ð17Þ

while the continuity conditions for Hr1 and Hr3 at z¼L give

tanðbL� yÞ¼
a3

b
cothða3M2Þ ð18Þ

M

TE01δ  

P

TM01δ

M

HE11δ

P

EH11δ  

M

M

HE21δ

P

P

EH21δ

M

M

HE31δ  

P

P

EH31δ

M

M

HE41δ  

P

P

EH41δ  
Figure 4. Magnetic (M) and electric (P) dipole
moments for several modes of the cylindrical DR.
(From Kobayashi and Miura [17], r 1984 IEEE.)
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Combining Eqs. (17) and (18) by eliminating y yields the
second eigenvalue equation

bL¼ tan�1 a2

b
cothða2M1Þ

� �

þ tan�1 a3

b
cothða3M2Þ

� �
þpp;

p¼ 0; 1; 2; 3; . . .

ð19Þ

For the TE01d mode p¼ 0. Solving the coupled Eqs. (6),
(15), and (19) gives k0, from which the resonant frequency
is calculated

f0¼
k0c

2p
ð20Þ

where c is the speed of light in a vacuum, or 2.99792458�
108 m/s. In practice, Eqs. (6), (15), and (19) are solved nu-
merically using a zero-finding computer program or sub-
routine such as Broyden’s method. Several example
configurations from the literature as well as their com-
puted and measured resonant frequencies are given in
Table 2. These results show that when M1 and M2 are
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Figure 5. Mode chart of normalized frequency versus M/D (with
D/L¼2.5, d/D¼2, Dx¼0).
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Figure 7. Mode chart of normalized frequency versus d/D (with
D/L¼2.5, M/D¼0.4, Dx¼0).
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Figure 9. Configuration of the DR used in the simplified analysis
of a TE01d mode. (From Itoh and Rudokas [41], r 1977 IEEE.)
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large, which corresponds to an open DR, the accuracy of
the method worsens. The accuracy increases as the PEC
walls get closer to the resonator. When M1¼M2¼ 0, the
analysis is exact. This leads to the conclusion that the
method is best suited to DRs placed on thin substrates with
the PEC cavity enclosure close to the topface of the DR,
such as would be seen in an MIC or MMIC environment. It
also works well for DRs sandwiched between two PEC
plates, a configuration typically used to measure relative
permittivity and loss tangent of dielectric materials [7].

5. Q FACTOR

The quality factor is an important figure of merit for
assessing the performance of a DR, or any microwave res-
onator. It characterizes both the dielectric and conductor
losses for closed resonators, as well as radiation losses for
open resonators. In this section, only closed resonators are
considered. Filter insertion loss is inversely proportional
to the resonator unloaded Q. Design objectives require a
low insertion loss, which in turn necessitates high-Q res-
onators. Narrow bandwidth filters also require high-
Q resonators, particularly in today’s crowded electromag-
netic spectrum where communications receivers need
high cochannel and spurious signal rejection.

General Q calculations will be described for the struc-
ture shown in Fig. 2. It consists of a cylindrical cavity
made out of metal, a high-permittivity dielectric ring res-
onator, and its dielectric supporting structure. The un-
loaded quality factor Qu of a resonator is defined as [91]

Qu¼o0
stored energy

average power dissipated

¼o0
W

PcþPdþPsup

ð21Þ

where o0 is the resonant frequency of the DR; W is the
stored energy; and Pc, Pd, and Psup are the power dissi-
pated due to losses in the conductor, dielectric resonator,
and dielectric support, respectively. The unloaded Q may
be expressed in terms of the individual Q factors of the
conductor Qc, the dielectric resonator Qd, and dielectric
support Qsup as follows:

1

Qu
¼

1

Qc
þ

1

Qd
þ

1

Qsup
ð22Þ

The stored energy, W may be written as [92]

W¼WeþWm ð23Þ

where We and Wm denote the energies stored in the elec-
tric and magnetic fields, respectively. The stored electric
energy is defined as

We¼
1

4

Z

V

ejEj2 dV ð24Þ

and the stored magnetic energy is

Wm¼
1

4

Z

V

mjHj2 dV ð25Þ

However, at resonance, the stored magnetic energy equals
the stored electric energy, or We¼Wm; hence

W¼2We¼ 2Wm¼
1

2

Z

V

ejEj2 dV ¼
1

2

Z

V

mjHj2 dV ð26Þ

So, from Eq. (26) it is clear that the stored energy may be
calculated from either the electric field or the magnetic
field.

The conductor power dissipation is calculated from the
tangential magnetic fields at the surface of the conducting
enclosure as

Pc¼
1

2

I

S

RS Htanj j
2dS ð27Þ

where RS is the surface resistance of the conductor, Htan is
the magnetic field tangential to the enclosure walls, and S
denotes the surface area of the enclosure walls. Introduc-
ing the skin depth, d¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pf0m �sss0

p
, where f0 is the reso-

nant frequency, s0 is the conductivity of the enclosure, and
�ss is a relative conductivity, which accounts for the surface
roughness of the conductor, the power dissipation due to
the conducting walls may be redefined as

Pc¼o0
d
4

I

S

mjHtanj
2dS ð28Þ

Then from Eqs. (26) and (28) we can now define the con-
ductor Q as [85]

Qc¼o0
W

Pc
¼

2

d

Z

V

mjHj2 dV
I

S

mjHtanj
2dS

ð29Þ

To model both damping and ohmic losses within
the dielectric resonator material, a complex permittivity

Table 2. Comparison of Simplified Method with Measured Values for TE01d Mode

er1 er2 er3 er4 a (mm) L (mm) M1 (mm) M2 (mm) f0 (GHz) Measured f0 (GHz) Computed

36.2 1.0 1.0 1.0 3.015 4.16 3.41 3.41 7.94 [46] 8.311 (þ4.7%)
34.19 9.6 1.0 1.0 7.49 7.48 0.7 0.72 4.348 [34] 4.355 (þ0.2%)
63.7 1.0 1.0 1.0 14.29 11.25 0.0 0.0 2.131 [7] 2.131 (0%)
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is introduced:

ec¼ e� j
s
o

ð30Þ

The loss tangent is the ratio between the imaginary and
real parts of the complex permittivity and is a measure of
the power loss in the dielectric. The loss tangent is defined
as

tan dc¼
s
oe

ð31Þ

Rearranging Eq. (31), we can obtain the effective conduc-
tivity to account for the losses in the dielectric resonator:

seff ¼2pf0ere0 tan dc ð32Þ

Then the dielectric resonator power dissipation may be
calculated as

Pd¼
1

2

Z

V 0
seff jEj

2 dV 0 ð33Þ

where V0 denotes the volume of the dielectric resonator
only. From Eqs. (26) and (33) the dielectric resonator Q
is [85]

Qd¼o0
W

Pd
¼o0

R
V ejEj2 dV

R
V 0 seff jEj

2 dV 0
ð34Þ

where V is the volume of the entire resonator and e is a
function of position for inhomogeneous resonators. Using
a similar approach we may define the Q factor for the
dielectric support

Qsup¼o0
W

Psup
¼o0

R
V ejEj2 dV

R
V 00 seff3

jEj2 dV 00
ð35Þ

where seff3
is the effective conductivity of the dielectric

support and V 00 is the volume of the dielectric support only.
The effective conductivity of the dielectric support may be
found using Eq. (32).

Q factors as a function of M/D for the resonator con-
figuration of Fig. 2 have been calculated using the com-
mercial software CST Microwave Studio [90], and are
presented in Figs. 10–13 for the TE01d, EH11d, HE11d,
and TM01d modes. The metallic walls of the cavity are
modeled as copper, with s¼ 5.8� 107 S/m, while the loss
tangent of the dielectric material is set to tan d¼ 5� 10� 5.
Each of these figures show the effect of the cavity height
on Qc, Qd, and Qu. In general, as the cavity height in-
creases so does the value of Qc, which leads to a greater
value of Qu. This is to be expected since the fields outside
the DR walls are evanescent, so increasing the height of
the cavity reduces the size of the tangential fields induced
on the metallic walls. In practice, the cavity size cannot be
increased indefinitely to increase the Q factor, because the
overall volume of the cavity needs to be kept small. For
filter applications, the cavity size cannot be made too large
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Figure 10. Q factor versus M/D for the TE01d mode (with er¼38,
e3¼1, D/L¼2.5, d/D¼2, Dx¼0).
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Figure 11. Q factor versus M/D for the EH11d mode (with er¼38,
e3¼1, D/L¼2.5, d/D¼2, Dx¼0).
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Figure 12. Q factor versus M/D for the HE11d mode (with er¼38,
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1008 DIELECTRIC RESONATORS



because substantial field strength is required on the cavity
walls to generate interresonator coupling. Cavity design
should take into consideration Qu, cavity volume, and
spurious performance; it usually requires a compromise
between these parameters and is further influenced by the
intended DR application.

6. MATERIAL PARAMETERS

An important parameter for evaluating the temperature
stability of a dielectric resonator is the temperature coef-
ficient of resonant frequency tf. This parameter takes into
account the thermal linear expansion of the DR material
and its enclosure, as well as the variation in the relative
permittivity er of the DR material as a function of tem-
perature. The temperature coefficient is expressed as the
ratio of the change in frequency to the original frequency
divided by the change in temperature:

tf ¼
Df0

f0DT
ð36Þ

Units of the temperature coefficient are parts per million
per degree Celsius (ppm/1C). The temperature coefficient
for the structure in Fig. 2, which includes the effect of the
dielectric support, is [13]

tf ¼ArtrþA3t3þ ðADþAxþALÞtaþACtC ð37Þ

where

tr¼
Der

erDT
; t3¼

De3

e3DT
;

ta¼
DD

DDT
¼

DDx

DxDT
¼

DL

LDT
;

tC¼
Dd

dDT

ð38Þ

and

Ar¼
er

f0

Df0

Der
; A3¼

e3

f0

Df0

De3
; AD¼

D

f0

Df0

DD
;

Ax¼
Dx

f0

Df0

DDx
; AL¼

L

f0

Df0

DL
; Ac¼

d

f0

Df0

Dd

ð39Þ

In Eq. (38) tr and t3 represent the temperature coefficients
of the dielectric constants of the resonator and support,
while ta and tc are the coefficients of thermal linear ex-
pansion for the dielectric material and conductor enclo-
sure, respectively. The constants Ar, A3, AD, Ax, AL, and Ac

can be determined accurately by calculating the small
resonant frequency shifts Df0 caused by the small changes
Der, De3, DD, DDx, DL, or Dd, respectively. In practice, tem-
perature compensation of the dielectric resonator config-
uration can be obtained by choosing tr to cancel out ta and
tc. Manufacturers usually supply materials with a range
of tr values to choose from. Some typical values of dielec-
tric constant, loss tangent, temperature coefficient, and
thermal expansion for DR materials from two different
manufacturers are given in Tables 3 and 4.

7. EXTERNAL AND INTERRESONATOR COUPLING

For a DR to be useful in a microwave circuit, it must be
coupled to an external transmission line, another resona-
tor, or both. One of the simplest ways to externally couple
the TE01d mode in an MIC environment is to place it next
to a microstrip line, as shown in Fig. 1b. Since the TE01d

mode behaves like a magnetic dipole, its magnetic field
loops link with the transverse field of the microstrip line.
The coupling structure and field lines of the DR and mi-
crostrip are illustrated in Fig. 14a [93]. By simply chang-
ing the distance d between the DR and microstrip line, the
coupling value is varied. The equivalent circuit of the cou-
pling structure is a parallel resonant circuit placed in se-
ries with the microstrip line [94], as shown in Fig. 14b.
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Figure 13. Q factor versus M/D for the TM01d mode (with er¼
38, e3¼1, D/L¼2.5, d/D¼2, Dx¼0).

Table 3. Typical Parameters of DR Materials Available from Trans-Tech

Series Dielectric Constant Q (1/tan d) Available tf (ppm/1C) ta (ppm/1C) Composition

2900 29–30.7 450,000 at 2 GHz 4/2/0/�2 410 BaZnTa oxide
3500 34.5–36.5 435,000 at 2 GHz 6/3/0/�3 10 BaZnCoNb
4300 43 49500 at 4.3 GHz 6/3/0/�3/�6 6.5 Zrtitanium–based
4500 44.7–46.2 49500 at 4.3 GHz 6/3/0/�3/�6 6.5 Zrtitanium–based
8300 35–36.5 49500 at 4.3 GHz 9/6/3/0/�3 10 Titanate–based
8700 29.5–31 410,000 at 10 GHz 4/2/0 10 BaZnTa oxide
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The external coupling, characterized by the external cou-
pling factor Qe, may be calculated using a magnetic field
flux method. This procedure relates Qe to the energy
stored in the resonator and the magnetic flux linking the
microstrip and DR together [93]

Qe¼ 4
Zc

o0m2
0

W
R R

S H .dS
 
2

ð40Þ

where

W¼
1

4
e0ei

Z

Vi

jEij
2 dVi ð41Þ

In these equations, Zc is the characteristic impedance of
the microstrip, H is the magnetic field vector, S is the cross
section of the microstrip substrate, Ei is the electric field

vector in medium i, ei is the relative permittivity of medi-
um i, and Vi is the volume of medium i. Details of an an-
alytical expression for Qe that gives good agreement with
measured results are presented in Ref. 93.

The analysis of interresonator coupling coefficients be-
tween two DRs in a waveguide will now be examined. A
typical coupling structure for this situation is shown in
Fig. 15. It consists of two identical DRRs placed coaxially
within a cutoff circular waveguide of diameter d. The
spacing between the two DRRs is 2 M, and the spacing
to the PEC walls enclosing the cylindrical waveguide at
each end is M1. This structure supports many different
modes, but for this analysis we are only interested in the
modes that couple magnetically through a dominant TE
evanescent mode in the cutoff waveguide such as the TE01d

and EH11d modes. The derivation of the coupling coeffi-
cient presented follows the approach of Zaki and Chen
[95]. The equivalent circuit for a magnetically coupled
mode near resonance, shown in Fig. 16a, consists of two
series-resonant circuits coupled by a mutual inductance
M. Defining the coupling coefficient k in terms of the
equivalent-circuit parameters gives

k¼
M

L
ð42Þ

Since this analysis will exploit the structural symmetry of
the configuration given in Fig. 15, we define an equivalent
circuit with a symmetry plane as shown in Fig. 16b. Re-
placing the symmetry plane with a PEC yields a single
resonant circuit. The resonant frequency of the circuit
fe may be related to its equivalent-circuit parameters to
obtain

fe¼
1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðL�MÞC

p ð43Þ

Repeating the procedure for the PMC wall yields a circuit
with a resonant frequency fm that may be given in terms of
the equivalent-circuit parameters as

fm¼
1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðLþMÞC

p ð44Þ

Solving Eqs. (42)–(44) for the coupling coefficient k yields

k¼
M

L
¼

f 2
e � f 2

m

f 2
e þ f 2

m

ð45Þ

Table 4. Typical Parameters of Resomics DR Materials Available from Murata

Material Code Dielectric Constant Q (1/tan d) Available tf (ppm/1C) ta (ppm/1C)

U 36–40 46000 at 7 GHz �4–10 6–7
M 37–40 47000 at 7 GHz 0–6 6–7
V 33–36 410,000 at 10 GHz 0–8 12–13
R 29–31 412,000 at 10 GHz 0–6 10.7
B 27–29 415,000 at 10 GHz 0–6 11
E 24–25 420,000 at 10 GHz 0–6 10.7
F 23–24 35,000 at 10 GHz 0–4 11
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E E
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H H

Microstrip Line

Cavity
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Z0

L

R

Zeq
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� �

d

C

Figure 14. (a) Configuration of TE01d mode DR coupled to a mi-
crostrip line (from Guillon et al. [93], r 1981 IEEE); (b) equiva-
lent circuit of the coupled DR (from Khanna and Garault [94],
r 1983 IEEE).
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The computation of inter-resonator coupling has been re-
duced to the problem of calculating the resonant frequen-
cies of two different structures that have a PEC or PMC
wall at the plane of structural symmetry. A similar equa-
tion may be derived for electric coupling, only the signs of
the numerator values are reversed [14]. A more general
equation for both electric and magnetic coupling is

k¼
jf 2

e � f 2
mj

f 2
e þ f 2

m

ð46Þ

The resonant frequencies fe and fm may be calculated us-
ing an approximate analysis method, mode matching, or
numerical techniques such as FDTD, FEM, or FIT. Each
method has been used in the literature to accurately cal-
culate DR interresonator coupling coefficients. This tech-
nique may also be used to calculate interresonator
coupling through a slot in a conducting wall, as long as
the configuration has a structurally symmetry plane sim-
ilar to that shown in Fig. 15. Measured and computed
coupling coefficients for two EH11d DRRs coupled via a slot
are compared in Fig. 17 [96]. The inset of the figure shows
the configuration of the coupling structure.
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76. A. Navarro, M. J. Nuñez, and E. Martin, Study of TE0 and
TM0 modes in dielectric resonators by a finite difference time-
domain method coupled with the discrete Fourier transform,
IEEE Trans. Microwave Theory Tech. 39:14–17 (Jan. 1991).

77. Y. Chen, R. Mittra, and P. Harms, Finite-difference time-
domain algorithm for solving Maxwell’s equations in rota-
tionally symmetric geometries, IEEE Trans. Microwave The-

ory Tech. 44:832–839 (June 1996).

78. J. A. Pereda, L. A. Vielva, A. Vegas, and A. Prieto, Computa-
tion of resonant frequencies and quality factors of open
dielectric resonators by a combination of the finite-difference
time-domain (FDTD) and Prony’s methods, IEEE Microwave

Guided Wave Lett. 2:431–433 (Nov. 1992).

79. A. R. Weily and A. S. Mohan, Mode-chart calculation for
dielectric- and conductor-loaded resonators using modal
extraction and FDTD, Microwave Opt. Technol. Lett. 21(6):
405–411 (June 20, 1999).

80. Z. Bi, Y. Shen, K. Wu, and J. Litva, Fast finite-difference time-
domain analysis of resonators using digital filtering and spec-
trum estimation techniques, IEEE Trans. Microwave Theory

Tech. 40:1611–1619 (Aug. 1992).

81. Z. Ma and Y. Kobayashi, Analysis of dielectric resonators us-
ing the FDTD method combined with the Pade interpolation
technique, IEICE Trans. Electron. E-84C:973–976 (July
2001).

82. P. Harms, J.-F. Lee, and R. Mittra, A study of the non-orthog-
onal FDTD method versus the conventional FDTD technique

DIELECTRIC RESONATORS 1013



for computing resonant frequencies of cylindrical cavities,
IEEE Trans. Microwave Theory Tech. 40:741–746 (April
1992).

83. N. Kaneda, B. Houshmand, and T. Itoh, FDTD analysis of di-
electric resonators with curved surfaces, IEEE Trans. Micro-

wave Theory Tech. 45:1645–1649 (Sept. 1997).

84. S. Dey and R. Mittra, A conformal finite-difference time-do-
main technique for modeling cylindrical dielectric resonators,
IEEE Trans. Microwave Theory Tech. 47:1737–1739 (Sept.
1999).

85. C. Wang, H.-W. Yao, and K. A. Zaki, An improved FDTD
method for analysis of higher order modes high Q dielectric
resonators, IEEE AP-S Int. Symp. Digest, 1995, pp. 236–239.

86. D. Kajfez, A. Elsherbeni, and A. Mokaddem, Higher order
modes in dielectric resonators, IEEE AP-S Int. Symp. Digest,
1996, pp. 306–309.

87. C. Wang, B.-Q. Gao, and C.-P. Deng, Q factor of a resonator by
the finite-difference time-domain method incorporating per-
turbation techniques, Electron. Lett. 29(21):1866–1867 (Oct.
14, 1993).

88. C. Wang, B.-Q. Gao, and C.-P. Deng, Accurate study of Q-fac-
tor of a resonator by a finite-difference time-domain method,
IEEE Trans. Microwave Theory Tech. 43:1524–1529 (July
1995).

89. E. Snitzer, Cylindrical dielectric waveguide modes, J. Opt.

Soc. Am. 51:491–498 (May 1961).

90. CST Microwave Studio 5.0 User Manual, CST Darmstadt,
Germany, 2004.

91. R. F. Harrington, Time Harmonic Electromagnetic Fields,
McGraw-Hill, New York, 1961.

92. D. K. Cheng, Field and Wave Electromagnetics, Addison-Wes-
ley, Reading, MA, 1989.

93. P. Guillon, B. Byzery, and M. Chaubet, Coupling parameters
between a dielectric resonator and a microstripline, IEEE
Trans. Microwave Theory Tech. 33:222–226 (March 1985).

94. A. P. S. Khanna and Y. Garault, Determination of loaded, un-
loaded, and external quality factors of a dielectric resonator
coupled to a microstrip line, IEEE Trans. Microwave Theory
Tech. 31:261–264 (March 1983).

95. K. A. Zaki and C. Chen, Coupling of non-axially symmetric
hybrid modes in dielectric resonators, IEEE Trans. Micro-

wave Theory Tech. 35:1136–1142 (Dec. 1987).

96. A. R. Weily and A. S. Mohan, Time domain CAD of dual-mode
HE11 dielectric resonator microwave filters, Microwave Opt.

Technol. Lett. 29(1):6–11 (April 5, 2001).

DIGITAL MICROWAVE RECEIVERS
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Ulm, Germany

1. INTRODUCTION

The general tasks of a receiver are amplification, channel
selection, and demodulation of a signal. The kind of chan-
nel selection may be used to distinguish between analog
and digital receiver architectures. In a superheterodyne
receiver (Fig. 1), the problem of image frequency suppres-

sion can be solved quite well by proper selection of the IF
frequencies and bandpass filters. Channel selection is de-
termined by the analog filters, and reconfiguration by
software is not supported.

Quadrature direct-conversion architecture is obtained
if the RF and first IF mixer stages are dropped and the RF
signal is fed directly to the analog in-phase and quad-
rature downconversion mixers (Fig. 2). The reduced com-
plexity of this zero-IF receiver is the advantage of this
concept. The disadvantages are the problems with static
and dynamic offsets and corresponding errors in ampli-
tude and phase of the received signals.

The simplified principle of a digital receiver is shown in
Fig. 3, where the analog signal passes an antialiasing fil-
ter (AAF) and a sample-and-hold (S/H) unit. The sampled
values of the signal are then converted into the digital
domain by an analog-to-digital converter (ADC) and fed
into an accumulator (ACCW) for further digital signal
processing. Digital signal processing of the received signal
provides high flexibility and opens new possibilities re-
garding diversity techniques. By broadband sampling of
the FM band between 87 and 108 MHz, it has been shown
that coherent superposition of different channels contain-
ing the same information can lead to significantly im-
proved signal quality [1]. Channel diversity and MIMO
signal processing techniques become possible with digital
front ends [2].

2. RF AND IF SAMPLING ARCHITECTURE

By sampling the radio frequency (RF) or intermediate fre-
quency (IF), the number of input stages and therefore the
hardware effort can be reduced. The architectures of both
receiver types are shown in Fig. 4. The performance of the
ADC with respect to bandwidth and resolution [3] is de-
cisive for the choice of the receiver architecture. The ADC
performs a quantization in time and in value of the input
RF or IF signal.

Figure 1. Analog receiver: superheterodyne principle.

Figure 2. Analog receiver: direct-conversion architecture.
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The sampling process with the sampling frequency fS
can be understood in frequency domain by folding the in-
put signal with a series of diracs with distance fS (see
Fig. 5). The input signal at frequency fIF is shifted by the
sampling process to fIF� kfS, where k is an integer value.
A filter has to select a frequency band so that only the de-
sired signal is sampled and all the other frequency com-
ponents are suppressed to avoid aliasing [4]. The
requirements on the slope of the filter are minimal if the
input frequency is an odd multiple of fS/4 because the dis-
tance to the next possible interferer becomes maximal.
The complex downconversion is usually realized in the
digital domain. This enables the use of high-order modu-
lation schemes, and ensures exact gain and phase match-
ing in in-phase and quadrature branches. Especially for a
fixed IF frequency, the digital downconversion can be re-
alized by multiplying the sampled signal with þ 1 s and
� 1 s (see Fig. 4b).

By choosing a high sampling rate, the achievable sig-
nal-to-noise ratio in the desired channel can be calculated
by the formula

SNRCH¼SNRADCþ 10 log10

fS

2BCH

� �

with the channel bandwidth BCH, the sampling frequency
fS, and the signal-to-noise ratio of the ADC SNRADC in
decibels. It can be seen that with increasing sampling rate
the SNR also increases. The state of the art is about 72 dB
SNRADC at a sampling rate of 105 MHz [5].

The highest flexibility can be reached with broadband
RF sampling receivers [6]. Here all channels are available
in parallel, and the channel bandwidth and demodulation
are defined by digital signal processing so that the radio is
fully software-defined. In contrast to IF sampling receiv-
ers, the dynamic range that has to be handled by the ADC
becomes critical. To calculate the necessary dynamic
range, we have to accumulate the power of all interferers
and noise in the digitized frequency band. As an example,
the specification of GSM1 defines a maximum interferer
power of �23 dBm, whereas noise and interferers in the
desired channel with a bandwidth of 200 kHz have to keep
below � 112 dBm. If we perform IF sampling, the IF filter
will be able to suppress most of the interferers so that the
interfering power will be below � 43 dBm.

The second important factor when defining receivers is
intermodulation. The state of the art is about 90 dB spu-
rious-free dynamic range [5]. To compare this with tradi-
tional downconverting architectures, we should remember

that the spurious-free dynamic range (SFDR) of an am-
plifier or mixer can be calculated out of the third-order
interception point ICP3out and the output noise power
Nout:

SFDR¼ 2
3ðICP3out �NoutÞ:

A standard monolithic integrated mixer [7] will show an
SFDR of about 82 dB referring to a channel bandwidth of
200 kHz.

The selection of the sampling frequency also depends
on the technical feasibility of the antialiasing filter. Choos-
ing a frequency plan where the input signal with band-
width B is centered on fSIG an odd multiple of fS/4, a filter
margin on each side of fS/2� B is allowed to reach the
specified suppression of interferers. In practice [8], band-
width B should be maintained below fS/4, which corre-
sponds to a minimum oversampling ratio of 2.

An important issue for the implementation of RF or IF
sampling ADCs is sampling jitter [9]. The sources of sam-
pling jitter are mainly the clock generator phase noise and
the aperture jitter of the sampling unit. The slope of the
input signal will transform the error Dt of the sampling
time in an amplitude error Dy as shown in Fig. 6:

Dy¼Dt .
@y

@t

����
tS

In broadband sampling receivers the input signal consists
of the desired signal and a couple of interferers. The slope
of the signal can be calculated by the sum of the slopes of
each partial signal, weighted with its amplitude. If one
signal is dominant, it will define the slope of the input
signal. If the signal amplitude is much lower than the am-
plitude of the interferer, then the slope of the input signal
will be defined by the interferer. If the sampled signal is
independent of the sampling frequency, then we have to
look on the statistical properties of the input signal.
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Figure 4. (a) RF sampling receiver; (b) IF sampling receiver.
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Figure 3. Digital receiver illustrating the bandpass-limited sam-
pling concept.

1European Telecommunication Standard, ETS 300-577, FTS 300
577, Radio Transmission and Reception, Dec. 1999, European
Telecommunication Standards Institute, Valbonne, France.
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For a sinusoidal input signal y with amplitude Asin, we
obtain the variance of the slope

Var
@y

@t

� �
¼

Z
pslopeðyÞy

2 dy

¼ 2A2
sin f 2p2

Finally we can calculate the achievable signal to noise ra-
tio in decibels when sampling a sinusoid signal with a
nonideal sampling circuit:

SNRdB¼ 10 log
PSIG

Pnoise

� �

¼ 10 log
1
2 A2

sin

2A2
sin f 2p2 Dt2

� �

¼ � 20 logð2fpDtÞ

3. SIX-PORT ARCHITECTURE

The six-port direct-conversion technique is another prom-
ising approach toward software configurable receivers at
millimeter-wave carrier frequencies. The crucial advan-
tage over the sampling architecture is its simple construc-
tion requiring only the reference oscillator as an active RF
component, making this technology particularly attractive
for future low-cost and broadband RF front ends operating
at millimeter-wave frequencies.

The six-port technology traces back to the 1970s, when
it was developed as an alternative network analyzer [10].
By means of a six-port reflectometer, it is possible to mea-

sure the complex reflection coefficient of a device under
test (DUT). Furthermore, by the application of 2 six-
ports—one on each side of the unknown DUT—it is pos-
sible to determine the complete set of the S-parameters
[11]. Starting in the mid-1990s the six-port principle was
investigated for use as a direct-conversion receiver
[12,13]. Complete receivers were realized, and signals
that were modulated by quadrature phase shift keying
(QPSK) and quadrature amplitude modulation (QAM)
schemes have since been received and demodulated suc-
cessfully. Sony has verified the concept for a multicarrier
system based on HIPERLAN/2 (High-Performance Local
Area Network/2) and UMTS-FDD (Universal Mobile
Telecommunication System–Frequency-division duplex)
standards [14,15], and Nokia has found the six-port di-
rect-conversion technique in a receiver a viable concept for
mobile terminals [16]. Other applications include anticol-
lision radars [17], very accurate short-range distance mea-
surement [18], and direction finding systems [19].

The functional principle of six-port devices is based on
the measurement of four independent output powers cor-
responding to the complex ratio between two superposed
electromagnetic waves under different phase angles.
While in reflectometers used for the measurement of the
complex reflection coefficient, a leakage from the LO port
to the test port of the DUT is essential, six-port circuits for
receivers require a very large isolation of the LO and the
RF ports. Carrier recovery (Fig. 7) is a possible approach
to avoid the need for an independent LO in a six-port
direct digital receiver [22].

To describe this principle, the six-port in Fig. 8 is con-
sidered together with two input signals, one from a local
oscillator (LO)

aLOðtÞ¼ ja0;LOj . e
jð2pfLOtþjLOÞ

and the other from the RF port

aRFðtÞ¼ ja0;RFj . e
jð2pfRFtþjRFÞ

which is the RF signal to be detected, that is, measured by
the six-port receiver.

Ideally, the six-port circuit represents a nondissipative
network and the frequencies of the RF and LO signal are
identical. For example, at port 3, the RF signal is attenu-
ated twice by 3 dB and 901 phase-shifted. This signal is
added to the LO signal, which is also attenuated twice by
3 dB although it does not receive a phase shift. For zero
phase shift between the LO and the RF signal and the same
amplitudes at the input ports, this leads to a resulting am-
plitude of

ffiffiffi
2
p

=2 for the superposed wave to be detected at
port 3. During a 3601 phase shift of the RF signal, the am-
plitudes resulting at the output ports are sine functions.

t

y = S(t)

S(t)

tS

 
 
∂y
∂t tS

resulting 
inaccuracy
of the measured 
voltage

sampling error

sampling time n . TS

U/V

Figure 6. Transformation of sampling error in amplitude error.
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At each output port (ports 3–6) the signal passes
through detector circuits. A diode is used to rectify the
signal, and a subsequent lowpass filter (LPF) outputs the
amplitude of the signal, which is amplified and A/D-con-
verted. It becomes clear that the diode is the most critical
block in this receiver chain that has to be operated in its
quadratic region where the output voltage depends lin-
early on the power to be detected. However, minor devia-
tions from the square law can be compensated in the
digital domain by suitable calibration methods.

From at least three linearly independent output pow-
ers, the complex ratio between the two input signals

GðtÞ¼ j
aðtÞ0;RF

aðtÞ0;LO

j . ejð2p Df tþDjÞ

can be determined. Furthermore, it can be shown that if
the leakage from the LO signal to the RF port is neglected,
the following linear relationship exists between the I and
Q components of the RF waveform and the power ratios
Pi/P3 (i¼ 3y6):

IðtÞ¼
X6

i¼ 3

Ai
PiðtÞ

P3ðtÞ

QðtÞ¼
X6

i¼ 3

Bi
PiðtÞ

P3ðtÞ

where A and B are calibration coefficients to be deter-
mined by a suitable method. In the case of QPSK modu-
lation, this can be done by solving eight equations from
four known different states. As real six-ports are depen-
dent on the operating frequency, a calibration has to be
done for each frequency. Simulation and measurement re-
sults for QPSK modulation from 2 to 20 GHz using the
same circuit and the described calibration method confirm
the broadband operation of the six-port technology [20].

Apart from the described simple method, the so-called
dual-tone calibration method is often used [21]. This meth-
od has to be applied if there is a relevant leakage from the
LO to the RF port as, for example, in reflection coefficient
measurements or radar applications.

The advantages and disadvantages of the six-port tech-
nology, when compared to conventional heterodyne or
zero-IF (ZIF) architectures, strongly depend on the appli-
cation of interest. First to mention are the additional out-
put paths, which require more LNAs, filters, and ADCs. In
real communication standard environments, a DC offset is
caused by second-order nonlinearities, which are also
present in ZIF receivers and require an additional com-
pensation circuit in each path. In comparison to hetero-
dyne receivers, an image rejection filter and one LO can be
saved in a six-port architecture. It should also be men-
tioned that three output ports in suitable five-port archi-
tecture are in principle sufficient to explicitly determine
the amplitude and phase. The additional sixth port serves
a way as a cyclic redundancy check and extends the
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Figure 7. Architecture of hardware six-port
direct digital receiver with carrier recovery
from QPSK signal (from Ref. 22).
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operation bandwidth. This can reduce the hardware effort
further with respect to cost of accuracy and bandwidth.

However, the main advantage of the six-port technolo-
gy is its broadband capability and the possibility for
software configuration and calibration. The six-port tech-
nology also becomes very attractive when extremely high
carrier frequencies at millimeter wavelengths are used.
The trend toward higher data rates will make use of new
bands: 17, 24, and 60 GHz have been considered. The in-
trinsic broadband property makes it in principle possible
to design RF front-ends operation over more than three
decades of bandwidth. Additionally, the same hardware
can in general be used for different standards simply by
loading suitable baseband processing algorithms. When
these software algorithms also become available in the fu-
ture, extremely broadband six-port RF front-ends might
be the technology of choice for SDR platforms. This can
help support a certain quality of service (QoS) as different
bands and standards can be probed and selected to trans-
mit information in harsh side conditions.

The six-port technique is very well suited for accurately
measuring the phase difference of two waves. This makes
the principle very attractive for determining the angle of
an incident wavefront, which is essential for multiple-
input/single-output (MISO) and multiple-input/multiple-
output (MIMO) systems. In a simple approach as
described in Ref. 19, the LO is replaced by a second
antenna and can lead to accurate results in the case where
a plane wave at a fixed frequency has to be detected. Mod-
ifications including an optimization of the number of input
antennas and output ports as well as frequency selection
mechanisms are considered and might offer smart six-
port-based antennas for digital beamforming, MISO,
MIMO, and space diversity compatibility.

4. HIGH-Q MILLIMETER-WAVE FILTERS WITH
INTEGRATION CAPABILITY

Important issues in digital microwave receivers are the
design and the realization of high-Q filters for planar

integration. Several approaches are known from the liter-
ature (Fig. 9):

* Dielectric resonators attain the highest possible Q
values but have poor integration capability.

* Use of multiple wafers that are glued or bonded may
lead to unloaded Q values up to several hundred. In-
tegration capability depends on the possible use of
multiple wafers.

* Use of a single wafer with planar filters usually re-
sults in unloaded Q-values that are quite low. If the
substrate is 3D-structured, unloaded Q values up to
400 are feasible at center frequencies around 20 GHz.

Three-dimensional structuring of silicon substrates can
help provide enough ‘‘volume’’ to obtain high quality fac-
tors. In order to avoid multiple wafer bonding or gluing
techniques, a tilted waveguide resonator concept is ap-
plied with feeding structures of an inductive type. The
concept of a microelectromechanical system antialiasing
filter (MEMS AAF) is illustrated in Fig. 10. In one real-
ization scheme the silicon material itself is used as dielec-
tric fill material whereas the cavity surrounding is
realized by subsequent placing of metallized via holes
[23]. Q values of 100 are possible at center frequencies of
22 GHz if high-resistivity silicon is used as the dielectric
fill material for the resonator.

An air-filled cavity concept leads to still higher Q val-
ues: r400 are obtained from a microstrip-coupled resona-
tor operated in a H101 resonance. Figure 11 gives
an impression from the layout and the realization of a
22.4-GHz microstrip-coupled filter [24].

5. APPLICATIONS: SOFTWARE-DEFINED MULTIPLE-
STANDARD TUNER PLATFORM

The number of different audio and video standards is ac-
tually increasing. Beside analog audio and video, we have
to cope with different digital audio standards such as DAB
[Digital Audio Broadcasting (European standard)], IBOC
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[in-band/on-channel (radio)], DRM [Digital Radio Mondial
(international consortium)]. Sirius Satellite Radio, and
XM Satellite Radio, beside the new digital video standards
such as DVB-T (Digital Video Terrestrial Broadcasting). A
realization by parallel implementation of all standards is
no longer practical because of size, weight, and power con-
sumption [25]. Therefore a fully software reconfigurable
receiver has to handle these standards and be capable of
making updates during the receiver lifetime. The princi-
pal block diagram is shown in Fig. 12. Two receiver paths
are realized to enable antenna diversity for all frequency
ranges.

Two independent frontends amplify the signal and re-
alize, if necessary, the downconversion on an IF frequency.
In a first realization step the front end is able to handle
the FM frequency range from 88 to 108 MHz and the DVB-
T frequency range between 470 and 861 MHz. It is possi-
ble to extend it to AM/DRM (0.1–10 MHz), DAB (174–
230 MHz), and the satellite based digital audio broadcast-
ing services Sirius/XM Sat Radio at 2.3 GHz.

The sampling clock is about 76.8 MHz, so the FM spec-
trum can be sampled directly and channel selection is
performed in the digital domain. Because of limited signal
processing power for DVB-T and FM, two different sam-
pling rates are used. For FM the signal is directly sampled
so that the wanted signal between 88 and 108 MHz ap-
pears at 11.2–31.2 MHz after sampling. The DVB-T signal
is mixed down to an IF frequency of 155 MHz and sampled
after IF filtering with a sample rate of 48 MHz. The signal
will finally appear at 11 MHz.

Direct sampling of the FM signal requires that the ADC
be able to handle the whole dynamics of the FM band.
Slow fading of the input signal is adapted by digital pro-
grammable amplifiers, whereas fast fading must be han-
dled in digital domain.

The main task of the input stages is to suppress out-of-
band interferers that may appear in the wanted signal
band after sampling. A four-stage filter based on low-cost
printed LC resonators is built up and realizes a suppres-
sion higher than 80 dB of out-of-band interferers. For FM
the highest signal levels can be expected in the wanted
signal band so that the filtering fulfills the requirements.

The requirement for the ADC is a signal-to-noise ratio
of about 90 dB related to a signal bandwidth of 400 kHz
and a spurious-free dynamic range (SFDR) of 95 dB. Par-
ticularly regarding the SFDR, care has to be taken when
designing the ADC driver stages.

For DVB-T reception, an analog downconverter stage is
implemented to achieve a fixed intermediate frequency of
155 MHz. To avoid IF disturbance by the image frequency,
an adjustable analog input filter is used. It is based on LC
resonators with varactor diodes and can be controlled over
a digital to analog converter by the microcontroller. A
suppression of more than 80 dB of the image frequency
310 MHz above the used channel is realized. The frequen-
cy response is depicted in Fig. 5. After downconversion the

Figure 10. Concept of inductively coupled 901 tilted resonator (a)
and part of realized version with metallized via holes (b) in high
resistivity silicon.

Figure 11. Microstrip-coupled resonator. The length of each side
is 9.45 mm.
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amplification can be directly set by the digital signal pro-
cessing unit to achieve an optimum amplitude at the input
of the analog to digital converter.

By using an IF bandwidth of about 10 MHz, all stan-
dards in this frequency range can be handled, so it is only
a question of digital signal processing to process them.

Because DVB-T uses an 8-channel OFDM modulation
scheme, the influence of phase noise of the local oscillator
is critical [26,27]. At 100 kHz offset a phase noise of
� 110 dBc is achieved, which conforms to simulations suf-
ficient for DVB-T.

The complex downconversion and channel filtering is
realized in a FPGA (field-programmable gated array).
Further signal processing tasks, including demodulation,
channel estimation, interleaving, and decoding, are
implemented partly in the FPGA and in an array of DSPs.

6. A MILLIMETER-WAVE SAMPLING HEAD

The basic components of a millimeter-wave sampling head
are shown in Fig. 13 [28]. The analog RF input signal
passes the high-Q MEMS AAF and is then converted to a
low impedance level (o10O). The impedance transformer
and amplifiers can be realized in commercial SiGe tech-
nology for operation frequencies up to 24 GHz [29]. As a
switch stage, a silicon millimeter wave integrated circuit
(SIMMWIC) Schottky diode quadruple bridge is used [30].
The Schottky diodes have a cutoff frequency of 1.5 THz.
The impedance transformer II is again realized in SiGe
technology and has to provide a high input impedance
level.

7. CONCLUSIONS

Two kinds of digital receivers are discussed in this article:
the direct bandpass-limited sampling receiver and the six-
port configuration. The sampling architecture poses the
highest requirements for the analog-to-digital converter.
Bandpass limitation can be used to relax these require-
ments or to trade against higher resolution of the con-
verter. The bandpass filter makes this approach basically
a narrowband solution. The six-port digital receiver is
based on a scalar measurement technique that uses mul-
tiple detection channels at different points during the

period of a signal, which consists of the signal to be re-
ceived and a reference signal of the same frequency. As
this is an additive rather than a multiplicative mixing
process, the system dynamics of a six-port receiver are in-
ferior to, for example, those of a heterodyne or direct con-
version receiver. The six-port receiver, however, is
basically broadband-capable and does not have to cope
with image rejection problems.

Direct narrowband sampling of millimeter-wave sig-
nals becomes feasible with silicon-based high-speed inte-
gration technologies and high-Q MEMS approaches. If a
sampling and clock frequency of 10.66 GHz is applied to a
carrier frequency of 24 GHz and a signal with 250 MHz
bandwidth is used a resolution of 3 bits is obtained if noise
shaping is not applied.
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This article presents an overview of digital radiocommu-
nications with emphasis on wireless personal communi-
cations. Digital radio consists of two main processes:
speech coding (and video coding for future systems) and
modulation. In speech coding, the continuous analog voice
signal is converted into a discrete digital form. In commu-
nication systems that provide digital voice services, it is
necessary to encode the analog speech into a digital
stream for transmission over the channel and at the re-
ceiver, to reconstruct the signal with acceptable fidelity.
Modulation, on the other hand, is the process of impress-
ing the discrete digital signal onto a radio signal, by vary-
ing some parameter or parameters in combination
(usually the amplitude, frequency, or phase) of the radio
signal. Digital transmission systems exist in a wide vari-
ety of forms, mainly determined by the nature of the chan-
nel over which the system operates. A process which is
common to many digital transmission systems is regener-
ation. Typically, the received signal at the input of a re-
peater (receiver) arrives attenuated and dispersed by the
channel and corrupted by noise. The first operation of the
receiving repeater, therefore, is to preamplify and shape
the weakened signal to a level and form from which a re-
liable threshold detection may be performed. In a wireless
channel, the transmitted signal also undergoes multipath
fading and shadowing due to obstructions in the trans-
mission path. To combat the effect of multipath fading, the
receiver may employ diversity reception, channel coding,
and equalization.

The main objective of wireless personal communication
is to allow the user access to the capabilities of the global
network at any time and without regards to location and
mobility. There has been a tremendous growth in the
number of subscribers to wireless services in the last de-
cade. As a result, it became very difficult to operate and
maintain the quality of the original first-generation ana-
log cellular systems. As the number of subscribers in-
creases in these systems, call quality diminishes. To
handle the increasing traffic, the cellular concept in which
identical frequencies at noninterfering distances are re-
used, was adopted giving rise to more interference in the
system. Digital radio, used extensively in second-genera-
tion and the evolving third-generation systems, consider-
ably improves the quality of the cellular system and
enhances the services available to the mobile subscribers.
Some advantages of digital cellular radio include [1,2]:

1. More efficient use of the limited radiofrequency (RF)
spectrum to improve system capacity

2. Improving the voice quality beyond what is possible
with analog cellular systems, especially maintaining
voice quality in heavy traffic conditions and use of
voice activity detection to save power and increase
throughput
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3. Providing support for a wider array of services and
features

4. Simplifying the task of frequency planning, operat-
ing, and maintaining the cellular system

5. Providing a smooth transition from the analog sys-
tems to digital radio systems.

Cordless and cellular telephony have gained wide-
spread user acceptance. Cordless telephones are low-pow-
er, low-range phones that enable the user to move around
the home or office and still place and receive phone calls.
The handsets typically operate within 100 m of the user’s
base station, which is connected to the public switched
telephone network (PSTN). Cordless telephony has
evolved from being a simple home appliance to sophisti-
cated systems in applications for universal low-power
cordless and telepoint systems aimed at pedestrians, and
cordless private branch exchange (PBX). Digital cordless
telephone systems (such as CT2, DECT, PHS) are opti-
mized for low-complexity equipment and high-quality
speech in a quasistatic (with respect to user mobility) en-
vironment. They can support higher data rates and more
sophisticated applications.

On the other hand, digital cellular radio, originally tar-
geted at vehicular users in urban areas, was developed to
maximize bandwidth efficiency and frequency reuse in a
macro-cellular, high-speed fading environment. The first-
generation cellular systems are analog systems based
mostly on frequency-division multiple access (FDMA)
and have very limited capacity and poor to average speech
quality. The second-generation cellular systems (e.g., IS-
54, GSM, IS-95) are all-digital systems and use more ef-
ficient multiple access techniques to share the available
spectrum among the users. Although personal communi-
cations services (PCS) may be regarded as a third-gener-
ation system, its implementation uses modified versions of
the cellular protocols used in the second-generation sys-
tems. While the first-generation analog and second-gen-
eration digital systems are designed to support voice
communication with limited data communication capabil-
ities, third-generation systems will focus on providing a
wide variety of services which include wireless extensions
of integrated services digital network (ISDN) and broad-
band asynchronous transfer mode (ATM). These systems
will concentrate on service quality, system capacity, and
terminal and personal mobility issues. They will use a va-
riety of cell structures ranging from the conventional mac-
rocells to microcells for urban areas, picocells for indoor
applications, and supercells for satellite-based systems.

1. DIGITAL CELLULAR RADIO

1.1. The Cellular Concept

The continuous increase in the demand for telecommuni-
cations services and systems has resulted in spectral
congestion. Thus the original one cell system with a
high-power transmitter to provide good coverage in a
wide service area has quickly become limited in capacity.
The cellular concept in which the geographic service area

is divided into small regions (called cells), each of which is
served by a low-power transmitter (base station), has pro-
vided a solution to the spectral congestion problem. Adja-
cent cells are assigned different frequency channels so
that the frequencies can be reused throughout the cover-
age area, leading to a considerable improvement in system
capacity. Figure 1 shows a seven-cell frequency reuse pat-
tern. Although frequency reuse increases system capacity,
it also increases the amount of adjacent-channel and co-
channel interference present in the system. Therefore, for
the efficient utilization of the radio spectrum, the frequency
allocation scheme must be optimized to increase capacity
and minimize interference. As the traffic grows in the cov-
erage area, new cells and channels can be added to the
system. The hexagonal cell structure is usually employed
in the design of a cellular system; however, in practice the
actual cell coverage area (footprint) is irregular and de-
pends on the terrain and multipath characteristics of the
radio channel [3]. As such, there may be some regions
within the coverage region where there is exceptionally
high likelihood of deep signal fades (called blindspots) due
to shadowing, tunnels, and other obstructions in the sig-
nal path. Blindspots can be overcome by using repeaters
that receive the signals selectively in one direction, am-
plify them, and then retransmit exact replicas of the sig-
nals in the required direction. Three types of repeaters
may be identified, namely: broadband repeaters, frequency-
band-selective repeaters, and channel-selective repeaters
[4]. Signal degradation at the cell boundaries is handled
by handoff operation.

1.2. Handoff

Handoff encompasses a set of functions that are supported
between a mobile user and the cellular network that al-
lows the user to move from one cell to another or one radio
channel to another, within or between cells, while a call is
in progress. When a mobile user is engaged in a call, it will
frequently move out of the coverage area of the base sta-
tion with which it is communicating, and unless the call is
passed to another base station, the call will be lost. Thus,
the system continuously monitors the quality of the
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signals received from the active mobile users. When the
signal falls below a preset threshold the system checks
whether another base station can receive the mobile user
at a better signal level, and if so, the mobile user is com-
manded by a control signal to switch to the new frequency
(corresponding to the new base station). Although the pro-
cess of measuring the signal quality, channel allocation,
and handoff may take a few seconds, there should not
be any noticeable break in conversation of the mobile
user. Effective and reliable handoff is essential in control-
ling cochannel interference, especially for microcellular
systems.

1.3. The Cellular Network

The structure of all cellular networks is essentially simi-
lar. Being complete telephone networks, they have dedi-
cated exchanges within the interconnected system with
base stations connected to the exchanges. In practice,
however, there are different ways of planning the network
depending on the capacity requirement, implementation
cost, and capabilities of the chosen manufacturer’s equip-
ment. As shown in Fig. 2, a typical cellular system consists
of mobile stations, base stations, and a mobile switching
center (MSC). Each mobile unit contains a transceiver,
antenna, and control circuitry and may be handheld or
mounted in a vehicle. The communication between the
mobile station and the base station is defined by a stan-
dard air interface. Each cell in the coverage area is served
with one or more base stations that are connected to the
MSC. The MSC, in turn, coordinates the activities of the

base stations and connects them via microwave or fiber
links to the public switched telephone network (PSTN)
which forms the global telecommunications network that
connects wireline telephone switching centers (called cen-
tral offices) to MSCs throughout the world.

1.4. Multiple-Access Schemes

Multiple-access techniques are utilized to accommodate
multiple users in the available channels. The multiple ac-
cess scheme controls the allocation of the channel capacity
to the users. The allocation scheme is chosen to maximize
the spectral efficiency and minimize transmission delay in
the system. Other desirable properties of the multiple-ac-
cess scheme include fairness of the allocation process, sta-
bility of the system, robustness with respect to equipment
failure and changing conditions of other users in the sys-
tem, and flexibility in allowing the integration of voice and
data traffic. In addition, in a wireless mobile communica-
tion environment, the hidden terminal problem and near–
far effect, the effects of multipath fading and shadowing,
as well as the effects of cochannel and adjacent channel
interference must also be considered. The commonly used
multiple-access schemes in cellular systems are frequen-
cy-division multiple access (FDMA), time-division multi-
ple access (TDMA), and code-division multiple access
(CDMA). In FDMA, the available bandwidth is divided
into channels that are assigned to the users on demand
and each user uses the channel for the entire duration of
the transmission. Frequency guardbands are provided at
the edges of the band to minimize crosstalk. Although
FDMA has relatively low complexity, requires few over-
head bits (for synchronization and framing), and usually
does not require equalization since the effect of intersym-
bol interference (ISI) is minimal, it is wasteful because
only a fixed number of users (channels) can be supported
and when a channel is not being used it remains idle.
Furthermore, FDMA requires very tight filtering to min-
imize adjacent channel interference and intermodulation.
In TDMA systems, the usage of each frequency channel is
partitioned into multiple time slots, and each user is as-
signed a specific frequency–timeslot combination. Thus, in
a given cell only a single mobile user uses the entire fre-
quency at any given time. Although TDMA has the disad-
vantages of requiring synchronization (as well as
overhead for guard timeslots) and equalization and can
also be wasteful, it permits the use of flexible bit rates and
may be used for bursty transmission to save power.
Another major advantage of TDMA (over FDMA) arises
from the fact that by transmitting and receiving in different
time slots it may be possible to eliminate the duplexer cir-
cuitry in the mobile unit, replacing it with a fast-switching
circuit that turns the transmitter and the receiver on and
off at the appropriate times, thus prolonging the battery
life of the handsets. Also, TDMA-based systems tend to be
more flexible and more open to technological change.
Thus, with improvements in speech coding algorithms, a
TDMA channel is more easily reconfigurable to accept new
techniques supporting higher, lower, or variable bit rates,
without disrupting the frequency plan of the cellular
network. With CDMA (which uses direct-sequence
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spreading), a frequency channel is shared simultaneously
by multiple users in a given cell, and the signals are dis-
tinguished by spreading them with different codes. CDMA
has the advantage of offering multipath immunity and in-
terference rejection and provides a graceful performance
degradation as the number of users in the system increas-
es. However, CDMA is susceptible to the near–far problem
and requires power control [3]. Figure 3 illustrates the
three commonly used multiple access schemes in cellular
networks.

In general, digital systems can support more users per
base station per megahertz of spectrum, allowing wireless
system operators to provide service in high-density areas
more economically. The use of TDMA or CDMA digital ar-
chitecture provides the additional advantage of sharing
the radio hardware in the base station among the multiple
users. It offers flexibility for mixing voice/data communi-
cation and the support of new services. A potential for
further capacity increases is also possible with the use of
reduced-rate speech coders. Furthermore, reduced RF
transmit power (increasing battery life of handsets) and
the use of encryption for communication privacy, are pos-
sible. It offers a more natural integration with the evolving
digital wireline network and reduced system complexity
(mobile-assisted handoffs, fewer radio transceivers, etc.).
While the second-generation cellular systems are based on
digital transmission, some of them are designed to coexist
with their analog counterparts, while all the evolving
third-generation cellular and PCS systems use digital
transmission.

In wireless communications systems, it is usually de-
sirable for the subscriber to simultaneously send informa-
tion to the base station while receiving information from
the base station. The process whereby the subscriber can
transmit and receive information simultaneously is
known as duplexing. The two most commonly used du-
plexing techniques are frequency-division duplexing
(FDD) and time-division duplexing (TDD). In FDD, the
forward link (base-to-mobile station) and the reverse link
(mobile-to-base station) transmissions are done simulta-
neously on different frequency channels. In this case, a

device called a duplexer is used inside each subscriber unit
and base station to allow the simultaneous signal trans-
mission and reception on the duplex channel pair. In TDD
systems, the same frequency band is used in both the for-
ward and the reverse links but it is required that the
transmissions in different directions occur in different
time slots.

A performance measure that is commonly used to char-
acterize a digital radio system is the spectral efficiency.
The spectral efficiency of a digital radio system Es is
defined as [5]

Es¼
Zc

WCAc
ðerlangs=MHz=km2

Þ ð1Þ

where Zc is the carried traffic per channel in erlang,
W is the channel bandwidth in MHz, Ac is the cell area
in km2, and C is the cluster size (number of cells in a reuse
cluster).

1.5. Speech Coding

In wireless systems that provide digital voice services,
there is the need to encode the analog speech signal into a
digital stream for transmission over the channel (air in-
terface). At the receiver, the signal is reconstructed with
acceptable fidelity. There are several major parameters to
consider in choosing a speech coding scheme for wireless
application. These include the transmitted bit rate (kbps),
the delivered speech quality, robustness to transmission
errors, and complexity of implementation of the chosen
scheme. Available speech coding techniques may be clas-
sified into three main categories: waveform coding, model-
based coding, and hybrid techniques. Waveform coding
techniques are usually the simplest to implement and
their implementation may be done in either the time do-
main or the frequency domain. At the transmitter, the
analog speech is sampled, quantized, and encoded into
digital stream for transmission. At the receiver, a decoder
reconstructs the original speech signal. The coder–decoder
combination is commonly referred to as a codec. Waveform
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speech coding techniques implemented in the time domain
include pulse-code modulation (PCM), differential PCM
(DPCM), delta modulation (DM), and adaptive predictive
coding (APC). One form of delta modulation known as
digitally variable slope delta modulation (DVSDM) is used
in the second-generation UK cordless telephone system
(CT2) because of its implementational simplicity and low
cost, but to some extent sacrificing voice quality. When
waveform coding is implemented in frequency-domain,
the speech signal is filtered into contiguous, nonoverlap-
ping sub-bands encoded independently using time-domain
techniques. Examples include subband coding (SBC) and
adaptive transform coding (ATC) schemes. In model-based
speech coding techniques, signal processing algorithms
are used to extract and transmit certain parameters from
the analog speech waveform that correspond to the actual
time-varying parameters of the speech production mech-
anism in the human vocal tract (modeled as an electric
filter). Thus the algorithms, which are usually called
vocoders, attempt to describe the speech production mech-
anism in terms of a few independent parameters used as
the information-bearing signals. At the receiver, the re-
ceived parameters are decoded and used to control a
speech synthesizer that is an algorithmic representation
of the speech generation model, thereby approximating
the original speech signal. Vocoders are medium complex-
ity systems and operate at low bit rates. Their poor speech
quality may be attributed to the oversimplified source
models used and the assumption that the source and the
filter are independent. The poor and synthetic quality of
speech vocoders has led to the speech coding approach
known as residual excitation. In this approach, the speech
is synthesized, but a small part is transmitted as a coded
waveform part and another as a vocoded part; hence the
name hybrid. The penalty is the higher bit rate of trans-
mission required, but now a very much improved speech
quality is realized. Examples of model-based speech cod-
ing schemes that are often used in wireless applications
include linear predictive coder (LPC) which usually re-
quires some form of error correction coding when used in
wireless channels, long term predictors that include mul-
tipulse excitation (MPE-LPT) and regular pulse excitation
(RPE-LPT), code-excited linear predictive (CELP) coder
and quadrature code-excited linear predictive (QCELP)
speech coding schemes, and residual-excited linear
predictive coding (RELPC). Table 1 summarizes the

speech coding specification for some cordless and cellular
systems [3].

1.6. Modulation Techniques

Many modern mobile communications systems use digital
modulation techniques as they offer the advantages of
greater noise immunity and robustness to channel impair-
ments, easier multiplexing and integration of different
types of information (e.g., voice, data, and video), and
greater security over their analog counterparts. Digital
modulation also allows the use of source coding, error con-
trol coding, encryption, and equalization to improve the
performance of the overall system. New advances in very-
large-scale integration (VLSI) and digital signal process-
ing (DSP) technology have also improved the effectiveness
of the digital modulation schemes used in wireless com-
munications systems. The choice of a digital modulation
scheme for use in a wireless environment is influenced by
several factors. A desirable modulation scheme provides
low bit error rates at low received signal-to-noise ratios,
occupies a minimum bandwidth, performs well in a mul-
tipath fading environment, and is easy and cost-effective
to implement. Since the existing modulation techniques do
not simultaneously possess all of these qualities, tradeoffs
are often made in a modulation scheme for a particular
wireless application. The performance of a digital modu-
lation scheme is usually measured in terms of power effi-
ciency and bandwidth efficiency. Power efficiency describes
the ability of the modulation scheme to preserve the fidel-
ity of the digital message at low power levels. It is usually
expressed as the amount of power (usually given as the
ratio of the signal energy per bit to noise power spectral
density, Eb/N0) required at the input of the receiver to
achieve a specified probability of error. Bandwidth effi-
ciency describes the ability of the modulation scheme to
accommodate data within a limited bandwidth. It is de-
fined as the ratio of the throughput data rate per hertz in a
given bandwidth and directly reflects how effectively the
allocated bandwidth is utilized. While power and band-
width considerations are very important, other factors
must also be considered in choosing a modulation scheme
for a wireless application. For example, cellular systems
are usually interference-limited and the performance of
the modulation scheme in an interference environment is
also important. The sensitivity of the receiver to timing

Table 1. Speech Coder Used in Various Digital Radio Systems

Standard Service Type Speech Coder Type Used Bit Rate (kbps)

GSM Cellular RPE-LTP 13
CD-900 Cellular SBC 16
USDC (IS-54) Cellular VSELP 8
IS-95 Cellular CELP 1.2, 2.4, 4.8, 9.6
IS-95 PCS PCS CELP 14.4
PDC Cellular VSELP 4.5, 6.7, 11.2
CT2 Cordless ADPCM 32
DECT Cordless ADPCM 32
PHS Cordless ADPCM 32
DCS-1800 PCS RPE-LTP 13
PACS PCS ADCM 32
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jitters caused by the time-varying channel is an important
consideration. For personal communications systems that
serve a large number of subscribers in the service area, a
modulation scheme that allows a simple yet efficient de-
tector is desirable in order to minimize the cost and com-
plexity of the subscriber receiver unit. Digital modulation
schemes may be classified as linear or nonlinear.

In a linear modulation scheme, the transmitted signal
may be expressed as

fðtÞ¼RefAf ðtÞ expðjoctÞg

¼A½faðtÞ cosðoctÞ � fbðtÞ sinðoctÞ�
ð2Þ

where A is the amplitude, oc¼ 2pfc is the angular carrier
frequency, fc is the carrier frequency, and f(t)¼ fa(t)þ jfb(t)
is the complex envelope representation of the modulating
signal. Linear modulation techniques have good band-
width efficiency and are attractive for wireless communi-
cation systems where there is increasing demand to
accommodate more and more subscribers within a limit-
ed bandwidth. However, linear modulation schemes are
usually transmitted using RF amplifiers, which have poor
power efficiency. The use of power efficient amplifiers leads
to the regeneration of filtered sidelobes causing severe ad-
jacent-channel interference. A number of techniques have
been developed to handle this problem in practice. Exam-
ples of linear modulation schemes that are commonly used
in practical mobile applications include binary phase shift
keying (BPSK), quadrature phase shift keying (QPSK),
offset QPSK, and p/4 QPSK. Coherent detection uses the
carrier frequency and phase information to provide opti-
mum detection. It is well known that when coherent de-
tection is used at the receiver the bit error rate
performance of BPSK in an additive white Gaussian noise
(AWGN) channel is given by

PE;BPSKðgÞ ¼Qð
ffiffiffiffiffiffiffi
2gb

p
Þ ð3Þ

where

QðtÞ¼
1ffiffiffiffiffiffi
2p
p

Z 1

t

expð�x2=2Þdx

gb¼ g2(Eb/N0) and g is the random attenuation factor due
to channel fading. The average bit error rate is then ob-
tained by averaging Eq. (3) over the probability density
function of g2, p(g):

Z
1

0
PE;BPSKðgÞpðgÞdg ð4Þ

In a Rayleigh fading environment, we have

pðgÞ ¼
1

g
e�g=�gg ð5Þ

and the average bit error rate can be shown to be given by

�PPE;BPSK ¼
1

2
1�

ffiffiffiffiffiffiffiffiffiffiffi
�gg

1þ �gg

s !
ð6Þ

where �gg¼EðgbÞ¼ ðEb=N0ÞEðg2Þ is the average signal-to-
noise ratio. In practice, the carrier phase information
may not be known precisely or may be random (due to
channel fluctuations). In such cases, differentially coher-
ent detection may be employed. The probability of error
for differential PSK in AWGN is

PE;DPSK ¼
1

2
expð�gbÞ ð7Þ

while the average bit error rate can be shown to be given by

�PPE;DPSK ¼
1

2ð1þ �ggÞ
ð8Þ

The bit error rate performance of QPSK is similar to that
of BPSK. However, QPSK comprises two orthogonal BPSK
signals and thus has the advantage of providing twice the
spectral efficiency of BPSK with the same energy. As such,
twice as much data can be transmitted in the same band-
width. QPSK ideally has a constant amplitude property
but occasional p-radian phase shifts momentarily cause
the signal envelope of filtered QPSK to pass through zero.
This causes serious problems when QPSK is used in mo-
bile/satellite applications with nonlinear amplification be-
cause of interference from the sidelobes. OQPSK is a
modified version of QPSK in which p-radian phase shifts
do not occur. Although OQPSK has the same signal con-
stellation and, therefore, same bit error performance as
QPSK, it is not susceptible to adjacent channel interfer-
ence caused by the regeneration of sidelobes. In p/4 QPSK
the maximum phase transition of 1351 is a compromise
between the 1801 phase transition of QPSK and 901 for
OQPSK. Noncoherent detection can be used to demodu-
late a p/4 QPSK signal and can provide better perfor-
mance in a multipath fading environment than OQPSK.
Thus p/4 QPSK has the same performance (bit error rate
and spectral efficiency) as QPSK but has less amplitude
fluctuation. p/4 QPSK has been adopted in the North
American digital standard (IS-54), the Japanese digital
cellular and the Trans European Trunked Radio [3].

Nonlinear modulation techniques have constant enve-
lope so that power efficient class C amplifiers can be used
without introducing degradation in the spectrum occupied
by the transmitted signal, but they usually occupy larger
bandwidths than do linear modulation schemes. Examples
of constant-envelope modulation schemes that are fre-
quently used in mobile communication applications are
frequency shift keying (FSK), minimum shift keying
(MSK), and Gaussian minimum shift keying (GMSK). In
binary FSK, the transmitted signal of bit duration Tb may
be expressed as

fkðtÞ¼
ffiffiffiffiffiffi
2Eb

Tb

q
cosokt; 0 � t � Tb ð9Þ
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when the binary digit k(k¼ 0, 1) is transmitted, where
o0�o1¼ 2np/Tb and n is an integer. The average proba-
bility of error of the optimum coherent detector in a Ray-
leigh fading channel corrupted by AWGN can be shown to
be given by

�PPE;CFSK ¼
1

2
1�

ffiffiffiffiffiffiffiffiffiffiffi
�gg

2þ �gg

s !
ð10Þ

while it is

PE;NCFSK ¼
1

2þ �gg
ð11Þ

for a noncoherent detector. The phase information in FSK
signal is not properly utilized at the receiver except for
synchronization. MSK is a special case of continuous
phase FSK (CPFSK) in which the peak frequency devia-
tion is half the bit rate. Thus, MSK may be regarded as a
special case of OQPSK with the rectangular pulseshaping
replaced by half-sinusoidal pulse shaping. Thus, like
OQPSK, MSK has a constant envelope but the phase tran-
sitions are continuous. Also, an MSK signal (like an FSK
signal) can be demodulated coherently or noncoherently.
Finally, GMSK may be regarded as a special case of MSK
in which the sinusoidal weighting function is replaced by a
Gaussian shaped pulse. GMSK also has constant envelope
and excellent spectral efficiency. The average bit error rate
of coherently demodulated MSK (and GMSK) in Rayleigh
fading channel may be shown to be given by [3]

PE;MSK ¼
1

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Z�gg

1þ Z�gg

s !
ð12Þ

where Z is a constant that depends on the product of the
demodulator 3 dB bandwidth and the symbol duration
(BT) and is given by

Zffi
0:68; for GMSK ðBT¼ 0:25Þ

0:85; for MSK ðBT¼1Þ

(
ð13Þ

GMSK has been adopted for use in GSM, DECT, and U.S.
cellular packet data (CDPD).

2. CHANNEL PROPAGATION

The performance of a wireless communications system is
limited by the nature of the mobile radio channel. The
transmission path between the transmitter and the re-
ceiver usually varies as a result of obstructions from build-
ings, mountains, and foliage and also as a result of
variations in the atmosphere. Thus, electromagnetic
wave propagation is usually influenced by the mecha-
nisms of reflection, refraction, and scattering. Multiple
reflections cause the transmitted signal to travel along
different paths of varying lengths and attenuations, and
the interactions of these waves at the receiver location
causes multipath fading. Notwithstanding the multipath

fading, the long-term average strength of the received sig-
nal decreases as the separation between the transmitter
and the receiver increases.

2.1. Channel Propagation Models

Propagation models to characterize the mobile channel
can usually be classified into two groups, depending on
whether they focus on predicting the average received sig-
nal strength (large-scale models) or the variability of the
received signal (small-scale models) at a given distance
from the transmitter. Large-scale propagation models
based on measurements of actual channels indicate that
the mobile radio channel may be characterized by the
fourth-power loss model [6]:

Pr¼
PtV

da ð14Þ

where Pr is the average received power, Pt is the average
transmitted power, d is the distance between the mobile
and the base station, a is the exponent of power attenu-
ation (aE4, for macrocells), and V is a random variable
whose decibel value can be modeled by a zero-mean
Gaussian variable (i.e., V is lognormal) with standard de-
viation in the range of 6–12 dB. The propagation in an ur-
ban microcellular channel with a line-of-sight (LoS) may
be characterized by the following dual-slope path loss
model [6]

Pr¼
PtV

da1 1þ
d

d0

� �a2
ð15Þ

where a1 and a2 are the attenuation exponents, and
d0¼ 4hthr/l, where l is the transmission wavelength and
ht and hr are the transmitting and receiving antenna
heights, respectively. The decibel standard deviation of
the lognormal random variable V is now on the order of
3 dB. Measurements in several urban environments indi-
cate that for small transmitting and receiving antenna
heights (ht¼hrE3.7 m), a1E2.2 and a2E3.3. For medium
antenna heights (about 8.5 m), a1E2.2 and a2E3.4 and for
large antenna heights, a1E2.1 and a2E4.2 [3].

On the other hand, small-scale multipath propagation
causes rapid fluctuations in signal strength (fading) over
small distances or time intervals. Small-scale propagation
is also influenced by Doppler shifts caused by relative mo-
tion between the transmitter and the receiver, and by the
time dispersion caused by the multipath propagation de-
lays. Time dispersion due to multipath propagation causes
the transmitted signal to undergo either flat or frequency-
selective fading. The Rayleigh and Rice probability density
functions are commonly used to model envelope fluctua-
tions in a flat-fading channel when there is no direct
transmission path between the transmitter and the re-
ceiver and when a LoS component is present, respectively.
The Nakagami m distribution is a more general model
that has been shown to provide a better match to envelope
measurements in different mobile radio environments
than the Rayleigh and Rice distributions. The Rayleigh
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distribution is a special case of the Nakagami distribution,
while the Rice distribution can be approximated by the
Nakagami distribution for a large range of mean signal-to-
noise ratio values.

2.2. Combating Multipath Fading

Two major causes of performance degradation in wireless
systems are multipath fading and shadowing. There are
three ways to combat the effects of fading in these systems:
diversity reception, channel coding, and equalization. Di-
versity reception techniques are used extensively on mul-
tipath fading radio channels to reduce the effect of fading
on system performance, including both fixed and mobile
terminals. In diversity reception, several replicas of the
transmitted signal, each carrying the same information
and undergoing independent fading, are combined at the
receiver. The diversity may be obtained in time, frequency,
or space. There are several ways that the receiver may
combine the received diversity signals for optimum per-
formance. Three of the commonly used linear combining
schemes are maximal-ratio combining (MRC), equal-gain
combining (EGC), and selection diversity combining
(SDC). Microscopic diversity reduces the effect of instan-
taneous short-term (or small-scale) fading by combining
several uncorrelated signals received at the radio port us-
ing any of the combining methods. Macroscopic diversity
mitigates the effect of long-term (or large-scale) shadowing
by using several geographically distributed base stations
to serve each cell. The base station with the largest aver-
age local mean signal power is usually selected [5,7].
Figure 4 shows the diversity gain obtained by using
MRC microscopic diversity reception in detecting BPSK
signals in a Rayleigh fading channel. We observe from the
figure that with a coherent detector at the receiver, in or-
der to obtain an error rate of 10�3, the receiver requires a
signal-to-noise ratio (SNR) of 24 dB when there is no di-
versity (L¼1), but only 11 dB with dual-branch diversity
(L¼2) and 4 dB with fourth-order (L¼ 4) diversity. The

performance of DPSK is about 3 dB inferior to that of co-
herent PSK. In Fig. 5, the effect of macroscopic selection
diversity is shown, with the lognormal shadowing as-
sumed to have a decibel standard deviation of 6 dB. At a
bit error rate of 10�3 and with dual order microscopic di-
versity, macroscopic diversity of order 3 (N¼ 3) provides
about 5 dB improvement over the system with no macro-
scopic diversity (N¼ 1).

In channel coding schemes, extra bits (with no mes-
sage) are added to the information bitstream before being
transmitted over the channel. At the receiver, the added
redundant bits are used to detect/correct errors that may
have occurred in the bitstream. Channel error control
techniques used in wireless channels may be classified
into three groups, namely: error detection coding (the
most commonly used error detection scheme is the cyclic
redundancy check (CRC) codes because they are very easy
to implement using shift registers), forward error correc-
tion (FEC) coding (using block or convolutional codes), and
automatic repeat request (ARQ) transmission protocols.
The amount of diversity gain introduced by channel cod-
ing depends on the minimum distance of the code. The
addition (and interleaving) of redundant bits into the data
bitstreams in the channel coding process gives rise to time
or frequency diversity and improves the resistance of the
system to multipath fading.

The time-variant multipath channel after exhibits bur-
sty error characteristics. By the process of interleaving,
the bursty channel can be transformed into a channel
having independent errors by spreading the coded data
over several timeslots. Interleaving is used extensively in
the second-generation digital cellular systems.

A very serious problem in high-data-rate transmission
systems is intersymbol interference (ISI) caused by fre-
quency-selective multipath fading. In this case, increasing
the transmission power worsens the problem because the
interference power increases. Signal processing tech-
niques (known as equalization) may be used to minimize
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Figure 4. Average bit error rate for a BPSK system with
L-branch microscopic MRC diversity in a Rayleigh fading channel.
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Figure 5. Average bit error rate for a BPSK system with mac-
roscopic selection diversity (and dual-branch microscopic MRC
diversity) in a shadowed Rayleigh fading channel.
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the effect of ISI. In wireless applications, adaptive equal-
ization is used since the mobile channel is random and
time-varying. The operation of an equalizer usually in-
volves the transmission of a known, fixed-length training
sequence to set the parameters of the equalizer at the re-
ceiver. New algorithms, called ‘‘blind equalization,’’ which
do not require training sequences, are currently under re-
search. During data transmission, the adaptive equalizer
uses recursive algorithms to evaluate the channel and es-
timate the filter coefficients that are used to compensate
for the channel distortions. Adaptive equalizers can be
classified as linear or nonlinear depending on how the
equalizer output is used for subsequent control (feedback)
of the equalizer.

3. WIRELESS TRANSCEIVER STRUCTURE

The complexity of radiocommunication systems is increas-
ing significantly with the application of more sophisticat-
ed multiple access and digital modulation techniques that
are necessary in order to accommodate the tremendous
growth in the number of subscribers of wireless commu-
nication services. Advances in wireless technology and
new applications for wireless systems and services have
given rise to a variety of portable voice, data, and mess-
aging systems. The development of low-rate digital speech
coding techniques and the continuous increase in the de-
vice density of integrated circuits have led to completely
digital second-generation cellular systems. Also, the
evolving third-generation cordless, cellular, and PCS
systems are all expected to be fully digital. Digital
signal processing (DSP) techniques traditionally used for
speech and channel codecs are presently being used
extensively for advanced digital communications trans-
ceiver design. In addition to speech and channel codecs,
these techniques are also being used for detection and
demodulation, equalization, frequency synthesis, and
channel filtering.

3.1. Radio Receiver Principles

A considerable amount of computing resources are neces-
sary to achieve the performance desired for personal com-
munication systems and the required power needed to
drive the constituent units of the system may be prohib-
itive for portable applications. Thus, the key requirements
for wireless portable terminals are performance, cost,
power consumption, and size. Low power consumption
may be achieved through technology and system-level
tradeoffs. The receiver power is consumed by the RF com-
ponents, baseband DSP, digital application-specific inte-
grated circuits (ASICs), and mixed signal devices. At the
system level, power consumption may be optimized by
proper choice of system operations such as time-division
multiplexing and voice-activity detection. For example,
many digital processors feature powerdown modes that
allow turning off peripheral and certain computational
units. One drawback of such method, however, is that it
does not always allow for fast rampups. In a wireless
environment, the receiver may have to process very low
desired signal levels in the presence of large levels of

unwanted signals. Therefore, the architecture used
in the receiver front end must satisfy requirements
such as sensitivity, dynamic range, selectivity, and
manufacturability. Radio receiver principles that may
be used include the superheterodyne principle, digital
receivers with DSP techniques, and direct-conversion
receivers [8].

In a direct-conversion receiver, the received RF signal
is filtered in a duplexer, and passed through a low-noise
amplifier followed by a bandpass filter. The output of the
filter is then split and, along with two local oscillators in
phase quadrature at the carrier frequency, are fed to a
quadrature mixer. The outputs of the quadrature mixer
are then passed through a lowpass filter followed by an-
alog–digital (A/D) conversion to produce the in-phase (I)
and quadrature (Q) samples. Since the receiver processes
the full RF spectrum at baseband, this architecture re-
quires high dynamic range, high sensitivity, low noise, as
well as proper amplitude and phase balancing between
the I and Q branches. The main advantage of the direct-
conversion architecture is its simplicity as it has a low
component count. It also has a wide tuning range and high
selectivity. However, a number of challenges are present
in its realization. For example, a high-gain low-noise mix-
er is necessary to combat the 1/f amplifier noise at base-
band as well as a technique to cancel the associated large
DC-offset. The direct-conversion receiver architecture is
used in a number of cellular and wireless products. For
example, a radio receiver that incorporates direct-conver-
sion into an integrated circuit in a way that avoids the
need for discrete intermediate frequency filters and is par-
ticularly suitable for use in wireless devices has been pro-
posed [9]. Also, FSK paging receivers at 450 MHz and
930 MHz as well as some 900 MHz wireless LAN products
are available.

3.2. Miniaturization

Wireless personal communication devices such as pagers
and cellular and cordless telephones are becoming more
compact and more light weight as a result of improve-
ments in device-mounting technology and development of
different kinds of devices. By using advanced very large-
scale integration (VLSI) technology, the implementation of
complex algorithms is economically feasible. The use of
complementary metal-oxide semiconductor (CMOS) de-
vice scaling technology has facilitated the employment of
denser and faster memory chips as well as digital micro-
processors. Rapid advances in solid-state integrated cir-
cuit technology have fueled the growth of commercial
wireless communication systems with the desire to pro-
duce high-performance, low-power, small-size, low-cost,
and high-efficiency devices. The increasing use of inte-
grated circuits in radio designs has resulted in significant
improvements in the reliability and performance of the
digital receivers. Rapid advances in packaging technology
resulting in compact designs of wireless terminals as well
as considerable drops in manufacturing costs resulting
from improved procedures in assembly and testing have
also increased the deployment of these devices.
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3.3. Design Tools

The lifecycles of many cellular and cordless products are
very short. As such, in order to compete successfully, com-
panies must turn system concepts into silicon VLSI very
rapidly. High-quality computer-aided design tools are
therefore very important for efficient design, simulation,
and realization of the systems. The design methodology
used in these tools must be chosen to allow different levels
of abstraction at different points in the timescale. The
algorithms used in these design tools are usually compre-
hensively specified with block diagrams that are specified
hierarchically, with each block representing a signal pro-
cessing operation. The blocks are usually parameterized
so that automatic evaluation of the different simulations
can be done based on the block diagrams. Depending on
the digital communication system involved, multirate and
variable-rate processing may be supported. Two simula-
tion approaches that are available in practical design tools
are the data-flow-oriented approach (e.g., COSSAP from
Synopsys) and the time-driven approach (e.g., SPW from
Candence) [10]. In addition to the algorithmic simulations,
the architecture of the digital communication system also
needs to be simulated. The simulation of the architecture
may be software-based or hardware-based.

4. OVERVIEW OF DIGITAL RADIO SYSTEMS

4.1. Digital Cellular Systems

Digitization allows the use of TDMA and CDMA over
FDMA as multiple-access alternatives. The North Amer-
ican Digital Cellular systems have evolved into two Inter-
im Standards, one based on TDMA (IS-54) and the other
based on CDMA (IS-95). The Global System for Mobile
communication (GSM) as well as the Japanese Pacific
Digital Cellular (PDC) system (which is very similar to
the IS-54 system) are also based on TDMA while the
Broadband-CDMA (IS-665) system is a specialized
CDMA system [3,5,11].

4.1.1. North American Digital Cellular Systems. The de-
velopment of a digital cellular standard in North America
came as a result of tremendous increase in the demand for
cellular services. The capacity of the first-generation an-
alog advanced mobile phone system (AMPS) was limited,
and there was no new spectrum available to meet the in-
creased demand. Therefore, the objective of the second-
generation systems was not only to increase the capacity
of the existing spectrum but also to provide additional
services. The Cellular Telecommunications Industry As-
sociation (CTIA) which consists mainly of cellular service
providers and the Telecommunication Industry Associa-
tion (TIA) consisting of equipment manufacturers estab-
lished a technical committee to develop a digital standard.
Finally, in 1989, the industry adopted the dual-mode
transmission standard, which is referred to as the Elec-
tronics Industry Association Interim Standard 54.

4.1.2. TDMA System (IS-54). This is an all-digital sec-
ond-generation cellular system that was designed to

coexist with and eventually replace the first-generation
analog cellular system. On the forward link, the spectrum
allocation for IS-54 is 824–849 MHz while on the reverse
link it is 869–894 MHz. The modulation scheme used is
differential quadrature phase shift keying (DQPSK) with
p/4 radians phase shift between successive symbols, to
reduce amplitude fluctuations in the signal envelope.
However, as it is a linear modulation scheme, it has poor
power efficiency resulting in larger size and weight of the
handset. Each TDMA frame has 6 timeslots of 324 bits
each, with a framelength of 40 ms, giving a bit rate of
48.6 kbps. Since the channel spacing is 30 kHz, the result-
ing bandwidth efficiency of 1.62 bps/Hz is relatively high.
The speech coder is VSELP operating at 7.95 kbps and
produces a speech frame every 20 ms (or 159 bits every
second). Of these, the leading 77 bits of each frame are
protected with error control coding and the remaining 82
bits are unprotected, resulting in 260 channel bits per
frame. Thus the full-rate coder results in a transmitted
data rate of 13 kbps.

4.1.3. CDMA System (IS-95). This system is based on
direct-sequence CDMA (DSCDMA) and was proposed by
Qualcomm in 1989 and adopted in 1993. IS-95 was also
designed to be compatible with the AMPS. The spectrum
allocation for IS-95 on the forward link is 824–849 MHz,
while it is 869–894 MHz on the reverse link. With an
allowable bandwidth of 1.25 MHz, it uses a direct-se-
quence spread-spectrum signal with chip rate
1.228 Mbps. The speech coder used is QCELP with vari-
able rates (ranging from 1200 to 9600 bps) determined
by the accompanying voice activity detector. Block
interleaving with duration 20 ms provides time diversity
while the wide bandwidth allows for frequency diversity
and multipath (rake) diversity, making the system
robust to multipath fading. Different modulation and
spreading techniques are employed on the forward and
reverse links. On the forward link, BPSK modulation is
used with QPSK spreading. For a single user, either form
of modulation yields the same performance, but in a mul-
tiple-access environment the use of QPSK spreading ran-
domizes the phase of the desired user relative to the other
users in the system giving rise to much less phase degra-
dation for the desired user. Although the 64� 64 Hada-
mard matrix used may allow 64 users in a cell, only 61
Walsh codes are available since the remaining codes are
reserved for the pilot, synchronization, and paging chan-
nels. Also, on the forward channel, many user signals are
multiplexed and transmitted to multiple users, allowing a
common pilot signal to be inserted for all the users. There-
fore, coherent demodulation is possible on the forward
link. On the reverse link, on the other hand, since the us-
ers operate asynchronously and are power controlled, no
pilot signal is transmitted by the mobile users. Therefore,
noncoherent M-ary (M¼ 64) orthogonal modulation/
demodulation, which is power efficient, is employed on
the reverse link.

IS-95 is modified in the following ways in order to sup-
port higher data rates for better speech quality at PCS
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frequencies:

1. On the reverse link, the convolutional code rate is
changed from 1

3 to 1
2.

2. On the forward link, the convolutional code rate is
changed from 1

2 to 3
4.

3. The standard QCELP speech coder is replaced by
QCELP13, which also has variable rate and is de-
signed to provide improvements in spectral quanti-
zation, voice activity detection, and pitch prediction.
It operates in several modes (which includes
QCELP).

4. The data rate is changed from (1200, 2400, 4800,
9600 bps) to (1800, 3600, 7200, 14400 bps).

4.1.4. Broadband CDMA System (IS-665). The wideband
CDMA standard supports several bandwidths (5, 10, or
15 MHz) at PCS frequencies. The forward link is similar to
that of IS-95 with a few exceptions. There is a pilot signal,
a synchronization signal, and up to seven paging signals
and several traffic signals are supported as options. Also,
unlike IS-95, where the chip rate is 1.228 Mbps, in IS-665,
several chip rates (of 4.096, 8.192, and 12.288 Mbps) may
be used. On the reverse link, the mobile users transmit
pilot signals to the base station. Therefore, coherent de-
tection (of the QPSK modulated signal) is possible. Both
the CDMA (IS-95) and the Broadband CDMA (IS-665)
systems are synchronized by the Global Position Satellite
(GPS) time. The speech coding scheme used is ADPCM.

4.1.5. European Digital Cellular–GSM (DCS 1800). The
GSM standard was developed as a joint initiative by mem-
bers of the Conference of European Posts and Telecom-
munications Administration (CEPT) with the initial
objective of building a unified pan-European network, giv-
ing the subscribers a uniform service and easy roaming
throughout all of Europe. The GSM technical standard
makes full use of currently available technology, incorpo-
rating features such as low bit rate speech, convolutional
channel coding with bit interleaving, and frequency hop-
ping. Services supported by GSM may be classified into
three types: telephone services, data services, and supple-
mentary ISDN services. The spectrum allocation for GSM
at 900 MHz is categorized into the standard or the extend-
ed GSM band while the allocation for GSM at 1800 MHz is
referred to as Digital Cellular System 1800 (DCS 1800)
band. The frequency assignments for these bands are as
follows: for forward link, 935–960 MHz standard GSM,
925–960 MHz extended GSM, and 1805–1880 MHz DCS
1800; for reverse link, 890–915 MHz standard GSM, 880–
915 MHz extended GSM, and 1710–1785 MHz DCS 1800.

With a spacing of 200 kHz, the standard GSM has 124
channels, the extended GSM has 174 channels, and DCS
1800 has 374 channels. Each GSM channel supports eight
simultaneous users using TDMA of framelength 4.615 ms.
The modulation is GMSK with BT¼ 0.3 and slow frequen-
cy-hopping every frame at 217 hops per second is used to
provide additional protection against frequency-selective
fading and cochannel interference. Interleaving is also
used to minimize the effect of deep fades. The speech coder

is a regular pulse-excited linear predictive coder (RPE-
LPC) with long-term prediction with voice detection capa-
bility (voice activity detection factor of 40%) and provides
a net bit rate of 13 kbps. It operates in discontinuous
transmission mode to prolong battery life. Presently,
GSM networks have been deployed in over 60 countries
in Europe, the Middle East, Asia, and Africa. In North
America, GSM is deployed as PCS 1900.

4.1.6. Japanese Personal Digital Cellular. Established in
1991, the Japanese Personal Digital Cellular (PDC) sys-
tem is very similar to the North American IS-54 system in
terms of their operational characteristics and in the re-
quirement that they replace an existing analog cellular
system. The frequency allocation for the PDC represents
the main difference between the two systems. PDC has
two small frequency bands in the 800/900 and the
1400 MHz band. On the forward link, the frequency as-
signments are 810–826 MHz and 1477–1501 MHz, while
on the reverse link, they are 940–956 MHz and 1429–
1453 MHz. With a channel spacing of 25 kHz to be com-
patible with the existing analog system, PDC uses TDMA
to multiplex three slots for three users in a 20-ms frame
onto a carrier. The modulation is p/4 DQPSK with a chan-
nel data rate of 422 kbps, and the VSELP voice coder uses
error correction coding. Mobile-assisted handoff facilitates
the use of small cells, and with the use of space diversity,
reduces the required carrier-to-interference ratio. The sys-
tem provides high quality services, high security, and long
handset battery life.

4.2. Digital Cordless Telephony

Cordless telephones are low-power, low-range, full-duplex
communication systems that use radio to extend the hand-
set to a dedicated base station with a specific telephone
number that is connected to the public switched telephone
network. Cordless telephone systems provide the user
with limited mobility and it is seldom possible to main-
tain a call if the user travels outside the coverage range of
the base unit. In the first-generation cordless telephone
systems, the handset typically operates with localized mo-
bility within a very limited range (on the order of 10 m) of
the base unit and is used in the home or in the office. They
use analog frequency modulation and operate mainly as
extension telephone to a transceiver connected to the pub-
lic wired network. Because of its analog nature and lim-
ited operating range, it has limited traffic-carrying
capacity, which in turn limits the full development poten-
tial of these systems. Second-generation cordless tele-
phone systems are based on digital transmission format
and provide wider coverage ranges, offer good speech qual-
ity, provide better security, are more resistant to interfer-
ence and noise, and use compact handsets with built-in
antenna [2].

4.2.1. Cordless Telephone—CT2. This is a second-gen-
eration cordless telephone standard introduced in Great
Britain in 1989 and designed for residential and office use.
It is also used to provide telepoint services. Telepoint is a
service that is provided to cordless handset owners from
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cordless base stations located in public places, such as
railway stations and shopping centers. This is a basic
public communication service for the less migratory, more
localized sector of the traveling market and does not com-
pete directly with the wide roaming mobile cellular net-
work. Thus, the handset purchased for residential or office
use can also be used to access the telepoint service while
the user is in transit between the home and the office. In
CT2, speech waveforms are coded using ADPCM with a bit
rate of 32 kbps. Two-way full-duplex conversation is
achieved using time-division duplexing (TDD). The mod-
ulation used is Gaussian filtered FSK with bandwidth–bit
period product BT¼ 0.3. A Canadian enhancement of CT2
is called CT2þ and provides additional mobility manage-
ment functions.

4.2.2. Digital European Cordless Telecommunication
(DECT). DECT is a pan-European standard for cordless
telephone that was designed to provide cost-effective com-
munication to high user densities in picocells. Intended
applications of DECT include residential cordless telepho-
ny, telepoint services, and cordless PBX. Although DECT
is functionally closer to a cellular system that a standard
cordless telephone system, the interface of DECT to the
PSTN or ISDN network remains the same as for a corded
telephone. DECT uses TDMA with TDD and the base sta-
tion can support multiple handsets simultaneously with a
single transceiver. The modulation and speech coding
techniques used in DECT are similar to those in CT2.

4.2.3. Personal Handyphone System (PHS). PHS is a
Japanese air interface standard with the design objective
of providing service not only for home and office use but
also for public access capability. PHS uses TDMA and
TDD, with each TDMA frame of 5 ms duration. The speech
coding used is ADPCM with data rate of 32 kbps in con-
junction with CRC error detection (with no error correc-
tion) and the modulation used is p/4 DQPSK. Since PHS
uses dynamic channel assignment the base stations can
allocate channels based on the signal strength seen at
both the base station and the portable, and handoffs are
supported only at walking speeds as the system is de-
signed for microcell/indoor PCS use.

4.2.4. Personal Access Communication Systems (PACS).
PACS is a third-generation personal communications sys-
tem designed to support voice, data, and video images for
low-speed portable applications in microcell/indoor envi-
ronments. The PACS interface provides wireless connec-
tivity to a local exchange carrier (LEC) and it uses TDMA,
with frequency-division duplexing (FDD). The modulation
used is p/4 QPSK, with coherent demodulation, which
provides substantially better performance than do other
digital cordless telephone systems with discriminator-
based receivers. Two-branch polarization diversity with
feedback at both the base station, and the handset gives
an improvement that approaches a four-branch diversity
reception system. The subscriber unit uses adaptive power

control to minimize battery drains during transmission
and to reduce cochannel interference on the reverse link.

4.3. Paging Systems

A traditional paging system is a one-way, wireless com-
munication device that sends brief messages (usually a
numeric message, an alphanumeric message, or a voice
message) to notify a subscriber of the need to call a par-
ticular telephone number or to receive further instruction
from another location. There are two types of paging sys-
tems: the radio common carrier (or a subscriber system)
and the private paging systems. The subscriber paging
system is a licensed, public paging company providing
paging services to the public and the coverage area may be
local, statewide, nationwide, or international. The private
paging system involves a customer-owned transmission
system and paging receivers for private paging use. When
multiple transmitters broadcast a page (known as simul-
cast), the subscribers can roam from the home area to
anywhere the paging system is networked. The traditional
definition of paging has evolved from the one-way com-
munication device to a two-way device that sends and re-
ceives data with services including customized response
functions, connection to online information services,
e-mail messaging, etc. A number of signaling standards
for paging systems have also evolved. Examples include
POCSAG, which is a one-way paging system; ERMES,
which is the European paging system; Motorola’s FLEX
family of paging products; and AT&T’s P-act, which is a
narrowband PCS paging system [12].

5. PERSONAL COMMUNICATION SERVICES

Wireless personal communication services (PCS) is a con-
cept that extends wireless communications beyond the
limitations of the current cellular system to provide users
with the ability to communicate with anyone, anywhere,
and at any time. A number of characteristics are generally
associated with PCS in order to provide reliable service on
demand anywhere, any time. The handsets must be por-
table and easy to use with a long battery life, each user
must have a single personalized number that can be
reached anywhere, and the system must provide an indi-
vidualized feature profile that follows the user and pro-
vides service at any location. PCS must support various
user mobility patterns and provide wide user roaming
ability to provide for universal accessibility. Consequently,
different cell sizes must be used depending on the type of
application and user density. In general, four types of cells
can be distinguished for PCS: the picocell (for low-power
indoor applications), the microcell (for low-power indoor or
outdoor pedestrian applications in high-population-densi-
ty areas), the macrocell (for high-power vehicular appli-
cations), and supermacro cells (for use with satellite
systems). Radio systems for PCS must have a variety of
operating power levels, and the users should be able to use
the service in diverse environments with a wide variation
in the radio propagation properties. The system must
allow easy integration of the wireless system with the
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wireline system and ubiquitous deployment of the radio
systems.

The services that can be offered by PCS and cellular are
identical, except that the operating frequencies are differ-
ent. The subscriber is indifferent to the frequency band as
long as the services are not affected. Thus, the main forces
that influence the PCS and the cellular industries are
similar. Some of these forces are the regulators, PCS op-
erators, equipment vendors, subscribers, and competing
products. The service area in the United States and its
territories are divided into 51 major trading areas (MTAs)
and 493 basic trading areas (BTAs) according to the Rand
McNally 1992 Commercial Atlas and Marketing Guide,
123rd ed. Based on FCC regulation, each area in the Unit-
ed States can be served by at least six PCS operators, in
addition to the existing two cellular operator and one spe-
cialized mobile radio (SMR) service operators [12].

One of the most important defining elements of PCS is
the FCC’s allocation of 120 MHz of spectrum around the
1200 MHz frequency band for licensed operation and an-
other 20 MHz for unlicensed operation, resulting in a total
of 140 MHz for PCS. This is about three times the 50 MHz
spectrum currently used by the cellular system, indicating
the resolve to make PCS more widely available. Figure 6
shows the frequency allocation for PCS.

No specific technology has been mandated by the FCC
for the PCS market. As such, a number of competing tech-
nologies have been chosen by the major PCS carriers.
Presently, seven PCS standards can be identified. These
include GSM (PCS 1900), a derivative of the GSM/DCS
1800 standard; CDMA, a modification of IS-95; DAMPS;
PACS, air interface for pedestrian applications; CDMA/
TDMA, a composite hybrid that uses TDMA within cells
and CDMA between cells; DECT-based TDMA; and broad-
band CDMA [12]. Of these, the four most widely deployed
systems at the present time are GSM, CDMA, TDMA, and
PACS.
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DIODES

KONSTANTINOS MISIAKOS

NCSR ‘‘Demokritos’’
Athens, Greece

The word diode originates from the Greek word DiodoB,
meaning passage or way through. In electronics terminol-
ogy, in fact, diode refers to a two-terminal device that al-
lows current to flow in one direction while it blocks the
flow of current in the opposite direction. Such devices
usually employ semiconductor junctions or metal–semi-
conductor junctions. There are also diodes made of vacu-
um tubes or metal—purely ionic crystal contacts. This
article deals with semiconductor p-n-junction diodes be-
cause they are the most widely used in practice because of
their versatility, reproducibility, stability, and compatibil-
ity with integrated circuit technology. Additionally, an
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insight into the operation of the p-n-junction diode is the
basis for understanding the device physics of other semi-
conductor devices, the majority of which use the p-n-junc-
tion as the building block. The semiconductor of our choice
will be silicon because almost all diodes, discrete or inte-
grated, are made of this element. Extensions to other
semiconductors will be made to generalize theoretical
results or to set limits to the validity of certain equations.

Figure 1a shows the electrical symbol of a diode. The
arrow-type symbol indicates the conduction direction. For
a diode to conduct an appreciable electric current, the
voltage on the left side of the symbol must be a little high-
er than the voltage on the right side. If this polarity is re-
versed, the current drops to negligible values even for a
large bias. The two previous polarity modes are known as
forward bias and reverse bias, respectively. In Fig. 1b the
very basic material structure of a diode is shown. The
starting material is a high-purity silicon crystal, the prop-
erties of which are properly modified by selectively intro-
ducing dopants (elements) from either the third or the
fifth column of the periodic table. The third-column ele-
ments, when introduced into the silicon lattice, behave as
acceptors: they trap electrons from the valence band,
thereby creating positively charged holes in the valence
band and negatively charged immobile acceptor ions. The
acceptor-doped part of the diode is called the p side. On the
other hand, fifth-column elements behave as donors; they
give up their fifth electron, creating a population of con-
duction band electrons and positively charged immobile
donor ions. The donor-doped part of the device is the n
side. The introduction of acceptor and donor dopants into
silicon creates the two polarity sides of the diode, as shown
in Fig. 1a. Schematically speaking, when applying a for-
ward bias, the higher voltage on the p side makes the
electron and hole gases move into each other. Thus, an
electric current is created through electron-hole pair re-
combination. On the contrary, a lower voltage on the p side
moves the charge carriers away, thus preventing recom-
bination and eliminating the current. In terms of dopants,
the previous account of how the p-n diode is formed also
holds for germanium diodes, which also is a fourth-column
elemental semiconductor. For compound semiconductors
(e.g., GaAs, InP, CdTe), the chemical origin of donor and
acceptor dopants is more complex in relation to the semi-
conductor elements themselves.

In Fig. 2 the current–voltage (I–V) characteristic of an
ideal diode as well as a realistic one is shown. The ideal

diode would behave as a perfect switch when forward-
biased; unlimited current flows without any voltage drop
across the device. The same ideal diode would allow no
current in the reverse direction, no matter what the mag-
nitude of the reverse bias is. Now, a realistic semiconduc-
tor diode would exhibit a resistance to current flow in the
forward direction, whereas in reverse bias a small current
would always be present due to leakage mechanisms. The
disagreement between the ideal and the actual electrical
behavior is not restricted only to the static I–V character-
istics shown in Fig. 2. It extends to the transient response
obtained when applying a time-dependent terminal exci-
tation. The response of a realistic diode cannot follow at
exactly the same speed as the terminal excitation of an
ideal diode would. When designing a diode to be used as a
switching device, care is taken to bring the device electri-
cal characteristics as close to the ideal ones as possible.
This is done by choosing both the geometric features and
the fabrication process steps in a way to suppress the par-
asitic components of the diode. As a result of the semicon-
ductor electronic band structure as well as technological
constraints, material limitations impose certain basic re-
strictions on the device performance and create the sub-
sequent deviation from the ideal performance. In the
following sections, these restrictions will be investigated,
and the deviation from the ideal performance will be
analyzed in terms of the basic device physics, material
constants, and geometry considerations.

Before considering the device physics of the diode, we
will briefly discuss the steps in the basic fabrication pro-
cess employed when making a silicon diode. These steps
determine its basic geometric and technological charac-
teristics, which in turn determine the device electrical be-
havior. Today, almost all silicon diodes are made through
the standard planar process of the silicon integrated cir-
cuit technology. A silicon wafer is first oxidized at temper-
atures in the vicinity of 10001C. Such oxidation creates a
silicon dioxide (SiO2) cover layer with a thickness on the
order of a micrometer. This layer is used as a mask for the
subsequent technological steps. The SiO2 film is then pat-
terned by lithographic techniques and through etching,
which allows windows of exposed silicon to be opened.
Then, either by diffusion or by ion implantation, dopants
are introduced into the exposed areas. The dopants are of
a type opposite to the one already existing in the original
wafer. In this way, p-n junctions are created in the exposed
areas. In the rest of the wafer, the SiO2 layer stops the ions

– – – – +
+ + +

+++––––

np

(b)

(a)

Figure 1. Electrical symbol of a diode (a) and illustration of a
semiconductor p-n junction (b). In (b) the large circles with the
minus and the plus signs are the acceptor and the donor ions,
whereas the small circles are the holes (empty) and the electrons
(dark).

I

V

1 2

Figure 2. The current–voltage characteristics of an ideal diode
(curve 1) and a realistic one (curve 2).
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and prevents diffusion into the silicon bulk. On the back
surface, another diffusion or implantation of the same do-
pants as in the bulk is usually applied for reasons that will
become clear in the next sections. At the end, metal con-
tacts are evaporated on the front and the back. Lithogra-
phy, again, on the frontside defines the contacts of the
individual diodes. The metal contacts are required for the
diodes to interact with the external world in terms of ter-
minal excitation (voltage or current) and terminal re-
sponse (current or voltage, respectively). Similar
methods are used for germanium diodes, whereas the
compound semiconductor devices are usually made
by epitaxial growth on proper substrates and by in situ
doping.

1. FUNDAMENTALS OF P-N JUNCTIONS

The basic p-n-junction device physics was proposed by
Shockley [1]. He derived the current-voltage characteris-
tics, considering the electron and hole current continuity
equations and the relationship between the carrier quasi-
Fermi levels and the externally applied potentials. Here,
we rederive the general current–voltage relation of a p-n
junction based on Shockley’s classic work [1] and its later
extension [2].

1.1. Basic Equations and Assumptions

To formulate the electron–hole transport in a semiconduc-
tor device mathematically, we can always start by ex-
pressing the carrier densities and currents in terms of the
carrier quasi-Fermi potentials under uniform tempera-
ture conditions:

Jn¼ � emnnrFn ð1aÞ

Jn¼ emnnEþ eDnrn ð1bÞ

n¼ni exp
�eFn � Ei

kT

� �
ð1cÞ

Jp¼ � emp prFp ð2aÞ

Jp¼ emp pE� eDprp ð2bÞ

p¼ni exp
�ð�eFpÞþEi

kT

� �
ð2cÞ

In Eqs. (1a) and (2a), Jn and Jp are the electric current
densities of electrons and holes, respectively. Equations
(1b) and (2b) express the currents in terms of drift and
diffusion, where mn, Dn, n and np, Dp, p are the mobilities,
diffusivities, and volume densities of electrons and holes,
respectively. Finally, Fn and Fp are the electron and hole
quasi-Fermi potentials, Ei is the intrinsic energy level, and
E the electric field density. Figure 3 shows the energy
band diagram of a p-n junction under forward bias and
illustrates the space dependence of the quasi-Fermi po-
tentials, of the bottom of the conduction band Ec, and of
the top of the valence band Ev. Equations (1c) and (2c)
hold provided that the differences Ec� (eFn) and (eFp)�Ev

are positive and at least several times the thermal energy
kT. Equations (1a) and (2a) are borrowed from thermody-
namics and hold provided that the bias is such that per-
turbations from equilibrium are small. ‘‘Small’’ here
implies that the energy distribution of electrons and holes
in the conduction and the valence band, respectively, con-
tinue (within a good approximation) to follow the Boltzm-
ann statistics. Additionally, we assume that the mean free
paths of the carriers are negligible compared to the phys-
ical dimensions of the device. Finally, Eqs. (1) and (2) hold
provided quantum-mechanical tunneling of carriers
across potential barriers is not important. Such a con-
straint is relaxed in the last section of nonconventional
transport diodes.

p Space
charge
region

n

Ohmic
contact

Ohmic
contact

0

–eV1 –eFp –eFp

–eFn –eFn –eV2

Ev

C1

Cj
C2

Ec

x

Figure 3. The band diagram of a forward-
biased p-n junction. Boundaries C1 and C2 are
the ohmic contacts, whereas Cj is the base-
injecting boundary.
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The second set of equations to be considered is the elec-
tron and hole continuity equations:

@n

@t
¼

1

e
r .Jn �Uðn;pÞþG ð3Þ

@p

@t
¼

1

e
r .Jp �Uðn;pÞ þG ð4Þ

where U is the electron–hole net recombination rate either
by band-to-band transitions or through traps, whereas G
is the band-to-band generation rate resulting from ioniz-
ing radiation or impact ionization processes. For the sake
of simplicity, we assume that U and G are the same for
both carriers. Equations (3) and (4) are more general than
the previous ones because they do the ‘‘bookkeeping’’ by
equating the increase in the rate of carrier density to
minus the carrier losses resulting from carrier out-fluxing
(rJp/e and �rJn/e) and recombination.

Next is the Poisson equation, which relates the electric
field to the charge density caused by both mobile and im-
mobile charges:

r .E¼
e

e
½�nþpþND �NA� ð5Þ

where e is the semiconductor dielectric constant and ND

and NA are the donor and acceptor densities, respectively.
The charge density resulting from donors and acceptors is
not carrier density dependent, unless the temperature
drops to the cryogenic region.

The final equation to be considered is the one that
equates the electric field to the gradient of the electrostat-
ic potential:

E¼
1

e
rEc¼

1

e
rEv¼

1

e
rEi ð6Þ

Equation (6) implies that the electrostatic potential is de-
termined by conduction and the valence band edges be-
cause the carriers there have only potential energy. The
last equation assumes that the separation in the energy
scale of the three levels (Ec, Ev, and Ei) is space-indepen-
dent. So, in Eq. (6), as well as in Eqs. (1b,c) and (2b,c), we
neglect band distortion resulting from heavy doping or
other effects (e.g., mechanical strain). This is discussed in
a later section on heavy doping effects.

1.1.1. Boundary Conditions. Equations (1)–(6) form a
system of six relations with six unknown variables: Fn,
Fp, Ei, Jn, Jp, and E. They apply, within the range of their
validity, to any semiconductor device. In this sense, any
semiconductor device understanding, design, operation,
and performance is based on this set of six equations.
What distinguishes a device of a particular kind is its
boundary conditions, as well as the doping and trap den-
sity and type.

1.1.2. Ohmic Contacts. For a diode, a two-terminal de-
vice, the boundary conditions necessarily include two
ohmic contacts that will supply the charge to be trans-

ported through the device. The voltage across and the
current through the two ohmic contacts are, interchange-
ably, the excitation or the response of the device. The
ohmic contacts are realized by depositing metals (e.g., Ti
or Al) on heavily doped regions of the semiconductor. An
ideal ohmic contact should, by definition, establish ther-
modynamic equilibrium between the metal and the semi-
conductor at all the contact points. In analytical terms,
this is expressed by equating the carrier quasi-Fermi po-
tentials to the metal Fermi potential

FnðC1Þ¼FpðC1Þ¼V1 ð7aÞ

FnðC2Þ¼FpðC2Þ¼V2 ð7bÞ

where V1 and V2 are the voltages of the metal contacts
(V1�V2 is the terminal voltage), whereas C1 and C2 are
the contact areas of the first and the second ohmic contact,
respectively. The pinning of the Fermi potentials at the
externally applied voltages is illustrated in Fig. 3. If V1¼

V2 and G in Eqs. (3) and (4) were zero, the device would be
in equilibrium. Then the solution of the previous system of
six equations would be zero currents and equal and flat
Fermi potentials throughout the diode. When an external
voltage is applied, the splitting of the Fermi potential val-
ues between the two ohmic contacts drives the device out
of equilibrium. Such a boundary value split enforces a
separation of the electron and hole quasi-Fermi potentials
through the device, as shown in Fig. 3. The separation of
the two potentials implies that the nonequilibrium condi-
tions mainly refer to the interaction between electrons
and holes. At any point, excluding ohmic contacts, elec-
trons are out of equilibrium with respect to holes because
the relaxation time of interband transitions (recombina-
tion and generation mechanisms) required to bring them
into equilibrium are too slow (milliseconds or microsec-
onds for germanium and silicon and nanoseconds for most
compound semiconductors). On the contrary, the intra-
band transitions resulting from scattering have short re-
laxation times (picoseconds) so that electrons or holes are
nearly in equilibrium within their band. This is required
for the carrier Fermi potentials to have a meaning, as
mentioned in the discussion following Eqs. (1) and (2).

1.1.3. Semiconductor–Insulator Interfaces. The surface
that bounds the device includes, in addition to the ohmic
contact, the semiconductor–vacuum or semiconductor–
insulator interface. The exposed semiconductor surface
is usually covered by an insulating film (SiO2 in silicon) to
reduce recombination. If we assume that there is no in-
jection in the insulator, then at the interface the boundary
conditions for Eqs. (3) and (4) are

@ns

@t
¼ �

1

e
Jn

n �Us ð8Þ

@ps

@t
¼ �

1

e
Jn

p �Us ð9Þ

where the subscript ‘‘s’’ refers to surface densities and the
superscript ‘‘n’’ refers to the normal component looking
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into the insulator. The boundary conditions for Eq. (5) are
dictated by the lows of electrostatics. The discontinuity of
the normal component of the dielectric displacement vec-
tor must be equal to the surface charge density, whereas
the tangential component of the electric field must be
continuous.

Because the boundary conditions have been set, the
system of six equations [Eqs. (1)–(6)] can be solved, in
principle. As it turns out, the solution of such a nonlinear
system of coupled equations can be found only numerically
even for one-dimensional p-n junctions with uniform ac-
ceptor and donor densities. To derive analytical approxi-
mations, we need to make certain assumptions regarding
the physical makeup of the device and the degree of bias.
These analytical expressions help predict the device
response under reasonable bias, whereas the appreciation
of their validity range provides an insight into the diode
device physics.

2. DOPING CARRIER PROFILES IN EQUILIBRIUM AND
THE QUASINEUTRAL APPROXIMATION

As mentioned earlier, a p-n-junction diode consists of an
acceptor-doped p region in contact with a donor-doped n
region. The two-dimensional area where the donor and
acceptor densities are equal is called the metallurgical
junction. Let’s assume, for the moment, equilibrium con-
ditions. In such a case, the currents are zero and the qua-
si-Fermi potentials are equal and spatially independent,
Fn¼Fp¼F. Therefore, from Eqs. (1c) and (2c), pn¼n2

i ,
where ni, is the intrinsic carrier density. Now, the six
equations reduce to the Poisson equation, which, with the
help of Eqs. (1c), (2c), and (6), takes the form

r2½Ei � ð�eEÞ� ¼
e2

e
�ni exp

ð�eFÞ � Ei

kT

� ��

þni exp
Ei � ð�eFÞ

kT

� �
þNDþNA

� ð10Þ

The last equation is known as the Boltzmann–Poisson
equation. Approximate analytical solutions are possible
when the donor and acceptor densities are uniform in the
n and p regions, respectively. In this case, the field is zero,
and the bands are fiat everywhere except at and near the
metallurgical junction. The finite field region around the
metallurgical junction is called the space charge region,
whereas the zero-field regions are called quasineutral re-
gions, for reasons to be explained shortly. In the n and p
quasineutral regions, electrons and holes are the majority
carriers, respectively. The majority-carrier densities are
equal to the respective doping densities. With reference to
the metallurgical junction, the space charge region ex-
tends WA and WD within the p and the n regions. At zero
bias, and in one dimension, an approximate solution of

Eq. (10) gives

WA¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e
e

Vbi
ND

NAðNA þNDÞ

s

ð11aÞ

WD¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2e
e

Vbi
NA

NDðNA þNDÞ

s

ð11bÞ

Vbi¼
kT

e
ln

NAND

n2
i

� �
ð11cÞ

In Eq. (11c) Vbi is the zero bias electrical potential differ-
ence, or barrier, between the p and the n sides reflected in
the level differences of the flat bands of each side. Such a
barrier prevents majority carriers from diffusing into the
other side. These approximations result by assuming that
the electron and hole densities are zero in the space-
charge region. This is the depletion approximation, which
reduces Eq. (10) to a linear second-order differential equa-
tion with constant terms and coefficients.

The zero-field condition for the rest of the n and p sides,
outside the space charge region, apparently justifies the
term quasi-neutral regions. This term also applies when
the n and p regions have gradually changing dopant pro-
files in the sense that the net space charge is much less
than the majority-carrier charge. Here, by gradually
changing we mean that the doping profile N(x) in the qua-
sineutral region must be such that [3]

ekT

e2

����r
2 ln

NðxÞ

ni

� �����{NðxÞ ð12Þ

In such regions, the zero-bias majority-carrier density
continues to be nearly the same as the net dopant densi-
ty, but the electric field is not zero as in the uniform doping
case.

3. FORWARD AND REVERSE BIAS CONDITIONS

The quasineutrality condition of the n and p regions is
preserved even under bias, but now the boundaries with
the space charge region move appropriately to accommo-
date the new boundary conditions. This neutrality condi-
tion can be expressed as

n 
 pþND �NA ð13Þ

Under a small forward bias, the applied voltage changes
the electric field preferentially at the space charge region,
because it is the region with the fewest carriers, has the
highest resistance, and is in series with more conductive n
and p regions. The equilibrium barrier height Vbi lowers
under forward bias, and the majority electrons overcoming
the repulsive field diffuse from the n side to the p side,
whereas the holes are doing the opposite. The carrier quasi-
Fermi potentials are no longer equal, as shown in Fig. 3.
The diffusion process, through the space charge region and
inside the quasineutral regions, increases dramatically
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the minority-carrier population on either side and gives
rise to an appreciable electric current.

For forward voltages, the degree of bias defines three
injection-level regimes distinguished by how the minority-
carrier density compares to the majority one in the qua-
sineutral regions. These regimes are the low-level, the
moderate-level, and the high-level injection condition. In
the low-level injection regime, the minority-carrier densi-
ty is well below the majority-carrier density, and the elec-
tric field in the quasineutral regions is practically
unaffected by the bias. As a result, the applied voltage
drops across the space charge region and reduces the bar-
rier height from Vbi to Vb¼Vbi�V. Provided the depletion
approximation still holds, Eq. (11) still applies and Vbi is
replaced by Vb. In low-level injection, the majority-carrier
density is the same as at zero bias, as Eq. (13) points out,
and is nearly equal to the net doping density. In the high-
level injection regime, the minority-carrier injection is so
intense that the injected carriers have densities far ex-
ceeding the dopant densities. Now, both carrier densities
are about the same, n¼p, to preserve neutrality in the
quasineutral region. In other words, there is no real dis-
tinction between minority and majority carriers in terms
of concentrations, but we obtain an electron–hole plasma
having densities well above those of the dopant densities
instead. In the moderate injection, the minority-carrier
density approaches the order of magnitude of the major-
ity-carrier density causing the majority-carrier density to
start to increase, as Eq. (13) implies.

Under reverse bias, the built-in barrier increases in the
space charge region, the repulsive forces on the majority
carriers coming from the quasineutral regions increase,
and injection of minority carriers is not possible. The space
charge region is now totally depleted from both carriers,
and a small leakage current exists as a result of thermal
generation of electron–hole pairs in the depletion region.

3.1. Recombination Currents in the Steady State

Here, we will introduce the base and emitter terms as well
as a general expression for the terminal current as the
sum of recombination components. Between the two qua-
sineutral regions, the emitter is the one that is heavily
doped, usually by diffusion or implantation, whereas the
base is more lightly doped and occupies most of the sub-
strate on which the device is made, at least in silicon. The
heavy doping of the emitter excludes the possibility of
moderate- or high-level injection conditions in this region.
At forward bias, majority carriers from the emitter diffuse
as minority carriers to the base where they recombine.
Simultaneously, recombination occurs in the emitter, be-
cause minority carriers are backinjected from the base, as
well as in the space charge region. At steady state, @n/@t¼
@p/@t¼ 0, and in the dark G¼ 0. Now, the continuity equa-
tions [Eqs. (3) and (4)] become after volume integration:

ID¼ Ieþ Ibþ ISCR ð14Þ

where ID is the terminal current and Ie, Ib, and ISCR are
the net recombination currents in the emitter, the base,
and the space charge region, respectively. Equation (14)

expresses the total current as the sum of the recombina-
tion currents in the three regions of the device. Therefore,
excess carrier recombination along with diffusion are the
two basic transport mechanisms that determine the diode
current at a given bias. The carrier recombination occurs
either at the ohmic contacts, at the surface, or in the bulk.
The minority carriers that arrive at the ohmic contact are
supposed to recombine simultaneously there, to preserve
the boundary condition, Eq. (7). The bulk recombination
occurs either through traps or through band-to-band tran-
sitions. In terms of trap-mediated recombination,
the Shockley–Read–Hall mechanism [4,5] is the most
common:

USRH¼
ðpn� n2

i ÞNt

1

spvth
nþni exp

Et � Ei

kT

� �� �

þ
1

snvth
pþni exp �

Et � Ei

kT

� �� �
ð15Þ

In Eq. (15), Nt is the trap density, sn and sp are the elec-
tron and hole capture cross sections, respectively, Et is the
trap energy level in the gap, and vth is the carrier thermal
velocity. The band-to-band recombination is discussed in
Section 6.

4. APPROXIMATE ANALYTICAL EXPRESSIONS IN THE
STEADY STATE

As mentioned previously, the set of Eqs. (1)–(6) has no an-
alytical solution in the general case. Approximate closed-
form expressions, though, are possible when low-level in-
jection conditions dominate in the quasineutral base re-
gion. Without loss of generality, we assume that we are
dealing with a p-n diode with a heavily doped p emitter
and an n base. The steady-state situation results when a
terminal bias, say, a terminal voltage V, is steadily applied
on the terminals, and we wait long enough for the initial
transient to disappear. The steady-state version of the
continuity equations [Eqs. (3) and (4)] is simplified be-
cause the time derivatives are set equal to zero. First, we
will derive the expressions for the base current, and then
extensions will be made for the recombination current in
the emitter and the space charge regions. If low-level in-
jection conditions prevail in the base, then, to a good ap-
proximation, the original system of equations [Eqs. (1)–(6)]
reduces to the minority-carrier equations [Eqs. (2) and (4)],
which are now decoupled from Eq. (5) (the Poisson equa-
tion). This decoupling results because, as mentioned ear-
lier, at low-level injection the electric field is practically
bias-independent. Any small field variations would affect
only the drift current of the majority carriers because of
their high density; the minority carriers would not be in-
fluenced. That is why we focus on the minority-carrier
transport to exploit the Poisson equation decoupling. An-
other reason for focusing on the minority carriers is the
fact that the recombination in low-level injection, where
p{n, can always be written as a linear function of their
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density:

U¼ ðp� p0Þ=t ð16Þ

In Eq. (16), p0 is the equilibrium carrier density, whereas
the variable t, the minority-carrier lifetime, is the inverse
of the derivative of the recombination rate with respect to
the minority-carrier density. In the case of Shockley–
Read–Hall recombination, t¼ 1/spnthNt. Therefore, from
Eqs. (2b), (4), and (16), we end up with

�r . ðEmpp0 �Dprp0Þ � p0=tþG¼ 0 ð17Þ

where p0 ¼p�p0 is the excess minority-carrier density.
Because of the field independence on p0, Eq. (17) is linear
and becomes homogenous if G¼ 0. In the latter case, the
solution is proportional to p0(Cj), the excess minority-car-
rier density at the injecting boundary (Fig. 3).

4.1. Forward Bias and Low-Level Injection

Under forward bias, a basic assumption will be made. This
assumption allows the coupling of the minority-carrier
density to the externally applied terminal voltage; the
Fermi levels are flat in the regions where the carriers are a
majority and also in the space charge region. Under this
condition and from Eqs. (1c), (2c), and (7), we obtain

pðCjÞnðCjÞ¼n2
i expðeV=kTÞ ð18Þ

p0ðCjÞ ¼
n2

i ½eV=kTÞ � 1�

NDðCjÞ
ð19Þ

Equation (18) holds under any injection level, provided
that the flat Fermi potential assumption holds, whereas
Eq. (19) for the excess minority-carrier density holds only
in low-level injection. The proportionality of the solution
with respect to p0(Cj) forces all carrier densities and cur-
rents to become proportional to the term exp(eV/kT)� 1.
Here, we note that the surface recombination is also a lin-
ear function of the excess minority-carrier density when
p5n. More analytically, Eq. (9) becomes

Jn
p ¼ eSpp0 ð20Þ

where Sp is the surface recombination velocity. Therefore,
the total base recombination current in Eq. (14) is propor-
tional to the term exp(eV/kT)� 1. The same is true for the
quasineutral emitter recombination. Thus, Eq. (14) be-
comes

ID¼ ðI0eþ I0bÞ½expðeV=kTÞ � 1� þ ISCR ð21Þ

where the preexponential factors I0b and I0e are the base
and emitter saturation currents, respectively. Equation
(19) points out that the saturation currents are propor-
tional to n2

i .
The space charge region recombination is a current

component that is hard to express in analytical terms.
This difficulty arises because in this region the field

depends on the bias and there is no such entity as a mi-
nority carrier. Consequently, the linearity conditions that
allowed us to derive Eq. (21) no longer hold. To derive an
approximate expression for the bias dependence of ISCR,
certain simplifications must be made throughout the
space charge region regarding the integral of Eq. (15).
These simplifications result in a bias dependence of the
form exp(eV/nkT)� 1, where n, the ideality or slope factor,
takes values from 1 to 2 [2]. The specific value depends on
the trap position in the energy gap, the doping profiles,
and the cross section for hole capture relative to the cross
section for electron capture. This range for n holds pro-
vided that the capture coefficients do not depend on the
electric field. Now the preexponential factor I0SCR is pro-
portional to ni. Finally, the expression for the forward cur-
rent of a diode in the base of which low-level injection
conditions prevail becomes

ID¼ ðI0eþ I0bÞ½expðeV=kTÞ � 1�

þ I0SCR½expðeV=nkTÞ � 1�
ð22Þ

For voltages higher than 3nkT/e, the unity can be dropped
from Eqs. (21) and (22). Because of a better slope factor,
the emitter and base recombination will dominate the di-
ode current for voltages above a certain level. Below this
level, the space charge region recombination must also be
considered.

Such trends are seen in Fig. 4. Curve 1 is the I�V
characteristic of a diode with a base doping of
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Figure 4. The experimental I�V characteristics of two different
diodes. Diode 1 has a base thickness of 250mm, a base-doping
density of 5.5�1014 cm�3, and an area of 2.9�2.9 mm2. Diode 2
has a base thickness of 300mm, a base-doping density of 4.5�
1011 cm� 3, and an area of 5�5 mm2. The base in both devices is of
n type. Plot 3 is the I–V characteristic of diode 2 at 78 K. The other
plots are at 300 K. Curve 1(�V) is the reverse bias characteristic,
with reversed sign, of diode 1 (top axis). The straight lines in
curves 1, 2, and 3 are the exponential exp(eV/nkT)�1 fits to the
experimental points. The slope factor n is also shown.

DIODES 1039



5.5�1014 cm� 3 and has an ideality factor of 1 in the bias
range from 0.2 up to 0.4 V. For lower voltages, the space
charge region recombination slightly increases the ide-
ality factor and makes the measured current deviate from
the exp(eV/kT)� 1 dependence. The ideality factor also in-
creases for voltages above 0.4 V because of high-injection
effects, which are discussed in the next subsection. The
device of curve 2 has a very light doping density in the
base, 4.5� 1011 cm� 3 and is driven in high injection at
even smaller bias. As discussed in the next subsection,
curve 2 exhibits unity slope factor even at very low
voltages.

Curve 3 shows what happens if the temperature is re-
duced to 78 K. The sharp reduction of the intrinsic carrier
density due to its Dexp(�Eg/2kT) dependence requires
much higher voltages to reach the same current as at
300 K. In fact, to reach a current density of 10 mA/cm2, a
voltage in excess of 1 V is required. The reduction of ni re-
duces the recombination in the base and the emitter is
much faster than in the space charge region because the
proportionality constants are n2

i and ni, respectively.
Therefore, at low temperatures, the bias regions with
higher than 1 ideality factor are expected to be wider.
This is evidenced in curve 3 of Fig. 4, where the ideality
factor is 3.5 for voltages below 950 mV. The increase of the
ideality factor above 2 is a result of the Poole–Frenkel ef-
fect, which reduces the effective energy separation of the
traps from the bands [6]. The influence of small values of
ni on the ideality factor is evident not only when the tem-
perature drops but also when the bandgap increases. In
several compound semiconductor devices, their large
bandgap, compared to 1.1 eV of silicon, results in an in-
trinsic carrier density, which is several orders of magni-
tude smaller than the 1010 cm� 3 value for silicon at 300 K
[7,8]. Consequently, their I�V characteristics show slope
factors substantially larger than 1 for the entire range of
bias. On the contrary, germanium diodes have slope fac-
tors of 1 even at reduced temperatures because of the
smaller gap, 0.66 eV, of the semiconductor.

4.1.1. The One-Dimensional Case. Equation (22) holds
for any three-dimensional geometry and doping profiles
because no assumption, except for low-level injection, was
made so far regarding doping profiles and device topology.
If, however, we want to express in closed form the satu-
ration values of the emitter and base recombination cur-
rents, then one-dimensional devices with uniform doping
profiles must be considered. In such a case, the one-
dimensional, homogenous, and constant-coefficient ver-
sion of Eq. (17) becomes

d2p0

dx2
¼

p0

L2
p

ð23Þ

where Lp¼
ffiffiffiffiffiffiffiffiffi
Dpt

p
is the minority-carrier diffusion length.

The first boundary condition for Eq. (23) is Eq. (19) applied
at the injecting boundary. The other one refers to the
ohmic contact. If it is an ideal ohmic contact deposited di-
rectly on the uniformly doped base, then the second
boundary condition becomes, from Eq. (7), p0(l)¼ 0. Here,

l is the base length and the coordinate origin is at the in-
jecting boundary, as shown in Fig. 3. In many cases, be-
tween the ohmic contact and the uniformly doped base, a
thin and heavily doped region intervenes.

This region has a thickness on the order of a micro-
meter and a doping of the same type as the rest of the
base. The purpose of such a layer, called the ‘‘backsurface
field,’’ is to provide a better ohmic contact and to isolate
the contact from the lightly doped base so that carrier re-
combination–generation is reduced [9]. Such a backsur-
face field terminates the lightly doped base of diode 2 in
Fig. 4 making it a p-i-n diode, where ‘‘i’’ stands for intrin-
sic. Therefore, in the presence of this contact layer, the
base ends at a ‘‘low/high’’ n-nþ junction. In terms of mi-
nority-carrier recombination, this interface is character-
ized by an effective recombination velocity Spe,
experienced by the minority carriers at the low side of
the junction. The expression for Spe is

Spe¼
I0cND

en2
i S

ð24Þ

where I0c is the saturation value of the recombination
current in the backsurface field and S is the device cross
section. Equation (24) can be derived from Eq. (20), by
applying Eq. (19) at the n-nþ junction and by equating the
minority current at the low/high junction to the recombi-
nation in the heavily doped region.

Under the previous boundary conditions, the solution
of Eq. (23) yields for the base saturation current:

I0b¼S
en2

i

ND

Dp

Lp

1þ
Dp

SpeLp
tanh ð‘=LpÞ

tanh ð‘=LpÞþ
Dp

SpeLp

ð25Þ

Equation (25) shows that, in terms of the one-dimensional
geometry, the quantity that matters is the ratio l/Lp. Val-
ues of this ratio much less than one define the short base,
whereas values above 3 define the long base. In the long-
base case, Eq. (25) becomes I0b¼Sen2

i Dp=ðNDLpÞ. Similar
equations hold for a uniform emitter, too, but now the
heavy-doping effects could modify the value of n2

i , as will
be discussed in Section 6. If the base doping is very light,
as in a p-i-n diode, then the increased value of I0b will
make the base recombination dominate the current com-
ponents in Eq. (22). Accordingly, the influence of space
charge region recombination current on the slope factor
will be suppressed even for voltages as low as a few kT/e,
as shown in Fig. 4, curve 2. Also, by extrapolating the
exp(eV/kT) fit of curve 2 at zero voltage, a base recombi-
nation current of 0.7 nA is obtained. This corresponds to a
300 K saturation current density of 2.8 nA/cm2 compared
to emitter saturation current densities on the order of
pA/cm2. On the other hand, diode 1, with a base doping
density three orders of magnitude higher than that in diode
2, exhibits a saturation current of 24 pA/cm2. This satura-
tion current comes mainly from the base recombination as a
result of its relatively light doping density and the absence
of a backsurface field, which gives Spe very high values.
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Equation (25) applies to uniformly doped regions. If the
doping is nonuniform, closed-form expressions are not
possible, in the general case. This is the case because the
one-dimensional version of Eq. (17) is still an ordinary
differential equation with nonconstant coefficients. How-
ever, analytical approximations based on iterative tech-
niques can be derived [10].

4.1.2. Diffusion in Three Dimensions. Equation (23)
holds provided the cross-sectional dimensions of the diode
are much larger than the diffusion length. Otherwise, lat-
eral diffusion of minority carriers in the base becomes im-
portant. In such a case, the three-dimensional version of
Eq. (23) takes the form

r2
p0 ¼

p0

L2
p

ð26Þ

The last equation can be solved very accurately by semi-
analytical techniques based on the two-dimensional Fou-
rier transform [11]. Simulation results are as shown in
Fig. 5. As illustrated, in the case of a point contact diode
having emitter dimensions of 0.1 Lp, the base recombina-
tion is expected to increase by a factor of 25 as a result of
the lateral carrier diffusion.

4.2. High-Level Injection

So far, our analytical approaches were based on the low-
level injection assumption. In high-level injection, where

n¼p, an equation similar to Eq. (23) can be derived where
now the hole diffusion length is replaced by the ambipolar
diffusion length [12]. The boundary conditions, however,
are not linear and depend on the electric field, which, now,
is a function of bias. If the quasi-Fermi potentials are flat
in the quasineutral base, then the electron–hole plasma
density p is space independent and equals ni exp(eV/2kT),
as can be derived from Eq. (18). In such a case, by inte-
grating the recombination current in the emitter, the base,
and the backsurface field, we obtain

ID¼ ðI0eþ I0cÞ expðeV=kTÞ

þ ðeSl=t0Þ expðeV=2kTÞni

ð27Þ

In Eq. (27), t0 is the high-injection lifetime defined as the
ratio of the recombination rate divided by the plasma den-
sity. The flat Fermi level condition can easily be satisfied
in p-i-n diodes where the light base doping density makes
the high-level injection possible even at a bias of 0.4 V. In
Fig. 4, curve 2 shows the exp(eV/2kT) dependence, or slope
factor of 2, for voltages of about 0.4 V, which drive the p-i-n
device to high-level injection. For even higher voltages, the
emitter and backsurface field recombination in Eq. (27)
starts dominating the current, and the slope factor drops
again. For higher base doping densities, as in curve 1 of
diode 1, the required voltage for high-level injection con-
ditions could exceed 0.5 V at 300 K. Now, the heavily doped
region recombination in Eq. (27) competes with the bulk
recombination, and the slope factor of 2 does not appear.
The bent of both curves 1 and 2 at voltages near 0.6 V is a
result of series resistance effects, which invalidate the as-
sumption of flat Fermi levels across the base. In such a
case, the simulation is possible only by device simulators
that solve the complete system of the transport equations.

4.3. Reverse Bias

Under reverse bias where Vo0, the assumption of flat
Fermi levels across the space charge region that led to
Eq. (22) no longer hold. On the other hand, however, the
space charge region can be considered to be fully depleted
from free carriers. In such a case, Eq. (11) holds with Vbi

replaced by Vbiþ|V|. Therefore, the depleted space
charge region will expand toward the base according to
the square root of the bias for |V|45 V. In this region, the
Shockley–Read–Hall Eq. (15) predicts a negative recombi-
nation or generation of electron–hole pairs. This genera-
tion current is the basic component of the leakage current
in reverse bias. The contribution of the diffusion compo-
nents from the base and the emitter, � I0b� I0e, is usually
negligible unless the base is very lightly doped. The bot-
tom line in Fig. 4 shows the reverse-bias current for diode 1.
The square-root dependence on voltage is not exactly
obeyed because of the Poole—Frenkel effect, which
increases the generation rate at higher fields.

5. TRANSIENT RESPONSE OF DIODES

If a diode is subjected to a transient terminal bias, then
in addition to currents due to carrier diffusion and
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Figure 5. Three-dimensional diffusion base saturation current of
a planar p-n junction with a square emitter having a sidelength L.
The top surface of the base is supposed to have zero recombination
velocity. The current is normalized with respect to the one-
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i L2Dp=NDLp. In curve 2,
Spe¼0 and l¼Lp/2. In curve 2, l is assumed to be infinite. In
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recombination, we also have the dielectric displacement
current resulting from the time dependence of the electric
field. If low-level injection is observed in the quasineutral
regions, the displacement current is restricted in the space
charge region. At the same time, low-level injection en-
sures that linearity holds in the base and the emitter, and
Eq. (17) still applies with @p0/@t replacing zero in the
right-hand side of the relation. The solution of the time-
dependent edition of Eq. (17) provides the minority-carrier
currents at the injecting boundaries of the base and the
emitter, Ib(t) and Ie(t), respectively. These currents have
now two components: the minority-carrier recombination
and the minority-carrier storage current @Q0/@t, where Q0

is the total excess minority-carrier charge. To calculate the
total transient current, reconsider Eq. (14) in its transient
version. Therefore, in addition to Ib(t) and Ie(t), the tran-
sient space charge region current is required. Unlike the
base and the emitter, this current in addition to the re-
combination and storage component also includes the dis-
placement current [13]. Insofar as the displacement
current is concerned, the space charge region behaves as
a parallel-plate capacitor with a plate distance W¼WAþ

WD, Eq. (11), a dielectric constant e, and a capacitance
CSCR¼ eS/W. During transit, the dielectric displacement
current is supplied by the majority carriers from either
side of the junction.

To calculate the transient currents in the base and the
emitter, the boundary conditions must be defined. Bound-
ary condition Eq. (20) holds because of linearity. The other
condition at the injecting boundary depends on the kind of
transient to be considered [14]. Here we will assume that
the device is in equilibrium for to0, whereas at t¼ 0 a
constant voltage V is applied. We can now assume that Eq.
(19) applies with p0(Cj) replaced by p0(Cj, t) for t40. This
assumption has a validity range depending on how fast
the flat quasi-Fermi potential condition can be established
across the space charge region. In fact, even in the absence
of series resistance effects, it takes a short time for this
condition to be established. This short time relates to the
dielectric response time of the majority carriers and the
minority-carrier diffusion time across the space charge re-
gion [14]. For almost all practical cases, the delay in es-
tablishing a fixed minority-carrier density at the edge of
the quasineutral region will not exceed the limit of a few
tens of a picosecond [14], in the absence of series resis-
tance effects. Therefore, if the time granularity used in
solving the time-dependent version of Eq. (17) is restricted
to about a nanosecond, then the solutions will be accurate.
In practical cases, however, the very first part of the tran-
sient current, following the sudden application of a volt-
age, will be determined by charging CSCR through the
series resistance of the majority carriers in the base and
the emitter. The respective time constant could be on the
order of a nanosecond. In such a case, the minority-carrier
transport in the base will determine the transient only
after several nanoseconds have elapsed since the applica-
tion of the voltage. The transient base transport can be
expressed in semianalytical forms using Laplace trans-
form techniques [14], especially in the case of uniform and
one-dimensional quasineutral regions. In a long-base
diode, the transition will last for about a minority-carrier

lifetime. In a short-base device with an ohmic contact at
the base end, the transient will last approximately l2/2Dp,
which is the minority-carrier diffusion time through the
base.

5.1. Small-Signal Response

In many cases, the device operates under sinusoidal small-
signal excitation superimposed on a steady-state excita-
tion. In such cases, Eq. (17) still holds, but now 1/t will
have to be replaced by 1/tþ jo, where j is the imaginary
unit and o is the angular frequency of the excitation. This
is the case because the time derivative of the small-signal
carrier density is the carrier density amplitude times jo.
Having done the complex lifetime replacement, the anal-
ysis that followed Eq. (17) still holds. Now, however, the
small-signal value of the excess minority-carrier density
at the injecting boundary will be the steady-state value in
Eq. (19) times ev/kT. Here, v is the small-signal terminal
voltage, which is supposed to be much less than kT/e. Un-
der low-level injection and in view of the previous tran-
sient response discussion, the small-signal version of
Eq. (22) will refer to a terminal current I�D having a real
and an imaginary component:

I�D¼ ðI
�
0e � I�0bÞ

ev

kT
exp

eV

kT

� �
� 1

� �

þ I�SCR

ev

nkT
exp

eV

nkT
� 1

� �

þ joCSCRv¼ vðGþ joCÞ

ð28Þ

The star exponents denote the complex values of the sat-
uration currents as a result of the complex lifetime. In
Eq. (28), G and C are the diode small-signal parallel con-
ductance and capacitance, respectively. These two compo-
nents are of great importance because their frequency
dependence can reveal minority-carrier properties, such
as diffusivity and lifetime [15], and allow the device circuit
representation when the diode is part of a greater small-
signal circuit. For uniformly doped quasineutral regions,
I�0e and I�0e can be obtained from Eq. (25) by replacing the
diffusion length L¼ (Dt)1/2 with the complex diffusion
length L�¼L/(1þ jot)1/2. For frequencies sufficiently
high, the magnitude of the complex diffusion length will
become much shorter than the base thickness. Then, the
complex version of Eq. (25) predicts that the base current
would change as 1/L�. If the base component in Eq. (28)
were to dominate, then beyond a certain frequency, C
would change as o� 1/2 while G would change as o1/2.

This frequency dependence is confirmed in Fig. 6,
which shows the frequency response of diode 1, from Fig.
4, at two bias points. The theoretical fit to the experimen-
tal results was obtained on the basis of the diode equiva-
lent circuit shown in Fig. 7. This circuit includes all the
components relating to carrier injection and storage in the
device’s three regions in accordance with Eq. (28). It also
includes the base resistance RN, which has been ignored in
Eq. (28). In Fig. 6, the square root law is better obeyed at
the higher bias point and for frequencies less than 1 MHz,
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especially for the capacitance. This is a combined result of
the space charge region capacitance, the relative contri-
bution of which increases at lower bias, and the series re-
sistance, the influence of which is stronger at high
frequencies. The corner frequencies of the conductance
and the capacitance depend on the base thickness and the
lifetime. The fit shown in Fig. 6 gave a minority-hole life-
time in the n-type base of about 30 ms. Such a lifetime and
Eq. (25) imply that the saturation current density of
24 pA/cm2 at 300 K, as shown in Fig. 4, is 90%, due to
base recombination. The emitter contribution of 10% is
discussed in Section 6.

The series resistance RN becomes the bulk majority-
carrier resistance under reverse bias or even under for-
ward bias, provided that the frequency is high (|L�|5l).
The capacitance CN

QNR in parallel with RN, as shown in
Fig. 7, is the geometric capacitance of the quasineutral
base [16,17]. For ordinary resistivity devices, it can be ig-
nored unless the frequency is in the gigahertz range. How-
ever, for diodes made on high resistivity substrates, this
capacitance must be considered especially at reverse bias
and high frequencies [17]. From Fig. 7 and in the limit of
very high frequencies under forward bias, the parallel
conductance saturates at 1/RN whereas the parallel ca-
pacitance does so at CN

QNR. This is because of the combi-
nation of the increasing injection conductancies and the
space charge region capacitance. Then, the product RN

CN
QNR becomes the dielectric response time of the majority

carriers in a uniform base. At high injection, the parallel
conductance will saturate at the sum of the two carrier
conductances [18]. Under reverse bias, the circuit of Fig. 7
reduces to the space charge region capacitance in series
with the parallel combination of CN

QNR and RN. Unlike the
forward-bias case, where the circuit parameters depend

roughly exponentially on the terminal voltage V, in re-
verse bias the voltage dependence would be restricted to
V� 1/2. In the sense of the voltage dependence, the circuit
of Fig. 7 is the circuit of a varactor.

6. HEAVY-DOPING EFFECTS IN THE EMITTER

In the previous subsection, the emitter saturation current
density was estimated to be about 2 pA/cm2. From Eq. (25)
and by assuming microsecond lifetimes, we would expect
saturation currents on the order of a fA/cm2 from an emit-
ter doped in the range 1019–1020 cm�3. Such a discrepancy
by three orders of magnitude is due to the heavy-doping
effects, namely, the short lifetime resulting from Auger
recombination and the effective increase of ni due to band-
gap narrowing. In the Auger recombination process, a
minority carrier recombines directly with a majority one,
and the energy is transferred to another majority carrier.
Because of such kinetics, the Auger minority-carrier life-
time is inversely proportional to the square of the major-
ity-carrier density. The proportionality constant is
B10�31 cm6/s for minority electrons in pþ emitters and
3� 10� 31 cm6/s for minority holes in nþ emitters [19]. In
heavily doped regions, the Auger recombination rate is by
far higher than the Shockley–Read–Hall rate and deter-
mines the lifetime. Therefore, nanosecond lifetimes are
expected, especially for holes, in emitters doped in the vi-
cinity of 1020 cm�3.

In a heavily doped region, every minority carrier inter-
acts strongly with the majority carriers because of their
high density. The minority-majority carrier attraction
along with the carrier–dopant interaction and the semi-
conductor lattice random disruption by the dopant atoms
reduces the bandgap and changes the density of states in
both bands [20,21]. The net result is an effective shrinkage
of the gap depending on the doping type and density
[22–24]. This shrinkage changes the intrinsic carrier den-
sity ni to a much higher effective nie. The result of the band
distortion is that the original system of transport equa-
tions [Eqs. (1)–(6)] no longer holds. More specifically,
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Eqs. (1b,c) and (2b,c) are not valid for the majority carriers
even if nie substitutes ni because Boltzmann statistics
must be replaced by Fermi–Dirac statistics. Also, Eq. (6)
no longer holds in a nonuniform region because the band
edges are not parallel any more and each carrier experi-
ences a different field. However, the minority carriers still
follow the Boltzmann statistics, and Eq. (17) holds for the
minority carriers. Now E is the minority-carrier field
(1/erEc for electrons), and the boundary condition Eq.
(19) is valid with ni replaced by nie. Therefore, Eq. (25) still
applies for the minority-carrier recombination in a uni-
formly doped emitter. For an emitter doped at about
1020 cm�3, a gap narrowing of about 100 meV is expected
[22–24], which makes nie several tens higher than ni. If
such an nie as well as nanosecond lifetimes replace ni and
microsecond lifetimes in Eq. (25), an emitter saturation
current on the order of pA/cm2 is predicted, in accordance
with the experimental results of the previous section.

7. DIODES OF NONCONVENTIONAL TRANSPORT

So far in this article, devices based on the drift and diffu-
sion model of Eqs. (1) and (2) were studied. Charge carri-
ers can be transported from one region to another by
tunneling. Also, they can be temporarily trapped in ener-
gy gap states, atom clusters, or crystallites imbedded in
insulating films, thereby affecting the tunneling or the
conventional transport of the free carriers.

In this respect, the first device to be examined is p-i-n
diode 2 of Fig. 4, operating at cryogenic temperatures.
Around 4.2 K, the equilibrium Fermi level in the lightly
doped n� region is pinned at the donor level. These levels,
now, are not ionized except for a fraction to compensate
the charge of the unintentionally introduced acceptor ions.
At such low temperatures, there are no free carriers in the
base, and no measurable conduction is possible unless the
voltage is raised enough to achieve the flatband condition
[25,26]. For silicon, this voltage V0 would be about 1.1 V.
For even higher voltages, conduction is possible only if
electrons and holes can be injected in the frozen substrate
from the n and p regions, respectively. In this sense, Eq.
(24) based on the assumption of flat majority-carrier Fermi
levels no longer holds. For To10 K, injection is possible by
carrier tunneling through the small potential barrier ex-
isting at each of the p-i and i-n interfaces [26]. These bar-
riers exist because of the band distortion in the heavily
doped regions and the smaller gap there, as outlined in the
previous section. For V4V0, electrons tunnel in the i layer,
and the higher the forward bias, the higher the current
due to a field-induced effective lowering of the barriers.

As shown in Fig. 8, for temperatures below 10 K it takes
at least several volts to establish a current of few nano-
amperes. The injected electrons in the i layer are trapped
by the ionized donors and built a space charge and a sub-
sequent potential barrier. For even higher voltages ap-
proaching 10 V, the barrier at the i-p interface lowers,
holes now enter the i layer in large numbers. Their charge
neutralizes the trapped electron charge and causes the
voltage breakdown and the negative differential resis-
tance that appears in Fig. 8 for To10 K. The negative

resistance persists and beyond breakdown as a result of
new carrier generation by the impact ionization of occu-
pied shallow donors by the injected carriers. The interac-
tion of free and trapped carriers through impact ionization
gives rise to a negative dynamic conductance and capac-
itance that for frequencies high enough change as o�2

[27]. For T410 K the injection mechanism changes to
thermion emission over the interface potential barriers,
whereas the space charge effects are now less pronounced.

Another example of tunneling injection mechanism is
the breakdown effect in zener diodes. Here, the base is
quite heavily doped (E1018 cm�3), and the strong electric
field in the space charge region increases even further by
applying a reverse bias. For fields approaching 106 V/cm, a
valence band electron can tunnel to a conduction band
state of the same energy. This way, electron–hole pairs are
created, and the reverse current sharply increases. An-
other diode structure based on tunneling is a new metal–
insulator–semiconductor device having silicon nanocrys-
tals imbedded in the thin insulating film [28]. One way to
realize such diodes is by depositing an aluminum elec-
trode on a thin (on the order of 10 nm) SiO2 layer contain-
ing silicon nanocrystals. The substrate is n-type
crystalline silicon. The silicon nanocrystals can be creat-
ed either by oxidizing deposited amorphous silicon layers
[28] or by low-energy silicon-ion implantation in the SiO2

film [29]. In the absence of the nanocrystals, by applying a
negative voltage of a few volts on the aluminum electrode
relative to the n-type silicon substrate, only a small tun-
neling current would be present.
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Figure 8. Measured I�V characteristics of diode 2 at cryogenic
temperatures. The square points correspond to 4.2 K. The
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When the nanocrystals are introduced, much higher
currents are observed while the conductance curve exhib-
its characteristic peaks. Such peaks are shown in Fig. 9
showing the reverse current and conductance of a quan-
tum dot diode formed by low-energy implantation of sili-
con in a 10-nm SiO2 layer [29]. The conductance peaks
appear when the metal Fermi level is swept across the
discrete energy states of the nanocrystals, thus enabling
resonant tunneling from the metal to the semiconductor
[28]. The three-dimensional confinement of electrons in
the quantum box crystallites creates a large separation
between energy states, which along with the Coulomb
blockade effect of the occupied states explains the large
voltage separation of the three first conductance peaks in
Fig. 9 [28,29]. Such quantum dot devices hold the promise
of single-electron transistors [30] and silicon-based light
emitting diodes [31].

Ending this article, we would like to mention the basic
uses of the diode as a device. The most frequent use of the
diode is the protection of complementary metal oxide
semiconductor (CMOS) integrated circuits from electro-
static discharges by clamping the output pads to the pow-
er-supply voltages through reverse-biased p-n junctions.
In analog integrated circuits, forward-biased diodes are
used for voltage shifting. Such diodes usually come from
properly wired bipolar transistors (e.g., emitter–base di-
odes with base–collector short-circuited). Diodes, as dis-
crete devices, find applications mainly as rectifying
elements in power circuits. The breakdown effect of zen-
er diodes makes these devices useful as voltage reference
sources in power supplies. Photodiodes are widely used for
detecting photons or charge particles. Finally, large area

diodes with exposed front surface and proper design and
engineering can efficiently convert solar light into elec-
tricity and are used as solar cells [32].
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1. INTRODUCTION

A dipole antenna is most commonly a linear metallic wire
or rod with a feedpoint at the center as shown in Fig. 1.
Most often, this type of antenna has two symmetric radi-
ating arms. Because of the symmetry of the antenna rel-
ative to the x–y plane containing the feedpoint, the
resultant radiation is independent of f (rotationally sym-
metric about the z axis). Dipole antennas and arrays of
dipoles are commonly used for HF and UHF broadcasting,
TV, and FM communications, and as electric field probes.
This article describes the basic nature and applications of
dipole antennas and some of their variations such as
biconical and bowtie antennas, slot dipoles, folded dipoles,
sleeve dipoles, and shunt-fed dipoles. The commonly used
broadband log periodic and Yagi–Uda dipole arrays are
also discussed.

2. DIPOLE ANTENNA TYPES

2.1. Infinitesimal Dipole (Hertzian Dipole)

An infinitesimal dipole (L5l) is a small element of a lin-
ear dipole that is assumed to be short enough that the
current (I) can be assumed to be constant along its length
L. This is also called a Hertzian dipole. The electric and
magnetic field components of this dipole are [6]

H¼
1

4p
IL sin y e�jb0r jb0

r
þ

1

r2

� �
af ð1Þ

E¼
jZ0IL

2pb0

cos y
jb0

r2
þ

1

r3

� �
e�jb0rar

�
jZ0IL

4pb0

sin y �
b2

0

r
þ

jb0

r2
þ

1

r3

 !
e�jb0ray

ð2Þ

where Z0¼ (m0/e0)1/2 is the intrinsic impedance (¼ 377O)
for free space and b0¼o(m0e0)1/2 is the propagation con-
stant (¼o/c, where c is the velocity of light). The fields are

*See also Section on Monopole Antennas
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seen to decay rapidly (1/r3 and 1/r2 variation) very near
the antenna, and less rapidly (1/r variation) farther away.
The fields with terms 1/r2 and 1/r3 (the induction terms)
provide energy that is stored near the antenna. The fields
with 1/r variation (the radiation terms ) provide actual
energy propagation away from the antenna. The distance
away from the antenna where the induction and radiation
terms are equal is d¼ l/2p. When dol/2p, this is the near
field of the antenna, and the induction terms dominate.
When d4l/2p, this is the far field, and the radiation terms
dominate. In the far field, the wave propagation is in the
transverse electromagnetic (TEM) mode, which is charac-
teristic of far-field radiation from finite structures.

The far-zone radiated fields of the Hertzian dipole fol-
low from (1) and (2) by retaining the 1/r varying terms:

H¼
j

4pr
IL sin y e�jb0raf ð3Þ

E¼
jZ0

4pr
IL sin y e�jb0ray ð4Þ

As expected for TEM wave propagation, the E and H fields
are perpendicular to each other and to the outward prop-
agation in the r direction. Also the ratio of E/H¼ Z0¼

(m0/e0)1/2, which is the intrinsic impedance of free space.
The radiation pattern of this short dipole is shown in

Fig. 2, and exhibits the classical symmetry expected of di-
pole antennas, which is both independent of f and sym-
metric about the x–y plane through the center (feedpoint)

of the dipole. The magnitude of the total radiated power is
Prad¼ 40 p2I0

2(L/l)2. From Eqs. (3) and (4) it is interesting
to note that even for this constant-current infinitesimal
dipole, the radiated power density is proportional to sin2 y.
Hence, it is maximum for y¼ 901 (i.e., in the x–y plane
normal to the orientation of the dipole) and zero for the
directions along the length of the dipole (y¼ 01 and 1801).
The latter property for zero radiation along the length of
the dipole will be seen for all linear dipoles regardless of
length. It follows from the fact that a linear antenna may
be considered to be composed of infinitesimal dipoles that
do not create E and H fields or radiated power density for
the y¼01 and 1801 directions.

2.2. Linear Dipole Antennas

The geometry of a linear dipole antenna of length L¼ 2h is
shown in Fig. 1. The current distribution is sinusoidal,
and is given by

Iðz0Þ ¼
Ið0Þ

sin kh
sin kðh� jz0jÞ for� hoz0oh ð5Þ

where I(0) is the current at the feedpoint of the antenna, h
is the half-length of the antenna, and k¼o(me)1/2 is the
propagation constant in the material surrounding the
dipole. The current distributions for several lengths of
dipole antennas are shown in Fig. 3.

rh = L
2

Figure 1. Dipole antenna.

Figure 2. Radiation pattern for an infinitesimal (or Hertzian)
dipole.

Figure 3. Current distributions and associated radiation pat-
terns for several different lengths of dipole antennas.

DIPOLE ANTENNAS AND ARRAYS 1047



The electric and magnetic fields around the dipole are
calculated by modeling the antenna as a series of Hertzian
or elemental dipoles and integrating the fields from each
of these elements. The resultant fields far from the anten-
na at a distance r are

E¼
jZIð0Þ

2pr sinðkhÞ
FðyÞ ejðot�krÞy ð6Þ

and

H¼
jIð0Þ

2pr sinðkhÞ
FðyÞ ejðot�krÞf ð7Þ

where Z¼ (m/e)1/2, and where the y dependence of the ra-
diated fields F(y) is called the pattern factor and is given
by the following:

FðyÞ¼
cosðkh cosðyÞÞ � cos kh

sin y
ð8Þ

The radiation power density (radiation pattern) is given
by

PðyÞ¼
E
!
� E�
�!

2Z
r0
!
¼

ZI2ð0Þ

8p2r2
0 sin2

ðkhÞ
F2ðyÞ ð9Þ

Using Z¼ Z0¼120p, this can also be expressed in terms of
the total radiated power W (¼ I2(0)Ra/2) and the feedpoint
resistance Ra as follows:

PðyÞ¼
30

pr2

W

Ra

F2ðyÞ

sin2 kh
ð10Þ

The normalized radiation patterns are shown in Fig. 3b for
several different lengths of dipoles.

The directivity of a dipole antenna related to the max-
imum power density that an antenna can create at a dis-
tance r is given by

D¼
Pmax

P0
¼

F2ðyÞmax
1
2

R p
0 F2ðyÞ sin ydy

¼
120

Ra

F2ðyÞjmax

sin2 kh

ð11Þ

where P0¼W=ð4pr2Þ is the isotropic power density that
would have been created at the field point if the antenna
had a directivity of one and radiated isotropically for all
angles (clearly a mathematical possibility but not physi-
cally realizable).

The input resistance Ra of a center-fed dipole antenna of
length 2h is twice that of an end-fed monopole of length h.
This may therefore be obtained by using the graphs given
in the related encyclopedia article, MONOPOLE ANTENNAS.

The ohmic losses of a dipole antenna [given by I2(0)
Rohmic/2] are quite small, particularly for h/l40.1.
The resultant antenna radiation efficiencies (given by
Ra/(RaþRohmic)) are on the order of 90–99%.

Two effects cause the behavior of physical dipoles to
slightly differ from that of ideal dipoles: (1) realistic an-
tennas have some finite thickness, and (2) the ends of the
dipole capacitively couple to air, effectively making the di-
pole electrically longer by 2–9% than its physical length.
For a half-wave dipole (length¼2h¼ l/2), for instance, the
physical length must be slightly shortened in order to cre-
ate a resonant length antenna (Xa¼ 0). Table 1 shows the
wire lengths required to produce a resonant half-wave di-
pole. This shortening varies from 2% to 9%, depending on
the thickness of the dipole.

Since a dipole antenna is a physically resonant struc-
ture, its feedpoint impedance (particularly the reactance
Xa) varies greatly with frequency. Thus, these antennas
have a fairly narrow bandwidth. The VSWR of a dipole
antenna as a function of frequency and wire thickness is
shown in Fig. 4 for an antenna that would be half-wave
resonant at 300 MHz. Using a measure of ‘‘usable band-
width’’ that the measured VSWR should be less than 2–1,
this antenna has bandwidths of 310� 262¼ 48 MHz for
the thicker wire and 304� 280¼ 24 MHz for the thinner
wire. As fractions of the design frequency (300 MHz), the
bandwidths are 16 and 8%, respectively.

2.3. Slot Dipole

A slot dipole antenna is a dual to the linear dipole anten-
na. The radiation pattern of a slot antenna is identical to
that of the linear dipole of the same length (see Fig. 3)
except that orientations of the E and H are interchanged.
Also the feedpoint impedance Zs of a slot antenna is re-
lated to that of the dual linear antenna by the following
equation

Zs¼
Z2

4Za
ð12Þ

where Zs is the impedance of the slot and Za is the
impedance of the dual linear antenna.

2.4. Biconical Dipoles

A biconical dipole such as that shown in Fig. 5a is com-
monly used for broadband applications when the flare
angle y is between 301 and 601. The exact flare angle is not

Table 1. Wire Lengths Required to Produce a Resonant Half-Wave Dipole for a Wire Diameter of 2a and a Length L

Length : diameter ratio L/(2a) Percent Shortening Required Resonant Length L Dipole Thickness Class L

5000 2 0.49l Very thin
50 5 0.475l Thin
10 9 0.455l Thick
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critical, so it is generally chosen so that the impedance of
the dipole nearly matches the impedance of the feedline to
which it is connected. The impedance of the biconical di-
pole varies as a function of wavelength and flare angle,
with a relatively flat impedance response for wide flare
angles. Hence, this antenna is of broader bandwidth than
a simple linear dipole.

Some variations of this method of using flaring to in-
crease bandwidth are the flat bowtie antenna (which may
be built on a printed circuit board) and the wire version of
the biconical antenna shown in Figs. 5b and 5c, respec-
tively.

2.5. Folded Dipole Antennas

A folded dipole antenna is shown in Fig. 6. The dipole is
created by joining two cylindrical dipoles at the ends and
driving the entire structure by a transmission line (often a
two-wire transmission line) at the center of one arm as
shown. The feedpoint impedance of a folded dipole of two
identical-diameter arms is 4 times larger than that for an
unfolded dipole of the same length. This can actually be
advantageous, since the feedpoint resistance may now be
comparable to the characteristic impedance Z0 of the
transmission line or feedline. The reactance of the anten-
na may easily be compensated by using a lumped element
with a reactance that is negative of the reactance at the
terminals of the folded dipole antenna or else by using a
foreshortened antenna length to resonant length arms so
that Xa¼ 0 (see Table 1).

2.6. Shunt-Fed Dipoles

Matching networks of reactive elements are generally re-
quired to match the feedpoint impedance (Raþ jXa) of cen-
ter-fed dipoles to transmission lines. Typically these lines
have characteristic impedance on the order of 300–600O.
To alleviate the need for matching networks, the antennas
are at times shunt-fed at symmetric locations off the cen-
terpoint as shown in Fig. 7. This procedure using either
the delta match (Fig. 7a) or the T-match (Fig. 7b) is often
used for half-wave dipoles (2h¼ l/2) with A and B dimen-
sions that are typically on the order of 0.10–0.15l.

2.7. Sleeve Dipole

The sleeve dipole antenna and its equivalent electrical
model are shown in Fig. 8. In practice, this antenna is
built from a coaxial line with the outside conductor and
insulation stripped away from the center conductor, which
is left protruding. The outer conductor is connected to the
ground plane, and the image produced by the ground
plane creates an equivalent sleeve dipole antenna. These
dipoles are useful, because they have a broadband VSWR
over nearly an octave of bandwidth.

3. APPLICATIONS

Dipole antennas and arrays of dipole antennas are used
for shortwave (3–30 MHz) and for VHF and UHF (30–
900 MHz) radio and TV broadcasting. If directional com-
munication is desired such as for shortwave radio trans-
mission via the ionosphere, a phased array of horizontal
dipoles may be used mounted above a ground plane. The
spacing is chosen to send the major lobe of radiation to-
ward the sky at a suitable angle to reflect off the iono-
sphere and provide broadcast coverage over the desired
service area.

Figure 4. VSWR of a dipole antenna as a function of frequency
and wire thickness (from Ref. 3).

Figure 5. Biconical dipole antenna and variations: (a) biconical
dipole antenna; (b) flat bowtie antenna; (c) wire version of bicon-
ical dipole antenna.

Figure 6. Folded dipole antenna.

(a) (b)

A

B

Figure 7. Shunt-fed dipoles: (a) delta match; (b) T-match.
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For VHF and UHF radio and TV broadcasting over a
3601 azimuthal angle, collinearly mounted vertical dipoles
that are excited in phase with each other are often used.
Two examples of this are shown in Figs. 9a and 9b. An
example variation of this is a three- to eight-bay turnstile
antenna used for TV broadcasting shown in Fig. 10a. Each
turnstile is made of two perpendicular slot antennas as
shown in Fig. 10b.

3.1. Log periodic Antennas

For broadband applications log periodic antennas are com-
monly used as both transmitting and receiving antennas.
The bandwidth is easily controlled by adjusting the rela-
tive lengths of the longest and shortest elements in the
array. The geometry of a log periodic array is shown in
Fig. 11a, which shows how the ‘‘phase reversal’’ feed sys-
tem for this antenna is constructed. The equivalent an-
tenna model of this array is shown in Fig. 11b. The
elements of the array are dipole antennas that increase
in both length and spacing according to the formula

t¼
Rnþ 1

Rn
¼

dnþ 1

dn
ð13Þ

where t¼ fn/fnþ1 is the ratio of the resonant frequencies fn

and fnþ1 of the adjacent dipole elements. Since lengths
and spacings are interrelated, the choice of one initial
value controls the design of the remaining elements.
The spacing between one half-wave dipole and its adja-
cent shorter neighbor is given by

s¼
dn

2Ln
¼
ð1� tÞ

4
cot a ð14Þ

L

L

2S

(a) (b)

L

S
Ground
plane

Coaxial
line

Figure 8. Sleeve dipole antenna: (a) physical model; (b) equiva-
lent electrical model.

(a) (b)

Figure 9. Collinearly mounted vertical dipoles for VHF and UHF
radio and TV broadcasting: (a) pole-mounted array of collinear
dipoles; (b) vertical dipoles spaced around a pole.

(a) (b)

Metal
sheet

Slot

Figure 10. Variation on collinearly mounted vertical dipoles:
(a) turnstile antenna used for TV broadcasting; (b) two perpen-
dicular slot antennas constituting each turnstile.

Figure 11. Log periodic dipole array: (a) geometry of a log
periodic array showing how the ‘‘phase reversal’’ feed system for
this antenna is constructed (from Ref. 6); (b) equivalent antenna
model of the log periodic array.
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Log periodic arrays are generally constructed with
small values of a (101rar451 [5]) and large values of t
(0.95rtr0.7 [5]), which essentially gives a traveling wave
propagating to the left in the backfire direction, away from
the antenna array. The nature of this array is that only
the elements that are approximately half-wavelength long
radiate, and since they are radiating to the left, the small-
er elements do not interfere with them. This is accom-
plished by the phase reversal of the feeds. An array that is
built without the phase reversal radiates in the endfire
direction. The interference of the longer elements to the
right of radiating elements results in spurious reflections
and erratic impedance behavior, known as ‘‘end effect.’’

An effective way to further increase the bandwidth of a
log periodic antenna is to change from dipole elements to
elements with individual broader bandwidths, similar to
changing from a dipole antenna to a biconical antenna.
This is accomplished for log periodic arrays by using a
configuration of wires such as shown in Fig. 12, where
each element is a sawtooth element and therefore has
broader bandwidth than the individual dipole elements.

3.2. Broadband Dipole Curtain Arrays

A broadband dipole curtain such as shown in Fig. 13 is
commonly used for high-power (100–500-kW) HF iono-
spheric broadcasting and shortwave broadcasting sta-
tions. The curtain is composed of several dipoles, usually
a half-wavelength long, mounted horizontally or vertically
in a rectangular or square array, often backed by a re-
flecting plane or wire mesh. This array has several de-
sireble features, including high gain, broad bandwidth,
independent control of horizontal and vertical radiation
patterns, ease of matching (low VSWR), and the ability to
efficiently broadcast efficiently. Using a phased-feeds
system, this array allows beamsteering of the radiation

pattern in both the azimuthal and elevation planes, pro-
viding a very high degree of flexibility.

3.3. VHF/UHF Communication Applications:

3.3.1. Yagi–Uda Dipole Array. Yagi–Uda arrays are
commonly used as general-purpose antennas from 3 to
3000 MHz, in particular as home TV antennas. They are
inexpensive, have reasonable bandwidth, and have gains
up to 17 dBi or more if multiple arrays are used. They have
unidirectional beams with moderate sidelobes [6].

A typical Yagi–Uda array is shown in Fig. 14. This ar-
ray is a simple endfire array of dipole antennas where only
one of the elements is driven and the rest are parasitic.
The parasitic elements operate as either reflectors or di-
rectors. In general [6], the longest antenna, which is about
l/2 in length, is the main reflector, and is generally spaced
l/4 in back of the driven dipole. The feed element is com-
monly a folded dipole antenna 0.45–0.49l long. Adding
directors, which are generally 0.4–0.45l long, to the front
of the driven element increases the gain of the array. The
directors are not always of the same length, diameter, or
spacing. Common arrays have 6–12 directors and at most
two reflectors. Additional improvements in gain by adding
more elements are limited; however, arrays have been de-
signed with 30–40 elements [5]. A gain (relative to isotro-
pic) of 5–9 per wavelength of array length is typical
for Yagi–Uda arrays, for an overall gain of 50–54
(14.8–17.3 dB).

The Yagi–Uda array is characterized by a main lobe of
radiation in the direction of the director elements and
small sidelobes. The beamwidth is small, generally 30–601
[5]. Typical E- and H-plane patterns of a Yagi–Uda array
are shown in Fig. 15. Typically, the performance of a Yagi–
Uda array is computed using numerical techniques
[5, Ref. 17]. For the simple case where all the elements
are approximately the same size, the electric field pattern
can be computed from the array factors of the various el-
ements.

The input impedance of a Yagi–Uda array is often
small. For example, for a 15-element array with reflector
length¼ 0.5l, director spacing¼ 0.34l, and director length¼
0.406l, the input impedance is 12, 22, 32, 50, or 62O
for reflector spacings of 0.10, 0.13, 0.15, 0.18, and 0.25l, re-
spectively. This can make matching to typical transmis-
sion lines (50, 75, or 300O) difficult. Folded dipoles used
for the driven element are therefore used to boost the input
impedance by a factor of Z4.

Extensive studies of the design of Yagi–Uda arrays
have been made [5, Ref. 20], and tables are provided to
optimize the Yagi–Uda array for a desired gain.

Figure 12. LPA with sawtooth wire elements for increased band-
width. Dots indicate feedpoint locations; heavy wires indicate di-
pole elements; light wires indicate wires for structural support
only.

Figure 13. A broadband dipole curtain. Dots indicates feedpoint
locations. Figure 14. Yagi–Uda array.
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3.3.2. Dipoles for Circular Polarization. For applications
that require a circularly polarized antenna such as TV and
FM broadcasts and space communications, at least two
dipoles, each of which has a linear polarization, must be
combined in an array, often referred to as crossed dipoles.
In a crossed dipole configuration, dipoles are mounted
perpendicular to each other for circular polarization or at
other angles for elliptical polarization. Currents are fed
901 out of phase between the two dipoles. These can also be
used as probes for sensing vector fields to isolate individ-
ual components of the electric field. Adaptations of the
crossed dipole are shown in Figs. 16a and 16b. Dipole ar-
rays such as the Yagi–Uda can also be combined to provide
circular polarization, as shown in Fig. 16c.
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DirecTV

Direct-to-home (DTH) satellite television broadcasting
has no strict technical or legal definition. Since the late
1970s the term has been used to delineate commercial
systems that deliver television directly to consumer homes
using communication satellites in geosynchronous orbit.
Systems originally intended for DTH applications have
operated at downlink frequencies above 11 GHz and with
antennas of 1 m or less. Certain systems operated at 4 GHz
were planned for cable television distribution and became,
secondarily, DTH systems with customer parabolic anten-
nas in the 2.5–3.0 m range. Most systems have been
supported primarily from subscription and pay-per-
view revenues rather than advertising revenues. In the
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Figure 15. Typical E- and H-plane patterns of
a Yagi–Uda array; total number of elements¼
27, number of directors¼25, number of reflec-
tors¼1, number of driven elements¼1, total
length of reflector ¼0.5l, total length of feeder
¼0.47l, total length of each director¼0.406l,
spacing between reflector and feeder¼0.125l,
spacing between adjacent directors¼0.34l,
radius of wires¼0.003l (from Ref. 7).

(a)

(c)

(b)

Figure 16. Cross-dipole applications for circular or elliptical po-
larization (from Ref. 6): (a) two shunt-fed slanted V dipoles; (b)
series-fed slanted dipoles; (c) circularly polarized Yagi–Uda array.
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various direct-to-home systems deployed worldwide, a
variety of technologies has been used, including analog
and digital modulations and both standard and high-def-
inition television formats. Certain systems have been
entirely national in scope, while others have broadcast
on a regional basis. From a regulatory viewpoint, both
fixed satellite service (FSS) bands and broadcasting
satellite service (BSS) bands have been used. Direct-to-
home systems are sometimes also referred to as direct
broadcast satellite (DBS) systems. This article describes
the broadcasting and reception systems of a typical digital
DTH broadcasting system, but does not cover the sub-
stantial infrastructure necessary for customer service and
billing.

1. EVOLUTION AND EXISTING SYSTEMS

Although DTH satellite television was a dream of satellite
engineers since the early 1960s, little progress was made
until the early 1980s. Satellite technology steadily im-
proved in generating high-radiofrequency (RF) power lev-
els, and ground electronics improved by the introduction
of low-cost, low-noise microwave transistors. Through
1994 these early systems used analog frequency modula-
tion.

During the 1980s in the Americas, the earliest major
system was the Satellite Technology Corporation project
in the United States. This plan intended to deliver five
channels to each time zone with a dedicated satellite for
each. The user terminals were to employ parabolic dishes
of 85 cm diameter. This project was abandoned, primarily
for economic reasons. Also, in the United States during the
1980s, home reception began of satellite transmissions in-
tended for delivery to cable television systems. The trans-
missions were at C band in the frequency range 3.7–
4.2 GHz. These early home dishes were 2.5–3.0 m in
diameter and cost several thousands of dollars, but in-
creased satellite power permitted new C-band home dish-
es to drop in size to about 1.5 m by the early 1990s. This
United States C-band DTH marketplace peaked at about
3.9 million homes in 1994. In Japan the quasigovernment
broadcaster NHK utilized satellite delivery to 45-cm dish-
es for both standard National Television Systems Com-
mittee (NTSC) and multiple sub-Nyquist encoding
(MUSE) high-definition television. By 1993 this service,
called BS for broadcasting satellite, was received by 4.5
million homes. The inexpensive analog BS receivers also
became a typical feature of new television sets for the
Japanese marketplace. In Europe the early use of satel-
lites was for delivery of state-owned television networks.
In the early 1990s, the Astra satellites became a major
vehicle for DTH delivery of private, commercial channels.
Multiple television broadcasters utilized Astra, including
British Sky Broadcasting (BSkyB), which was providing
over 40 analog channels to 6.4 million homes at the end of
1997 [1]. Other European satellites are also providing
DTH services, including Eutelsat and Hispasat.

During 1994 the era of multichannel, all-digital DTH
satellite delivery began with two systems in the United
States, the Primestar system owned by a consortium of

cable firms, and a system operated primarily by DirecTV,
Inc., a unit of Hughes Electronics. The Primestar system
used ‘‘medium-power’’ satellites and approximately 0.75–
1.0 m dishes; the DirecTV broadcast used ‘‘high-power’’
satellites and 45-cm dishes. By late 1997 the Primestar
system delivered more than 160 channels to nearly 2 mil-
lion homes in the United States by year end 1997. The
DirecTV service delivered more than 175 channels to 3.3
million homes in the United States by year end 1997. In
1995 another DTH business using ‘‘high-power’’ satellites
entered this marketplace; this new entrant, EchoStar,
reached approximately 1 million homes by year end
1997. AlphaStar, a short-lived DTH service, acquired
only about 51,000 subscribers in the United States before
filing for bankruptcy in 1997. Elsewhere in the Americas,
three DTH services to Latin America were initiated in the
early 1990s. One of these ventures, Galaxy Latin America,
began broadcast operations in June 1995. Galaxy Latin
America is a joint venture of Hughes and major media
firms from Mexico, Venezuela, and Brazil. (The general
company information given above was found at the World
Wide Web sites listed in the Further Reading list.)

In Japan in 1996, the joint venture PerfecTV started
multichannel, all-digital broadcasting with approximately
a half-million subscribers by year-end 1997 [2]. This firm
was joined in the marketplace by DIRECTV JAPAN in
December 1997. A third entrant, Japan Sky Broadcasting
(JSkyB), announced in 1997 that it would merge with the
first broadcaster, PerfecTV. All three firms use a Japanese
industry variant of the digital videobroadcasting (DVB)
format, and all three use medium-power FSS satellites.
Within Japan the category of service provided by these
three competitors is called digital communications satel-
lite, or digital CS, in contrast to the high-power broad-
casting satellite or BS service by NHK.

By early 1998 in Europe there were plans underway to
convert existing analog systems, for example, BSkyB in
the United Kingdom, and to launch new digital satellite
platforms. New digital satellite systems in operation in-
clude DF1 in Germany; Telepiu in Italy; Via Digital
(Hispasat) and Canal Satellite in Spain; TPS, AB-sat,
and Canal Satellite Numerique in France [3].

2. REFERENCE ARCHITECTURE

Figure 1 shows a simplified diagram of an all-digital mul-
tichannel satellite DTH system. Figure 2 shows the exte-
rior of a typical DTH broadcasting site including four 13-m
uplink antennas.

2.1. Broadcasting Facility

Most existing DTH systems have been used as delivery
systems for existing programs, for example, broadening
the market exposure of existing programming or deliver-
ing the programming with improved quality or conve-
nience. As a delivery or rebroadcast system, a
substantial portion of programming typically arrives at
the DTH broadcasting or uplink facility via other ‘‘back-
haul’’ satellites or terrestrial fiber. Programming, such as
theatrical films, arrives at the facility as prerecorded
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digital tapes. In a limited number of systems, the broad-
casting facility also includes studios for the creation of
unique programming.

The broadcasting facility provides a number of func-
tions common to any broadcasting facility, such as incom-
ing signal monitoring, adjustment, and resynchronization,
signal routing within the facility, and for prerecorded ma-
terial, quality control, cloning, and playback. For play-
back, broadcast-quality tape players are utilized or, more
recently, the material is stored on and played from video
file servers using redundant arrays of independent disks
(RAID) technology.

Large, multichannel ‘‘pay’’ DTH broadcasting also re-
quires that the broadcast site provide conditional access

equipment, service information/electronic program guide
(SI/EPG) equipment, compression encoders, and multi-
plexing, error control, and modulation equipment. The
conditional access system, which includes equipment
within the home, permits customer access to program-
ming services only when certain conditions have been
met—for example, the customer account is in good stand-
ing or the customer is located outside a program blackout
area. The SI/EPG equipment prepares specialized broad-
cast streams that provide the consumer equipment with
technical attributes of each view channel (the service in-
formation), along with program content information for
display by the home receivers. The EPG data typically in-
clude program title, start and stop time, synopsis, paren-
tal rating, etc. The signal compression equipment
performs redundancy reduction processing on the televi-
sion video and separately the audio to reduce the total in-
formation rate. A typical digital studio signal at 270 Mbps
(megabits per second) is reduced to the range of 2–10 Mbps
before broadcast. This dynamically reduces the invest-
ment needed to put the transmission path in service (i.e.,
the satellites) and, conversely, greatly increases the num-
ber of available viewer channels for a given satellite in-
vestment. Most operational digital DTH systems have
utilized the Motion Picture Experts Group (MPEG)
MPEG1 or MPEG2 compression standards [4,5], or pro-
prietary systems with similar characteristics. (See Section
4). The compressed streams from multiple channels are
typically multiplexed into a single high-speed stream.
This multiplexing process may be ‘‘fixed’’ in that peak bit
rates are allocated to each video channel or, in certain
systems, the individual channel rates may vary dynami-
cally depending on their instantaneous bit rate need—the
latter approach is called statistical multiplexing. The
composite bitstream is then coded by error control to add
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Figure 1. Simplified diagram of an all-digital multichannel satellite DTH system. Major broad-
casting and transmission equipment groups are shown but not customer service and billing
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Figure 2. This DTH site in Colorado uses four 13-m antennas for
uplink operations and numerous smaller dishes for programming
reception. Courtesy of DirecTV, Inc.
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selective redundancy for error detection and correction.
The error control coding permits systems to be designed
that offer high-quality operation with a threshold level
lower than that possible in previous analog systems. The
modulation utilized is commonly a constant envelope mod-
ulation such as quadrature phase shift keying (QPSK),
which is typical of a satellite system for which the satellite
repeater has a limiting final output stage.

2.2. Transmission Path

The transmission path includes the error control coding
and modulation described above, the uplink site’s upcon-
verters, transmitters, and antennas, the uplink propaga-
tion path, the relay satellite, and the downlink
transmission path including the subscriber antenna and
receiver front end. In all existing DTH systems, the sat-
ellite has been a frequency translating microwave repeat-
er. The expense of generating high satellite RF
transmitter levels has caused these systems to be ‘‘down-
link limited,’’ meaning that the composite uplink and
downlink carrier-to-noise ratio (CNR) is dominated by
the downlink CNR. The downlink CNR is determined pri-
marily by the satellite effective isotropic radiated power
(EIRP) per transponder, carrier attenuation by rain along
the line of sight, and the subscriber antenna gain. The
subscriber electronics equipment completing the trans-
mission path consists of a small-aperture antenna, a low-
noise block downconverter, tuner, demodulator, and error
control decoder. The ‘‘error corrected’’ information stream
out of the error control decoder is passed to the remainder
of the digital circuitry within the receiver. (See Section 5.)

2.3. Home Electronics

The home electronics in a typical all-digital system in-
clude the antenna, low-noise block (LNB) converter, tun-
er–demodulator–decoder circuitry and other digital
circuitry for demultiplexing, decryption under condition-
al access control, video and audio decompression, and vid-
eo and audio output signal generation. For example, in
digital receivers for the United States marketplace the

final output circuitry recreates an analog composite NTSC
or S-video signal for delivery to a standard television set.
In a typical digital satellite receiver, a removable device,
often in the form of an International Organization for
Standardization (ISO) smart card, provides the condition-
al access control function. (See Section 6.)

3. THEORETICAL MODELS

3.1. Information Theory

Figure 3 shows a theoretical model useful in DTH system
design, and the corresponding system elements used to
implement the theoretical model. A text such as Ref. 6
describes an ‘‘ultimate’’ system design in which source en-
coding is used to remove redundancy information in the
bitstream representing the source, that is, the television
signal, and then channel encoding to protect the encoded
source by carefully adding redundancy. Information theo-
ry tells us that source codes exist that can drive the num-
ber of bits necessary to encode the source toward a
theoretical minimum. MPEG2, shown in the lower por-
tion of Fig. 3, provides a practical realization of the infor-
mation theory by a complex set of transform, run-length,
and other source codes. The MPEG algorithm further re-
duces the information content by selective removal of de-
tail not subjectively important. Channel-coding theory
indicates that channel codes exist that can drive the er-
ror rate toward zero while not driving the useful through-
put toward zero. In 1966 Forney [7] demonstrated a path
to realization of this theory by showing that concatenating
multiple, simpler channel codes can create a powerful
channel code. Figure 3 illustrates a DTH implementation
using concatenated convolutional and Reed–Solomon (RS)
codes. A bit interleaver is also used to ‘‘smooth’’ burst error
sequences entering the RS decoder.

3.2. Layered Model

Figure 4 provides a ‘‘layered’’ or ‘‘protocol’’ model for DTH
systems [8]. The layers shown are for the consumer
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Figure 3. Theoretical source and channel coding are currently implemented by distinct source
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electronics part of the system, but of course the same lay-
ers are necessary within the broadcasting facility equip-
ment. As in layered, communications protocols, it is
intended that the design tradeoffs of one layer do not in-
teract with the design tradeoffs of the adjoining layers. For
example, the design of MPEG decoder chips is largely in-
dependent of the design of the video output circuitry,
which may be targeted for either NTSC, phase alterna-
tion line (PAL), or sequential couleur avec memoire (SE-
CAM) television receivers. As another example, the MPEG
coder to decoder syntax was largely designed without
great concern about the specific error characteristics of
the channel. However, to improve recovery in the event of
channel errors, the MPEG standard does include a Macro
Block Slice structure that generally limits error propaga-
tion to a portion of a frame.

Each layer is discussed in the following and in Sections 4
and 5. The realization of these protocol layers is discussed
in Section 6.

3.2.1. Physical Layer. The physical layer at the bottom
of Fig. 4 presents the RF to an intermediate-frequency (IF)
LNB converter and the resulting IF interface to the digital
receiver itself. An IF frequency starting at 950 MHz is
typical but not required [8].

3.2.2. Link Layer. This layer is discussed in detail later
in Section 5.

3.2.3. Transport Layer. The transport layer is a multi-
plexing layer or, for example, the systems layer of the
MPEG2 standard. In each format given in Ref. 8, this lay-
er provides common, fixed-length packets for all service
types including video, audio, data, or overhead data such
as electronic program guide information. Fixed-length

packets ease high-speed processing and use of direct mem-
ory access.

3.2.4. Conditional Access Layer. This layer provides de-
coding of specialized conditional access (CA) packets, some-
times called entitlement management messages (EMMs)
and entitlement control messages (ECMs) [9]. The EMMs
give instructions to the subscriber electronics regarding the
authorized entitlements, for example, current subscriptions
or pay per view status. The ECMs indirectly provide cryp-
tographic keys for decryption of the individual services. In
several systems these packets are passed from the receiver
to a smart card with an embedded secure microprocessor.
The microprocessor decodes ECMs and returns the corre-
sponding keys. A decryption circuit within the receiver uses
the keys and provides decrypted packets for each service to
the network services layer. The receiver to microprocessor
interface is often similar to the ISO standard [10].

3.2.5. Network Services Layer. This layer delivers the
underlying DTH technical services. These services include
video plus audio or ‘‘television,’’ standalone audio services,
and data delivery services. Separate processes handle the
decompression of each service type. For example, video
decompression algorithms are quite distinct from those
used for audio decompression. Video compression is dis-
cussed in greater detail later in Section 4. Other network
services include decoding of the electronic program guide
and service information syntax.

3.2.6. Presentation Layer. This layer puts the network
services in final form for the end user. The layer includes the
NTSC or PAL encoders and output circuitry and the on-
screen user interface. Although the electronic program
guide information delivered by the network is common to
all receiver types, each receiver designer may choose a
unique user interface concept. For example, for a typical
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television program schedule grid, the grid extent (that is,
numbers of view channels and time extent) and the color
scheme are entirely up to the designer. The presentation
layer also receives inputs from the user remote control,
which is typically linked to the receiver using infrared or RF.

3.2.7. Customer Services Layer. In most DTH systems
the customer provides the final display device such as the
television or personal computer. This key assumption
bounds the complexity of the satellite receiver and defines
the characteristics of its output circuitry. For example, al-
though a typical all-digital DTH system can deliver a
three-component television signal, most existing televi-
sions in the United States accept only a composite NTSC
input. Since many new sets in the United States also ac-
cept a ‘‘separate chroma/luma’’ S-video signal, many sat-
ellite receivers in the American marketplace have
supplied an S-video output in addition to the composite
output. Figure 4 shows the remote control interfacing with
both the presentation layer (user interface) and the cus-
tomer services layer. The latter interface permits control
of the display device by the same remote control device—
for example, the remote may control the television volume
level.

4. COMPRESSION

4.1. Fundamentals

Source coding may be lossless and permit a complete re-
construction by the source decoder, or source coding may
be lossy and trade the quality of the reconstructed signal
against the bits needed to transmit or store the signal. The
nature of the compression algorithms vary with the signal
type, its intended audience, and the cost relationship be-
tween the value of ‘‘saving bits’’ versus the value of the
codec development and production. Reference 11 provides
an excellent overview of the television compression state
of the art through 1994.

The MPEG1 [4] and MPEG2 standards [5] have been
broadly deployed in consumer products. The MPEG1 stan-
dard is intended for noninterlace video and data rates up
to about 1.5 Mbps. The MPEG2 standard accommodates
both noninterlace and interlace video, standard definition
applications up to about 10 Mbps, and high-definition for-
mats at bit rates up to about 15–50 Mbps. Note that while
these standards provide details on the syntax and seman-
tics between the encoder and decoder and are specific to a
standard decoder, they say very little about the encoder.
They are very abstract and do not dictate the technology of
implementation. Both standards utilize two distinct
processes in tandem to achieve high compression
levels: discrete cosine transform (DCT) coding and

motion-compensated interframe prediction. The MPEG2
standard makes more complex algorithms available for
motion compensation with interlace video. The discussion
that follows provides a very simplified description of
MPEG processing.

4.2. Discrete Cosine Transform Coder

Figure 5 illustrates the first major MPEG process, a DCT
of pixel element values, the lossy quantization of these
values, and then the lossless encoding of the result. Con-
sumer television signals are acquired and displayed as
linescan images, but since substantial spatial redundancy
exists, the linescan images are first converted to 8� 8 pix-
el blocks for MPEG processing. The DCT represents the
horizontal and vertical information in the block using co-
sine functions as the basis vectors. The quantization step
ignores the near-zero coefficients and tends to concentrate
the energy in the transform domain into the low-frequen-
cy components. The ‘‘zigzag’’ readout of the coefficients
starts with the DC coefficient and proceeds in zigzag fash-
ion toward the highest frequency vertical and horizontal
component. If insufficient bits are available, the higher-
frequency coefficients may not be encoded. The next pro-
cessing steps use tables of run-length and variable-length
codes, which, based on experiment, will require the lowest
average number of bits to represent the coefficients. The
run-length codes use short codes for very likely bit se-
quences and long codes for less likely sequences. The vari-
able-length codes are created such that no codeword is the
prefix of another codeword. The buffer feedback path rec-
ognizes that image redundancy varies substantially across
the blocks of a given image, but that for most applications
the required output bit rate must be constant. As buffer
fullness approaches, quantization can be increased, the bit
rate reduced and, unfortunately, the quality will be re-
duced as well. Note that in multichannel systems, the
output of a single encoder need not be at a fixed bit rate. In
a DTH system, when a buffer strategy is used across all
the video channels carried in a single stream, the tech-
nique is called statistical multiplexing.

In MPEG the spatial DCT coder described above is
supplemented with an interframe predictor to also exploit
the temporal redundancy of a given pixel block. Since mo-
tion within the image will cause the pixel values to ‘‘move’’
across the frame, the MPEG algorithms also include the
technique discussed in the following.

4.3. Motion-Compensated Interframe Prediction

In MPEG, motion compensation determines the transla-
tion vector of 16� 16 pixel blocks of luminance (called
macroblocks) across multiple frames. Redundancy reduc-
tion is achieved by transmitting the vectors and quantized
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Figure 5. The discrete cosine transform
(DCT) encoder path with its buffer control
feedback loop is one of two major elements of
the MPEG encoding process.

DIRECT SATELLITE TELEVISION BROADCASTING 1057



prediction errors, rather than the blocks, and further ef-
ficiencies are achieved by differentially encoding the vec-
tors and also using variable length codes. The vectors are
determined by finding the best macroblock match in the
previous (and possibly also the future) reference frame.
These searches generally are restricted in horizontal and
vertical extent and can be very computationally intensive.

The MPEG2 algorithm is more sophisticated than
MPEG1 in several areas, particularly motion compensa-
tion modes. Both compression schemes permit forward
prediction, backward prediction, and interpolated predic-
tion between images. The images may be either video
frames or fields. MPEG1 can use only frame-based pre-
diction; however, MPEG2 optionally can use field-based
prediction, which allows increased coding efficiency for in-
terlaced video. From video material in which the motion is
slow, frame prediction is more efficient and MPEG2 per-
forms similarly to MPEG1. As motion increases, field pre-
diction coding becomes more efficient.

The MPEG2 toolkit is very complex. It is impractical to
recreate the entire toolkit in every application. The
MPEG2 group has therefore defined a handful of subsets
or profiles of the full syntax. Also, within a profile, sets of
parameter constraints have been identified as levels, with
each higher level including all constraints from the lower
levels.

5. TRANSMISSION (OR LINK LAYER)

5.1. Link Equation, Antenna Size, and Coverage

The most fundamental design equation in a DTH satellite
system is the communications link equation. Ignoring up-
link noise and interference contributions, the downlink
carrier power (C) to noise power density (N0) ratio is, in
decibels, as follows [12]:

C

N0
¼EIRP s � BO0 � Ldþ

G

T

����

����
e

�k� Lr dB .Hz ð1Þ

where the EIRP|s is the effective power of the satellite
with respect to an isotropic radiator, BO0 is the backoff of
the satellite transmitter with respect to saturation, Ld is
the free space loss at the carrier frequency, G/T|e is a re-
ceive figure of merit for the DTH subscriber terminal, k is
Boltzmann’s constant (�228.6 dB �W/K �Hz), and Lr is the
link loss due to rain. Figure 6 illustrates the definition of
these link parameters. For a typical DTH design, each
satellite transmitter handles a single carrier, so carrier
intermodulation is not a concern and the transmitter out-
put backoff is nominally zero. As a reference case, assume
a downlink frequency of 12 GHz, a path loss of � 205.8 dB,
and a clear weather situation with Lr¼ 0.0 dB. Equation
(1) then becomes simplified to

C

N0
¼EIRP

����
s

þ
G

T

����
e

þ 22:8 dB .Hz ð2Þ

Using the parameters of Ref. 13 as an example, the typical
edge of coverage EIRP is 52.0 dB �W and the subscriber
terminal G/T is 11.3 dB/K for a 45-cm dish. The clear-
weather, edge-of-coverage performance is then

C

N0
¼ 86:1 dB .Hz ð3Þ

The required C/N0 is determined by the information bit
rate and the required Eb/N0, energy per information bit
over the noise density, for the system’s modulation and
coding with an implementation margin. The equation
relating the two ratios is

C

N0

����
req

¼
Eb

N0

����
req

þ rþR dB .Hz ð4Þ

where r is the coding rate and R is the transmission rate in
dB �Hz. The information bit rate is the product of the code
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Figure 6. For design analysis purposes, the
end-to-end DTH link is often split into ‘‘uplink’’
and ‘‘downlink’’ models. The downlink model as-
sumes a noiseless uplink with the desired signal
injected at the satellite TWTA input.
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rate and transmission rate, which is expressed as a sum in
decibels.

Using r¼ 49
64 and R¼ 40 Mbps (for an information rate of

30.6 Mbps or 74.9 dB �Hz), and a threshold Eb/N0 value of
7.8 dB �Hz, then

C

N0

����
req

¼ 82:7 dB .Hz ð5Þ

The clear-weather, edge-of-coverage performance is then
the difference of Eqs. (3) and (5), or 3.4 dB. This is the
clear-weather margin for a 45 cm dish for the parameters
of Ref. 13. Below a 30 cm diameter (for BSS systems in the
Americas), intersystem interference sources due to adja-
cent satellites cause the simplified analysis used above to
become quite inappropriate. Above about 90 cm, the nar-
row beam of the subscriber antenna may actually be det-
rimental to satisfactory performance. For narrowbeam
subscriber antennas, small satellite stationkeeping errors
may cause the line of sight to move outside the subscriber
antenna’s main beam.

5.2. Propagation Effects at 12 GHz

In the preceding link example, the value Lr is a link mar-
gin against rain and other propagation phenomena. In
fact, a system design is typically based on statistical and
geometric models to predict the rain degradation along the
line of sight. Although a variety of propagation-related
impairments can occur, the dominant effects are due to
rain and wet snow and result in signal attenuation and
attendant increases in the received ‘‘sky’’ noise. Experi-
mentation work, as described in Ref. 14, has compared the
rain attenuation along a given path with the rain rate
measured on the path and found that the specific atten-
uation (dB/km) can be approximated by the expression

Specific attenuation¼aRb
ð6Þ

where R is the rain rate in the millimeters per hour and a
and b are frequency- and temperature-dependent con-
stants.

With this fundamental model, worldwide environmen-
tal information and a geometric model of the ‘‘rain cylin-
der’’ along the line of sight, comprehensive models have
been developed for DTH system design. Figure 7 shows
the rain regions assumed by the International Telecom-
munication Union (ITU) for BSS planning for the Amer-
icas. Figure 8 illustrates the attenuation predicted by the
ITU model for Region K of the Americas. The outage value
assumed in Fig. 8 (1% of the worst-case month) is a
requirement that should be reevaluated by the designer
in each new application.

5.3. Interference

In addition to rain degradations, DTH designs must con-
sider intrasystem and intersystem interference. Interfer-
ence into the subscriber dish is a primary concern.
Received interference includes cross-polarized, cofrequen-
cy, intrasystem interference, interference from other

satellites operating at adjacent orbit locations, and emis-
sions from terrestrial users of the same frequency band.
The Broadcasting Satellite Service was carefully planned
to separate orbital ‘‘slot’’ assignments for satellites with
beams with common coverage [15–17], for example, for the
United States the primary orbital assignments have 91 of
longitude separation. In the Federal Communications
Commission’s (FCC’s) Fixed Satellite Service assignments
at 11.7–12.2 GHz, the satellites are separated by as little
as 21 of longitude; the 21 separation causes dishes of less
than 60 cm in diameter, with relatively little spatial iso-
lation, to have generally unacceptable adjacent satellite
interference. In the BSS in the United States, the use of
45-cm dishes is a common practice and one service pro-
vider has announced plans to use 30-cm dishes.

5.4. Satellite Design

Figure 9 illustrates a typical DTH satellite platform. All
operational DTH systems have used satellites in geosyn-
chronous orbit (GSO) with microwave frequency transla-
tion repeaters. After placement in a GSO, the satellite
orbital period is equal (synchronous) with the rotational
period of Earth, and the satellite appears to be stationary
over a given longitude at the equator. This greatly simpli-
fies the design of the millions of receive terminals that
point toward the satellite.

A frequency translating repeater typically receives an
uplink carrier via the receive coverage antenna beam,
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mixes the signal to the downlink frequency, and then
amplifies it for transmission to the transmit coverage
beam. This type of translating design is highly reliable
and flexible. The receive and transmit coverages need not

be identical—for example, for a typical national system
the receive beam coverage may be the 48 contiguous states
while the transmit beam coverage may consist of all 50
states. (See SATELLITE ANTENNAS.) The DTH satellite’s total
DC and total RF power levels are key attributes since
most of the satellite weight and hence cost are involved in
generating high power levels. This relationship between
weight and cost is largely due to the high cost and relative
unreliability of launch vehicles. As one example, the Gal-
axy Latin America satellite launched at the end of 1997
had an end-of-life solar array power capability of about
8.0 kW. (See Ref. 18.)

The satellite electronics associated with processing and
amplifying a single carrier, such as a multiplexed digital
television carrier, is called a satellite transponder. The fi-
nal output stage or transmitter is normally a traveling-
wave-tube amplifier (TWTA), a device with very high
gain, high efficiency, perhaps in excess of 50%, and wide
bandwidth. Although high-power TWTA reliability was a
DTH design issue through 1990, dozens of transmitters
with power levels above 100 W have operated without
apparent incident for more than three years during the
1990s.

5.5. Regulatory Considerations

Direct-to-home systems are typically regulated at the na-
tional level. Until relatively recently virtually all nations
had a government-owned post, telephone, and telegraph
(PTT) or quasigovernment agency that owned and oper-
ated all national telecommunication facilities. With the
worldwide trend toward commercialization and competi-
tion, the government role is tending toward regulation of
DTH businesses via RF and business licensing. For exam-
ple, in Japan, the Ministry of Post and Telecommunica-
tions (MPT) has allowed three new commercial DTH
businesses to compete with the traditional quasigovern-
ment broadcaster NHK. Each of these businesses has re-
quired MPT approval over multiple aspects including the
provider (consignor) of each programming channel, the
content of the channel, the business viability of each chan-
nel, the RF licensing of the uplink site, and the RF licens-
ing of the satellite.

The situation in the United States is somewhat unique
in that competing private telecommunication businesses
have existed since the 1970s. The FCC licenses and reg-
ulates satellite systems primarily via licensing of the sat-
ellites themselves. Small receive-only antennas do not
require licensing, and the FCC has ordered that, in gen-
eral, dishes smaller than 1 m cannot be regulated by state
or local authorities [19].

Broadcasting from one nation into another commonly
requires official landing rights in the distant nation, par-
ticularly if the broadcaster intends to collect subscriber
fees. Issues of frequency use and coordination between
nations are handled by an agency of the United Nations,
the International Telecommunication Union [20]. The reg-
ulatory agency, that is, the PTT, MPT, or FCC, of each UN
nation sends representatives to various ITU working
groups to establish mutually agreed international regula-
tions. In general, each agency makes the international
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inated by the solar panels used for power generation. (Courtesy of
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regulations a part of their national regulations; the ITU
itself has no powers of enforcement. The ITU has estab-
lished a number of frequency bands for satellite commu-
nications; for DTH applications the bands utilized have
been both in the FSS and BSS. The FSS name comes from
the fact that, for frequency coordination purposes, the
transmitters and receivers are assumed to be at fixed lo-
cations, that is, not mobile. The BSS bands also assume
‘‘fixed’’ RF sources but with the added assumption that the
primary usage is direct broadcast. In the early 1980s,
when the international BSS arrangements were complet-
ed, this distinction was quite important since the repre-
sentatives to the ITU sessions wished to be sure that their
nations would someday have the benefit of DTH service.
Thus the use of the BSS band (around 12 GHz) has been
strictly planned such that every nation existing at the
time of the agreement has a specific set of assigned fre-
quencies, polarizations, and satellite antenna coverage.
Note that the difference between the FSS and BSS bands
is entirely regulatory, not technical—in fact, the BSS band
in the United States is the same frequency as the FSS
band in Japan and vice versa.

The ITU regulations are based on dividing the world
into three regions with specific geographic boundaries.
These regions are roughly defined as follows: Region 1
consists of Europe, Africa, and the former Soviet Union;
Region 2 consists of the Americas; and Region 3 consists of
Asia, excluding the former Soviet Union. Among these
different regions the specific regulations can vary sub-
stantially, and within a given country the national admin-
istration may impose additional regulations. For example,
under ITU auspices the BSS frequency bands vary by re-
gion, the frequency assignments vary by country, and each
country assigns frequencies to a system or company. The
downlink plan for all regions is contained in App. 30 of the
ITU Radio Regulations [16]. The uplink or ‘‘feeder’’ link
plan is contained in Appendix 30A of the ITU Regulations
[17]. The 1997 World Radio Conference made changes to
certain parameters for Regions 1 and 3 only.

Traditionally, telecommunications standardization has
been performed by international groups such as the ITU,
International Organization for Standardization (ISO), In-
ternational Electrotechnical Committee (IEC), and the
Joint Technical Committee (JTC1) of the ISO and IEC
[21]. As a growing trend, standards are being addressed by
regional groups such as the European Telecommunica-
tions Institute (ETSI) or the T1 committee in the United
States, an organization accredited by the American Na-
tional Standards Institute. Additionally, specialized, ad
hoc groups have been formed to address certain areas of
technology, for example, the Asynchronous Transfer Mode
(ATM) Forum, the Internet Engineering Task Force
(IETF), and the Digital Audio Visual Council (DAVIC).

The ITU has developed a standard for ‘‘Digital multi-
programme television emissions by satellite’’ [8], but this
is an international recommendation, not a requirement,
unless implemented by a national agency as a national
standard. This ITU recommendation includes three close-
ly related broadcast formats that can be decoded by the
same or similar receiver circuitry. Table 1 compares the
characteristics of the three formats. All three utilize

QPSK modulation, concatenated convolutional and
Reed–Solomon coding, MPEG compression, and fixed-
length transport packets.

In Europe the Digital Video Broadcasting (DVB)
Project to develop specifications for all aspects of digital
television broadcasting was launched in 1993, following a
two-year effort. Since producing its first digital satellite
standard, the DVB Project has developed specifications,
guidelines, and recommendations for the many ancillary
parts of digital broadcasting. These have been accepted as
standards for DTH systems by more than 200 broadcast-
ers, manufacturers, network operators, and by regulatory
bodies in over 30 countries [9].

In Japan, the Association of Radio Industries and Busi-
nesses (ARIB) has selected a DVB variant as the standard
for digital CS systems [22]. In the United States, the FCC
has not required specific requirements for DTH services.

In general, these various standards have dealt with the
link, transport, and network services layers, but not the
conditional access layer. Certain governments have stan-
dards to restrict or specify the encryption method con-
trolled by the conditional access system. For example,
Japan’s MPT has specified the encryption algorithm for
the new digital CS systems. Recently, DVB, DAVIC,
and the Advanced Television Systems Committee (ATSC)
in the United States have begun work on conditional ac-
cess standardization. (See also TELEVISION BROADCAST TRANS-

MISSION STANDARDS.)

6. CONSUMER ELECTRONICS

Consumer electronics equipment for DTH applications
has achieved very low cost, high performance, and excel-
lent perceived value by carefully designed very-large-scale
integration (VLSI) and mass production. By use of stan-
dards, for example, MPEG2, and standard techniques,
many VLSI have been used in more than one platform
and thus achieved greater economies of scale.

6.1. Outdoor Electronics

The offset fed parabolic reflector continues to be the dom-
inant antenna type due to its simplicity and high gain for
a given aperture size. The offset geometry achieves an ap-
erture efficiency greater than 60% by eliminating the ‘‘feed
blockage’’ present in a focus fed geometry. Figure 10 shows
a 45 cm parabolic dish, digital receiver, and remote control
produced by Panasonic in 1997 for the CS market in Ja-
pan. Single-polarization, fixed-scan, phased array anten-
nas are also used, but generally not where their size would
be greater than 60 cm� 60 cm, when distribution losses
become significant.

6.2. Receivers

In the design shown in Fig. 10, the receiver supplies DC
power to the outdoor electronics via the coaxial cable de-
livering the digital signals to the receiver. Additionally,
biasing this supply voltage above or below the nominal
value implements polarization selection at the feed.
Figure 11 gives a reference architecture for a digital
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DTH receiver [8]. This common architecture can be
applied to any of the three digital formats contained
within the reference.

6.2.1. Hardware. In implementing the reference hard-
ware architecture of Fig. 11, the underlying large-scale
integrated circuits (LSI) have since 1994 undergone mul-
tiple stages of evolutionary development. As an example,
Table 2 summarizes the LSI evolution of the RCA-brand
receivers produced for the United States marketplace.
Each generation has seen greater levels of integration
[23] with the fourth generation being a ‘‘two-chip’’
receiver.

Similar levels of LSI integration are also expected with
the availability of such chips as the Texas Instruments
Series AV 7000 shown in Fig. 12. This chip provides the

equivalent of 2.5� 106 transistors using 0.35 mm comple-
mentary metal oxide semiconductor (CMOS) technology.
Advance information [24] indicates that this circuit will
incorporate the following:

32-bit reduced instruction set computer (RISC) central
processing unit (CPU) [40 million instructions per
second (mips)]

Advanced graphics accelerator

Memory manager

Transport/decryption (DES)

MPEG2 video decoder (MPEG1 and MPEG2)

Audio decoder (MPEG1)

NTSC/PAL encoder

Table 1. Summary of ITU Direct-to-Home Formats

Function System A System B System C

Randomization for energy
dispersal

Yes Explicit Yes

Reed–Solomon outer code (204, 188, T¼8) (146, 130, T¼8) (204, 188, T¼8)
RS field generator polynomial X8

þX4
þX3

þX2
þ1

Interleaving Forney Ramsey II Forney
Inner coding Convolutional, K¼7

Basic code
1

2

1

3

Generator polynomial 171, 133 (octal) 117, 135, 161 (octal)

Forward error correction (FEC)
1

2
;
2

3
;
3

4
;
5

6
; and

7

8

1

2
;
2

3
; and

6

7

1

2
;
2

3
;
3

4
;
3

5
;
4

5
;
5

6
;

5

11
; and

7

8

Signal modulation QPSK
Symbol rate Variable 20 Mbaud 19.5 and 29.3 Mbaud
Transport layer MPEG2 System B MPEG2
Packet size (bytes) [payload] 188 [184] 130 [127] 188 [184]
Identification ID (bit) 13 12 13
Statistical multiplexing Not restricted Capable Capable
Method of synchronization for

video and audio
Timestamping (27 MHz

reference)
Video source decoding

Syntax MPEG2
Levels At least main level
Profiles At least main profile

Audio source decoding MPEG2 layers I and II MPEG1 layer II (included
in MPEG2)

ATSC A/53 or MPEG2 layersb

I and II
Typical transponder bandwidth

(MHz)
Not specified 24 or 27 MHz 24, 27, or 36 MHz

Selectable conditional access Yes
Service information ETS 300 468a System B ATSC A/56þ wSCTEc DVS/011b

Electronic program guide ETS 300 707a System B User-selectable
Teletext Supported Not specified
Subtitling Supported
Closed caption Not specified Yes
Delivered TV standards Not specified NTSC and PAL M NTSC and PAL
Aspect ratios 4:3 and 16:9 (2.21:1 optionally) 4:3 and 16:9 4:3 and 16:9
Video resolution formats Not restricted MPEG subset MPEG subset
Frame rates (frames/s) Not specified 29.97 25 (PAL) 29.97 (NTSC)
Compatibility with other

MPEG2 delivery systems
ISO/IEC 13818d Some processing required ISO/IEC 13818d

aEuropean Telecommunications Standards
bAdvanced Television Systems Committee (standards)
cSociety of Cable Television Engineers
dSee Ref. 5.
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To complete a typical receiver, the designer will add the
following:

Tuner

Link integrated chip

Memory [read-only memory (ROM), random-access
memory (RAM), dynamic RAM (SDRAM)]

Smart card

Telephone modem

Other peripherals

The AV 7000 chip also provides an interface to external
consumer electronics or computer devices using the IEEE
1394 aerial digital protocol.

6.2.2. Software. Software architectures have been
driven by the functionality of the major VLSI. The ‘‘trans-
port’’ chips have provided some degree of logical filtering
of the high-speed data streams—and hence not required
filtering by the primary processor. The MPEG chips have,
in general, relied on the processor to perform group of
pictures (GOP) and picture sequence-level processing. The
primary processor also typically handles program guide
and user interface tasks.

From a subscriber standpoint new product generations
have exhibited faster response times and improved graph-
ical interfaces. As a point of reference for 1998 technology,
the Texas Instruments AV 7000 chip [24] was designed to
provide graphics support for up to eight windows, 8 bit
color depth, 16 levels of blending and transparency, over-
lapping windows, and other features.

More recent products have also included interactive or
multimedia software layers, which include, for example,
Panasonic’s DVX for DIRECTV JAPAN and Thomson Sun
Interactive LLC’s OpenTV. The latter, a forerunner of an
emerging interactive services industry, began in 1994 as
an alliance of Thomson Multimedia and Sun Microsys-
tems. OpenTV supplies interactive operating systems and
services for digital receivers used by pay television services,
among other activities [25].

7. MORE RECENT DEVELOPMENTS

7.1. Technology

Technological progress continues in most disciplines im-
portant to DTH digital systems. Satellite manufacturers
have announced platforms with total DC power levels of at
least 15 kW [26]. With a power generation capability 4
times that of DTH satellites launched in 1995, these
newer platforms were in orbit before the year 2001.

Figure 10. Direct-to-home consumer electronics includes a mini-
dish, a receiver, and remote control. This Panasonic equipment
for the DIRECTV JAPAN system went on sale in December 1997.
Courtesy of Matsushita Electric Industrial Co., Ltd.
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Figure 11. The ITU generic reference model
for a satellite integrated receiver decoder.
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Union, Document 10-11S/TEMP/18, Fig. 2.)
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Modulation and coding show continuing improvements,
particularly in turbo coding [27], and advanced modula-
tion formats with higher information content per unit
bandwidth (bps/Hz) [28] are under consideration in new-
er system designs. Compression standards development
continued with the MPEG4 standard [29], finally ap-
proved in late 1998 for version 1 and late 1999 for version
2. The MPEG4 architecture permits different compression
algorithms to be applied to different source material. The
proposed inventory of algorithms includes image decom-
position into multiple objects and the existing transform-
based algorithms such as MPEG2.

7.2. Proposed Systems and Services

New system filings in 1997 at the FCC included a DTH
system [30] operating at a downlink frequency of

17.3–17.8 GHz, a band commonly referred to as the Ka
band. This system filing proposed to accelerate initial use
of this frequency band as a new BSS expansion band,
planned by the ITU to first come into operation in 2007.
Also in 1997 a group proposed a system called Skybridge
[31], which would reuse the existing BSS band but with
nongeosynchronous satellites. The system design uses 64
satellites in 1457 km altitude orbits for a variety of tele-
communications services. The plan suggests that frequen-
cy reuse can be achieved by not broadcasting from a
particular Skybridge satellite to a particular region un-
less, as seen from the user location, the separation angle is
sufficiently large between the line of sight to Skybridge
and to the geosynchronous satellite arc. According to the
Skybridge plan, if the separation angle is large, and cer-
tain other conditions are met, the discrimination of the
user antenna will lower the Skybridge interference to an
acceptable level.

In the area of new service offerings, the Hughes DirecPC
service is one example of DTH satellite broadcasting to a
personal computer platform. This service, available in the
United States, Japan, and Europe, utilizes a small, outdoor
dish and, installed in a conventional PC, a digital satellite
receiver card. During 1998 in the United States, the Dire-
cPC services included both pull (two-way) and push (one
way) Internet access. In early 1998, DirecTV, Inc., demon-
strated high-definition DTH broadcasting with delivery of
1280� 1080 picture elements (pixels) in interlaced signals
to a television provided by Thomson Consumer Electronics.
DirecTV announced that it would initiate nationwide high-
definition (HD) broadcasts before the end of 1998 and co-
incident with the first terrestrial digital broadcasts [32].
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FURTHER READING

For further reading and current information and general
information about the major systems in the United States,
please consult the World Wide Websites listed below:

DirecTV http://www.directv.com/

EchoStar http://www.dishnetwork.com/

Primestar http://www.primestar.com/

USSB http://www.ussb.com/

Information about evolving standards can be found at the
following:

ATSC http://www.atsc.org/

DAVIC http://www.davic.org/

DVB http://www.dvb.org/
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1. INTRODUCTION

The phased arrays are used to sort out signals in space
specifically when there are coherent multipaths of the
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signal, as the information about the multipaths does not
exist in the temporal domain. A more sophisticated form of
phased arrays is an adaptive array which spatially filters
out the signal of interest in the midst of clutter, jammer,
and interference. The science of adaptive phased arrays,
which started in the early 1950s, was implemented pri-
marily through analog processing, as during that period of
time the analog correlation processing was the only way.
However, with the advent of digital signal processing we
are currently using the same algorithms in the digital
scenario without taking a critical look at whether such a
methodology is really meaningful. For example, when us-
ing an analog adaptive algorithm, it is imperative that the
adaptive weights can never be greater than unity as that
would be equivalent to using an amplifier for the weights.
Hence, the antenna array pattern for analog systems has
a great physical significance. Therefore, with analog pro-
cessing the array resolution is essentially limited by the
size of the aperture and how closely one can resolve spa-
tially spaced signals are dictated by the Rayleigh resolu-
tion criteria. So with the advent of digital signal
processing one can go beyond the Rayleigh resolution
and resolve signals within the width of the mainbeam of
the array. Moreover, the adaptive weights can take any
complex value numerically as we are now processing the
signals digitally, and the purpose of the weights is equiv-
alent to multiplying the voltages at the antenna feed
points by some numbers. In such scenarios, the antenna
array pattern looses to have any special significance at all.

The second shortcoming of the current phased-array
methodology is that the mathematical description of the
adaptive problem is set up as a detection problem rather
than as an estimation problem. To illustrate this point,
when we are dealing with radars, we are sending out a
waveform, and the assumption is that we are trying to
detect the same transmitted waveform delayed in time
and attenuated, since the radar signal is not getting dis-
persed as it is propagating through free space. Hence, in
such a situation we only want to know whether the trans-
mitted radar signal reflected from the target exists. If the
radar return exists then we know how far is the target
from the time delay and from the Doppler shift, the veloc-
ity of the target. The optimum way to detect the existence
of a particular waveshape we transmitted is to use a
matched filter whose transfer function is the complex con-
jugate of the Fourier transform of the transmitted radar
waveform. However, in a multi-path-rich mobile commu-
nication, detection is not the problem that we want to ad-
dress, because we know that the signal is there; what we
want to do is to estimate its correct amplitude, as that will
correct for fading. The current mathematical approach of
adaptive filtering is to use a Wiener filter–based model
where a pilot signal is transmitted before every transmis-
sion and the channel along with the array is calibrated
before the actual signal is sent. This leads to serious prob-
lems for real-time transmission as the assumption that
the environments are identical when the pilot signal was
sent and when the actual transmission is arriving may not
be the same in a mobile environment. That is why a direct
data domain least-squares approach based on a single
snapshot of the voltages measured at the feedpoint of the

antenna elements at a particular instance of time has
been used to solve the estimation problem directly [1].

In this article we are going to extend the single-snap-
shot-based direct-data-domain approach to deal with con-
formal adaptive phased arrays. In the current way of
thinking one wants to use essentially an antenna element
that has as close to an omnidirectional pattern as possible
and then derive the gain by using hundreds and even
thousands of them to get any significant gain from the
array. Now one has to put a receiver channel at each of
these antenna elements and that exponentially increases
the cost. So, in order to minimize the cost, one then defines
a subaperture and then sums up all the voltages in an
analog fashion at the feedpoint of these antennas. Then
either (1) a sum-and-difference beam pattern is formed to
resolve the target or (2) digital beamforming using these
summed up voltages is employed. This is not a sound pro-
cedure as it defeats the entire purpose of digital beam-
forming. It can easily be seen that this sub aperture
summation negates the basic fundamental model of any
adaptive signal processing algorithm! What is proposed in
this section is to use directive elements on a conformal
surface to perform adaptive processing. Use of directive
elements will significantly reduce the number of antenna
elements, and then, if one places these directive elements
on a conformal surface to do adaptive processing, a signif-
icantly smaller number of antenna elements will be re-
quired, without sacrificing the gain. Such a methodology is
illustrated here.

2. DOA ESTIMATION USING A CONFORMAL MICROSTRIP
PATCH ARRAY ON THE SIDE OF AN AIRCRAFT

Estimation of direction of arrival (DoA) is one of the primary
applications of phased arrays. One DoA estimation algorithm
that deals with nonuniformly spaced antenna array elements
is the MUSIC (multisignal classification) algorithm [1,2].
However, the performance of this signal processing technique
deteriorates if the mutual coupling between the antenna el-
ements and the effect of near-field scatterers are not account-
ed for in the analysis. Through this example we illustrate how
to merge the electromagnetic analysis with the signal pro-
cessing. In addition, we use a complex antenna element such
as a microstrip patch antenna to illustrate how the antenna
effects can be taken into account.

In this example, we estimate the DoA of the various
signals impinging on a conformal microstrip patch array
on the side of a Fokker aircraft. As seen in Fig. 1, the el-
ements of the 11-element microstrip patch array are not
placed uniformly, as the two groups of six and five ele-
ments are separated much more widely than those in
a uniform interelement spacing, nor do they lie on a
flat surface. A detailed view of the microstrip patch an-
tenna element is also shown in Fig. 1. The half-wave rect-
angular microstrip patch element is fed by a probe and is
situated on a high-dielectric-constant substrate so that it
resonates at an operating frequency of 100 MHz. The
thickness of the dielectric substrate is 0.01l and has an
er¼ 32. There is a strong mutual coupling between the
antenna elements, including the wings and fuselage of the
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aircraft. To account for the effects of the mutual coupling
between the antenna elements and the various near-field
scatterers, we take the actual electromagnetic field sce-
nario containing the 11-element patch array and then
transform and interpolate the actual voltages that exist
at the feedpoint of the antenna elements to an equivalent
set of antenna voltages that would exist in a uniform lin-
ear virtual array (ULVA) containing isotropic omnidirec-
tional radiators radiating in free space. The real 11-
element array is interpolated into a virtual array consist-
ing of 11 uniformly spaced omnidirectional point sources
separated by 0.25l at 100 MHz as shown in Fig. 1. We
consider three signals arriving from 1391, 991, and 601,
and impinging at the microstrip patch array from the side
of the aircraft. The azimuthal angle is defined from the
nose of the aircraft. The intensities and associated DoAs of
the three signals to be simulated for this real case are
summarized in Table 1. The simulation is done using the
electromagnetic simulation tool WIPL-D as described in
Ref. 3. In this example the elevation dimension has been
neglected as there was only one layer of the microstrip
array. Later on we will illustrate how DoA estimation can
be done in both azimuth and elevation.

Hence, our problem can be stated as follows. Given the
complex array manifold matrix [A(j)] of a nonuniformly
spaced array in the presence of mutual coupling between
the elements of the array and near-field coupling effects
between the platform and other electromagnetic obstacles,
our first objective will be to transform the voltages in-
duced in an actual array to a set of voltages that would be
induced in ULVA consisting of omnidirectional isotropic
point radiators radiating in free space. This is numerically
carried out by using a transformation matrix [Iq], which,

when operating on [A(j)], produces numerically a modi-
fied manifold [Av(j)], which is due to a ULVA manifold
matrix. The elements of this virtual array are isotropic
omnidirectional point radiators radiating in free space.
Thus, we compensate not only for the lack of nonunifor-
mity but also for the presence of mutual coupling between
the elements in the real array in addition to near-field
coupling effects between the elements of the array and the
aircraft.

After we account for the strong electromagnetic cou-
pling effects between the elements of the microstrip patch
array and the aircraft at 100 MHz, such as the effects of
nonuniformity in the spacing between the elements on a
conformal nonplanar surface and the effects of mutual
coupling between the elements of the patch array and
their interactions with the wings and fuselage by using
the approach described in Chap. 6 of Ref. 1, we first trans-
form the 11 voltages available at the terminals of the an-
tennas to that induced in a ULVA as explained in Ref. 1.
Then the matrix pencil approach [1,4,5] is applied to the
processed voltages to estimate their DoAs and their com-
plex amplitudes. The matrix pencil approach is also a di-
rect data domain approach to estimate the DoAs of the
signals and had been shown to have the least Cramer–Rao
bound in the estimation of the poles as compared to var-
ious other contemporary methods. Since no covariance
matrix is formed from the data, the matrix pencil ap-
proach can resolve coherent signals and is computation-
ally very efficient as the poles are found in a direct fashion
as the solution of a generalized eigenvalue problem. The
simulation results from the two-step process is presented
in Table 2. First, the electromagnetic analysis is carried
out to compensate for the mutual coupling and near-field
effects and then the matrix pencil method is applied to
estimate the DoA of the three signals and their complex
amplitudes. From Table 2 it is seen that not only the DoAs
but also the complex amplitudes of the coherent signals
have been recovered with engineering accuracy using a
conformal phased array consisting of nonuniformly spaced
microstrip patch elements.

3. ADAPTIVE PROCESSING USING A SINGLE SNAPSHOT
FROM A NONUNIFORMLY SPACED ARRAY OPERATING
IN THE PRESENCE OF MUTUAL COUPLING AND NEAR-
FIELD SCATTERERS

In this section, we illustrate how to employ the same in-
terpolation technique of Chap. 6 in Ref. 1 to carry out
adaptive processing using a single snapshot of the data
using a nonuniformly spaced array in the presence of
mutual coupling and near-field scatterers. In all the

ULVA0.25 � spacing 

Length: 0.7149 m 

Width: 0.3365 m 
Height: 0.01 m 
� = 32; thickness: 0.01�
Length of patch: 0.2725 m 

Figure 1. Geometry of a microstrip patch array on the side of an
aircraft and an equivalent ULVA representing the microstrip
patch array mounted on a conformal surface.

Table 1. Complex Amplitudes of all Signals and Their
DoAs Incident on Aircraft

Magnitude (V/m) Phase DoA

Signal 1 1 01 1391
Signal 2 1 01 991
Signal 3 1 01 601

Table 2. Estimated DoAs and Strengths of the Three
Signals Incident on Phased Array

Magnitude (V/m) Phase DoA

Signal 1 1.04 �0.051 139.711
Signal 2 0.91 0.061 101.861
Signal 3 1.08 �0.011 61.751
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examples, we are basically interested in three different
kinds of antenna configurations. The three different ar-
rangements we have used are as follows:

1. A nonuniformly spaced linear array (NLA) (as
shown in Fig. 2)

2. A semicircular array (SCA) (as shown in Fig. 3)

3. A spatially sinusoidally modulated array (SSA) (as
shown in Fig. 4)

In all the antenna configurations, as shown in Figs. 2–
4, the antenna elements of the real array are considered to
be half-wavelength-long thin-wire dipoles. Each element
of the array is identically point loaded by 50O at the cen-
ter. The dipoles are all z-directed and hence are parallel to
each other. They are of length L¼ l/2 and radius r¼ l/200.
The details of the antenna array elements are presented
in Table 3.

As described in Ref. 1, all the real arrays operating in
the three different configurations mentioned above are in-
terpolated into a similar ULVA consisting of 17 uniformly
spaced omnidirectional point sources separated by a dis-
tance d/l. Typically d is chosen to be close to l/2. By choos-
ing the reference point at the center of the real array
in configuration 2 for the SCA and configuration 3 for
the sinusoidally modulated array, the steering vectors as-
sociated with the virtual array is given by the following
equation:

For configuration 1 (NLA¼ a nonuniformly spaced lin-
ear array), we choose the first element in the array as a
reference point. Then the steering vectors for the ULVA
are given by

½AvðjÞ� ¼ f½1; e½ðj2pDÞ=l� cosj; e½ðj2p2DÞ=l� cosj . . . ;

ef½j2pð2kÞD�=lg cosj�Tgð2kþ 1Þ� 1

ð1Þ

Here the number (2kþ 1) of elements of the virtual array is
considered to be odd and equal to 17, and l is the wave-
length of the signal located in the far-field region of the
array, and the distance D between the elements in the vir-
tual array is 0.4775l. Here we want to correct for all the
electromagnetic effects in the azimuth sector of [F]¼ [jq,
jqq]¼ [30,1501]. The incremental angle f for the computa-
tion of the transformation matrix is chosen to be 11. The
sector chosen here is of width 1201 symmetrically located
around the broadside. Then, a set of voltages induced at
the antenna elements are measured and computed for far-
field sources located at each of the angles jq, jqþf, jqþ

2f, y, fqq. The measured/computed vector A(j) is then
distorted from the ideal steering vector defined by (1), due
to the presence of mutual coupling between the elements of

Uniform Linear
Virtual Array

0.4775�

Nonuniformly Spaced
Linear Array

0.5�

Figure 2. Geometry of a nonuniformly spaced linear array (NLA)
and a ULVA (shown by dots) electromagnetically representing the
NLA.

Semicircular array 

0.5�

Uniform linear virtual array 

0.4775 �

Figure 3. Geometry of a semicircular array (SCA) and a ULVA
(shown by dots) electromagnetically representing the SCA.

0.4775�

0.5�

 

Sinusoidally spaced array 

Uniform linear
virtual array

Figure 4. Geometry of a sinusoidally spaced array (SSA) and a
ULVA (shown by dots) electromagnetically representing the SSA.

Table 3. Physical Sizes for Dipole Antenna Elements in all
Three Antenna Arrays

Number of elements in the three arrays 24
Length of z-directed wires l/2
Radius of wires l/200
Loading at center of element 50O
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the real array. The actual steering vectors having all the
undesired electromagnetic effects are computed using the
electromagnetic analysis code WIPL-D [3]. We compute the
transformation matrix to compensate for the effects of non-
uniformity in spacing and the presence of mutual coupling
between the elements of the real array. The induced volt-
ages at the elements of the antenna array result in a com-
pensated set of input voltages in which the nonuniformity
in spacing and mutual coupling effects are eliminated from
the actual measured/computed voltages. We then apply the
direct-data-domain least-squares approach described in
Ref. 1 to estimate the complex amplitude of the signal of
interest (SoI) given its DoA. Next we illustrate the perfor-
mance of these three complex arrays through numerical
electromagnetic simulations.

3.1. Constant Signal

First, we consider a case where we have two jammers ar-
riving at the array along with the SoI. The interference-to-
signal ratio for the jammers impinging on the array from
an angle of 601 is varied from 0 to 54 dB. The other jammer
arrives at the array at an angle of 701 with respect to the
x axis. The SoI is incident at an angle of 801 at a frequency
of 300 MHz. The various electrical parameters of the sig-
nals are summarized in Table 4. The received signal-to-
thermal-noise ratio (SNR) at the antenna elements is set
at 20 dB in this example. For this input, the signal
strength is estimated while rejecting jammers. This esti-
mation is applied to all the three antenna configurations.

The output signal-to-interference-plus-noise ratio
(SINR) is an indicator of the accuracy of our estimate. It
is defined as

SINRout¼ 20 log
a

a� aest

����

���� ð2Þ

where a is the amplitude of the desired signal and aest is
the estimate of the amplitude of the reconstructed signal.

The results are shown in Figs. 5 and 6 for all the three
configurations. The thermal noise is ignored in Fig. 5,
while the signal-to-noise ratio is set at 20 dB in Fig. 6. The
noise is additive and is modeled as a Gaussian random
variable. The x axis of the graph corresponds to the second
jammer-to-SoI power level (as defined in Table 4), while
the y axis corresponds to the output signal-to-interference-
plus-noise ratio, as defined in (2). It can be observed in
these figures that the interpolation technique using mea-
sured/computed steering vector shows proper compensa-
tion for all the electromagnetic effects of the real arrays to
estimate the magnitude of the SoI based on the direct-
data-domain approach.

3.2. Effect of Variation of Angular Separation between Signal
and Jammer

Next we consider the fidelity in the performance for var-
ious angular separations between a signal and a closely
spaced jammer inside the mainlobe for all three antenna
configurations. We consider a case where we have one
jammer signal arriving at the array along with the SoI.
The DoA of the jammer is varied from 1011 to 1101 while
SoI is arriving from 1001 with respect to the x axis. The
signal-to-interference ratio is fixed at 0 dB, as shown in
Table 5.

The results are shown in Fig. 7 for the three antenna
configurations. The x axis corresponds to the angular sep-
aration between the SoI and the jammer, while the y axis
corresponds to the output signal-to-interference-plus-
noise ratio. These plots indicate that, after compensation
of the various unwanted electromagnetic effects, good es-
timates for the amplitude of the SoI based on a direct-
data-domain approach have been obtained. It is seen from
the figures that the performance of a semicircular array

Table 4. Complex Amplitudes of Signals and Their DoAs

Magnitude (V/m) Phase DoA

Signal 1.0 0.01 801
Jammer 1 1.0 0.01 701
Jammer 2 1.0–500.0 0.01 601
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Figure 5. Output SINR as a function of interference-to-SoI ratio
in decibels (dB) without noise.
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Figure 6. Output SINR as a function of interference-to-SoI ratio
in dB with additive thermal noise.
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and a spatially sinusoidally modulated array in estimat-
ing the DoA when the interferer is in the mainlobe is bet-
ter than that for a nonuniform linearly spaced array.

3.3. Effects of Blockage Produced by Near-Field Scatterers

Next, we consider the effects of a near-field scatterer
located near each array configuration. The near-field scat-
terer is located within a distance that is twice the radius of
the array and is located along the direction of 601 in such a
way that this near-field scatterer interferes with the direct
line of sight of the SoI. The length and width of this square
cylindrical near-field scatterer are 1.26 wavelengths, and
the height of the scatter is 3.28 wavelengths. The desired
signal and the jammers are as summarized in Table 5. The
results are shown in Fig. 8 for the three different array
configurations. It can be observed in these figures that the
output signal-to-interference-plus-noise ratio is much low-
er than where there was no blockage of the SoI, due to a
near-field scatterer. However, one can still obtain a proper
estimate for the complex amplitude of the SoI after com-
pensating for the various unwanted effects even when the
jammer is in the mainlobe and operating in the presence of
a large near-field scatterer.

4. DOA ESTIMATION USING A PHASED ARRAY LOCATED
ON A CONFORMAL HEMISPHERICAL SURFACE

In this section, we describe how to carry out DoA estima-
tion using directive antenna elements over a conformal
surface like a hemisphere. We consider the use of three

directive antenna elements, such as a short-circuited
dual-patch antenna, a dielectric resonator antenna, and
a horn antenna as elements in a conformal array. The
surface selected for the implementation is a hemisphere.
The procedure is to carry out the analysis to obtain the
steering vectors over a conical scan subtended by the az-
imuth angles [jq,jqþ 1] and from elevation angles span-
ning [yq,yqþ 1]. This is illustrated by Fig. 9. In the
examples to follow, we transform the real array where
the antenna elements are located over a hemispherical
surface into a two-dimensional uniform planar linear vir-
tual array (2D ULVA) lying in the x–y plane containing the
projection of the hemisphere, as shown in Fig. 10. The 2D
ULVA have been formulated in the form of a cross, a
L-shaped, or a two-dimensional grid configuration. Here,
in this methodology, the one-dimensional transformation
matrix, for azimuth angles is extended to two dimensions
to handle both elevation and azimuth angles [1]. Through

Table 5. Complex Amplitudes of Various Signals and
Their DoAs

Magnitude (V/m) Phase DoA

Signal 1.0 0.01 1001
Jammer 1.0 0.01 101–1101
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Figure 7. Output SINR as a function of separation between SoI
and jammer.
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Figure 9. Parameters of the sector in which the signals of inter-
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this 2D transformation matrix, we map the voltages that
are induced at the feedpoint of these real antenna ele-
ments operating in the presence of mutual coupling and
other near-field scatterers to a planar 2D ULVA.

4.1. Short-Circuited Dual-Patch Antenna on a
Hemispherical Surface

The first structure to be considered in this technique is the
application of a short-circuited dual-patch antenna (SDPA)
to form an array over a hemispherical surface. An antenna
element representing a SDPA is shown in Fig. 11, and the
specific dimensions are given in Fig. 12 [6]. A SDPA con-
sists of two layers, in which the upper patch, which is of
trapezoidal shape, is connected along one edge to the
ground by a vertical metal wall and the other edge is con-
nected to the lower patch by another vertical wall. These
novel features produce a significant reduction in the res-
onant frequency of the antenna. The numerical results ob-
tained by using a dynamic electromagnetic simulator such
as WIPL-D [3] are very similar to the experimental results
described in Ref. 6. The actual geometry of the SDPA is
shown in Fig. 12, and the input impedance for this geom-
etry as a function of frequency is given in Fig. 13. For this
structure the resonant frequency occurs at about 2.41 GHz,
as shown in Fig. 13. Finally, the radiation pattern of the
SDPA along the E plane is shown in Fig. 14, illustrating
that the element pattern has some directivity and the
frontlobe is larger than the backlobe. These results are
close to the measured ones given in Ref. 6. The SDPA is
considered to be fabricated over a finite square ground
plane of size G centimeters on each side. We now consider a
48-element array consisting of an SDPA that is distributed
over a hemisphere of radius 1.4l. The elements are placed
in a star configuration as seen in Fig. 15. We now trans-
form the actual voltages that are induced at the feedpoint
of these antenna elements located on the surface of a hemi-

sphere to a 16-element planar 2D ULVA located on the x–y
plane with z¼ 0. The 2D ULVA consists of omnidirectional
point antennas radiating in free space as shown in Fig. 16.
The spacing between the virtual elements is 0.5l at
2.41 GHz, and all the omnidirectional point sources are
placed as a 4� 4 array located within the base of the hemi-
sphere as seen in Fig. 16.

For all the examples that we will present, the azimuth
scan angle j varies from jq to jqq with an angular step of
11 (i.e., j¼ 1). The step size for the elevation angle is also

dva

(a) (b) (c)

Figure 10. Different configurations of the two-dimensional uni-
form linear virtual arrays (dva¼distance between the virtual el-
ements): (a) cross-configuration; (b) L configuration; (c) grid
configuration.

Figure 11. A short-circuited dual-patch antenna element.
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Figure 12. Geometry of the short-circuited dual-patch antenna:
h1
¼2 mm; h2

¼6 mm; d¼4 mm; t¼15 mm; l¼10 mm; L¼

16.5 mm; W¼17.5 mm; G¼27.4 mm.
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Figure 13. Impedance versus frequency of a SDPA; resonance
frequency¼2.41 GHz. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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11 (i.e., y¼ 11). This information is now used to calculate
the transformation matrix [Iq].

We next define a transformation error to check the ac-
curacy of this interpolation in both j and y. The error is
defined by

Interpolation error

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

IJ

XI

i¼ 1

XJ

i¼ 1

j½AvðFq;YqÞ�i;j � ½Iq�½AðFq;YqYÞ�i;jj
2

vuut
ð3Þ

The interpolation error and the condition number of the
transformation matrix for different values of the sectors q
are given in Table 6. The condition number is defined as
the ratio of the largest singular value to the smallest sin-
gular value of the transformation matrix. It is an indicator
of how sensitive is the solution to changes of the physical
dimensions of the antenna array. As observed from Table
6, the error in the transformation to a ULVA remains more
or less constant until 01ryr501. The azimuth scan is the
entire 3601. We do not present results beyond yr501 be-
cause all the SDPA elements on the hemisphere do not see
the signal, and hence the transformation matrix [Iq] be-
comes undefined. In that case we restrict the azimuth an-
gle scan, as will be seen later on in this section. Therefore
this procedure works if the interpolation error is reason-
ably small. This can be determined apriori for the struc-
tures of interest.

For this example, the goal here is to estimate the di-
rections of arrival and the amplitudes of three signals that
are incident on the array, from (j,y)1¼ (501,51), (j,y)2¼

(801,201), and (j,y)3¼ (1401,301). The amplitudes of all the
signals are 1 V with zero phase. The scan for the trans-
formation matrix is carried out spanning over all the az-
imuth angles (jq,jqq)¼ (301,1501) and the elevation angles
(yq,yqq)¼ (01,401). The scan for the transformation matrix
is carried out spanning over all the azimuth angles
(jq,jqq)¼ (301,1501) and the elevation angles (yq,yqq)¼
(01,401). We now use the matrix pencil method [1,4,5] in
two dimensions to estimate the DoA of three signals im-
pinging on the 48-element array, which has been interpo-
lated to a 16-element 2D ULVA as shown in Fig. 16. The
distance between the elements of the virtual array is 0.5l
and is centered at a distance R/2, where R is the radius of
the hemisphere and is oriented along the direction shown
in Fig. 16.

To solve this problem, we first generate the transfor-
mation matrix that electromagnetically maps the voltages
induced on a 16-element SDPA situated on a hemisphere
as shaded in Fig. 17 situated over a quadrant of a hemi-
spherical surface to a 16-element 2D ULVA as shown by

−0 0.00 90°
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120°

30°

0°

−0.43

−0.86

−1.29

−1.72

−2.15

−2.58

−3.01

−3.44

Gain (dB) ∼

Figure 14. Radiation pattern of the short-circuited dual-patch
antenna; normalized; E plane.

Figure 15. Short-circuited dual-patch antenna array.
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−4
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1
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3

4

Figure 16. Location of the 16-element virtual array when the
scanned sector is defined by the azimuth angle (jq,jqq)¼
(301,1501) and elevation angle (yq,yqq)¼ (01,401).

Table 6. Interpolation Error and Condition Number for
Transformation Matrix [Iq] When Interpolating to a
16-Element ULVA

Elevation Scan
Angle (y)

Interpolation
Error (%)

Condition
Number

01-101 0.2 2.7�108

01-201 0.36 5�105

01-301 2.4 8�105

01-401 5.9 17,191
01-501 10.2 15,368
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Fig. 16. Here the real elements are short-circuited dual-
patch antennas placed over the hemispherical array in a
star configuration. The estimated DoAs of all the three
signals given by the matrix pencil method using the volt-
ages induced in the 2D ULVA are given in Table 7. The
estimated amplitudes of all three signals are also shown in
Table 7.

4.2. Dielectric Resonator Antennas on a
Hemispherical Surface

The next example deals with an antenna array consisting
of rectangular dielectric resonator (RDRs) antennas as
antenna elements located on a hemispherical surface. The
reason that the dielectric resonators are chosen as anten-
na elements is because they have a high radiation effi-
ciency, typically greater than 98%.

An antenna element representing a RDR is shown in
Fig. 18, where the specific dimensions of the RDR are as
given in Fig. 19 [7]. The coaxial probe extends into a di-
electric of relative permittivity of 8.9. The antenna ele-
ment is situated over a square finite ground plane of
dimension G¼ 6.0 cm along each side. The input imped-
ance as a function of frequency is shown in Fig. 20 and was
obtained using WIPL-D [3]. The results are similar to
those in Ref. 7. The actual resonant frequency of this RDR
occurs at 3.07 GHz, as in Fig. 20. Finally, the radiation
pattern along the E plane is shown in Fig. 21.

A total of 48 RDR elements are placed on a hemisphere
of radius 2.1l, as shown in Fig. 22, in order to create an
RDR hemispherical array (RDR HA). We now transform
the voltages induced in these real antenna elements to
those that will be induced by the same incident fields if
they were to illuminate the ULVA. The 18 antenna ele-
ments that are used in this transformation are represent-
ed by the black squares in Fig. 23. The sector over which
the transformation is carried out is covered by the azi-
muth angle of (jq,jqq)¼ (301, 1501), and the elevation scan
angle varies from 101 to 501. The actual voltages induced
in the 18 real elements are mapped to the voltages induced
that will be induced in the 16-element 2D ULVA, as shown
in Fig. 16. For the ULVA the elements are point radiators
radiating in free space. These virtual elements are sepa-
rated by 0.5l. The results of the accuracy and stability of
this transformation are given in Table 8. To carry out an
estimation of DoA for three signals impinging on this 48-
RDR-element array, we transform the voltages induced in
the real 18-element array (as shown by the black squares
in Fig. 23) to a 16-element ULVA. The goal here is to es-
timate the directions of arrival and the amplitudes of
three signals that are incident on the array from (j,y)1
¼ (501,51), (j,y)2¼ (801,201), and (j,y)3¼ (1401,301). The
amplitude of all the signals is 1 V with a zero phase angle.
The scan to generate the transformation matrix is carried

X

Y

qqq

Figure 17. Top view of the hemispherical array. The black squar-
es represent the 16 active elements for processing, and the white
squares represent the rest of the real elements mounted over the
hemispherical surface.

Table 7. Estimation of DoA of Three Signals: (u,h)1¼

(501,51), (u,h)2¼ (801,201), (u,h)3¼ (1401,301)

j y
Estimation

of j
Estimation

of y
Estimation

of Amplitude

501 51 51.911 5.831 1.03
801 201 78.801 18.841 0.87
1401 301 141.381 30.511 0.93

Figure 18. A rectangular dielectric resonator antenna element.
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Figure 19. Geometry of a rectangular dielectric resonator an-
tenna: a¼30 mm; b¼15 mm; c¼15 mm; l¼10.3 mm; x1¼

7.5 mm; G¼60 mm.
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out over the azimuth angles of (jq,jqq)¼ (301,1501) and
the elevation angles of (yq,yqq)¼ (01,401).

The estimated DoAs of all the three signals given by the
matrix pencil method using the voltages induced in the 2D
ULVA are given in Table 9. The estimated amplitudes of
all three signals are also shown in Table 9.

4.3. An Array of Horn Antennas on a Hemispherical Surface

Finally, we consider an array of horn antennas located on a
hemispherical surface. The probe-fed horn antenna is
shown in Fig. 24, and its dimensions are shown in
Fig. 25. The input impedance at the probe feed is shown
in Fig. 26, as a function of frequency demonstrating that the
resonant frequency of the horn occurs at 2.41 GHz. At that
frequency the element radiation pattern is given by Fig. 27.

A nonplanar conformal array on a hemispherical sur-
face is formed by using 48 horn antennas placed on a

58.06

Z1,1Re(z) (0)

53.13

48.20

43.27

38.34

33.41

28.48

23.55

18.61
2.80 2.97 3.13 3.30

GHz

Figure 20. Impedance versus frequency resonant of the RDR
antenna element at a frequency of 3.07 GHz.
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Figure 21. Radiation pattern of the rectangular dielectric reso-
nator antenna element; normalized.

z
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Figure 22. Rectangular dielectric resonator arrays on a hemi-
spherical surface.

X

Y

qq
q

Figure 23. Top view of the hemispherical array. The black squar-
es represent the 18 active elements in the processing, and the
white squares represent the rest of the real elements mounted
over the hemispherical surface.

Table 8. Interpolation Error and Condition Number for a
RDR HA Using a 16-Grid Virtual Array (dva¼0.5)

Elevation Scan
Angle (y)

Interpolation
Error (%)

Condition
Number

01-101 0.2 1.3�107

01-201 0.22 5.1�105

01-301 0.4 22,763
01-401 1.1 7029
01-501 4.2 2970

Table 9. Estimation of DoA of Three Signals: (u,h)1¼

(501,51), (u,h)2¼ (801,201), (u,h)3¼ (1401,301)

j y
Estimation

of j
Estimation

of y
Estimation

of Amplitude

501 51 51.71 5.91 1.2
801 201 78.31 18.31 1.3
1401 301 140.81 29.21 1.0
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hemispherical surface of radius 2.4l as shown in Fig. 28.
The properties of the transformation matrix when we
transform the voltages induced in the actual array con-
sisting of 18 elements (see Fig. 28) to the voltages that will
be induced in a 16-element planar ULVA (see Fig. 16) are
given in Table 10. The sector scan in azimuth and in el-
evation is limited by (jq,jqq)¼ (301,1501) and (yq,yqq)¼
(01,401), respectively. The interpolation error and the con-
dition number of the transformation matrix [Iq] for dif-
ferent sectors q are shown in Table 10.

To carry out DoA estimation of the three signals (j,y)1¼
(501,51), (j,y)2¼ (801,201), and (j,y)3¼ (1401,301) imping-
ing on the hemispherical horn array, we transform the
voltages that are induced on the shaded 18-horn antenna
elements as shown in Fig. 17 to the 2D ULVA of Fig. 16.
The amplitude of all the signals is 1 V.

The estimated DoAs of all three signals given by the
matrix pencil method using the voltages induced in the 2D
ULVA are given in Table 11. The estimated amplitudes of all

three signals are also shown in Table 11. The estimates us-
ing a single snapshot of the data voltages are quite accurate.
It is important to note that the error in the transformation
matrix increases as we increase the azimuth angle y toward
901 because the increase in degrees of freedom is not com-
mensurate with the number of antenna elements. The error
can be controlled either by adding additional arrays or by
reducing the scan angle for the group of active elements.

It is seen that it is possible to carry out a DoA estimation
by using directive antenna elements located on a hemi-
spherical surface. The 2D matrix pencil method is applied
to the outputs from the 2D ULVA to estimate the DoAs of
the various signals illustrates that the results can be
obtained with engineering accuracy. The use of directive
elements is made possible through this methodology, which
increases the efficiency of the system, as we now have a
larger signal-to-noise ratio to operate in. In addition, such a
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x

Figure 24. A horn antenna.
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Figure 25. Geometry of the horn antenna: A¼6 cm; d¼5 cm;
f¼2.5 cm; h¼2.5 cm; B¼3 cm; A1¼7.2 cm; B1¼10 cm.
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Figure 26. Impedance response of the horn antenna. (This figure
is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)
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Figure 27. Radiation pattern of a single-horn antenna; normal-
ized.
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system significantly reduces the cost of a phased-array sys-
tem, as there are fewer antenna elements and hence fewer
receiver channels and therefore fewer number of A/Ds are
required to carry out digital beamforming.

5. CONCLUSION

This article has presented a preprocessing technique that
transforms a nonuniformly spaced array operating in the
presence of mutual coupling between the elements of the
array and near-field scatterers into a virtual array of om-
nidirectional isotropic point elements operating in free
space that is suitable to the application of a direct data
domain algorithm. Through such a transformation formu-
lated using an interpolation technique, we have shown
that one can not only compensate for the effects of mutual
coupling in a nonuniformly spaced array but also
eliminate the effects of strong near-field scatterers. Since
the transformed output voltages are those of a uniformly
spaced linear array consisting of omnidirectional point

radiators, a conventional adaptive algorithm can easily be
applied to extract the SoI in the presence of jammers. Fi-
nally, it is shown how to use directive antenna elements
located on a conformal hemispherical surface is used to
perform DoA estimation using a single snapshot of the data.
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DIRECTIONAL COUPLERS
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The directional coupler (DC) is the most useful four-
port microwave device. Substantially, it consists of a four-
port device, where a wave entering any port excites two
other ports with prescribed amplitudes, whereas the re-
maining port is isolated. This property makes the DC an
essential component when dealing with microwave devic-
es, as it allows to distinguish reflected waves from incident
ones. After a definition of the ideal DC, the typical param-
eters and the electrical characteristics of actual devices
are illustrated, then, the main applications are considered
and, finally, some common realizations of DC are shown,
particularly focusing the attention on different coupling
mechanisms and technologies.

1. DEFINITION

An ideal directional coupler is a linear, reciprocal, and
lossless four-port device, often indicated as in Fig. 1, with
the following properties [1]:

1. The ports are matched.

2. Each port is only coupled to other two ports, the
fourth one being isolated.

z
y

x

Figure 28. An array of conformal horn antenna aligned on a
hemispherical surface.

Table 10. Interpolation Error and Condition Number for
Transformation Matrix [I] When Interpolating to a 16-
Element ULVA (Star Configuration with a Conformal
Shape)

Elevation Scan
Angle (y)

Error
Interpolation

(%)
Condition
Number

01-101 0.2 5.7�107

01-201 0.27 2.7�107

01-301 0.73 20,512
01-401 2.4 4767

Table 11. Estimation of DoA of Three Signals: (u,h)1¼

(501,51), (u,h)2¼ (801,201), and (u,h)3¼ (1401,301)

j y
Estimation

of j
Estimation

of y
Estimation

of Amplitude

501 51 47.51 4.41 1.1
801 201 80.41 18.11 1.0
1401 301 141.61 29.51 1.1
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Therefore, the scattering matrix of an ideal directional
coupler takes the form

S¼

0 s12 s13 0

s12 0 0 s24

s13 0 0 s24

0 s24 s34 0

2
666664

3
777775

ð1Þ

apart from an insignificant permutation of the port indi-
ces. Thus, a wave incident at port 1, not being reflected at
all, splits between ports 2 and 3, while port 4 is isolated.
Conversely, a wave incident at port 2 is coupled to ports 1
and 4, with port 3 isolated under that excitation (hence the
name directional coupler). The fundamental parameter
characterizing the ideal directional coupler is the so-called
coupling C, defined as the reciprocal of the magnitude of
the transmission coefficient between ports 1 and 3 (i.e.,
C¼ � 20 log |s13|).

It is also shown that any linear, reciprocal, lossless, and
matched four-port must be a directional coupler. Its scat-
tering matrix S is in fact

S¼

0 s12 s13 s14

s12 0 s23 s24

s13 s23 0 s24

s14 s24 s34 0

2
666664

3
777775

ð2Þ

Since losslessness implies the unitarity of the scattering
matrix, SSþ ¼ I, where I is the unit matrix, the following
equations must be satisfied:

js12j
2þ js13j

2þ js14j
2¼ 1 ð3Þ

js12j
2þ js23j

2þ js24j
2¼ 1 ð4Þ

js13j
2þ js23j

2þ js34j
2¼ 1 ð5Þ

js14j
2þ js24j

2þ js34j
2¼ 1 ð6Þ

s13s�23þ s14s�24¼ 0 ð7Þ

s12s�23þ s14s�34¼ 0 ð8Þ

s12s�24þ s13s�34¼ 0 ð9Þ

By multiplying Eq. (7) by s12 and Eq. (8) by s13 and sub-
tracting one from the other, one obtains the equation

s14ðs12s�24 � s13s�34Þ¼ 0 ð10Þ

whose solutions are

s14¼0 ð11Þ

s12s�24¼ s13s�34 ð12Þ

Let us consider the first solution. From Eq. (7) it also
follows that s23¼ 0 [otherwise we would have s12¼ s13¼ 0,
in contradiction with Eq. (3)]. Moreover, by subtracting
Eq. (4) from Eq. (3) and Eq. (5) from Eq. (3), one obtains
|s13|¼|s24|¼ a and |s12|¼|s34|¼ b. By setting fij¼

+Sij, from Eq. (9) one obtains the relationship linking the
phases:

ðf12 � f13Þþ ðf34 � f24Þ¼ p ð13Þ

Therefore, the scattering matrix of the device takes the
form

S¼

0 bejf12 aejf13 0

bejf12 0 0 aejf24

aejf13 0 0 bejf34

0 aejf24 bejf34 0

2
666664

3
777775

ð14Þ

Note that when f12�f13¼f34�f24, as often occurs in
practical cases when the coupler is symmetric (s13¼ s24

and s12¼ s34), we obtain

f12 � f13¼ p=2 ð15Þ

Therefore, the outputs from ports 2 and 3 are in quad-
rature. In this case, it is always possible to choose the ref-
erence planes in such a way that the scattering matrix
takes the form

S¼

0 jb a 0

jb 0 0 a

a 0 0 jb

0 a jb 0

2
666664

3
777775

ð16Þ

When we consider Eq. (12), we note immediately that
the solutions s12¼ 0 and s34¼ 0, or s13¼0 and s24¼ 0, re-
spectively, are the same as that obtained previously, after
exchanging the coupled ports with the isolated ones. For
instance, under excitation of port 1, the isolated port be-
comes port 2 while port 3 and port 4 are coupled. There-
fore, the first case examined can be taken as typical.

An alternative picture representing a directional cou-
pler commonly used in measurement benches is shown in
Fig. 2. The figure emphasizes that port 4 of the DC is ter-
minated on a matched load. Actually, in many applica-
tions, port 4 is not used at all. Nevertheless, this port must
be loaded in order to suppress the secondary line signals
due to its mismatch. Moreover, the sketch suggests an in-
tuitive idea of the realization of a directional coupler: two
parallel transmission lines electromagnetically coupled to
each other. A portion of the wave traveling from port 1
toward port 2 couples to port 3. According to common

34

21

Figure 1. Schematic representations of a directional coupler.
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parlance, the branch connecting ports 1 and 2 is called the
‘‘main arm,’’ while the one linking ports 3 and 4 is called
the ‘‘secondary arm.’’

2. REAL DIRECTIONAL COUPLERS

Of course, it is impossible to obtain both perfect match at
the four ports and full isolation of the uncoupled ports
[2,3]. Therefore, in order to characterize an actual coupler,
it is necessary to define, in addition to the coupling, the
directivity D

D¼ 20 log
js13j

js14j
ð17Þ

which represents the ratio between the power flowing
from 1 to 3 and that from 1 to 4. In the ideal case the di-
rectivity is infinite. Sometimes it is preferred to use an-
other parameter, the isolation I, defined by

I¼ 20 log
1

js14j
¼CþD ð18Þ

Additionally, actual devices are typically characterized by
the following quantities:

* Frequency range—operational band of the coupler.
Typically, commercial waveguide couplers operate
over the whole waveguide band. Over that band the
following parameters are defined:

* The nominal coupling C—typical values are 3, 6, 10,
20, 30, and 40 dB.

* Coupling sensitivity/deviation—the maximum devia-
tion C with respect to its nominal value.

* Minimum directivity D—typically between 30 and
50 dB.

* Insertion loss—the maximum insertion loss on the
main path (ports 1–2).

* Primary-arm VSWR—the VSWR on the main path.
* Secondary-arm VSWR—that of the secondary path.
* Power-handling capability (cw)/(peak)—the maxi-

mum continuous or peak power that can be carried
by the coupler.

* Connectors—indicate the connectors by which the
coupler is fed.

3. MEASUREMENT OF THE COUPLER PARAMETERS

Since a directional coupler is a linear four-port device, its
characteristic parameters C and D are commonly deduced
by measuring the scattering parameters with the help of a
network analyzer. This is very easy in coaxial and rectan-
gular waveguides, where analyzer flanges are the same as
those of the device under test. In microstrip and in planar
circuits, some attention must be paid to the feed transi-
tions. Such transitions could noticeably alter the response
of the coupler. Figure 3 shows the typical measured pa-
rameters of a commercial 10-dB directional coupler in a
rectangular waveguide.

4. APPLICATIONS

The main feature of the coupler is its ability to detect
whether a wave traveling along the main branch is prop-
agating from 1 to 2 or in the opposite direction. That
makes the coupler an essential component in telecommu-
nication and measurement systems. A few of the most im-
portant applications are discussed next.

4.1. Reflectometer

From the detection of the propagation direction of a wave
follows the possibility of measuring the reflection of an
unknown device. This is achieved by arranging the mea-
surement bench as depicted in Fig. 4.

In the ideal case [i.e., when the scattering matrix of the
directional coupler is given by Eq. (1), and assuming port 4
to be perfectly matched], the signal detected at port 3, b3,
is proportional to r1, the reflectivity of the device under
test (DUT) loading port 1, while port 2 is fed by a micro-
wave generator (4). In fact

b3¼ s13s12r1 ð19Þ

3

21

Figure 2. Schematic representations of a directional coupler in
the configuration commonly used in microwave measurements.
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Figure 3. Coupling and directivity of a commercial 10 dB multi-
hole waveguide directional coupler.
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The measurement requires knowledge of the term s13s12,
which can be easily measured by substituting the un-
known load r1 with a known one, typically a totally re-
flecting load, as a short circuit (rk¼ � 1). Under such a
condition, the signal delivered at port 3 is

b3k¼ � s13s12¼ � s13s12 ð20Þ

Once this step, commonly referred to as the calibration,
has been completed, one can find the reflection r1 as

r1¼ � b3=b3k ð21Þ

4.2. Monitoring, Feedback, and Power Measurements

In the configuration of Fig. 5 the coupler is used for the
purpose of monitoring the output level of a given source.
The signal at port 3 can also be used as a feedback for the
source itself—for instance, when a leveled output power is
required (see FEEDBACK AMPLIFIERS).

The use of coupler with large coupling is very useful
when dealing with measurements of high power signals,
which could destroy power meters. The typical bench for
such measurements is shown in Fig. 6.

4.3. Couplers as Part of More Complex Systems

The coupler often represents an essential part of more
complex devices, such as the mixer or the four-way circu-
lator, shown in Figs. 7 and 8, respectively. In the first case
the coupler provides a strong separation between the local
oscillator (LO), while in the second case two 3 dB couplers,
connected as shown in Fig. 8, permit one to obtain (in the

ideal case) the following scattering matrix:

S¼

0 0 0 ejf140

0 0 ejf410 0

0 ejf104 0 0

ejf401 0 0 0

2
666664

3
777775

ð22Þ

When port 1 is fed, the power equally splits between ports
2 and 3, while port 4 is isolated. Then, thanks to the phase
shifter, the signal traveling from port 3 to port 30 is shifted
by 1801 with respect to the signal directly arriving at port
20. The output of the combination of the two signals 1801
out of phase is different from zero only at port 40. There-
fore, s14¼ 0, s140a0 and s110 ¼ 0. Analogously, when port 4
is fed, ports 1 and 40 are isolated, while port 10 is coupled.
It is easy to repeat the same reasoning when ports 10 and
40 are fed and to recover the scattering matrix of Eq. (22).

5. COUPLING MECHANISMS

The two lengths of transmission line forming the coupler
can be coupled to each other by different mechanisms.
Schematically, a first distinction can be made between
lumped and distributed coupling [5].

Considering that at microwave frequencies purely
lumped coupling does not exist, since propagation effects
occur, we will consider the coupling as lumped if the region
where the coupling physically takes place is much shorter

Detector

3

21

Load
Out

In Adjustable
gain

amplifier

Figure 5. Monitoring and feedback of a source output. Part of the
signal outgoing from the amplifier is coupled into the detector and
used to control the gain of the amplifier.

Power
meter

3

21

Load

High power signal

Source

Figure 6. Measurement of power signals. Only a small amount of
the power signal is delivered to the power meter in order to pre-
vent damage.

~

Detector

Incident wave

Reflected wave

3

2 1

Source

DUT

Figure 4. Bench for reflectometry measurements. By means of
the DC, part of the signal reflected by the device under test flows
to port 3, where it is detected and measured.

LO

3

21 Diode

RF IFFilter

Figure 7. Microwave mixer. The radiofrequency (RF) low power
signal, coming from the antenna, is mixed with the one generated
by the local oscillator (LO) via a nonlinear device (diode). The fil-
ter separates the intermediate frequency (IF) while the direction-
al coupler provides a strong isolation between RF and LO
channels.
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than the wavelength. Lumped coupling can be achieved in
both waveguide and planar technology.

In the first case, a further distinction can be made as to
whether the coupling is directive. Coupling may be made
directive by shaping the coupling region in such a way
that on the secondary guide it produces two waves that are
in phase opposition in one direction. The double aperture
invented by Saad and Riblet [6] (Fig. 9a) provides a clear
example of such a mechanism. In fact, in the secondary
guide the thin vertical slot produces two waves 1801 out of
phase, propagating in opposite direction, while the thin
horizontal slot produces two waves in phase. It is therefore
possible to choose the dimensions and the positions of the
two slots so that the amplitudes of the waves that are
separately excited are almost the same. Thus, in one di-
rection the two waves sum in phase, while in the opposite
direction they cancel. Note that the bandwidth of this cou-
pler is wide enough since the aforementioned mechanism
does not take advantage of resonance effects. The same
mechanism can be exploited by collapsing the two thin
apertures into an elliptical one and adjusting eccentricity

and the position according to the preceding criteria [7,8],
as shown in Fig. 9b.

Of course, coupler performance can be strongly im-
proved by cascading several properly spaced apertures.
To understand the principle of operation, let us consider
two lengths of rectangular waveguides positioned side by
side and coupled via two apertures drilled in the broad
wall, as illustrated in Fig. 10. We want to couple them in
such a way that a fraction of the power traveling from port
1 to port 2 is delivered to port 3 while port 4 is isolated. On
the contrary, a wave traveling from 2 to 1 must couple only
to port 4. If Ck and Dk denote the fraction of signal deliv-
ered to ports 3 and 4, respectively, when a wave travels
from port 1 to 2, then the amplitude of the wave at port 3 is
given by

A3 
 jðC1þC2Þj ð23Þ

while at port 4 we have

A4 
 jðD1þD2e�j2bdÞj ð24Þ

Therefore, if D1ED2, C1EC2, and 2bd¼ p (that is, the ap-
ertures are equal and spaced by lg/4), A4¼ 0. Hence, the
structure shows, at least at one frequency, the character-
istics we are looking for. It is apparent that the design of a
directional coupler providing given performance over al-
most the whole waveguide band is quantitatively much
more complicated and requires the use of an appropriately
dimensioned array of apertures, as schematically
sketched in Fig. 11.

Under the hypothesis that the power coupled by a sin-
gle aperture to the secondary waveguide is small, let us
assume Cn and Dn to be the coupling coefficients of the nth
aperture in the forward and reverse directions. Let us also
suppose to separate the apertures by a distance d. Hence,
the whole coupling into port 3 (B3), computed in corre-
spondence of the last aperture, is

B3¼Ae�jbNd
XN

n¼ 0

Cne�jbðN�nÞd ð25Þ

3 dB DC 3 dB DC

Gyrator

4′ 1′14

π

Figure 8. A four-way circulator is supposed to feed one port at a
time. For instance port 1: In that case port 4 is uncoupled and the
signal is split equally among the remaining ports of the first junc-
tion. At the second junction, the two signals combine 1801 out of
phase because of the phase shifter inserted in the lower pattern.
Therefore, due to the symmetry, they can couple only to port 40,
while port 10 is isolated. The same reasoning applies when port 40

is being fed. In that case, however, the phase shifter does not op-
erate as the signal flows counterclockwise in the lower pattern.
Therefore, the signals arriving at the first coupler are in phase
and combine only to port 1. Analogous reasoning holds for ports 10

and 4.

M v

M h

(a)

aa

(b)

Figure 9. Riblet and Saad directional aperture. In the second
arm, the magnetic current Mv excites two waves whose ampli-
tudes are 1801 out of phase and propagating in opposite direc-
tions. On the contrary, the waves excited by the magnetic current
Mh are in phase. Hence, it is possible to adjust the dimensions of
the apertures in such a way that the two scattered waves cancel in
one direction and sum in the opposite over a broad band.

D1 C1 D2

d

C2

4

1

3

2

Figure 10. Waveguides coupled via two circular holes spaced by
a distance d¼ lg/4. At the resonant frequency the waves propa-
gating toward the right, C1 and C2, coupled to the secondary arm
by the holes, sum in phase while those propagating toward the
left, D1 and D2, cancel, because of the 1801 phase shift due to the
different pattern.
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The whole coupling coefficient into port 4, B4, computed in
correspondence of the first aperture is

B4¼A
XN

n¼ 0

Dne�j2bnd ð26Þ

Coupling and directivity are given by the following for-
mulas [2]:

C¼ � 20 log
XN

n¼ 0

Cn

�����

����� ð27Þ

D¼ � C� 20 log
XN

n¼ 0

Dne�j2bnd

�����

����� ð28Þ

Bethe showed that the forward and the reverse cou-
plings between two waveguides via a circular aperture of
radius rn, normalized with respect to the waveguide width
a, are, respectively, Cn¼Tf r

3
n and Dn¼Tbr3

n. Under the
hypothesis that the wall separating the two waveguides is
infinitesimally thin, the coefficients Tf and Tb assume
closed-form expressions [9]. Therefore, we can rewrite C
and D in terms of the latter

C¼ � 20 log jTf j � 20 log
XN

n¼0

r3
n

�����

����� ð29Þ

D¼ � C� 20 log jTbj � 20 log jFj ð30Þ

where we have used the array factor F, defined as
F¼

PN
n¼ 0 r3

ne�j2bnd.
The radii rn are then chosen in such a way as to obtain

C and D over the prescribed band. This is analogous to the
design of filters and impedance transformers. As in those
cases, a Chebyshev characteristic often represents the
best tradeoff in terms of performance/number of array
elements. Apertures are chosen in such a way as to
equate the coefficients of the array factor to those of the

Chebyshev polynomial of order N, TN:

F¼
XN

n¼ 0

r3
ne�j2ny

�����

�����

¼KjTNðsec ym cos yÞj where y¼ bd

ð31Þ

The midband frequency is y¼ p/2 and corresponds to
d¼ lg/4, and ym is the value of bd at the band edges. The
positive constant K is chosen to obtain the desired cou-
pling at the midband frequency:

C¼ � 20 log KjTf jjTNðsec ymÞj ð32Þ

When y¼ 0, F¼ j
PN

n�0 r3
nj ¼ jTNðsec ymÞj. Therefore, the di-

rectivity is given by the formulas

D¼ 20 log
Tf

Tb

����

����þ log
TNðsec ymÞ

TNðsec ym cos yÞ

����

����
� �

yO
p
2

ð33Þ

D¼ 20 log
Tf

Tb

����

����þ log jTNðsec ymÞj

� �
y¼

p
2

ð34Þ

Although Tf/Tb depends on frequency and the charac-
teristic is, in principle, different from the Chebyshev one,
nevertheless such a shift is almost negligible, except very
close to the midband frequency. Therefore, in the wide-
band case that contribution is negligible in the band
where bd¼ ym. Correspondingly

D¼Dm¼ 20 log jTNðsec ymÞj ð35Þ

where Dm is the minimum directivity in the passband, due
to the array factor. Hence, once the coupler specifications
are set in terms of midband frequency f0, bandwidth Df,
coupling, and directivity, the distance d separating two
adjacent apertures is given by

d¼
p

2bðf 0Þ
ð36Þ

It is immediate to compute cos ymEdb(f07Df) and, from
Eq. (35), the degree N of the Chebyshev polynomial yield-
ing the specifications on directivity. Because of the non-
linearity of b(f), cos ym is only approximately calculated.

The constant K is obtained from Eq. (32):

K ¼ 10�C=20jTf jjTNðsec ymÞj ð37Þ

Once the coefficients Tf are properly computed, either by
means of an electromagnetic analysis or by Bethe’s more
accurate closed formulas, one has only to equate the coef-
ficients of the array factor to those of TN and to determine
the aperture radii. The preceding theory could be further
improved with the help of a more accurate analysis of the
coupling mechanisms, as the one proposed by Levy [10,11].
At present, however, thanks to the availability of efficient
and accurate field theory based computer-aided design
(CAD), it seems to be more convenient to improve the
design by performing an optimization directly on the

Figure 11. Multiaperture waveguide directional coupler. Dimen-
sions and positions of the coupling holes are chosen so as to op-
timize DC performance over the whole waveguide band.
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electromagnetic model of the actual physical structure.
The resulting design is exact, and device tuning is unnec-
essary [12] (see ELECTROMAGNETIC FIELD MEASUREMENT) [13].

In planar technology, lumped coupling is often obtained
by physically connecting two lines. In the preceding con-
figuration, coupling due to electromagnetic induction can
be considered negligible with respect to direct coupling.
The main couplers employing such a coupling mechanism
are the branchline coupler and the hybrid ring coupler.
Both permit one to obtain large coupling values easily,
since the lines are electrically connected. In particular, the
electromagnetic analysis of the first one (Fig. 12) is diffi-
cult to carry out rigorously; a circuit analysis, however,
is simple if one takes advantage of the four-fold sym-
metry. In fact, it is easy to study the equivalent circuit under
four independent excitations: (1,1,1,1), (1,� 1,� 1,1),
(1,� 1,1,� 1), (1,1,� 1,� 1). The corresponding reflections
at the port 1, Ga, Gb, Gc, Gd are given by [5]

Ga¼
1� jYttt � jYbtb

1þ jYtttþ jYbtt
ð38Þ

Gb¼
ttþ jYt � jYbtttb

tt � jYtþ jYbtttb
ð39Þ

Gc¼
tb � jYttttbþ jYb

tbþ jYttttb � jYb
ð40Þ

Gd¼
tttbþ jYttbþ jYbtt

tttb � jYttb � jYbtt
ð41Þ

where tt¼ tan btd1/2, tb¼ tan bdd2/2, and Yt and Yb are the
normalized characteristic admittances of the throughline
and the branchlines, respectively. The characteristic
admittance of the input line is normalized to 1.

It is immediate to combine Eqs. (38)–(41), thus finding
the scattering parameters of the branchline coupler:

S11¼
1

4
ðGaþGbþGcþGdÞ ð42Þ

S12¼
1

4
ðGa � GbþGc � GdÞ ð43Þ

S13¼
1

4
ðGa � Gb � GcþGdÞ ð44Þ

S14¼
1

4
ðGaþGb � Gc � GdÞ ð45Þ

If tt¼ tb¼ 1 (i.e., the electrical lengths of the throughline
and the branchline are the same) and also Y2

t � Y2
b ¼ 1, the

four ports are matched, S14¼ 0, and

S31¼ �
Yb

Yt
ð46Þ

S21¼ � j
1

Yt
ð47Þ

S31 and S21 are in quadrature, which is predictable be-
cause of the symmetry of the coupler. The coupling C¼
20 log 1/|S31| depends on the ratio between the two char-
acteristic impedances. When Yt=Yb¼

ffiffiffi
2
p

, C¼ 3 dB. In that
case a coupler, also having the outputs in quadrature, is
commonly called ‘‘hybrid.’’ The preceding characteristics
hold exactly only in a narrow interval around of the work-
ing frequency. However, it is possible to enlarge consider-
ably the bandwidth of the coupler by cascading sections
[14,15].

The principal of operation of the hybrid ring (Fig. 13) is
similar to that of the branch coupler. When port 1 is fed,
the signal splits equally into two signals traveling clock-
wise and counterclockwise that recombine at the remain-
ing ports. At ports 2 and 3 the signals sum in phase, while
at port 4 they are 1801 out of phase and their combination
is negligible. Therefore, ports 2 and 3 are coupled while
port 4 is isolated. The reasoning can be easily extended to
the other ports, thus recovering the characteristic of a DC.

6. DISTRIBUTED COUPLING

In planar structures (e.g., microstrip, stripline, finline,
slotline, which are the most common), as well as in TEM
lines (e.g., coaxial cables), the coupling is often obtained by
placing the two lines parallel and close to each other over a
certain length, in such as way that a portion of the field
wave traveling along the first guide couples by electro-
magnetic induction into the second one in contraflow, as
schematically sketched in Fig. 14 [16–18]. The coupling
depends mainly on the gap separating the two strips: The
wider the gap, the weaker the coupling.

A′ 

A

B d2

Yt

Yb

3

2

4

1

d1

B ′

Figure 12. The branchline coupler.

3/4λg

/4λg

/4λg

/4λg

1                                                                   2

4                            3

Figure 13. Ring coupler. A wave entering port 1 is split into two
waves that recombine in phase at ports 2 and 4. On the other
hand, port 3 is isolated, since the waves propagating clockwise
and counterclockwise respectively are 1801 out of phase. The
same reasoning applies to the remaining ports.
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We take as typical the coupler shown in Fig. 14 con-
sisting of two parallel strips of length l placed on a ground-
ed substrate and separated by a distance d. The twofold
symmetry of the circuit with respect to the planes x¼ 0
and z¼ 0 enforces the following relationships linking the
scattering parameters:

s11¼ s22¼ s33¼ s44 ð48Þ

s12¼ s34 ð49Þ

s13¼ s24 ð50Þ

s14¼ s23 ð51Þ

Hence, the scattering matrix takes the form

S¼

s11 s12 s13 s14

s12 s11 s14 s13

s12 s14 s11 s14

s14 s13 s12 s11

2

666664

3

777775
ð52Þ

The scattering parameters can be calculated by consider-
ing two independent sets of excitations. The first is a1¼1,
a2¼ 0, a3¼0, a4¼ 1 and corresponds to a magnetic wall on
the symmetry plane x¼ 0. The second is a1¼1, a2¼ 0, a3

¼ 0, a4¼ � 1 and corresponds to an electric wall on the
same symmetry plane. The reflected waves at ports 1 and
2 are given by

a under the first excitation

be
1¼ s11þ s13 ð53Þ

be
2¼ s12þ s14 ð54Þ

b under the second excitation

bo
1¼ s11 � s13 ð55Þ

bo
2¼ s12 � s14 ð56Þ

It is immediate to calculate the parameters of the
four-port:

s11¼
be

1þbo
1

2
ð57Þ

s12¼
be

2þbo
2

2
ð58Þ

s13¼
be

1 � bo
1

2
ð59Þ

s14¼
be

2 � bo
2

2
ð60Þ

The preceding two situations can be modeled by two
transmission lines having normalized characteristic im-
pedances Ze

0 and Zo
0 and, correspondingly, electrical

lengths ye and yo. Although the physical lengths of the
lines are the same, their electrical lengths are different in
the non-TEM case, and the propagation constants are dif-
ferent in the two cases. Let us suppose both lines are fed
by transmission lines with unit characteristic impedance.
The transmission matrices are given by

T¼

cos ye=o jZ
e=o
0 sin ye=o

j

Z
e=o
0

sin ye=o cos ye=o

2
664

3
775 ð61Þ

As observed previously, losslessness implies that the
condition under which the device is a directional coupler is
s11¼0¼ be

1þbo
1. Such a condition is satisfied when

Ze
0 �

1

Ze
0

� �
j sin ye

2 cos ye
þ Ze

0þ
1

Ze
0

� �
j sin ye

¼

Zo
0 �

1

Zo
0

� �
j sin yo

2 cos yo
þ Zo

0þ
1

Zo
0

� �
j sin yo

ð62Þ

An immediate solution is obtained when ye
¼ yo
¼ y, as oc-

curs when the strips are embedded in a homogeneous me-
dium, and Zo

0¼ 1=Ze
0. The more immediate solution is

therefore to place over the strip a dielectric layer that
has the same permittivity as the substrate. This particu-
lar case pertains to TEM couplers. In such a case, the
coupling C is given by the formula

C¼20 log
½1� c2 cos2 y�1=2

c sin y
ð63Þ

where c¼Ze
0 � Zo

0=Z
e
0þZo

0. Since in microstrip technology
cmax 


1
2, the maximum coupling achievable by the ordi-

nary photolithographic technique is about 6 dB and occurs
when y¼ p/2. Moreover, its bandwidth is rather narrow
and the directivity moderate. Much better performances
are obtained by the Lange interdigitated coupler, shown in
Fig. 15 [19].

This configuration permits one to achieve 3 dB coupling
easily, as well as an octave bandwidth and a good

Symmetry
plane

Symmetry
plane

1

4

2

3

x

d
z

I

Figure 14. Distributed coupling between strips on the same sub-
strate: A wave traveling on a line couples electromagnetically to
the other one. Coupling depends both on the distance between the
lines and on their length.
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directivity. This coupler is, however, difficult to realize and
the bond wires are critical at the higher frequencies.
Moreover, the higher the frequency, the more difficult it
is to equalize the phase velocities of the even and odd
modes. Nevertheless, its good electrical characteristics
and compactness make the Lange coupler suitable for ap-
plications up to 30 GHz with standard technology, but the
gallium arsenide (GaAs) monolithic version is used up to
100 GHz. A comprehensive and accurate analysis of the
interdigited coupler is reported in Ref. 20.

The compensation of the different phase velocities over
a wide band is one of the more difficult tasks in microstrip
couplers. At present, designers often adopt one of the
following strategies:

1. Placing two capacitances across the lines at the in-
put and the output

2. Using nonuniform planar transmission lines

3. Shaping the two strips in a serpentine form or in
a shark teeth form (wiggly coupler) as shown in
Fig. 16

4. Combining the preceding techniques (for instance,
by shaping as shark teeth the strips of a nonuniform
coupler)

Similar to waveguide couplers, bandwidth and direc-
tivity can be much improved by cascading many coupled
line sections, as indicated in Fig. 17 [21–23].

A detailed description of planar directional couplers
can be found in Ref. 24. Planar couplers are also affected

by high conductor losses. In this regard, the use of
superconductor technology is attractive, though
unfortunately not mature enough for large-scale produc-
tion. Microstrip couplers do not achieve performances
comparable to the ones realized in waveguide; therefore,
they are hardly employed in measurement benches,
where high directivity and loss losses are required. How-
ever, their use in civil telecommunication systems is
widespread.
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DIRECTIVE ANTENNAS

IGOR ALEXEFF

MARK RADER

WENG LOCK KANG
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Knoxville, Tennessee

Radio antennas that are directive have many advantages
over stationary antennas. They can observe in one direc-
tion while ignoring much larger signals coming in from
the sides. In addition, as transmitting antennas, they can
direct a small amount of radiation directly to the proper
receiver. Conventional directive antennas use large mir-
rors for short waves, such as are used in radar. For longer-
wave antennas, they use reflector and director elements
aligned with the antenna. The basic problem with such
arrays is that they are mechanically steered, which is slow
and difficult to do with large antennas, especially in the
presence of wind, ice, or snow.

One way of having a large steerable antenna with
no moving parts is to use a phased array. A phased
array is based on Huygen’s principle, which states
that a wavefront can be determined at a point in time
by constructing a surface tangent to a collection of
secondary waves. Thus, if one has a large number of
small antennas located on a line, and if the antennas are
excited in phase, the resultant wavefront is normal to the
line. If each small antenna is excited with a small phase
shift relative to the next antenna, the wave propagates at
an angle to the line. Conversely, if the array is used for
reception, the small antenna signals, combined with the
individual phase shifts, allow the array to scan in azi-
muth. The principle can be improved by using a
two-dimensional array located on a plane to scan in alti-
tude as well as azimuth. In fact, by properly adjusting the

phase shifts, such an antenna can be located on a curved
surface, such as the nose or wing of an aircraft. The basic
principle is shown in Fig. 1. Since the subject of directive
antennas is so large, Professor Herb Neff, UTK Emeritus
(an antenna specialist), recommends using Refs. 1 and 2
for reference.

Newer antennas being developed include the ‘‘agile
mirror’’ [3,4] designed by Dr. Wallace M. Manheimer of
the US Naval Research Laboratory. In this concept, a
sheet of ionized air or other gas forms a reflecting surface.
Since the sheet is not a mechanical body, it can be tilted
and re-formed in a very short span of time. Thus, the di-
rection of transmission or reception can be varied ex-
tremely rapidly. A magnetic field is used to help direct
the sheet electron beam that forms the plasma. A second
advantage of such an antenna is that it vanishes when the
electrical discharge is terminated. This is a great advan-
tage for stealth technology, because a mechanical antenna
presents a large scattering cross section to radar signals
near the antenna resonant frequency. One disadvantage
of the ‘‘agile mirror’’ is that it must be formed in a gas at
reduced pressure.

A second new type of antenna is the ‘‘stealth antenna,’’
which is being developed by the Patriot Scientific
Corporation in San Diego, California. The idea, original-
ly developed by Dr. Igor Alexeff at the University
of Tennessee [5], uses glow discharge tubes to comprise
elements of an antenna. When the tubes are energized,
the antenna is a complete conducting structure. When the
tubes are deenergized, the antenna becomes either a large
number of separate, nonresonant conducting components
or just a nonconducting structure of glass tubing. By se-
lectively energizing various tubes, the antenna also can be
directed.
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Figure 1. Three sources of waves giving a directed wavefront.
The phase of the middle and left sources have been delayed.
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DISTRIBUTED AMPLIFIERS

T. KORYU ISHII

Marquette University
Milwaukee, Wisconsin

1. DEFINITION AND STRUCTURE

The objective of this article is to present various aspects of
distributed amplifiers. Distributed amplifiers are by defi-
nition, electronic amplifiers consisting of distributed cir-
cuit parameters. However, in practice, amplifier systems
that consist of a number of discrete amplifiers associated
with distributed parameter circuits are often termed dis-
tributed amplifiers; this latter amplifier is actually a pseu-
dodistributed amplifier.

In practice, the distributed parameter circuit often
takes the form of a transmission line. The circuit param-
eters, the inductance, the capacitance, and the resistance
are distributed throughout the transmission line. If the
transmission line is a conventional passive transmission
line, the electrical output power of the transmission line is
either equal to or less than the electrical input power de-
pending on the power loss of the transmission line.

If the transmission line is active, then the output power
is greater than the input. In this case, the transmission
line is considered as an amplifier; this is actually a dis-
tributed amplifier.

For example, an ordinary optical fiber cable is a passive
transmission line for lightwaves. The output light of the
optical cable is always less than the input light because of
the cable loss. But an erbium-doped optical fiber cable is
different. The lightwave output of the cable is greater than
the lightwave input. The input lightwaves (which are elec-
tromagnetic waves) are amplified. The erbium-doped op-
tical fiber cable is an active transmission line and is one
form of distributed amplifier. A schematic diagram of a
generic distributed amplifier is shown in Fig. 1a. In this
distributed amplifier, the transmission line is continuous-
ly loaded by the continuously distributed power-pumping
active substrate.

In a pseudodistributed amplifier, a number of discrete
amplifiers are periodically loaded as shown in Fig. 1b. The
input power is amplified by these discrete amplifiers;
therefore the output of the transmission line is greater
than the input power.

The objective of the distributed amplifiers is to obtain a
high-frequency bandwidth with high-gain amplification.
The operating frequency ranges are in RF, microwaves,
and lighwaves. Depending on the operating frequency
range, the amplifier configurations are markedly differ-
ent. The transmission line can be a two-wire line, a coaxial
(‘‘coax’’) line, a waveguide, a microstripline, a coplanar
waveguide, or an optical fiber cable.

The term ‘‘distributed amplifier’’ contrasts against ‘‘dis-
crete amplifier’’ or ‘‘lumped amplifier.’’ A lumped amplifier
is represented in a block diagram as shown in Fig. 2. In a
lumped or discrete amplifier, where point A is the input
and point B is the output, the geometric distance between

these two points is negligibly small in comparison with the
operating wavelength. A distributed amplifier can also be
represented by a block diagram as shown in Fig. 2, but the
geometric distance between the actual point A and the ac-
tual point B is comparable to the operating wavelength.

1.1. Continuous Active-Diode Distributed Amplifiers

Activated tunnel diodes, Gunn diodes, and varactor diodes
are considered as active diodes. When tunnel diodes and
Gunn diodes are properly biased, these diodes exhibit neg-
ative resistance. Ordinarily a resistance is positive. A pos-
itive resistance consumes electrical energy. A negative
resistance generates electrical energy. Therefore, if the
amount of negative resistance is adjusted by material
composition, configuration, and the bias current and if
the circuit impedance of the transmission line is properly
adjusted, then the active-diode-loaded transmission line
can amplify propagating electromagnetic waves on the
transmission line. One possible biasing method is illus-
trated in Fig. 3a. The transmission line is most likely a
microstripline or a coplanar coupled waveguide. The mi-
crostripline is DC-biased through a RF choke. If the active
substrate is a tunnel diode of long degenerate pn junction,
the properly forward-biased pn junction exhibits negative
resistance by the tunnel effect [1]. If the active substrate
is a long Gunn diode of properly doped n-type GaAs,
the substrate exhibits negative resistance by the carrier
momentum transfer effect [2].

Active transmission line

Transmission line

Active substrate

(a)

Input Output

Discrete amplifiers

(b)

Input Output

Figure 1. Generic configuration of distributed amplifiers. Sig-
nals to be amplified are fed at the left terminal. The signals are
amplified during propagation on the line. The amplified signals
exit from the right. (a) Distributed amplifier. The amplifier con-
sists of a continuous active transmission line. (b) Pseudodistrib-
uted amplifier. Lumped amplifiers are periodically loaded on a
passive transmission line.

G BA

Figure 2. A block diagram representation of a discrete amplifier,
a lumped amplifier, or a distributed amplifier. Generic symbols of
a generic amplifier: G represents the gain of the amplifier (which
can be the voltage, current, or power gain); A is the input, and B is
the output terminal.
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The negative resistance can also be created by a prop-
erly biased and pumped long varactor diode junction. The
varactor diode is a reverse-biased pn-junction diode. This
is a variable-capacitance diode, and the junction capaci-
tance is varied depending on the bias voltage across the
diode. The junction capacitance in the case of Fig. 3b is
controlled by the DC bias and the pump oscillator voltage
launched on the microstripline transmission line. Some
varactor diodes work without DC bias. The pump oscilla-
tor frequency fp is approximately twice of the signal fre-
quency fs for the best results. When the pump oscillator
frequency and phase are properly adjusted, the energy of
the pump oscillator transfers to the signal through the
variable-junction capacitance and the signal waves are
amplified as the waves propagate on the microstripline.
The amplifier that functions by use of a junction capaci-
tance is termed a varactor parametric amplifier [1]. The
type of parametric amplifier shown in Fig. 3b is a travel-
ing-wave varactor parametric amplifier. Since the junction
capacitance is continuously distributed along the micro-
stripline, this is a distributed amplifier.

1.2. Periodically Loaded Active-Diode Distributed Amplifiers

A schematic diagram of a periodically loaded active-diode
microstripline distributed amplifier is shown in Fig. 4a.
The active diodes are either discrete tunnel diodes or

Gunn diodes. The periodicity L is usually less than a quar-
ter-wavelength to avoid resonance. When the periodicity
is made equal to either a quarter-wavelength or a half-
wavelength, the amplifier will be at resonance. In such
cases, the frequency bandwidth becomes narrow and it
may also become unstable and oscillate; therefore the res-
onance should be avoided. One objective of the distributed
applier is to obtain a wide frequency bandwidth; thus it is
safe to keep the periodicity L less than a quarter-wave-
length. The diodes must be DC-biased properly at the
middle of the negative-resistance region.

A schematic diagram of a periodically loaded variable-
capacitance diode (varactor diode) parametric distributed
amplifier is shown in Fig. 4b. As seen from the diagram,
varactor diodes are reverse-biased by the DC bias supply
and are pumped by the pump oscillator. The pump fre-
quency fp is approximately twice of the signal frequency fs
to be amplified. The pump wave on the line must be syn-
chronized with the signal wave. The synchronization is
accomplished using a variable phase shifter as shown in
the pump oscillator circuit. The pump oscillator power is
transferred into the signal through the varactor, and the
signal wave is amplified [1,2]. The varactor diodes are
pumped so that when and where the signal waves crest
the junction, the capacitance becomes minimum. This
phasing makes the microwave signal voltage amplified.
The transmission line can be a microstripline as shown or

Microwave
RF input

Microstripline

Microwave
RF

output

Tunnel diode junction or
Gunn diode subtrate 

(a)

Active subtrate 

RFC

Dc bias
supply

Ground plate

Microwave
RF

input

Microstripline

Microwave
RF

output

(b)

Varactor diode junction

RFC

Ground plate

Variable
phase-shifter

P

Low-pass filterfsfp

N

Low-pass filter
High-pass filter

Pump oscillator

Figure 3. Continuous diode distributed amplifiers.
Electromagnetic waves to be amplified are fed from
the left end, and amplified signals exit at right.
(a) Continuously loaded tunnel diode or Gunn diode
transmission-line distributed amplifier. The entire
transmission line consists of a long and narrow sec-
tion of tunnel diode junction or Gunn diode active
region. (b) Continuously loaded varactor diode
transmission-line parametric distributed amplifier.
The entire section of the transmission line consists
of a reverse-biased variable capacitance pn junc-
tion.
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a coplaner coupled waveguide. An example of a coplanar
coupled waveguide distributed amplifier is sketched in
Fig. 5. As seen from this figure, fabrication of a coplanar
coupled waveguide amplifier is easier than fabrication of a
microstripline amplifier.

1.3. Continuous Transistor Distributed Amplifiers

A schematic diagram of a continuous transistor distribut-
ed amplifier is shown in Fig. 6. This is a FET (field-effect
transistor) of long configuration. The length of lines must
be greater than a wavelength of the operating carrier sig-
nals. The microwave input signals are fed into the copla-
nar coupled waveguide that consists of a gate strip and a
source strip. As the input microwaves propagate along

this input gate–source coplanar coupled waveguide, the
amplified signal waves appear on the drain–gate coplanar
coupled waveguide. Then the amplified microwaves exit at
the end of the drain–gate coplanar coupled waveguide.
The long transistor must be properly DC-biased as shown
in Fig. 6.

1.4. Periodically Loaded Transistor Distributed Amplifiers

A schematic diagram of a periodically loaded transistor
distributed amplifier is shown in Fig. 7. To qualify as a
distributed amplifier, the length of the coplanar coupled
waveguide must be longer than a wavelength of operating
microwaves. If the length is very short, this is a simple

Microwave
RF

input
Microstripline

V

Microwave
RF

output

(a)

RFC

Ground plate

Periodicity

L

Discrete diodes

Varactor
diodes

Microwave
RF

input

Microstripline

Microwave
RF

output

(b)

RFC

Ground plate

Variable
phase-
shifter

LPF
LPF

HPF

fsfp

Pump oscillator

L

Figure 4. Periodically loaded active-diode dis-
tributed amplifiers. (a) Periodically loaded ac-
tive-diode microstripline distributed amplifier.
A microstripline is periodically loaded by active
diodes with periodicity L. A properly biased ac-
tive diode is capable of amplifying electromag-
netic signals. (b) Periodically loaded active
capacitive parametric distributed amplifier. A
microstripline is loaded periodically by properly
biased and pumped varactor diodes with peri-
odicity L. Such a varactor diode acts as a
lumped amplifier.

Coupled
waveguide
conducting

strips
Lumped
diodes

Dielectric substrate

Figure 5. An example of coplanar coupled waveguide distributed
amplifier. This is an example of a case in which the transmission
line is a coplanar coupled waveguide. Lumped diodes are mounted
on it periodically.

VD

VG

RFC

Output

Input

– +
– +

Drain strip

Source strip Gate strip

Intrinsic
semiconductor

substrate

Figure 6. A schematic diagram of a contiuous transistor distrib-
uted amplifier. This is a case of extremely long gate field-effect
transistor. The length of the gate can be several wavelengths
longer than the operating wavelength. As the input signals prop-
agate on the gate–source line, the amplified output signals travel
on the drain–gate line. The amplified signals exit at the right.

1088 DISTRIBUTED AMPLIFIERS



parallel operation of the transistors. The input microwave
signals are fed to the input of the gate–source coplanar
coupled waveguide as shown in Fig. 7. As microwaves
propagate down the gate–source waveguide, the amplified
microwaves appear on the drain–gate coplanar coupled
waveguide. The amplified microwaves propagate toward
the output and exit from there. The coplanar coupled
waveguides are periodically loaded by discrete FETs.
The periodicity L must be less than a quarter-wavelength
to avoid resonance. Otherwise, n(ll/2)oLo(2nþ 1)(ll/4),
where ll is the transmission line wavelength and
n¼ 0,1,2,3,y .

1.5. Thermionic Traveling-Wave Distributed Amplifiers

A thermionic traveling-wave amplifier is a vacuum tube
[2]. Electrons are emitted from an electron gun into a vac-

uum as shown in Fig. 8. The emitted electrons are pulled
by the anode, which is a helical transmission line focused
by the longitudinally applied DC magnetic flux B. The
electron beam is shot through the helix line and hits at an
endplate termed the electron collector. The electron collec-
tor collects used (‘‘spent’’) electrons. The helix transmis-
sion line is a distributed parameter transmission line. The
pitch angle of the helix transmission line, the diameter of
the helix, and the electron acceleration voltage are adjust-
ed in such a way that the speed of the electron beam is
equal to the axial propagation speed of microwaves on the
helix transmission line. Then the kinetic energy of the
electron beam is transferred to the microwave energy on
the helical line through the distributed capacitance be-
tween the electron beam and the helical line. As the mi-
crowaves on the line and the electrons in the beam travel
together, the microwaves are amplified and exit from the
output of the tube as shown in Fig. 8 [2]. The helical
transmission line is replaced by a meander line or an in-
terdigital transmission line (2).

1.6. Fiberoptic Distributed Amplifiers

A schematic diagram of a fiberoptic distributed amplifier
is shown in Fig. 9. The main part of this amplifier is a
section of erbium-doped optical glass fiber cable [3]. As
seen from this figure, if a lightwave of proper wavelength
is pumped into the fiber cable through a directional cou-
pler from a pump laser, and the lightwave signal to be
amplified is fed into the input of the fiber cable thorough
an isolator, then, while the signal lightwave is propagat-
ing in the fiber cable, the signal lightwave is intensified by
the emission of radiation from the erbium atoms that are
pumped by the lightwave that is propagating in the fiber
cable from the pump laser. The pump lightwave travels
with the signal lightwave and pumps energy into the sig-
nal lightwaves through the stimulated emission of radia-
tion from erbium atoms. The particular optical fiber is
considered to be a distributed parameter transmission-
line amplifier for propagating optical electromagnetic
wave signals.

Microwave
input

Microwave
output

Drain-gate
coplanar
coupled

waveguide

Gate-source
coplanar
coupled

waveguide

–

–

+

+Quarter
wavelength

choke

Discrete
transistors

(FET)

Periodicity

Gate
dc

supply

Drain
dc

supply

L

Figure 7. A schematic diagram of a periodically loaded transis-
tor distributed amplifier. Discrete transistors are periodically
loaded on a coplanar coupled waveguide. The input signals fed
on the gate–source coplanar waveguide are amplified as the sig-
nals propagate on the line. The amplified output appears on the
drain–gate coplanar coupled waveguide. The output propagates
on the line and exit from the right.

Microwave
input

Electron
beam

Electron
collector

RFCElectron
gun

Microwave
output

Va

B

Figure 8. A schematic diagram of a thermionic traveling-wave
distributed amplifier. The pitch of the helical transmission line is
adjusted so that the axial speed of microwave propagation on the
line is almost equal to the speed of electrons in the electron beam.
Under this condition, The kinetic energy of electrons is trans-
ferred into the traveling microwaves on the line, and the propa-
gating microwaves are amplified.

Lightwave
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Output
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Optical
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Amplified
lightwave

output
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isolator Input

connector
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Directional
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Figure 9. A schematic diagram of a fiber cable lightwave dis-
tributed amplifier. The active part is a long section of erbium-
doped fiber cable. The erbium atoms are pumped by a light from
the pump laser at left. The input lightwave signals are amplified
by the stimulated emission of radiation from the pumped erbium
atoms in the active fiber cable.
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2. GENERAL GOVERNING EQUATIONS

2.1. Gain

A generic configuration of a distributed amplifier trans-
mission circuit is shown in Fig. 10. In this diagram, R is

the series resistance per meter of the distributed amplifi-
er, L is the series inductance per meter of the distributed
amplifier, �G is the negative conductance per meter of
the distributed amplifier, and C is the capacitance per
meter of the distributed amplifier. The amplification con-
stant of this amplifier is [1]

a¼
oðCR� LGÞ

ffiffiffi
2
p

ðo2LCþRGÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2ðCR� LGÞ2

þ ðRGþo2LCÞ2

vuuut

8
><

>:

9
>=

>;

1
2

½nepers ðnapiersÞ=meter ðNp=mÞ�

ð1Þ

where G is the magnitude of the negative conductance
parameter. In a distributed amplifier, if the propagating
power increase per meter is DP (W/m) and the propagating
voltage increase parameter is DV (V/m), the magnitude
of the negative conductance per meter is G¼ 2DP/(DV)2

(S/m).
The phase constant of this amplifier is [1]

b¼
ðo2LCþRGÞþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2ðCR� LGÞ2þ ðo2LCþRGÞ2

q� 	1=2

ffiffiffi
2
p

ð2Þ

If the length of the active region of the amplifier is
l meters long, then the voltage gain of the amplifier

is

A¼ al ðNpÞ ð3Þ

The total phase shift across the active region of the am-
plifier is

Dl¼ bl ½radians ðradÞ� ð4Þ

2.2. Frequency Bandwidth

In a generic distributed amplifier, the circuit parameters
R, L, C, and G are functions of operating frequency f.
Therefore, the gain of the amplifier is

At the edge of the frequency bandwidth at a frequency f0

Gðf 0Þ ¼
1ffiffiffi
2
p Gðf0Þ ð6Þ

where f0 is the center frequency of the amplifier. Usually
Eq. (6) is at least the second-order equation of f0. One root
is f 0H, which is greater than f0 and the other is f 0L, which is
less than f0. Then the frequency bandwidth is

Df ¼ f 0H � f 0L ð7Þ

2.3. Sensitivity

According to the IEEE Standard Dictionary [4], sensitiv-
ity is defined as ‘‘the minimum input signal required to
produce a specified output signal having a specified signal
to noise ratio.’’ This means that

PsA

KTBAF
¼

S0

N0
ð8Þ

where A is the power gain of an amplifier, K is the Bolt-
zmann constant (1.38054� 10�23 J/K), T is the absolute
temperature of the input circuit to the amplifier, B is the
overall frequency bandwidth of the amplifier, Ps is the in-
put signal power, F is the noise figure of the amplifier, and
S0/N0 is the signal-to-noise power ratio of the amplifier at

R

Input

Output

–G C –G C –G C

L R L R L

Figure 10. An equivalent circuit of a generic distributed ampli-
fier. The negative conductance �G generates energy and ampli-
fies signals that are traveling on this line.

Gðf Þ¼ aðf Þl

¼
ð2pf ÞðCðf ÞRðf Þ � Lðf ÞGðf ÞÞl

ffiffiffi
2
p

ðð2pf Þ2LðFÞCðf ÞþRðf ÞGðf ÞÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pf Þ2ðCðf ÞRðf Þ � Lðf ÞGðf Þ2
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the output. Then

Ps¼KTBF
S0

N0
ð9Þ

As ‘‘a specified signal to noise ratio,’’ often

S0

N0
¼ 1 ð10Þ

is used for the definition of the sensitivity of the amplifier.
Then, the sensitivity is

PsjS0=N0 ¼ 1¼KTBF ð11Þ

For a distributed amplifier, the value of B is obtained us-
ing Eq. (7). The value of the noise figure F can be obtained
from the next section. Then the sensitivity is

PsjS0=N0 ¼ 1¼
N0

A
ð12Þ

where A is given by

A¼ e2al ð13Þ

where al is given by Eq. (5).

2.4. Noise Figure

The noise figure F of an amplifier is given by [1]

F¼
N0

KTBA
ð14Þ

where N0 is the noise output of the amplifier (W). For a
distributed amplifier, both the frequency bandwidth B and
the power amplification A are given by Eqs. (7) and (5),
respectively.

2.5. Dynamic Range

A range of input signal level in which the gain of the am-
plifier is constant is termed the dynamic range of the am-
plifier. Usually, the gain of an amplifier is less at an
extremely small input signal level or at a large input
signal level.

In the semiconductor distributed amplifiers,
thermionic distributed amplifiers or even in fiberoptic
distributed amplifiers, the values of L, C, R, and G are
inherent functions of operating signal levels Vs.
(Therefore, in Eq. (1)

If the gain constant in the linear region of the distributed
amplifier is a0, then the power gain of the amplifier is

A0¼ e2aol ð16Þ

where l is the length of the active region of the distributed
amplifier. In a large-signal level Vs, the gain will be com-
pressed by saturation and

AðvsÞ¼ e2aðvsÞl ð17Þ

where a(Vs) is as given in Eq. (15).
If the gain compression of �n dB is chosen, then

�n ðdBÞ¼ 10 log10

AðvsÞ

A0
ð18Þ

or

n ðdBÞ¼ 10 log10 e2fa0�aðvsÞgl ð19Þ

or

n ðdBÞ¼ 8:686fa0 � aðvsÞgl ð20Þ

In practice, n¼ 1 is often chosen, and the value of the in-
put voltage for n¼ 1 is termed the input signal voltage at
1 dB compression point. The 1 dB compression point input
signal voltage is then

aðvsÞ¼ a0 �
1

8:686l
ð21Þ

2.6. Stability

As seen from Eq. (1), a generic distributed amplifier is in-
herently stable. A controlling parameter in Eq. (1) is the
magnitude of the negative conductance per meter G.
Equation (1) does not show any singularity due to the
size of G within the range of practical operation.

3. PERIODICALLY LOADED ACTIVE-DIODE
DISTRIBUTED AMPLIFIERS

3.1. Periodically Loaded Tunnel Diode
Distributed Amplifiers

In a periodically loaded tunnel diode disturbed amplifier, a
number of discrete tunnel diodes are periodically loaded on
a RF transmission line as shown in Fig. 4a. A generic volt-

aðvsÞ¼
oðCðvsÞRðvsÞ � LðvsÞGðvsÞÞ

ffiffiffi
2
p

ðo2LðvsÞCðvsÞþRðvsÞGðvsÞÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2ðCðvsÞRðvsÞ � LðvsÞGðvsÞÞ

2

þ ðRðvsÞGðvsÞþo2LðvsÞCðvsÞÞ
2

vuut
8
<

:

9
=

;

1=2
ð15Þ
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ampere curve of a tunnel diode is shown in Fig. 11.
This is a plot of the diode current and the voltage across
the diode. When the diode is biased in a negative-conduc-
tance region, the amount of the negative conductance is
given by

G¼
@I

@V
o0 ð22Þ

An equivalent circuit of a discrete tunnel diode is
shown in Fig. 12, where L is the lead inductance, Rs is
the spreading resistance, CJ is the junction capacitance,
Cp is the package capacitance, and �G is the negative
conductance of the tunnel junction created by the tunnel
effect. With the help of additional impedance matching
components, it is possible to tune out the inductances and
capacitances, and under a matched and tuned condition,
the tunnel diode can be represented by a negative con-
ductance of magnitude GD.

The RF power gain due to a discrete negative conduc-
tance GD that is matched to a characteristic impedance of
the transmission line Z0 is [3]

A¼
1

1�GDZ0
ð23Þ

At any diode in Fig. 4a, half of the amplified power goes
back to the input and only another half of the power am-
plified continues to travel toward the output. So, the
actual power gain of traveling waves toward the
output is

Aþ ¼
1

2ð1�GDZ0Þ
ð24Þ

If N diodes are used in a distributed amplifier as shown in
Fig. 4a, after matching and tuning, the total power gain of
the amplifier is

AT¼ ðA
þ Þ

N
¼

1

2Nð1�GDZ0Þ
N

ð25Þ

For the impedance matching and tuning, in addition to
attaching the impedance-matching circuit components to
the diode mount, the adjustment of periodicity together
with the diode biasing must be done properly.

3.2. Periodically Loaded Gunn Diode Distributed Amplifiers

A voltampere characteristic of a generic Gunn diode is in a
similar shape as shown in Fig. 11, except that the negative
conductance is smaller than that of a tunnel diode. The
negative conductance of Gunn diode is created by the
transfer of the electronic momentum between a high-elec-
tric-field domain and a low-field domain in the bulk of a
semiconductor diode. The equivalent circuit of a Gunn di-
ode is similar to the circuit shown in Fig. 12. Therefore the
principle of periodically loaded Gunn diode distributed
amplifiers is similar to the principle of periodically loaded
tunnel diode distributed amplifiers. Then the power gain
equation of a Gunn diode distributed amplifier consists of
N Gunn diodes in the negative conductance GD with the
characteristics impedance Z0 is

AT¼
1

2Nð1�GDZ0Þ
N

ð26Þ

3.3. Periodically Loaded Varactor Diode Distributed
Parametric Amplifiers

When discrete variable capacitance diodes (varactor
diodes) are periodically mounted on a transmission
line as shown in Fig. 4b, RF voltage is amplified by the
parametric effect of the junction capacitance. The voltage
gain across a single parametric capacitance diode is given
by [5]

A¼
vp

ffiffiffiffiffiffi
Qi

p

4ðV0þVr0Þ
þ

ffiffiffiffiffiffi
Qs

p
ð27Þ

Tunnel
effect

current

Diffusion
current
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conductance
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< 0
�I
�V
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Figure 11. Generic voltampere (V–A) curve of a tunnel diode.
Note that the V–A curve does not follow Ohm’s Law. Note also the
negative differential conductance at the midvoltage region. This is
a plot of the diode current versus the diode bias voltage.

–G Cj

Rs

L

C

Figure 12. Equivalent circuit of a tunnel diode for a packaged
diode that is properly biased. Key: C is the package capacitance, Cj

is the junction capacitance; Rs is the spreading resistance, L is the
lead inductance, and �G is the negative conductance of the pack-
aged tunnel diode.
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where vp is the pump voltage across the junction capaci-
tance of the varactor diode, V0 is the magnitude of the
contact potential barrier of the diode, Vr0 is the DC reverse
bias voltage, and Qi and Qs are the quality factors of the
idler circuit and the signal circuit per diode, respectively.

In a parametric amplifier, the idler frequency in Fig. 4b
is usually

fi¼ fp � fs ð28Þ

and

fp ’ 2fs ð29Þ

for a high gain [5]. So

Qi ’ Qs ð30Þ

Applying the same concept expressed in Eqs. (25) and
(26), the total voltage gain of N-diode distributed para-
metric amplifier is, after matching and tuning

AvT¼
vp

ffiffiffiffiffiffi
Qi

p

4ðV0þVr0Þ
þ

ffiffiffiffiffiffi
Qs

p
( )N

ð31Þ

4. PERIODICALLY LOADED TRANSISTOR DISTRIBUTED
AMPLIFIERS

Similar concepts of Eqs. (25), (26), and (31) are applicable
to a periodically loaded discrete-transistor amplifier. The
transistors can be either junction transistors or field-effect
transistors. If the s parameter of the discrete transistor
from the gate (or base) to the drain (or collector) is S21,
then, after impedance matching and tuning, the voltage
gain of N-transistor distributed amplifier is given by

AvT¼SN
21 ð32Þ

5. THERMIONIC DISTRIBUTED AMPLIFIERS

Thermionic distributed amplifiers are vacuum tubes re-
ferred to as traveling-wave tubes (TWTs). A schematic di-
agram of a generic TWT is shown in Fig. 8, and the
principle of the TWT distributed amplifier was briefly ex-
plained earlier in this article. While microwaves travel
along the helical transmission line with the axial propa-
gation speed approximately equal to the speed of electron
beam, the kinetic energy of the electron beam is gradually
transferred to the propagating microwaves in the trans-
mission circuit and hence the microwaves are amplified.
The propagation constant of a TWT is given by [1,2]

.g¼ be �

ffiffiffi
3
p

2
Cþ j 1þ

C

2

� �" #
ðm�1Þ ð33Þ

where be is the phase constant associated with the DC
electron beam and

be �
o
u0

ð34Þ

where o is the operating angular frequency and u0 is the
speed of the electrons in the beam. C in Eq. (33) is termed
the gain parameter [1,2] and is given by

C3¼
Z0Ia

4Va
ð35Þ

where Z0 is the characteristic impedance of the helical
line, Ia is the DC electron-beam current, and Va is the ac-
celeration anode voltage of the traveling-wave tube.

If the length of the active interaction region on the he-
lical transmission line is l meters long, then the voltage
gain of this TWT is [2]

A¼ eð
ffiffi
3
p

=2ÞCbel ð36Þ

6. QUANTUM ELECTRONIC DISTRIBUTED AMPLIFIERS

A quantum electronic distributed amplifier can be a con-
tinuous configuration as shown in Fig. 9. If the signal to be
amplified is a lightwave, then this distributed amplifier is
a traveling-wave laser. If the signal to be amplified is a
microwave, then this distributed amplifier is a traveling-
wave maser. For a traveling-wave maser, instead of the
optical fiber cable, a microwave transmission line that is
continuously loaded with maser material such as a ruby or
a rutile crystal, and instead of the pump laser, a micro-
wave local pump oscillator is used.

At any rate, the gain constant of a traveling-wave ma-
ser or laser distributed amplifier is given by [6]

a¼
o

2Qm0vg
ð37Þ

where o is the angular frequency of the signal to be am-
plified, Qm0 is the quality factor/meter of the active cable,
and Vg is the group velocity of the signal in the cable. The
quality factor Qm0 is given by

Qm0¼o
Ws0

DP
ð38Þ

where Ws0 is the electromagnetic energy of the signal
stored per meter of the cable and DP is the signal power
loss per meter of the cable.

The voltage gain of this continuously loaded distributed
laser or maser amplifier is

A¼ eol=ð2Qm0vgÞ ð39Þ

where l is the length of active part of the cable.
A quantum electronic distributed amplifier can be a

periodical loading configuration as shown in Fig. 13. A
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microwave transmission line of a periodical structure is
continuously loaded with an activated maser crystal and
placed in a rectangular microwave waveguide. The pump
power from a pump oscillator is fed to the rectangular
waveguide to activate the maser crystal. The pumped-up
maser crystal emits radiation when stimulated by the
input microwave signals.

In a manner similar to the case of continuously loaded
quantum electronic distributed amplifier, the voltage gain
of the periodically loaded quantum electronic distributed
amplifier is given by

A¼ eðol=2QmpvgÞ ð40Þ

where Qmp is the quality factor within the periodicity of
the periodical structure. Then

Qmp¼o
Wsp

DP
ð41Þ

where Wsp is the signal energy stored within the period-
icity of the structure of the transmission line and DP is the
signal power loss within the periodicity.

7. EXAMPLES OF DISTRIBUTED AMPLIFIERS

7.1. RF Distributed Amplifiers

In practice, at RF o300 MHz, a distributed amplifier can
be built using discrete components or surface-mountable
discrete components. An example of such distributed am-
plifiers is shown schematically in Fig. 14 [3,6,20,23,24]

Discrete FETs are sequentially excited through the
gate delay line or the gate artificial transmission line con-
sisting of Cg,

1
2 Lg, Lg, Lgg, and Rg. These are discrete com-

ponents. Cg is a DC blocking input coupling capacitor, Lg is
an inductor to produce the desired phase delay between
stages of the FET amplifiers, and Rg is the matched ter-
minating resistor for the artificial transmission line. The
idea is to generate RF traveling waves on the gate artifi-
cial transmission line. Lgg is a stray inductance of the gate
lead. In most cases Lgg is negligibly small at most RF fre-
quencies. Rs and Cs are the source bias resistor and bypass
capacitor, respectively. Ldd is the stray inductance of the
drain of the FET. By making the drain lead as short as
possible, it is possible to make Ldd negligibly small at RF
frequencies.

The drain delay line or the drain artificial transmission
line is formed by Rd, Ld, and Cd. Rd is an impedance-
matched resistor to the drain artificial transmission line,

Microwave
input

Microwave
output

Waveguide

Periodicity

Periodical
line

Pump
oscillator

input

Termination

Ruby maser crystal

Figure 13. A schematic diagram of a periodically loaded quan-
tum electronic maser distributed amplifier. The ruby maser crys-
tal is pumped by the pump oscillator input in the waveguide.
Microwave input signals are amplified by the stimulated emission
of radiation from the pumped maser crystal, while propagating
down the meander line. The meander line is structured to length-
en the interaction time between the input signals and the stim-
ulated emission of radiation.

Rs

Rd

Cs

Cg

Rs Rs

Rg

Cs CsLgg

Lg Lg Lg Lg

Lgg Lgg

Ldd Ldd Ldd

Vdd

1/2Ld 1/2LdLdLd Cd

1/2Lg

RFC

RF
input

RF
Output

Matched
termination

Matched
termination

Figure 14. A schematic diagram of an example of an RF distributed amplifier. The input signals
are successively and sequentially amplified by properly phased multistage FET amplifiers.
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and Ld is the phase-delaying inductor between stages. The
value of Ld must be determined so that the phase of waves
on the drain artificial transmission line synchronize with
the phase of waves on the gate artificial transmission line.
Cd is a DC blocking RF coupling capacitor to the output
load. The transistors are biased through a RF choke coil
and a decoupling capacitor.

7.2. Microwave Distributed Amplifiers

Various types of distributed amplifiers in microwave fre-
quency have been built in the past [7–9]. In microwave
frequencies, the distributed amplifiers take forms of
monolithically developed integrated circuits as shown in
Fig. 15 as an example. As is the case in Fig. 14, the mi-
crowave input signals to be amplified are fed to the gate
microstripline with impedance-matched terminating re-
sistance Rg through a DC blocking coupling capacitor Ccg.
The gate of each FET that is properly biased is sequen-
tially excited. Amplified microwave drain current propa-
gates along the drain microstripline toward the output
and is coupled out to the output circuit through a DC
blocking coupling capacitor Cdd. The drain microstripline
is terminated with an impedance-matched resistor Rd.
The drain microstripline is biased through a RF choke
coil and a bypass capacitor with VDD.

Most microwave monolithic integrated-circuit (MMIC)
distributed amplifiers have extremely wide frequency
bands even though the total gain is not so high. They
are extremely compact. For example, Kimura and Imai
[11] monolithically integrated a seven stage distributed
amplifier on a 1.5� 2.5-mm IC substrate and reported a
flat gain of 9 dB over the frequency range 0–55 GHz with a
6 dB noise figure. Further examples can be found in the
literature [11–19,25–27].

7.3. Lightwave Distributed Amplifiers

Actual configuration of a lightwave distributed amplifier
is shown in Fig. 9. These amplifiers are actually deployed
to boost lightwave signals for a long-haul lightwave signal
transmission such as transoceanic lightwave cables. For
example [3], the lightwave input signal to be amplified has
a wavelength of 1500 nm. The pump laser is a 980-nm

solid-state laster diode that feeds the pump power through
a directional coupler to the main cable. The directional
coupler is a pair of lightwave waveguides placed in prox-
imity to each other so that the lightwaves can couple with
one waveguide to another. The end of the lightwave guide
for the pump laser that is the primary waveguide of the
directional coupler is reflectionlessly terminated using a
lightwave-absorbing component. The pump laser light is
fed into the main lightwave waveguide, which is an erbi-
um-doped optical fiber. The pump laser light excites or
‘‘pumps up’’ the atoms of erbium to prepare for emission of
radiation at 1500 nm. When these pumped-up erbium at-
oms receive stimulating radiation at 1500 nm by the input
lightwaves, they emit radiation at the same wavelength
1500 nm. This is a laser amplifier. The emission of radia-
tion continues as the input lightwave travels in the erbi-
um-doped optical fiber. The emitted wave travels together
with the stimulating lightwave. The amplified lightwave
exits from the output connector. The lightwave gain of
15 dB is reported for several-meters-long erbium-doped
plastic optical fiber cable.

The amplifier cable can be a praseodymium-doped flu-
oride fiberglass cable for a wavelength of 1300 nm [3]. A
gain of 40 dB for several-meters-long cable has been re-
ported [3].

8. CONTINUOUS DISTRIBUTED AMPLIFIERS

8.1. Continuous Active-Diode Distributed Amplifiers

In Fig. 5, by removing all discrete diodes and using an in-
trinsic semiconductor substrate instead of the dielectric
substrate, it is possible to monolithically develop a contin-
uous tunnel diode junction or Gunn effect diode contact
between the two strips of metallization. Then, if the con-
ducting strips form a coplanar waveguide that is properly
biased at the negative resistance of the diode, the micro-
waves fed into one end of the coplanar waveguide will be
amplified by the distributed negative resistance as it
travels along the coplanar waveguide, and the amplified
microwave will exit from the other end of the coplanar
waveguide.

Rd

Rg
Ccg

Cdd

Vdd

RFC

Microwave
input

Microwave
Output

Gate Microstripline

MicrostriplineDrain

Figure 15. A schematic diagram of a
microwave monolithic distributed am-
plifier. Both the gate and drain lines
are microstriplines. The gate line feeds
the FET sequentially. On the drain mi-
crostripline, the amplified signals are
sequentially combined and propagate
out at right.
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8.2. Continuous Transistor Distributed Amplifiers

A conceptual diagram of a continuous transistor distrib-
uted amplifier is shown in Fig. 6. The length of the micro-
strips must exceed several wavelengths of the
transmission-line wavelength. The transmission-line
wavelength on the coplanar waveguide is smaller than
the free-space wavelength and is inversely proportional to
the square root of the effective relative permittivity of the
substrate in the gap between the conducting strips. For a
semiconductor substrate, it is not uncommon for the
effective relative permittivity to be 10 or higher.

8.3. Continuous Parametric Varactor Diode
Distributed Amplifier

A conceptual schematic diagram of a continuous paramet-
ric varactor diode distributed amplifier is shown in Fig. 3b.
Here, the concept is the same and as that for an MMIC
amplifier, but an alternate method and a more convenient
approach to MMIC technology is shown. Instead of using
the microstripline as shown in Fig. 3b, the configuration is
changed to a coplanar waveguide as shown in Fig. 5. A
long junction varactor diode is monolithically developed
flatly between the gap of long parallel metallization strips
of a coplanar waveguide.

8.4. Continuous Ferrimagnetic Distributed Amplifiers

The space between the long gap of metallization strips of
either the microstripline as shown in Fig. 3b or the copla-
nar waveguide as shown in Fig. 5 can be filled with a
magnetized ferrimagnetic material or a ferrite. This con-
stitutes a ferrimagnetic continuous distributed amplifier
[1,10]. The nonlinear magnetism of a ferrite renders the
system as a variable-inductance parametric amplifier
when both the pump oscillator power and the signal pow-
er are launched into a same transmission line; then the
pump oscillator power gradually transfers into the signals
through the distributed nonlinear inductance of the fer-
rites as both signals and the pump oscillator power travel
together along the ferrite-loaded transmission line.

9. TRENDS OF DISTRIBUTED AMPLIFIER TECHNOLOGY

One of the most common concepts of a distributed ampli-
fier consists in a number of amplifier units distributed
along a transmission line [6,7,16,20–22]. An alternate ap-
proach to obtain the wide frequency bandwidth and higher
gain is to use the concept of matrix amplifiers [27]. A
generic concept of a matrix amplifier is illustrated in Fig.
16. As seen from this figure, a matrix amplifier consists of
several tiers of distributed amplifiers. Each tier is
connected by bleeder lines. The bleeder lines connect the

Input
microwave

signals

Stage
#1

Stage
#2

Stage
#3

Stage
#i

Stage
#n

Tier #1

Tier #2

Matched
terminations

Tier #j

Bleeder lines

Tier #m

Output
microwave

signals

Matched
terminations

Bleeder lines

Figure 16. A schematic diagram of a generic n-stage�m-tier matrix distributed amplifier. Types
of stage amplifiers in each tier are not necessarily identical. This feature gives flexibility in design
to meet given requirements on amplifier performance. The RF or microwave input signals to be
amplified are fed at the lower left corner of this diagram. The amplified output is taken out at the
upper right corner of this diagram.
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output points of each (amplification) stage of a distributed
amplifier and the input points of each stages of the next
tier distributed amplifier. Thus, when the signal travels
down the first tier of the distributed amplifier, each stage
of the amplifers of the second tier are successively excited.
This process is repeated until the output signal reaches
the output point of the final stage of the amplifier unit in
the final tier. In a matrix ampifier, a part of the signal
travels in a longitudinal direction along the direction of
the transmission line of each distributed amplifier. The
remainder of the signal travels in a transverse direction
along the amplifier tiers through bleeder lines.

In a matrix amplifier, the amplifiers in each tier need
not be identical in type. This feature gives design flexibil-
ity for the required performance of an amplifier.

Another, unorthodox, type of distributed amplifier is
the transversely distributed amplifier. In a transversely
distributed amplifier a number of amplifier units are dis-
tributed on a screen that is oriented in transversely to the
direction of the incoming microwave propagation. Incom-
ing microwave signals are amplified by the amplifier units
distributed throughout the screen and reradiated from the
other side of the screen. This structure may be considered
simply as an array of amplifiers rather than a distributed
amplifier. But the spacing among amplifier units is
comparable in distance to the operating wavelengths
for proper phasing. Therefore, the transversely
distributed amplifiers are distributed amplifiers of a
special kind.

A schematic diagram of a generic transversely distrib-
uted amplifier is shown in Fig. 17. Incoming microwave or

RF signals are amplified by a properly distributed ampli-
fier on a screen and reradiated to space in the other side of
the screen in the required direction [28–30]. Usually the
transversely distributed amplifier is placed at a midpoint
in a microwave transmission beam between the transmit-
ter and the receiver for the microwave signal booster [28],
with microwave signal booster and microwave beam steer-
ing [29], or in accordance with microwave distribution
analysis within the beam [30]. Usually, the direction of the
output reradiation is the same as or collinear with that of
the incoming radiation. But the direction of the output
reradiation can be at any desired direction by proper
phasing of the distributed amplifier units.

Research and development trends for the traditional
distributed amplifier are pushing the already extremely
broad frequency band even wider [24], in a search for a
new design approach to obtain optimal amplifier perfor-
mance [26,31,32], and for ultra-high-speed digital signal-
processing amplification [33]. For example, an ultrabroad-
band distributed amplifier designed to cover 100 MHz–
20 GHz has been reported by Virdee and Birdee [24].
In MMIC technology, beside the traditional silicon,
gallium nitride [26] and indium phosphide [32]
technologies are developing and producing good results.
In the digital signal processing, a distributed amplifier
capable of handling 40 Gbps has been reported by
Shigematsu et al. [33].

Today, the technology of conventional distributed am-
plifiers is a mature one. Commercial products of distrib-
uted amplifiers are available on the market [34,35].

10. CONCLUSION

Distributed amplifiers are electrical transmission lines
with periodically or continuously loaded amplifiers. The
main feature of the distributed amplifier is the wide fre-
quency bandwidth. Wide-bandwidth amplifiers have a
large channel capacity and are also capable of handling
extremely short or fast pulses. Distributed amplifiers are
useful for fast digital data transmission systems of gigabit
rates. Distributed amplifiers can be made compact by the
use of the monolithic integrated-circuit technology.
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1. INTRODUCTION

There are many applications in wireless communications
that involve two or more distinct frequencies. Because of
the attractive features of the microstrip patch antenna,
such as planar profile, ruggedness, and low cost, there has
been considerable interest in the development of these
antennas to meet the dual- or multifrequency specifica-
tions. It is sometimes possible that a broadband microstrip
antenna can cover the frequencies of interest. However,
the disadvantage of using a broadband antenna is that it
also receives nondesired frequencies unless some kind of
filtering network is introduced to reject such frequencies.
On the other hand, the advantage of a dual- or multifre-
quency design is that it focuses only on the frequencies of
interest and is thus more desirable. It is the purpose of
this article to present several such designs. Dual-frequen-
cy designs will be emphasized since they are much more
developed than multifrequency designs, which have be-
come a topic of current interest.

In Section 2, dual-frequency single and stacked patches
are reviewed. Section 3 presents dual-frequency designs
obtained by loading the patch with either a reactive load
or with slots. Section 4 describes a more recent design in-
troduced by the present authors using the proximity
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coupling of a U-shaped patch with unequal arms and a
wideband E-shaped patch. Dual-frequency wideband
patches using a L-probe feed, also introduced by
the present authors, are presented in Section 5.
Section 6 discusses two methods of designing multi-fre-
quency patch antennas. The article ends with some
concluding remarks.

2. DUAL-FREQUENCY SINGLE AND STACKED PATCHES

2.1. Single-Element Dual-Frequency Microstrip Antennas

It is possible for a single-element microstrip antenna to
operate at many frequencies corresponding to the various
resonant modes pertaining to the structure. However, for
most applications, it is required that the radiation pat-
tern, the polarization, and the impedance be similar, if not
identical, in all the frequency bands of operation. This
immediately rules out many modes. Furthermore, for a
given geometry, all the resonant frequencies are related in
fixed ratios.

If for a particular patch shape two modes can be found
that produce similar radiation patterns with the same po-
larization, dual frequency is possible with a single patch.

For the rectangular patch, the two modes TM01 and TM03

satisfy this requirement. However, their resonant fre-
quencies are related by a ratio of approximately 3; the ex-
act value is dependent on the edge effect. It has been

10.0 cm

19.4 cm

10.7 cm

14.7 cm

feed 

Matching stub

0.6 cm

2.1 cm

12 3

5 4 6

PIN 

Figure 1. Geometry (in centimeters) of a rectangular patch an-
tenna with six possible short-circuiting pins and a short circuit
matching. (From Zhong and Lo [1], reproduced with permission
from IEE.)
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Figure 2. Typical radiation patterns in H and E planes for an-
tennas shown in Fig. 1 with six pins inserted. (From Zhong and Lo
[1], reproduced with permission from IEE.)

Table 1. Resonant Frequencies of the TM01 and TM03

Modes against Short-circuiting Pins Used

Number of Pins Pin Position f01 (MHz) f03 (MHz) f03/f01

0 — 613 1861 3.04
1 (1) 664 1874 2.82
2 (1)(2) 706 1865 2.64
3 (1)(2)(3) 792 1865 2.36
4 (1)(2)(3)(6) 813 1865 2.29
5 (1)(2)(3)(5)(6) 846 1865 2.20
6 (1) to (6) 891 1865 2.09

Source: From Zhong and Lo [1], reproduced with permission from IEE.

Conducting patch

Ground plane

Coaxial feed

t2

t1

d

�r

Figure 3. Dual-frequency stacked microstrip antenna. (From
Long and Walton [2], r 1979 IEEE.)
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shown that placement of short-circuiting pins on the nodal
lines of the TM03 mode field has little effect on this mode
but a strong effect on the TM01 mode. Zhong and Lo [1]
demonstrated that this offers a way of altering not only the
separation of the two frequency bands but also the input
impedance of the TM01 mode. The geometry of the rect-
angular patch in their experiment is shown in Fig. 1. It is
made of 1

8-in. copper-cladded Rexolite 2200 with six short-
circuiting pin positions. The effects of successively adding
more and more pins (each approximately 0.05 cm in diam-
eter) at the positions indicated in Fig. 1 are shown in Table 1.
It is seen that the ratio of the two operating frequencies
f03/f01 can be varied from approximately 3 to 2. Since all
these pins are located on the TM03 mode null lines, f03 re-
mains constant at about 1865 MHz while f01 is varied from
613 to 891 MHz. In order for the impedances of the two
bands to be close to 50O at resonance, it is necessary to

attach a short capacitive stub of 0.6� 2.1 cm. With the
stub added, the bandwidth with reference to a standing-
wave ratio (SWR) of 3:1 is about 2% for the lowband and
almost 8% for the highband. Typical low- and highband
patterns in both E and H planes are shown in Fig. 2. It is
seen that, while the two modes radiate strongest in the
broadside, the directivities of the two modes are quite dif-
ferent.

The rectangular patch is not the only geometry capable
of providing dual-frequency operation. It will be shown in
Section 6 that the TM01, TM20, and TM21 modes of the
equitriangular patch are all broadside modes with similar
polarizations in the broadside direction (refer to Fig. 31 for
a detailed radiation pattern). By choosing the location of
the feed properly, the impedances of these modes do not
vary greatly. Section 6 discusses the utilization of the
equitriangular patch for dual- or triple-frequency opera-
tions.

2.2. Dual-Frequency Stacked Patches

By using a stacked geometry consisting of two patches on
two substrate layers, dual-frequency operation is ob-
tained. The first experiment, reported by Long and Wal-
ton [2], utilized two stacked circular patches. The
geometry is shown in Fig. 3.

The disks were photoetched on separate substrates and
aligned so that their centers were along the same line. The
sizes of the two disks and their spacings were varied and
the resultant behavior of the antenna characteristics mea-
sured. The antenna was fed by means of a coaxial line. The
center conductor passes through a clearance hole in the
lower disk and is connected electrically to the upper disk.
If one considers the two regions under the patch as two
resonant cavities, it is clear that the system behaves as a
pair of coupled cavities. Since the fringing fields are
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Figure 4. Real and imaginary parts of impedance of stacked cir-
cular patches etched on a dielectric with er¼2.47: (a) 2a1¼

3.70 cm; (b) 2a1¼3.78 cm; (c) 2a1¼3.85 cm. (From Long and Wal-
ton [2], r 1979 IEEE.)
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Figure 9. Dual-frequency rectangular patch antenna with mono-
lithic reactive loading. (From Davidson et al. [6], reproduced with
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with L¼4.0 cm, W¼0.33 cm, er¼2.17, t¼0.079 cm; coaxially fed
near the edge end at the center of the 6-cm side. (From Davidson
et al. [6], reproduced with permission from IEE.)
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different for the upper and lower cavities, two resonant
frequencies are expected even if the diameters of the two
disks are the same. Long and Walton [2] showed that,

w 

Short 
circuit

Patch 
Feed

L 

S

G

Figure 11. Geometry incorporating an insert dimension S and a
gap spacing G. (from Davidson et al. [6], reproduced with permis-
sion from IEE.)
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d Ws w
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W

Wp

t

Ls

t

Figure 12. Geometry of probe feed SPA. (From Maci et al. [7],
reproduced with permission from IEE.)

Table 2. Resonant Frequencies of Dual-Frequency
Rectangular Patch with Reactive Loading

W (cm) L (cm) G (cm) S (cm) fL (GHz) fU (GHz) fU/fL

0.33 4.0 1.0 1.5 2.356 2.494 1.054
0.33 4.0 0 0 2.275 2.666 1.172
0.33 8.4 0 0 2.339 2.628 1.124
0.33 4.0 0.7 1.5 2.437 2.494 1.023
0.33 4.0 0.3 1.5 2.471 2.514 1.017

Source: From Davidson et al. [6], reproduced with permission from IEE.

(a)

(b)

Figure 13. Current distributions on slotted patch (W¼40 mm;
L¼30 mm; d¼1 mm; Ls¼28 mm; Ws¼36 mm): (a) TM10 mode;
(b) TM30 mode. (From Maci et al. [7], reproduced with permission
from IEE.)
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Figure 14. Return loss of SPA without tuning resonators fed by
50-O coaxial probe (W¼15.5 mm; L¼11.5; l¼0.5 mm; w¼1 mm;
d¼1 mm; Wp¼5.5 mm; er¼2.2; t¼0.8 mm) (–––– experimental
data; ——— MoM analysis). (From Maci et al. [7], reproduced
with permission from IEE.)
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unlike the single-element dual-frequency rectangular
patch operated in the TM01 and TM03 modes, in which
the frequency ratio is approximately 3 when no short-cir-
cuiting pins are used, this design can produce resonant
frequencies that are considerably closer. A typical fre-
quency ratio is 1.2; the exact value is determined by the
relative diameters of the upper and lower disks, the thick-
nesses of the substrate layers, and the relative permittivi-
ties of the substrates.

Figure 4 shows the real and imaginary parts of the in-
put impedance for 2a2¼ 3.78 cm, t1¼ t2¼ 0.075 cm, and
three values of 2a1. The relative permittivity of both lay-
ers is 2.47. The resonant frequencies as a function of the

upper disk diameter are shown in Fig. 5. Also shown is the
resonant frequency of the lowest mode for a single disk of
diameter 2a and substrate thickness t¼ 0.075 cm, taking
into account the fringing field through the effective diam-
eter. It is seen that the lower resonant frequency is rela-
tively constant, remaining near the value of a single disk
with 2a¼ 3.78 cm and d¼ 0.075 cm. The upper resonance,
on the other hand, is highly dependent on the size of the
upper disk. Radiation patterns were also given in Ref. 2,
which showed that they were similar to the radiation
pattern of the lowest mode of the single circular patch.
The radiation pattern is shown in Fig. 6.

Dahele and Lee [3] have applied the airgap concept to
the design of dual-frequency stacked disks. The geometry
is shown in Fig. 7, in which an airgap between the two
substrates is introduced. By increasing the width of the
airgap, the upper resonant frequency increases, accompa-
nied by a broadening of the bandwidth of the lower reso-
nance.

Dahele et al. [4] also studied a structure consisting of
two stacked annular ring patches as shown in Fig. 8. This
structure was also found to exhibit dual-frequency behav-
ior. As in the case of circular disks, an upper airgap was
found to be a convenient method of altering the separation
between the frequency bands. A theoretical analysis of the
stacked circular disks and stacked annular rings using
Hankel transforms was given by Fan and Lee [5]. The
predicted resonant frequencies showed excellent agree-
ment with the measurements in Refs. 2 and 4.

In the two designs discussed in this section, the stacked
geometry is suitable when the frequency ratio is in the range
of 1.1–1.2, while the single element incorporating short-cir-
cuiting pins yields frequency ratios in the range of 2–3. In
the next section, two additional designs are presented: patch
with reactive loading and patch with slots. The former also
yields similar frequency separation as the stacked patches,
while loading a rectangular patch with slots can reduce the
frequency ratio from about 3 to as low as 1.57.
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3 mm). (From Guo et al. [9], reproduced with permission from
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3. DUAL-FREQUENCY LOADED PATCHES

3.1. Patch with Reactive Loading

A dual-frequency microstrip antenna can be obtained by
loading it with a reactive load, such as a short-circuited

coaxial line or a short-circuited microstrip line. The latter
preserves the low-profile characteristics of the microstrip
patch antenna. Such a structure, shown in Fig. 9, was
demonstrated experimentally by Davidson et al. [6]. In the
experiment, a rectangular patch of dimensions 6� 4 cm
etched on a substrate with er¼ 2.17 and thickness
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–– � –– � s/a¼0.5; –– � � –– s/a¼0.25; - - -
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with permission from IEE.)
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0.079 cm. It is coaxially fed near the edge and at the
center of the 6-cm side. For a linelength of L¼4.0
cm and linewidth w¼ 0.33 cm, the measured real and
imaginary parts of the input impedance are as shown in

Fig. 10. Good pattern characteristics were observed at
each of the resonant frequencies, 2.275 and 2.666 GHz,
respectively.

The separation of the resonances can be varied by (1)
changing the length of the microstrip line and (2) intro-
ducing an inset dimension S with an accompanied gap
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Figure 19. Dual-band patch antenna at 900 and 1800 MHz with
h¼11 mm. (From Guo et al. [10], r 2002 IEEE.)
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spacing G between the line and the patch, as shown in
Fig. 11. The results for the resonant frequencies are shown
in Table 2. It is seen that the frequency ratio varies
between 1.017 and 1.172.

3.2. Patch with Slots

A dual-band rectangular patch antenna with a frequency
ratio of o2 can be obtained by loading the patch with two
narrow slots etched inside the patch, which are close to
and parallel to the radiating edges [7]. Such a slotted
patch antenna (SPA) is shown in Fig. 12.
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Figure 22. Geometry of the basic L-probe dual-band antenna.
(From Luk et al. [15], reproduced with permission from IEE.)
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The reduction in frequency separation can be explained
as arising from the perturbation of the TM10 and TM30

modes, as shown in Figs. 13a and 13b. These narrow slots
are placed close to the radiating edges, where the current
is nearly minimum for the TM10 mode. Consequently, the

current distribution for this mode is only slightly per-
turbed. Hence, its resonant frequency is only slightly dif-
ferent from that of the rectangular patch without a slot.
For the TM30 mode, slots are located where the current of
the unperturbed TM30 mode is significant, leading to
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strong modification of the current distribution. As a re-
sult, the resonance frequency decreases, due to the in-
crease in the current pathlength introduced by the slot.

Maci et al. [7] performed numerical analysis based on
the method of moments (MoM) and fabricated several pro-
totypes at C and X bands. Design criteria were obtained
from the MoM analysis. Figure 14 shows the amplitude of
the reflection coefficient for a patch with the dimensions
shown in the caption. Two resonances were obtained at
f10¼ 5.515 GHz and f30¼ 10.446 GHz. The frequency ratio
was 1.89. The experimental curve (continuous line) com-
pares well with the results obtained by MoM analysis
(dashed line). The central resonance of lower amplitude
that appears in the Fig. 14 is associated with the TM20

mode that is excited in the structure owing to the asym-

metric feed. The measured radiation patterns of this an-
tenna in the E and H planes are shown in Fig. 15. The
dashed and continuous lines correspond to the lower and
the upper frequencies, respectively. A gain of 6.5 dB was
found for the lower frequency and 6.8 dB for the upper
frequency. The E-plane radiation pattern at the upper fre-
quency is broader than that for the lower frequency.

Maci et al. also showed that, by introducing resonant
tuning stubs, the frequency ratio can be further reduced to
about 1.57 [7].

3.3. Slot-Loaded Short-Circuited Patch Antenna

It is well known that the size of a rectangular patch can be
reduced by short-circuiting along the vertical central axis,

  Co-polarization Cross-polarization

Vertical plane  (a) Horizontal plane

Vertical plane (b)   Horizontal plane

0
30

60

90

120

150
180

210

240

270

300

330
0

30

60

90

120

150
180

210

240

270

300

330

0
30

60

90

120

150
180

210

240

270

300

330
0

30

60

90

120

150
180

210

240

270

300

330

−30−40 −20 −10 0 −30−40 −20 −10 0

−30−40 −20 −10 0−30−40 −20 −10 0

Figure 27. Measured radiation patterns of
the antenna of Fig. 25 at 0.9 GHz (a) and
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Table 3. Summary of Radiation Characteristics

Vertical Plane Horizontal Plane

Frequency
(GHz) 3 dB Beamwidth

Cross-polarization
(dB)

Backlobe
(dB) 3 dB Beamwidth

Cross-polarization
(dB)

Backlobe
(dB)

Lower band 0.9 56.31 �13 �12 83.01 �15 �13
Upper band 1.8 40.41 �12 �15 74.91 �9 �19
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which corresponds to the zero-potential plane for the TM10

and TM30 modes, and by using only one-half of the patch.
The size of the antenna can be further reduced by de-
creasing the short-circuiting plane width [8]. Guo et al. [9]
showed that this technique can be applied to reduce the
size of the dual-frequency slot-loaded patch antenna.

The geometry of this antenna is shown in Fig. 16. A
single slot with dimensions Ls�Ws is cut in a rectangular
patch with dimensions a� b with a short-circuited plane
with width s placed at its other side. The patch is sepa-
rated from the ground plane by a foam substrate of thick-
ness h. The slot is placed a small distance ds from the
radiating edge of the patch. The parameters of the
slot were selected using the design criteria given in
Ref. 7. It is found that, by controlling the short-circuiting
plane width, both the TM10 and TM30 modes are strongly
perturbed.

Many designs of the proposed antenna with various
short-circuiting plane widths were fabricated and mea-
sured by Guo et al. [9]. Figure 17 shows typical results of
the measured return loss for the cases with s/a¼ 1, 0.5,
0.25, and 0.1 for the dimensions shown in the caption. It is
seen that the perturbed TM10 and TM30 modes are excited
with good impedance matching. However, when s/a is
o0.1, no feedpoint can be found for exciting the two fre-
quencies with good matching. This indicates that there
are limitations to the present dual-band design. It is seen
that the frequency ratio f30/f10 varies in the range
E1.6� 2.2. For the case s/a¼ 0.1, the frequency f10

occurred at 1.535 GHz, which is about 0.29 times the
frequency f10 (5.35 GHz) for a regular half-wavelength
patch of the same patch size. The partial shorting plane
therefore significantly reduces the resonant length of the
patch.

Typical measured far-field radiation patterns at the
two operating frequencies for the case with s/a¼ 1 and
s/a¼ 0.1 are shown in Fig. 18. For the experiment, the
shorted patch was mounted on a large ground plane (a
circular disk with diameter¼ 3l0) to reduce diffraction off
the edges. Similar radiation patterns and polarizations for
the two operating frequencies f10 and f30 are observed. It
can be seen that for s/a¼ 1, there is a mainbeam squint of
about 321 and 431 in the E plane for f10 and f30, respec-
tively. For s/a¼ 0.1, the corresponding mainbeam squint
is about 301 and 61. For s/a¼ 1, the measured gain in the
maximum direction is 2.2 and 2.75 dBi for f10 and f30,
respectively, while for s/a¼0.1, the corresponding gain is
0.4 and 1.9 dBi. It should be noted that although the
H-plane cross-polarization level is quite high, it may not
be a disadvantage in some applications, such as indoor
mobile communications.

4. DUAL-FREQUENCY COUPLED PATCHES

In this section, we present a dual-frequency design that
makes use of the concept of a low-frequency (outer) patch
coupled to a high-frequency (inner) patch [10]. The low-
frequency element is a U-shaped patch with unequal
arms, while the high-frequency element is a E-shaped
patch [11], which is a variation of the wideband U-slot
patch [12]. The geometry is shown in Fig. 19. The inner
patch is fed by a coaxial probe, and the outer patch is ex-
cited through proximity coupling to the inner patch.

It is noted that the two arms of the U patch are not
equal. This introduces two closely spaced resonances at
the lower frequency, making the bandwidth of the low-
band wider than the case when the arms are of equal
length. Moreover, a short-circuiting wall is introduced in
the U patch to reduce the size of the patch. An antenna of
this type was designed to operate at both 900 and
1800 MHz, using FR4 substrate material with relative
permittivity equal to 4.4 [10]. It has the following param-
eters: W¼ 40 mm, W1¼ 5 mm, W2¼ 5 mm, W3¼16 mm,
L1¼ 45 mm, L2¼ 50 mm, L3¼ 42.5 mm, L4¼ 42.5 mm, a¼
4 mm, b¼ 2 mm, c¼ 44 mm, d1¼ 2 mm, d2¼ 2 mm, e1¼

3.5 mm, e2¼ 3.5 mm, s1¼1.5 mm, s2¼ 1.5 mm, f¼ 41 mm,
g¼ 10 mm, and h¼ 11 mm.

The measured SWR of the dual-band antenna is shown
in Fig. 20. The bandwidth of the lower-frequency element
is 13.3% with a frequency range of 807–922 MHz, and that
of the upper band is 20% with a frequency range of 1625–
1982 MHz when SWRr2. The substrate thickness corre-
sponds to 0.033 free-space wavelength at 900 MHz, while
the length L2 and the width W are 0.15l0 and 0.12l0, re-
spectively. Figure 21 shows the copolarization and cross-
polarization E- and H-plane radiation patterns at 900 and
1800 MHz, respectively. At 900 MHz, the 3 dB beamwidth
in the E plane is 1091 and in the H plane, 1271. At
1800 MHz, the 3 dB beamwidth in the E plane is 721 and
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Figure 28. Geometry of equilateral triangular patch antenna.
(From Lee et al. [16], r 1988 IEEE.)

DUAL- AND MULTIFREQUENCY MICROSTRIP ANTENNAS 1109



in the H plane, 731. The beamwidth in the lower band is
larger than that in the upper band. The measured gain of
the antenna was 271.5 dBi and 4.571.8 dBi at the lower
and upper bands, respectively. The measured results con-
firm that the lower band is due to the short-circuited U-
shaped patch with two unequal arms and the upper one is
due to the inner coaxially fed E-shaped patch. Note that
the cross-polarization was significantly higher than with
the single-patch antenna. However, for indoor mobile com-
munications, this would lead to better transmission capa-
bilities in a multipath environment.

5. DUAL-FREQUENCY WIDEBAND L-PROBE PATCH

5.1. Basic L-Probe Dual-Band Antenna

The L-probe patch [13,14] is a wideband patch antenna.
This technique can be further extended to dual-band op-
eration [15]. For ease of operation and to reduce cost, the
antenna should have only one input for both frequency
bands. In this section, the design of a dual-band patch an-
tenna excited by two L probes through one feed is de-
scribed.

The geometry of a dual-band band patch antenna [15]
consisting of two L probes is shown in Fig. 22. The

antenna operates at 900 MHz (l1, lower-band operation)
and 1.8 GHz (l2, upper-band operation). The probes
are combined together to form a feed structure. The
lower-band patch has length l1¼102 mm (0.312l1) and
width, w1¼110 mm (0.336l1) and is 45.4 mm (0.139l1)
above the ground. Two slots with width¼ 2 mm and
length¼ 90 mm are etched l1 away from the radiation
edge of the lower-band patch. These two slots are used
to suppress the excitation of the TM20 mode that would
influence the upper-band radiation pattern. The upper-
band patch with sides l2¼ 37 mm (0.227l1) is 21.5 mm
(0.128l1) above the ground. Because of the coupling effect
of the lower-band patch, the resonant length of this patch
is less than that of an isolated patch operated at the same
frequency.

The measured return loss S11 is as shown in Fig. 23.
The impedance bandwidth (S11o� 10) of 20.8 and 17.9%
was found for the lower and upper bands, respectively. It is
wide enough to cover GSM 900 and 1800 cellular phone
systems. The maximum gain of 8.4 dBi was found in the
upper band. The measured radiation patterns are shown
in Fig. 24. The 3 dB beamwidths of lower and upper bands
are 711 and 751 in the H plane and are 561 and 601, in the
E plane. The cross-polarization is –10 and –13 dB in the
lower and upper bands, respectively.
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resonance as function of feed position. (From
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5.2. Advanced Design For L-Probe Dual-Band
Antenna Bandwidth

The L-probe dual-band patch antenna can be modified
to have a DC grounded feature, which protects the
antenna against the lightning hazard. This is
accomplished by adding a short-circuit stub in the feed-
ing network of the antenna. Such a design is presented in
this section.

The geometry of the antenna, which operates at both
900 MHz (f1)(lower band) and 1800 MHz (f2) (upper band),
is shown in Fig. 25. The antenna consists of two rectan-
gular patches of different sizes. The thickness of each alu-
minum patch is 1 mm. The lower-band patch (patch L)
with dimensions 100 mm (0.33l1)� 15 mm (0.35l1) is sup-
ported 45.37 mm above the ground by plastic pins. The
height and length of the larger probe are 29.265 and
57.8 mm, respectively, and the antenna is located
55.55 mm (about 1/4l1) away from the short-circuiting
pin. In order to suppress the TM02 mode of the larger
patch, two slots with sides 80 � 2 mm are etched on the

patch. The upper-band patch (patch U) with dimensions
63.5 mm (0.381l2)� 54 mm (0.324l2) is located 22.9 mm
(0.137l2) above the ground. The height and length of the
smaller probe are 15.22 and 32.44 mm, respectively, and
the probe is located at 141.38 mm (about 0.75l2) away
from the short-circuiting pin. The thickness and dielectric
constant of the microwave substrate are, respectively
1.5 mm and 2.65. The characteristic impedance transmis-
sion line is 50O. The size of the ground plane is 200�
275 mm.

Figure 26 shows the measured standing-wave ratio
(SWR) and gain of the dual-band patch antenna. For
SWRo2, the impedance bandwidth of 27.5% was found
for lower-band operation and 14.1% for the upper-band
operation. The results show the antenna is wide enough to
cover the GSM 900 and 1800 mobile phone systems. An
average gain of 8 dBi was found for the lower band and
7.5 dBi for the upper band. The measured radiation pat-
terns of the antenna are shown in Fig. 27. The character-
istics of the vertical and horizontal planes are summarized
in Table 3.
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6. MULTIFREQUENCY PATCH ANTENNAS

6.1. Single-Element Triple-Frequency Triangular
Patch Antennas

As mentioned in Section 2.1, it is possible for a single-
element patch antenna to operate at several frequency
bands corresponding to the various resonant modes

pertaining to the patch structure. For dual-band opera-
tion, we can simply select the rectangular patch, which
can be operated at the TM01 and TM03 broadside modes
with a single feed. For triband operation, other patch
shapes have to be considered.

From the cavity model analysis of equilateral triangu-
lar patch antennas [16], it appears that we can excite the
three broadside modes, namely, TM10, TM20, and TM21
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modes, with a single feed. In particular, if we select the
length of each edge of an equilateral triangular patch to be
10 cm, as shown in Fig. 28, we can ensure that the anten-
na matches at the three modes by choosing the feed posi-
tion g¼ 50 mm (Fig. 29) from an edge of the triangle.

Using the IE3D1 simulation tool, we have analyzed the
performance of the triangular patch antenna. The gain,
SWR, input impedance, and radiation pattern are shown
in Figs. 30 and 31. It can be observed that the antenna
does resonate at the TM10, TM20, and TM21 modes with
resonant frequencies of 1299, 2599, and 3499 MHz,
respectively. The three modes basically have broadside
radiation patterns.

6.2. Multifrequency Stub-Loaded Patch Antennas

As described in Section 3.1, a patch antenna can be oper-
ated in dual frequency if the patch is loaded with a single
stub. The technique can be generalized for designing
patch antennas with triple-band operation. As demon-
strated by Daniel and Kumar [17], it is possible to design
a square patch antenna with the triband characteristic by
loading the two radiating edges with two open-circuited
stubs of unequal lengths, as shown in Fig. 32.

To confirm the results presented in Ref. 17, we have
employed the IE3D software to simulate the performance
of this antenna. The simulated SWRs of the antenna with
and without the two stubs are shown in Fig. 33. It can be
observed that without the stubs, only one resonant mode
is found within the frequency range 1.2–2 GHz. With the
addition of the two stubs, three modes are generated. The
antenna can now be operated at around 1.252, 1.540, and
1.935 GHz. This antenna has a frequency ratio of
1:1.23:1.55, which indicates that the three operating
bands are more closely packed than those of triangular
patch antenna with multimode operation. The radiation
patterns of the antenna are shown in Fig. 34. It can be
observed that the three modes radiate strongly in the
broadside direction.

6.3. Multifrequency Microstrip Antenna Consisting Of
Parallel Microstrip Dipoles

Although the two designs presented in Sections 6.1 and
6.2 can be operated at three frequency bands, the gain
varies substantially between different bands. In particu-
lar, a very low gain is observed at the middle frequency.
Also, in these techniques, it is difficult to generate more
than three broadside modes with a single feed. Alterna-
tively, multifrequency operation can be realized by using
electromagnetically coupled parallel microstrip dipoles of
different lengths excited by the aperture-coupling tech-
nique [18]. As shown in Fig. 35, six dipoles and the feed-
line are centered on the coupling aperture. To achieve a
uniform excitation of the dipoles, the longest pair of di-
poles is located closer to the center of the aperture and the
shortest closer to the edges of the aperture. With appro-
priate selection of dimensions [18], a triple-band patch
antenna operated at f1¼ 5.3 GHz, f2¼6.28 GHz, and f3¼

7.19 GHz was successfully designed. The bandwidth at
bands 1, 2, and 3 are respectively 4%, 4.5%, and 2.1%. This
is an attractive feature as the difference between the
bandwidths at the different frequency bands is small.
Moreover, the antenna has similar broadside radiation
patterns at the three bands.

6.4. Multifrequency Microstrip Antenna Using Multiple
Stacked Elements

Another technique has been proposed for the design of a
multifrequency patch antenna with similar bandwidth
and gain at different frequency bands. As shown in Fig.
36, the antenna consists of a driven patch and four par-
asitic patches placed underneath the driven patch [19].

The driven patch, which has dimensions of 51�51 mm,
is fed by capacitive coupling in order to mitigate the mis-
matching due to the probe inductance. It is etched on a
thin dielectric substrate of thickness 0.8 mm and
dielectric constant 3.38. The parasitic patches are sup-
ported by foam layers and are slightly larger than the
driven patch. Their dimensions are adjusted for optimum
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1IE3D is a tradename for the MoM full-wave electromagnetic
simulator manufactured by Zeland Software.

DUAL- AND MULTIFREQUENCY MICROSTRIP ANTENNAS 1113



performance based on simulation. The total thickness of
the antenna is 15.6 mm. Measured results of the antenna
are listed in Table 4.

It was found that the antenna could be operated at five
frequency bands with gains varying from 7 to 9 dB, and
bandwidth varying from 1.5% to 5.5%. The operating
bands are closely packed in this design (small frequency
ratios). Moreover, the radiation patterns at different fre-
quencies are similar and stable. The radiation pattern is
shown in Fig. 37.

7. CONCLUDING REMARKS

Many present-day wireless applications demand aesthet-
ically pleasing devices operating at dual- or triple-fre-
quency bands. Examples include triband GSM mobile
phones, integrated GPS/GSM receivers, and dual-band
wireless local-area networks. Because of its low-profile
characteristic, multiband microstrip antennas are becom-
ing the most popular choice as an embedded or conformal
antenna in modern wireless devices or systems.

30

0
0

0 0

−5

−5 −5

−10

−10 −10

−15

−15 −15

−20

−20 −20

−25

−25 −25
−30

−30

0

−5

−10

−15

−20

−25

330

300

270

240

210

180

150

90

120

60

30

0
0

0 0

−5

−5 −5

−10

−10 −10

−15

−15 −15

−20

−20 −20

−25

−25 −25
−30

−30

0

−5

−10

−15

−20

−25

330

300

270

240

210

180

150

90

120

60

30

0
0

0 0

−5

−5 −5

−10

−10 −10

−15

−15 −15

−20

−20 −20

−25

−25 −25
−30

−30

0

−5

−10

−15

−20

−25

330

300

270

240

210

180

150

90

120

60

30

0
0

0 0

−5

−5 −5

−10

−10 −10

−15

−15 −15

−20

−20 −20

−25

−25 −25
−30

−30

0

−5

−10

−15

−20

−25

330

300

270

240

210

180

150

90

120

60

30

0
0

0 0

−5

−5 −5

−10

−10 −10

−15

−15 −15

−20

−20 −20

−25

−25 −25
−30

−30

0

−5

−10

−15

−20

−25

330

300

270

240

210

180

150

90

120

60

30

0
0

0 0

−5

−5 −5

−10

−10 −10

−15

−15 −15

−20

−20 −20

−25

−25 −25
−30

−30

0

−5

−10

−15

−20

−25

330

300

270

240

210

180

150

90

120

60

Co-pol
x-pol E-plane

Co-pol
x-pol E-plane

Co-pol
x-pol E-plane

Co-pol
x-pol H-plane

Co-pol
x-pol H-plane

Co-pol
x-pol H-plane

1st mode

2nd mode

3rd mode

Figure 34. Radiation patterns of square
patch antenna. (This figure is available in
full color at http://www.mrw.interscience.
wiley.com/erfme.)

1114 DUAL- AND MULTIFREQUENCY MICROSTRIP ANTENNAS



In this article, major techniques available in the liter-
ature for designing dual-band and multiband microstrip
antennas have been reviewed, with emphasis on the prin-
ciples of operation and design guidelines. It has been dem-
onstrated that if a large frequency ratio is required, the
multimode technique is preferable, whereas if a small fre-
quency ratio is required, the multiple-resonator tech-
niques, including the stacked patch or coplanar patch
geometry, are good choices.
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1. INTRODUCTION

The new millennium has brought many broadband design
challenges, with the memory-hungry multimedia contents
and new-generation wireless mobile communications de-
mand for larger ever bandwidth to satisfy very high data
rates. The demand can be met with the design with high
functionality per unit volume. Naturally frequency agile
and unwanted frequency immune responses from RF and
microwave devices are needed. Electromagnetic bandgap
structures (EBGSs) are playing a vital role in enhancing
the performance of microwave devices. EBG materials are
periodic structures, that exhibit wide bandpass and band-
rejection properties at microwave frequencies. The intro-
duction of periodic perturbation such as dielectric rods,
holes, and patterns in waveguides and PCB substrates has
resulted in the development of EBGSs, which are also
termed photonic bandgap (PBG) materials. As in a photo-
nic crystal (PC), photon propagation is impeded by elec-
trons and the electromagnetic (EM) waves in a EBG
material are impeded by the periodic discontinuity, hence
resulting in a slow-wave structure. Because of their unique
properties of distinct passband and stopband characteris-
tics, planar PBG materials find potential applications in
antennas, amplifiers, waveguides, filters, power dividers/
combiners, phased arrays, electromagnetic compatibility
(EMC) measurements, and many other microwave devices
[1–18]. The passband characteristic of the PBG structure
(PBGS) is used as a slow wave medium, which reduces the
size of electronics boards. The wide stopband is applied to
suppress spurious transmission and leakage in guided
structures such as conductor-backed coplanar waveguides
(CPWs) and striplines. Careful design of the PBGS can
improve antenna matching and hence bandwidth, and can
suppress spurious harmonics, sidelobes, and backlobes of
antenna elements and arrays. In filters PBGSs are used for
harmonic suppressions such that in a filterbank the inter-
ference with other filters can be minimized.

This article investigates PBG-assisted asymmetric
coupled-line bandpass filters (BPFs). Both conventional
circular patterned PBGs and defected ground structures
(DGSs) are used to suppress the harmonics of the filter.
Since PBG is a periodic structure, the theory of periodic
structures is reviewed first. The passband and stopband
phenomena are explained with the help of capacitively

loaded transmission line. The formulation for full-wave
analysis of 1D PBG structure is also reported. The trans-
mission-line model of a modified uniplanar compact PBG
structure (UCPBGS) is analyzed and a dispersion diagram
of the UCPBGS is presented. The calculated stopband and
passband properties of the modified UCPBGS validate the
model. This structure is used in harmonic suppression of a
hairpin filter [37].

Before presenting the PBG-assisted BPF design, we
will analyze a PBG-engineered 50-O transmission line
realized by 2D and 1D circular patterned uniform PBGSs
(UPBGSs). A comparison of the 1D and 2D UPBGSs shows
that there is no significant difference in passband and
stopband properties between the two. Next, UPBGSs are
used to suppress the harmonics of a four-section asym-
metric coupled-line BPF. Different designs of UPBG-
assisted BPFs are investigated and the S-parameter
performance is described to investigate the effectiveness
of harmonic suppression. This comprehensive investiga-
tion reveals that a careful design procedure is required to
achieve the optimum suppression of harmonics without
affecting the passband performance of PBG-assisted
BPFs. The strong interaction between the poles and zeros
of PBGS and BPFs drastically distorts the passband
performance of BPF.

We investigated nonuniform PBGSs in 2003 [15]. Non-
uniform PBGSs provide better passband return loss (RL)
and minimum passband ripples compared with those for
the conventional UPBGSs. We also observe that the non-
uniform PBGSs yield better harmonic suppression com-
pared with the UPBGSs. In our investigation nonuniform
binomially distributed PBGSs are used for significant
harmonic suppression. Few designs are investigated to
observe the effects of different numbers and positions of
the unit cells of binomially distributed PBGSs on the
harmonic suppression and passband performances.

Finally, DGS has been used in the BPF. The wide
stopband property of the DGS is exploited to suppress
both second and third harmonics of the BPF. The uniform
and nonuniform PBGSs are designed at a single stopband
frequency, which is the second- or third-harmonic fre-
quency of BPFs. Therefore, two sets of PBGSs are needed
to suppress the second and third harmonics. The new
dumbbell-shaped DGS reported in the open literature [19]
is more compact and yields very wide stopband perfor-
mance [20]. These DGS assisted BPFs are investigated for
simultaneous second- and third-harmonic suppressions of
BPF. Detailed investigations into DGS-assisted BPFs are
presented toward the end of the article, followed by the
conclusion.

2. THEORY OF PBG STRUCTURES

PBGSs have occupied significant portions of the micro-
wave engineering literature. PBGSs enhance the perfor-
mance of many microwave devices and components. The
acronym PBG is actually used in optical communication.

E
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More recently, PBG-related terminology has been scaled
down for RF engineering applications. PBGSs are old
concepts because they generate stopband- and passband-
like periodic structures. To understand the stopband and
passband phenomena of PBGSs, we first review the con-
ventional periodic structure [21].

Waveguides and transmission lines loaded at periodic
intervals with identical reactive elements are referred to
as periodic structures [21]. This type of period structure
yields two distinct properties:

1. Passband–stopband characteristics

2. Stemming waves with phase velocity lower than the
velocity of light in free space

In the passband EM waves does not attenuate along the
structure. There is some incidental conductor loss only. On
the other hand, in the stopband the EM waves are totally
attenuate so that they cannot propagate throughout the
structure. Stopband characteristics are very important to
suppress surface waves. EM waves having the velocity
lower than the velocity of light in free space are called slow
waves. Periodic perturbation in the ground plane provides
periodic discontinuity. Thus the slow-wave property of the
EM waves is achieved. Slow-wave structures (SWSs) are
promising candidates for compact design.

2.1. Periodic Structures

2.1.1. Capacitively Loaded Transmission Line. A simple
capacitively loaded transmission line can be analyzed to
conceive the idea of periodic structures. The velocity of EM
wave in a physically smooth transmission line can be
written as

Vp¼
1ffiffiffiffiffiffiffi
LC
p ¼

1
ffiffiffiffiffiffiffiffiffiffiffiffiffi
m0e0er
p ð1Þ

where Vp is the phase velocity of EM wave, L is the series
inductance per unit length, C is the shunt capacitance per
unit length, er is the dielectric constant of the medium
surrounding the conductor, and e0 and m0 are free-space
values of the permeability and permittivity, respectively.

From Eq. (1) it is seen that with the value of the
dielectric constant (er), the phase velocity of EM waves
reduces. One problem arises from this simple way of
reducing the phase velocity. If we increase the value of
dielectric constant, then higher-order modes propagate. To
avoid this propagation, the cross-sectional dimensions of
the line must be reduced accordingly. This is the limitation
of increasing the value of dielectric constant to get the
reduced value of the phase velocity of EM waves.

We know LC¼ m0ere0 for dielectric media, so any at-
tempt of increasing the value of C to reduce the phase
velocity is restricted here, because if we increase the value
of C, the value of L will automatically reduce to maintain
the relation LC¼ m0ere0 in a physically smooth transmis-
sion line. Under this circumstance, we can relax the
restriction of a physically smooth transmission line in-
stead of an electrically smooth line. An effective increase
in the shunt capacitance per unit length (C) can be

achieved without disturbing the value of inductance per
unit length (L) by loading lumped shunt capacitance at
periodic intervals where the spacings between the loaded
shunt capacitance are small compared with the wave-
length. At this stage, although the line is not physically
smooth, it will be an electrically smooth line. Under this
condition the capacitance will increase, which can be
observed from the following equation of the phase velocity

Vp¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðCþC0=dÞL
p ¼

o
b

ð2Þ

where C0/d is the loaded lumped capacitance per unit
length, o is the angular frequency, and b is the phase
constant.

There are many ways of obtaining periodic structures.
One of the simplest ways is to load a thin diaphragm at a
regular interval in a coaxial transmission line. The dia-
phragm may be machined as the integral part of the
center conductor. The fringing electric field in the vicinity
of the diaphragm increases the local storage of electric
energy and gives more extra shunt capacitance.

2.1.2. Circuit Analysis of a Periodic Structure. We may
assume a transmission line to be a combination of the
finite unit cell of the structure. Figure 1a illustrates the
equivalent circuit of a basic unit cell of a capacitively
loaded coaxial line, and Fig. 1b shows the complete
transmission line composed of the basic unit cells.

The unit cell may be divided into three parts: two
transmission lines of length d/2 on either side of a norma-
lized shunt succeptance B.

2.1.2.1. Relationship between Input and Output Varia-
bles. Let Vn and In be the input voltage and current
variables, respectively, and let Vnþ 1 and Inþ1 be the
output voltage and current variables, respectively.

The relationship can be found by using the ABCD
transmission matrix. Overall, the ABCD parameters of a
unit cell can be written as

A B

C D

2
4

3
5¼

cos y=2 j sin y=2

j sin y=2 cos y=2

2
4

3
5

1 0

j �BB 1

2
4

3
5

cos y=2 j sin y=2

j sin y=2 cos y=2

2

4

3

5

ð3Þ

where y¼ k0d and k0 is the free-space wavenumber.

Figure 1. (a) Equivalent-circuit model of a unit cell of capaci-
tively loaded line; (b) a transmission line cascaded by unit cells.
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Our unit cells are symmetric where A¼D. When an
EM wave propagates through periodic structures, the
voltage and current at the (nþ 1)th terminal are equal
to the values of the voltage and current of the nth terminal
except for the phase delay. Please note that we assume the
transmission lines to be lossless. Therefore, the relations
of V and I are as follows:

Vnþ 1¼ e�gdVn ð4Þ

Inþ 1¼ e�gdIn ð5Þ

Using Eqs. (4) and (5), we find that Eq. (6) generates a
matrix eigenvalue equation for the solution of Vnþ 1 and
Inþ 1:

Vn

In

" #
¼

A B

C D

" #
Vnþ 1

Inþ 1

" #
¼ egd

Vnþ 1

Inþ 1

" #
ð6Þ

Nontrivial solutions for Vnþ1 and Inþ1 are obtained if the
determinant of this matrix vanishes:

A� egd B

C D� egd

2
4

3
5¼ 0 or

AD� BCþ e2gd � egdðAþDÞ¼ 0

Assuming reciprocal circuit and letting AD�BC¼1, we
have 1þ e2gd

� egd(AþD)¼0 or

cosh gd¼
AþD

2
ð7Þ

Expansion of (3) shows that A¼D¼ cos y� ð �BB=2Þ sin y.
Substituting these values in Eq. (7), we have

cosh gd¼ cos y�
�BB

2
sin y ð8Þ

Equation (8) is a very vital equation for understanding
passband and stopband phenomena created by periodic
structure.

2.1.2.2. Explanation. We can explain the phenomena
with the following cases.

Case 1. When the right-hand side (RHS) of Eq. (8) is less
than 1, cosh gd¼ cos y� ð �BB=2Þ sin yo1, then, under these
circumstances g¼ jb and

cos bd¼ cos y�
�BB

2
sin y ð9Þ

Case 2. When cos y� ð �BB=2Þ sin y > 1, we have cosh gd¼
cos y� ð �BB=2Þ sin y > 1. Under these circumstances g¼ a,
b¼ 0, and

cosh ad¼ cos y�
�BB

2
sin y ð10Þ

Case 3. When cosh gd¼ cos y� ð �BB=2Þ sin yo� 1, then
gd¼ jpþ a and cosh gd¼ cosh(jpþ ad)¼ � cosh ad or

� cosh ad¼ cos y�
�BB

2
sin yo� 1

cosh ad¼ � cos y�
�BB

2
sin y

 ! ð11Þ

Equations (9)–(11) are very important for understanding
the propagation of EM waves through periodic structures.
It is apparent that there will be frequency bands for which
unattenuated wave propagation is possible, separated by
frequency bands in which the wave is attenuated. Fully
attenuated waves yield stopband, and unattenuated
waves generate passband. Thus these equations help us
understand stopband and passband phenomena of PBGS.

Let us consider d5l0 in our case. So the electrical
length y¼ k0d will be small and bd will also be small.
Under these conditions

cos y¼ 1�
y2

2
ð12Þ

cos bd¼ 1�
b2d2

2
ð13Þ

Equation (9) then assumes either of the following forms:

) 1�
b2d2

2
¼ 1�

k2
0d2

2
�

Bk0d

2

b2d2¼ k2
0d2þ �BBk0d

b2
¼ k2

0þ
�BBk0

d

ð14Þ

We have the relations:

k2
0¼o2m0e0¼o2LC ð15Þ

�BB¼
B

Yc
¼oC0

ffiffiffiffi
L

C

r
ð16Þ

(where characteristic impedance Zc¼
ffiffiffiffiffiffiffiffiffiffi
L=C

p
¼ 1=Yc). Sub-

stituting k0 and �BB from (15) and (16) in Eq. (14), we have

b2
¼o2LCþo2 LC0

d

or

b¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L Cþ
C0

d

� �s

ð17Þ

Equation (17) is very important in understanding the
slow-wave effect of periodic structures. We can observe
new value of capacitance CþC0/d in which capacitance
has been increased by C0/d. Therefore, we find that at low
frequencies where d5l0, the loaded line has a shunt
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capacitance CþC0/d per unit length. Increased b value
results in reduction of the phase velocity.

2.2. Full-Wave Analysis of One-Dimensional PBG Structure

2.2.1. Fundamental Equation. Maxwell’s equations are
fundamental equations to form the foundation for electro-
magnetic theory. These equations can be written in differ-
ential form as follows:

r�E¼
�@B

@t
ð18Þ

r�H¼Jþ
@D

@t
ð19Þ

r .D¼ r ð20Þ

r .B¼ 0 ð21Þ

where E is the electric field intensity, B is the magnetic
flux density, H is the magnetic field intensity, and D is the
electric flux density. The electric current density J and
electric charge density r are the sources of the electro-
magnetic fields.

The constitutive relations are

D¼ ere0E ð22Þ

B¼ mrm0H ð23Þ

where er and e0 are the relative permittivity and free-space
permittivity, respectively and mr and m0 are the relative
permeability and free-space permeability, respectively. The
relation between the electric charge density and electric
current density is defined as the continuity equation

r .J¼ �
@r
@t

ð24Þ

Finally, Lorentz’ force equation determines the total elec-
tromagnetic force on a charge q to be

F¼ qðEþu�BÞ ð25Þ

where u is the velocity of the moving charge.
Equations (18)–(25) provide the necessary framework

for predicting all macroscopic electromagnetic interactions.

2.2.2. Analytical Techniques. The use of Maxwell’s
equations in the wave equation and the understanding of
Floquet’s principle yield the eigenvalue equation for the
periodic structure. The solution of the eigenvalue equation
for the periodic structure can be obtained by the use of
Fourier series. The EM wave may be transverse electric
(TE) or transverse magnetic (TM) depending on the orien-
tation of the structure. We present a mathematical model
for a rectangular patterned UPBGS. The structure of
rectangular patterned uniform PBGSs is shown in Fig. 2.

2.2.2.1. Transverse Electric (TEx) Case. The electric field
can be expanded [22] as a periodic function of plane waves

in x with period d and prescribed propagation constant of
kx0 as follows

Eðx; yÞ¼ ẑzEzðx; yÞ¼ ẑzEpðxÞe
�jkx0xe�jkyy ð26Þ

where Ep(x) is the periodic electric field that propagates
only in the xy plane, that is, kz¼0. The electric field must
satisfy the wave equation, so applying the operator
ðr2

xyþ k2Þ to Ez(x,y) of Eq. (26) and noting that the
dielectric constant is a function of x, we obtain

r2
xyEzðx; yÞþ k2

0erðxÞEzðx; yÞ¼ 0 ð27Þ

Assuming the parallel slabs to be infinite in the y and z
directions, Eq. (27) can be simplified to

�
d2

dx2
Ezðx; yÞþ k2

yEzðx; yÞ

¼ k2
0erðxÞEzðx; yÞ

ð28Þ

The periodic electric field is expanded in a Fourier series
in x with unknown coefficients an, which serves to repre-
sent the dependence on y:

EpðxÞ¼
X

n

ane�jð2pn=dÞx ð29Þ

Since the dielectric function is also periodic, it is
appropriate to expand it in another Fourier series with
coefficient bm:

erðxÞ¼
X

m

bme�jð2pm=dÞx ð30Þ

Substituting the Fourier expansions for the field and the
dielectric into Eq. (28) and carrying out the algebraic

y

xz

b

d

Figure 2. One-dimensional lattice of dielectric slabs having
width b and period d.
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operations, we obtain

X

n

2pn

d
þ k2

x0

� �2

þ k2
y

" #
ane�jð2pn=dÞx

¼k2
0

X

n

X

m

anbme
�jð2pm=dÞx

e�jð2pn=dÞx

ð31Þ

In order to determine the unknown coefficients an and bm,
Eq. (31) is multiplied by an orthogonal function and
integrated over one unit cell, which produces a Krönecker
delta function for a specific index:

X

n

2pn

d
þ kx0

� �2

þ k̂k2
y

" #
and

2pp

d
�

2pn

d

� �

¼ k2
0

X

n

X

m

anbmd
2pp

d
�

2pm

d
�

2pn

d

� � ð32Þ

The convolution in Eq. (32) is easily cast into the following
general matrix form

2pn

d
þ kx0

� �2

þ k2
y

" #
an¼ k2

0

X

m

bn�mam ð33Þ

where

bn�m¼
1

d

Z b=2

�ðb=2Þ
ðer � 1Þ exp �j

2pðn�mÞ

d
x

� �
dx

þ
1

d

Z d=2

�ðd=2Þ
ð1Þ exp �j

2pðn�mÞ

d
x

� �
dx

¼
b

d
ðer � 1Þsinc

pðn�mÞb

d
þ dn�m

ð34Þ

A generalized linear eigensystem problem is represented
by Ax¼ lBx, where A and B are n�n matrices. The value
l is an eigenvalue and xa0 is the corresponding eigen-
vector. The propagating modes in the TEx case are solu-
tions of the generalized linear eigensystem in (33).

The solution of Eq. (33) is obtained [22] using the
commercial software Matlab. The resulting eigenvalues
of the matrix are the squares of the frequencies of the
propagating modes in the structure. The solutions of the
frequencies of the propagating modes in the structure are
obtained for the specific values of phase shift. The band
structures for a 1D lattice of dielectric slabs with filling
factor (b/d) of 0.5 is shown in Fig. 3 for kx0aA[� p, p]. The
dielectric constant of the dielectric slab is 13.

Figure 3 shows the dispersion diagram of a square
patterned PBGSs. It can be seen that a stopband is
present from normalized frequencies of 0.15–0.255 GHz.

2.2.3. Transmission-Line Model of PBG Structures. This
section presents the analytical approach of the bandgap
performance of UCPBG. The mathematical formulation of
UCPBGSs is described that has been developed using a
transmission-line model [23].

Basically, a unit UCPBGS consists of a square metallic
patch with four connecting branches. The period of each
cell is approximately a half-wavelength of the center
frequency of the attenuation pole. The slow-wave effect
of the periodic structures causes contraction of the trans-
mission-line wavelength; the period is no longer a half-
wavelength of the same center frequency. Hence, the slow-
wave effect gives rise to a unique compact device struc-
ture. Yang and Itoh [10] designed a periodic UCPBGS
using a complex finite-difference time-domain (FDTD)
method. The method requires numerous numeric codes
to be written for analysis of the specific frequency char-
acteristic of a LPF (lowpass filter) response. The slow-
wave factor (SWF) of the UCPBG structure is approxi-
mately 1.2–2.4 times higher than that for the unperturbed
line at passband. Rahman and Stuchly [23] proposed a
transmission-line model to calculate the impedance of
each section followed by analysis of the whole structure.
The following section presents the transmission-line
model of a unit UCPBG cell and the dispersion diagrams.

2.2.3.1. UCPBG Theory. The analytic models of two
high-impedance surfaces of UCPBGS are shown in Figs.
4a and 4b. The lattice in Fig. 4a consists of a distribution of
square metal patches; each patch is short-circuited to the
ground plane by a thin pin. The lattice in Fig. 4b consists
of square patches; each is indented with four narrow
connecting branches. The circuits can be considered as
the arrays of reactively loaded resonators coupled by gap
capacitors. If the short-circuiting pins or the connecting
branches are disregarded, the period of each cell would be
a half-wavelength of the resonant frequency. However, the
additional short-circuiting pins or connecting branches
increase the reactive loading of the cell and consequently
cause a lower resonant frequency. This agrees with the
slow-wave effect of the PBG structure. Thus, the 2D
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Figure 3. Band structure for 1D lattice of dielectric slabs with
Filling Factor of 0.5 having dielectric constant of 13.
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UCPBGS arrays shown in Figs. 4a and 4b can be
considered as structures periodically loaded with gap
capacitances and inductances provided by either the
short-circuiting pins or the connecting branches.

The equivalent circuit of the reactive loading part for
Figs. 4a and 4b can be represented by Fig. 4c, where Zp is
the reactance of the resonator. The capacitive reactance Xc

represents the coupling gap capacitance between the
neighboring resonators.

With reference to Fig. 4c, the impedance Zp of each
resonator section is calculated in two steps using the
following transmission-line formula (where subscript u is
for unloading conditions, l is the length of the transmis-
sion line):

Zin¼Z0
Zlþ jZ0 tan ðbulÞ

Z0þ jZl tan ðbulÞ
ð35Þ

Step 1: Taking Zl¼N at l¼ 0 and calculating Zm at
l¼w/2 using Eq. (35), we obtain

Zm¼ � jZ0 cot
buw

2
ð36Þ

Step 2: Taking Zl¼XL//Zm at l¼w/2, including the
reactance XL represented by a coil, Zp can be calcu-
lated using Eq. (35) as follows:

Zp¼Z0
Zlþ jZ0 tan ðbuw=2Þ

Z0þ jZl tan ðbuw=2Þ
ð37Þ

For each cell in Fig. 4a, using the numerical method
given, we can express the inductive loading XL of the

central short-circuiting pin, with inductance equal to [24]

L¼ 2� 10�7t ln
4t

d

� �
þ 0:5

d

t

� �
� 0:75

� �
ð38Þ

where t and d are the length and diameter of the pin,
respectively.

The coupling capacitance between resonators can be
written as [24]

C¼
we0ð1þ erÞ

p
cosh�1 a

g

� �
ð39Þ

where a,w,g denote the dimensions as shown in Fig. 4. In
Fig. 4 Z0 is the characteristic impedance of the line and bu

is the phase constant of a lossless line.
Similarly, considering each cell in Fig. 4b, using the

numerical method given, the total inductance provided by
the four connecting branches, can be calculated as [24]

L¼ 0:25� 10�7d

ln
d

s

� �
þ 0:2235

s

d

� �
þ 1:193

� �
kg

ð40Þ

where kg is a correction factor for the ground plane, which
is given as [24]

kg¼ 0:57� 0:145 ln
s

t

� �
ð41Þ

t
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Figure 4. (a) Array of square metal plates
with short-circuiting pins; (b) array of square
metal plates with connecting branches;
(c) equivalent circuit of each resonator section.
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and the coupling capacitance between resonators is [24]

C¼
2be0ð1þ erÞ

p
cosh�1 wc

g

� �
ð42Þ

Both Zp from Eq. (37) in parallel with reactance of the
coupling capacitor Xc of Fig. 4c contributed to the impe-
dance of unit PBG. Hence, the UCPBG array in Figs. 4a
and 4b can be treated as a transmission line periodically
loaded with lumped impedance Z consisting of Zp in
parallel with Xc with a period of a:

Z¼
ZpXc

ZpþXc
ð43Þ

The equivalent circuit for the wave propagation in the
x direction shown in Fig. 5 is also an analogous circuit
corresponding to the propagation in the y direction. Ac-
cording to Shumpert [22], the ABCD matrix of a cascade of
unit UCPBG cell, consisting of a transmission-line section
of length a/2, series impedance Z as defined in Eq. (43) and
another transmission-line section of length a/2 is

A B

C D

2
4

3
5¼

cos
bua

2
jZ0 sin

bua

2

jY0 sin
bua

2
cos

bua

2

2

66664

3

77775

1 Z

0 1

2
4

3
5

cos
bua

2
jZ0 sin

bua

2

jY0 sin
bua

2
cos

bua

2

2
66664

3
77775

¼

cos buaþ j
Z

2Z0
sin bua

Z0

2
cos buaþ jZ0 sin buaþ

Z

2

Z

2Z0
cos buaþ

j

Z0
sin bua�

Z

2Z2
0

cos buaþ j
Z

2Z0
sin bua

2
666666666666666664

3
777777777777777775

ð44Þ

For the conditions of a reciprocal network, AD�BC¼ 1
and nontrivial solution, the determinant of the matrix
must vanish. We derived the following equation of propa-
gation constant g along with the infinite periodic UCPBGS
as

cosh ðgaÞ¼ cos ðbuaÞþ j
Z

2Z0
sin ðbuaÞ ð45Þ

where Z0 is the characteristic impedance and bu is the
phase constant of the unloaded line; they are the same as
those of the resonators.

With g¼ aþ jb, Eq. (45) can be rearranged as follows

coshðaaÞ cosðbaÞþ j sinhðaaÞ sinðbaÞ

¼ cosðbuaÞþ j
Z

2Z0
sinðbuaÞ

ð46Þ

where a denotes attenuation of the wave propagation.
Since Z is purely reactive for lossless (ideal-case)

resonators, thus rendering the RHS of Eq. (46) a real
value, a purely real value is produced for the left-hand
side (LHS) of Eq. (46) with the condition of either a¼ 0 or
b¼ 0, np/a. This corresponds to passband and stopband
conditions, which are considered below for the wave
propagation in PBG structures:

1. The passband condition of the periodic structure
a¼ 0 and ba0, np/a, in Eq. (46) is reduced to

cosðbaÞ¼ cosðbuaÞþ j
Z

2Z0
sinðbuaÞ ð47Þ

2. The stopband condition of the periodic structure
aa0 and b¼ 0, np/a, in Eq. (46) is reduced to

coshðaaÞ¼ cosðbuaÞþ j
Z

2Z0
sinðbuaÞ ð48Þ

We have designed the UCPBGS and simulated the struc-
ture using Matlab software. The dimensions of the
UCPBGS presented here are w¼ 15.0 mm, a¼ 15.13 mm,
g¼ 0.13 mm, g1¼ 2.615 mm, b¼ 1.885 mm, d¼ 3.8 mm,
s¼6.0 mm, and Wc¼ 9.1 mm. The geometry of a modified
UCPBG structure is shown in Fig. 6. This type of UCPBG
structure can find applications in harmonic suppression of
hairpin filters [25–33,37].

The bandgap performance is shown in Fig. 7. As can be
seen in the dispersion diagram in Fig. 7, the first stopband
is created at 2–2.8 GHz, followed by a passband.

z zz

a

Zp

Xc

x

Z0, �u Z0, �u Z0, �u  Z0, �u

Figure 5. Equivalent circuit of a periodic structure.
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2.3. Uniform PBG Configurations Applied to Microstrip Lines

In the preceding sections the theory and analysis of
periodic structures followed by UCPBG configurations
are presented. In modern microwave devices, microstrip
transmission lines are commonplace. Therefore, in the
following sections, we shall concentrate our investigation
only on PBG-assisted microstrip transmission lines. To
derive the characteristic performance of PBG-assisted
lines, it is more logical to use scattering parameters

(S parameters) instead of showing the K–b diagram.
S parameters are the universally accepted format for
device characterization. Moreover, we shall use the com-
mercially available software tool IE3D (from Zeland Soft-
ware, Inc.) to design and extract S parameters for all
designs due to the flexibility of IE3D. IE3D is a method-of-
moment (MoM)-based full-wave analysis tool and hence is
very accurate.

The perturbation in the ground plane of any microstrip
transmission line in the form of PBGS creates stopband.
This stopband is useful for suppression of surface waves,
leakage, and spurious transmission and to improve the
performance of antennas, filters, and other microwave
devices and components. The stopband characteristic is
significantly influenced by the shape, size, and period of
the PBGS located on the ground plane. Therefore it is
useful to investigate the performance of the standard 50-O
microstrip transmission line on PBGSs. We will investi-
gate the PBG-assisted line to verify the performance of
three rows of uniform PBGSs as reported by Radisic et al.
[33]. In this section we will investigate uniform circular
patterned PBGSs (UPBGSs). It is well known that the EM
field is highly concentrated under the microstrip line. We
will investigate one-dimensional (1D) uniform PBGS (one
row) and compare the results with those for two-dimen-
sional (2D) structures (three rows).

2.3.1. Design of Microstrip Transmission Line over
Uniform PBGS (UPBGS). With the inclusion of PBGSs,
the dispersion characteristics of a transmission line
change. First we design a microstrip transmission line
with unperturbed ground plane that does not provide any
stopband characteristics. Then we observe the effect on
the dispersion characteristics in the form of scattering
matrices versus frequency by perturbing the ground plane
with UPBGSs.

Bragg’s condition is used [34] in the PBGS design to
calculate the central stopband frequency. Under this con-
dition, intercell separation (we call it ‘‘period’’) is approxi-
mately equal to half a wavelength of the stopband center
frequency. From the intercell separation, the size of
the PBG element is calculated on the basis of the filling
factor (FF).

The center frequency of the stopband is calculated
approximately with the following expression:

ba¼ p ð49Þ

where a is the period of the PBG pattern and b is the
wavenumber in the dielectric slab and is defined by the
following expression:

b¼
2pf0

c

ffiffiffiffi
ee
p

ð50Þ

where f0 is the center frequency of the stopband, ee is the
effective relative permittivity of the dielectric slab, and c
denotes the speed of light in free space.

On the basis of Eqs. (49) and (50), we designed three-
row and one-row circular PBGSs in the ground plane of a
50-O microstrip transmission line. The geometries of the

g

w

b

 

d

Wc

a

s

g1

Figure 6. Geometry of a modified UCPBG structure to yield
stopband at lower frequency. Dimensions: w¼15.0 mm, a¼
15.13 mm, g¼0.13 mm, g1¼2.615 mm, b¼1.885 mm, d¼

3.8 mm, s¼6.0 mm, Wc¼9.1 mm.
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Figure 7. Plot of propagation wavenumber, passband, and stop-
band frequency range of the 2D UCPBG array. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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two designs are shown in Fig. 8. The S-parameter perfor-
mances are shown in Fig. 9. It can be seen that both
designs provide identical S-parameter performances. Im-
pressive agreement between the two results justifies the
fact that the EM field is highly concentrated under the
microstrip transmission line. The two side rows in three-
row PBGSs have a minimal effect on the dispersion
characteristics of the line. This finding motivates us to
use 1D PBGSs under only the lines of BPF for harmonic
suppression. PBG-assisted BPF will be discussed in the
next section.

2.4. PBGSs in Harmonic Suppression of BPF

Nowadays microstrip BPFs are extensively used in mod-
ern microwave integrated circuits. The performance of the
overall RF system is affected by the spurious transmission
of a conventional BPF. Yang et al. [1] propose the use of
UCPBGS to suppress the spurious transmission. The
UCPBGS is a complex design on a 2D plane and occupies
more space in a circuit. On the other hand, classical
circular-patterned PBGSs are simple in design and can
be made 1D. 1D PBGSs need less space and create fewer
problems in electronic packaging. We have shown in Fig. 9
that 1D UPBGS provides stopband performance very
similar to that of 2D UPBGS. Therefore 1D UPBGS is
used in a filter to suppress harmonics. The numbers of
PBG elements have significant influence on S-parameter
performance [35]. In this section we will investigate the
effect of the number of PBG elements on harmonic sup-
pression of a BPF.

Nonuniform PBGSs realized by the implementation of
binomial and Chebyshev distributions yield better S-para-
meter performance [15]. We will determine whether the
configuration of nonuniform PBGSs can improve harmo-
nic suppression. We will use only binomially distributed
PBG elements.

The harmonics are the multiplication of the fundamen-
tal frequency. 1D and 2D PBGSs generate distinct stop-
bands at a single frequency; therefore it is not possible to
achieve significant multiple harmonic suppression by 1D
or 2D PBGSs. DGS can yield wider stopbands [19]. We will
use this unique property of DGSs to suppress second and
third harmonics of a filter simultaneously.

2.4.1. Design of UPBGSs for Harmonic Suppression. We
investigate five UPBGSs assisted BPFs with different
lattices and numbers of UPBGSs: (1) BPF on a 2D array

Substrate

50-Ohm
T-line

(a)

(b)

Circular
PBGSs in the
GND plane

a

a

Figure 8. Uniform circular PBG-engineered
microstrip transmission lines: (a) three rows;
(b) one row.
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Figure 9. S parameters versus frequency of PBG-assisted trans-
mission lines as shown in Fig. 7.
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of UPBGSs with square lattice (Fig. 10b), (2) BPF on dense
2D UPBGSs of rectangular lattice (Fig. 10c), (3) BPF on
1D UPBGSs located exactly under the two extreme 50-O
lines and the central coupled line (Fig. 10d), (4) BPF on
UPBGSs that are located under two extreme 50-O lines
only (Fig. 10e), and finally (5) BPF on UPBGSs that are
located under all the lines of a BPF (Fig. 10f). As periodic
structures, both PBGSs and BPFs have their own poles
and zeros. Theoretical formulation of the combined struc-
ture is not a trivial task. Only full-wave analyses of some
structures are reported in the open literature. So far no
thorough investigations into the effect of the position,
number, and lattice structures of UPBGS on BPFs have
been reported. The design investigation of UPBGS-
assisted BPF reveals that PBGS drastically degrades the

passband performance. The design objective of simulta-
neous excellent passband and harmonics suppression is
not fulfilled. Although many PBG-assisted BPFs have
been reported in the open literature, this problem has
been overlooked. The motivation of thorough full-wave
analysis has been derived to address this issue. In this
section we investigate these effects on BPF with the aid of
IE3D. These thorough investigations are very useful in
understanding the behavior of BPFs in the presence of
PBGSs.

2.4.1.1. Standard BPF. We first designed a four-section
asymmetric coupled-line BPF (shown in Fig. 10a) on RT/
Duroid with er¼ 10.2 and h¼ 0.635 mm. The dimensions of
the coupled lines were W1¼ 0.425 mm, W2¼ 0.525 mm,

60 ohm
transmission

line
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line

Coupled 
line

Coupled 
line

Coupled
 line

Coupled
 line

PBGs with uniform
distribution

PBGs with uniform
distribution
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PBGs with uniform
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PBGs with uniform
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W60

W60 W60

W60
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 line

D0
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G2 W2

W1
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Ground plane

(a) (b)

(c) (d)

(e) (f)

Ground plane

W50
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Ground plane

Ground plane Ground plane

Ground plane

D0

D0D0

D0

Figure 10. Various designs of BPFs assisted by uniform circular PBGSs: (a) standard four-section
asymmetric coupled-line BPF; (b) BPF on 2D square lattice PBGSs; (c) BPF with dense 2D PBGSs
(rectangular lattice); (d) BPF with PBGSs under 50-O and central coupled lines; (e) BPF with
PBGSs under 50-O lines only; (f) BPF with PBGSs under all lines only.

1126 ELECTROMAGNETIC-BANDGAP-ASSISTED BANDPASS FILTERS



G1¼0.2 mm, G2¼0.7 mm, L1¼L2¼ 3.625 mm, and W50¼

0.6 mm. The passband design frequency was 7.5 GHz.

2.4.1.2. BPF on 2D Array of UPBGSs. In this design the
UPBGSs are etched in the ground plane of the BPF and
their periodicities in the X and Y directions form a square-
patterned lattice structure. The geometry, shown in Fig.
10b, consists of three rows of nine PBG elements. The
UPBGS generates the first stopband at 15 GHz to sup-
press the second harmonics of the filter.

2.4.1.3. BPF with Dense 2D UPBGSs. Next a 2D array of
UPBGSs is situated beneath all the lines of BPF having
rectangular lattice structures. The Bragg’s condition is
applied in the x direction to create a stopband at 15 GHz.
The geometry is shown in Fig. 10c.

2.4.1.4. BPF with PBGSs under 50-O and Central Coupled
Lines. In this design PBG elements are etched under 50-O
and central coupled lines only. This design consists of nine
PBG elements total. The geometry of this design is shown
in Fig. 10d. The objective of the design is to eliminate
redundant PBG cells.

2.4.1.5. BPF with PBGSs under 50-O Lines Only. In this
design, PBG elements are located under 50-O lines only.
There are six PBG elements in this design as shown in
Fig. 10e.

2.4.1.6. BPF with UPBGSs under All Lines. UPBGSs are
under all the microstrip lines of BPF, based on the
assumption that the field is confined below the lines.
Beyond the lines there are no PBG elements. The geome-
try is shown in Fig. 10f.

2.4.2. Results. All the designs are simulated with the
EM Zeland IE3D software. The ground plane has been
assumed to be infinite. We used the RT/Duroid substrate
having a dielectric constant of 10.2 and a height of
0.635 mm. We produced theoretical results for different
geometries of UPBGS-assisted BPF. To see the effect of
UPBGS in harmonic suppression, we show the perfor-
mance of the reference BPF. Finally, the results of the
measured insertion loss (IL) performances of a standard
BPF and a UPBGS-assisted BPF are compared in Sections
2.4.2.1–2.4.2.7.

2.4.2.1. Performance of Reference BPF. An IE3D-simu-
lated S-parameter/frequency plot of a standard asym-
metric coupled-line BPF is shown in Fig. 11. The
presence of spurious transmission around 15 GHz is ob-
vious in the reference BPF. At this frequency the max-
imum value of return loss (RL) is found to be 9 dB and IL is
found to be 2.5 dB. At 7.5 GHz, which is the passband, the
maximum value of return loss (RL) is �22.5 dB and IL is
0.5 dB. At third harmonic, the IL is 0 dB.

2.4.2.2. Performance of BPF on 2D Array of UPBGSs. For
harmonics suppression we applied a 2D array of UPBG in
the ground plane of a reference BPF. The harmonic is
suppressed by application of 2D array of UPBGSs as

shown in Fig. 12. The RL performance at second harmonic
should ideally be zero for proper harmonic suppression.
But the maximum value of RL is here 2 dB and the value
of the transmission coefficient is 9 dB. The IL at third
harmonic is 0 dB. We understand that the UPBGSs are not
exact under the lines, so they are not sufficiently effective
to suppress the transmission at second-harmonic fre-
quency.

0 5 10 15 20 25
Frequency (GHz)

−110

−100

−90

−80

−70

−60

−50

−40

−30

−20

−10

0

S
-p

ar
am

et
er

s 
(d

B
)

S11

S21

Figure 11. IE3D-simulated S-parameter performance of a stan-
dard coupled-line BPF as shown in Fig. 10a. Substrate is RT/
Duroid having dielectric constant 10.2 and height 0.635 mm.
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Figure 12. Theoretical S-parameter performances of a BPF with
square lattice 2D UPBGSs (Fig. 10b). Substrate is RT/Duroid
having dielectric constant 10.2 and height 0.635 mm.
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2.4.2.3. Performance of BPF on Dense 2D Array of UP-
BGSs. Figure 13 shows the simulation result of a BPF
with 2D PBGSs that are denser than the conventional 2D
square lattice structure. In this case they conform to a
rectangular lattice. We see that at 7.5 GHz the maximum
RL is 25 dB and the maximum RL at 15 GHz is about 0 dB.
The IL at 15 GHz is about 40 dB. Significant second-
harmonic suppression is achieved here. The third-harmo-
nic value of IL is 0 dB.

2.4.2.4. Performance of BPF with Three-Line UP-
BGSs. We simulated the BPF where the PBGSs are under
two 50-O lines and the central coupled lines. The perfor-
mance is shown in Fig. 14. In this design (Fig. 10d), two
sides of the UPBGSs are situated under two 50-O lines
and three UPBGSs are under the central coupled line.
From the simulation results it can seen that at 15 GHz the
maximum value of RL is about 1 dB; only and the trans-
mission coefficient is found to be approximately 14 dB. The
third-harmonic value of IL is 2 dB. Harmonic suppression
is not satisfactory. In addition to this, the passband
performance at fundamental frequency is distorted sig-
nificantly.

2.4.2.5. Performance of BPF with UPBGSs under Two
Extreme 50-O Lines. Considering the possibility that EM
propagation takes place through the 50-O line, we first
used UPBGSs under two 50-O lines only to see their effects
on harmonic suppression. The simulation result, shown in
Fig. 15, does not seem promising at all; rather, at funda-
mental, second, and third harmonic frequencies, the per-
formances are poor.

2.4.2.6. Performance of BPF with UPBGSs under All Line-
s. Finally we used PBG under all the lines. The design

provides S-parameter performances as shown in Fig. 16. It
can be seen that at 7.5 GHz the maximum RL is more than
30 dB. At 15 GHz the maximum RL is approximately 0 dB
and IL is approximately 30 dB. In this case significant
improvements in fundamental and second harmonic fre-
quencies are achieved. Only a small ripple in the trans-
mission band is noticed, and this can be controlled by
resizing the UPBGS elements.
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Figure 13. Simulated S-parameter performance of BPF with
dense rectangular lattice 2D UPBGSs (Fig. 10c). Substrate is
RT/Duroid having dielectric constant of 10.2 and height
0.635 mm.
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Figure 14. Simulated S-parameter performance of a BPF with
UPBGSs on 50-O lines and central coupled line (Fig. 10d).
Substrate is RT/Duroid having dielectric constant 10.2 and height
0.635 mm.
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Figure 15. Simulated S-parameter performances of a BPF with
PBGSs on two 50-O lines only (Fig. 10e). Substrate is RT/Duroid
having dielectric constant of 10.2 and height of 0.635 mm.
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2.4.2.7. Comparison of S21 Performances. Finally we
fabricated the optimized reference BPF and UPBGS-as-
sisted BPF. The measured IL performances up to 20 GHz
are shown in Fig. 17. Compared to the simulation results
in Fig. 11, the measured results in Fig. 17 have shifted in
both fundamental frequencies; this frequency shift may be
due to the fabrication errors. For the reference BPF the
average 3-dB IL bandwidth (IL BW) is 7.18%. Average IL
at second harmonic is found to be 10 dB for the reference

BPF. UPBGS-assisted BPF provides an average IL of
30 dB. The 3 dB IL BW is found to be 16.02%. It can
be concluded that UPBGS-assisted BPF improves per-
formance in terms of IL BW and second-harmonic sup-
pression.

The performance levels of UPBGS-assisted BPF are
shown in Table 1.

2.4.3. Designs of B-PBGs for Harmonic Suppression. We
have designed BPFs with binomially distributed PBGSs
(B-PBGSs). We investigate harmonic suppression due
variation in the number of PBG elements in B-PBG-
assisted BPF (B-BPF). Various designs of B-BPFs are
shown in Fig. 18.

In Fig. 16, the B-PBGSs have a FF of 0.4 (0.4 is the
optimum FF for binomially distributed PBGSs [36]).
Using conducting copper Foil to vary the number of PBG
elements, we compare the IL performances for B-BPF in
several different designs:

Design 1. The ground plane of the reference BPF is
perturbed by PBGSs with binomial distribution. In
this design three lines (consisting of two extreme 50-
O lines and one central coupled line) are perturbed by
B-PBGSs having an FF of 0.4. The rests are loaded
with uniform PBGSs having FF 0.25. The total
number of PBG elements in B-BPFs is 13. The
geometry is shown in Fig. 18a.

Design 2. In this design we use only two PBG elements
from the two extremes and PBG elements of B-BPF
are closed as shown in Fig. 18b.

Design 3. In this case the two 50-O lines of BPF are
loaded by four PBG elements. The remaining PBG
elements are closed. The geometry is shown in Fig.
18c.

Design 4. In this design the BPF is loaded by six PBG
elements from the two extremes. The PBG elements
are under 50-O lines only as shown in Fig. 18d.

Design 5. In this design 10 PBG elements of B-BPF are
used. The design is shown in Fig. 18e. No PBG
elements are situated under the central coupled line.

Design 6. This design consists of 12 PBG elements in
the ground plane of a BPF. Here the central PBG
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Figure 16. Theoretical S-parameter performances of a BPF
when UPBGSs are situated under all the lines (Fig. 10f). Sub-
strate is RT/Duroid having dielectric constant 10.2 and height
0.635 mm.
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Figure 17. Measured IL performances of an optimized BPF.
Substrate is Taconic, having dielectric constant of 10 and height
0.635 mm.

Table 1. Performance of UPBGS-Assisted BPF

Designs
IL at 2nd

Harmonic (dB)
IL at 3rd

Harmonic (dB)

Reference BPF 2.5 0
BPF on 2D array of UPBGSs 9 0
BPF on dense 2D array

of UPBGSs
40 0

BPF on 3-line UPBGS
(PBGSs on two 50-O
linesþ central coupled line)

14 2

BPF on two-line UPBGS
(UPBGSs on two 50-O lines)

5 2

BPF on 1D UPBGS
(UPBGSs on all lines)

30 15
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element of the central coupled line is omitted. The
design is shown in Fig. 18f.

We present the RL performances for other designs
below. We show only IL performances to indicate harmonic
suppression.

2.4.3.1. Reference Optimized BPF. The experimental
S-parameter performance of a standard BPF is shown in
Fig. 19. We are investigating the harmonics (second and
third harmonics) by varying the number of PBG elements.
For standard BPF the measured second and third harmo-
nics are found to be 13 and 8 dB, respectively.
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Figure 18. Various designs of B-BPFs with B-PBGSs: (a) elements under all lines; (b) two
elements under 50-O lines only; (c) four elements under 50-O lines; (d) six elements under 50-O
lines; (e) elements under all lines except central coupled lines; (f) elements under all lines except
the central larger PBG elements in the central coupled line.
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2.4.4. Performance of B-BPF. We fabricated all the de-
signs and measured performance by vector network ana-
lyzer (VNA). The measured IL and RL performances of
a BPF loaded by binomially distributed PBGS are as
follows:

Design 1. The IL performance of the B-BPF (Fig. 18a)
is shown in Fig. 20. In this design a total of 13 PBG

elements are used to suppress the harmonics. B-BPF
provides second and third harmonics as 32 and 20 dB;
the harmonics are suppressed by 19 and 12 dB,
respectively. However, the IL performance in the
transmission band is seen to be poor. Under these
circumstances we will investigate the influence of
different numbers of PBG elements on the perfor-
mance of BPF.

Design 2. We investigate the BPF as shown in Fig. 18b
with two PBG elements. During the measurement
the IL performances show second and third harmo-
nics to be 30 and 17.5 dB, respectively (the graph is
not shown here).

Design 3. Four PBG elements etched in the ground
plane of a BPF as shown in Fig. 18d yields the IL
performance, providing second and third harmonics
as 37 and 16 dB, respectively (the graph is not shown
here).

Design 4. During measurement of the IL performance
of a BPF (Fig. 18d) loaded by six PBG elements,
second and third harmonics are found to be 34 and
14 dB, respectively. It is worthwhile to mention that
this configuration hold completely binomially distrib-
uted PBGS under two 50-O lines of a BPF (the graph
is not shown here).

Design 5. The design in Fig. 18e provides 40 and 22 dB
IL as second and third harmonics. The transmission
band at the fundamental frequency is also seen to be
improved. The IL performance for 10 PBG elements is
shown in Fig. 21.

Design 6. As can be seen from Fig. 22, design 5 (Fig. 18f)
yields ILs of 38 and 21 dB at second and third harmo-
nics. The transmission band at the fundamental
frequency is similar to that for design 5.
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Figure 19. Measured S-parameter performance of a standard
BPF. Substrate is Taconic having dielectric constant 10 and
height 0.635 mm.
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Figure 20. Measured IL performance of a B-BPF shown in Fig.
18a where PBG elements are periodically loading under all the
lines. Substrate is Taconic having dielectric constant 10 and
height 0.635 mm.
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Figure 21. Measured IL performance of BPF when 10 PBG
elements are under all lines except the central coupled line.

ELECTROMAGNETIC-BANDGAP-ASSISTED BANDPASS FILTERS 1131



The IL performances for all the designs are compared
in Table 2, where it can be seen that the 10-PBG element
provides the best performance. 12-PBG elements also
provide almost similar performance. It is also clear from
the investigation that suppressions of second and third
harmonics do not follow the number of PBG elements;
rather, their position and size are the important issues in
harmonic suppression of coupled-line BPF. The important
finding is the role of larger PBG elements of the central
coupled line. Comparing results from Figs. 21 and 22, it
can be concluded that the middle larger element under the
central coupled line degrades the performance.

2.4.4.1. Binomially/Uniformly Assisted BPF Comparison.
In order to investigate the improved performance of B-
BPF over the UBPG-assisted BPF, the combined perfor-
mances are shown in Fig. 23.. It can be seen in Fig. 23
that the average 10 dB RL BW at fundamental frequency
for both B-BPF and U-BPF is 16.2%. The 3 dB IL BW is
found to be 19.56%. The average isolation at second

harmonic is � 39 dB for B-BPF, compared to the U-BPF
of � 29 dB. The performances of an optimized BPF,
UPBGS-assisted BPF, and B-BPF are compared in Table 3.

2.5. DGS for Harmonic Suppression

2.5.1. Design. In this subsection we report the novel
idea for simultaneous suppression of second- and third-
order harmonics generated in a conventional BPF. We
have already reported that the dumbbell-shaped DGS can
yield a wider stopband [20]. Now we implement this
unique property in an asymmetric four-section coupled-
line BPF to suppress the second- and third-order harmo-
nics. We propose using 1D EBGSs (dumbbell-shaped
DGSs) that are located just under standard 50-O lines.
No DGS will be used under the coupled lines. We also
present a novel idea that the dumbbell-shaped DGSs,
which are designed at two different frequencies, are to
be located under two end 50-O lines only. This design is
sufficient to suppress the second- and third-order harmo-
nics. We investigate a few different designs. Figure 24
shows one of the various designs investigated. It is noted
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Figure 22. Measured IL performance of a BPF loaded by 12 PBG
elements. Only one larger element under the central coupled line
is closed.
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Figure 23. Measured S-parameter performance of an optimized
BPF along with the IL performances of B-BPF and UPBGS-
assisted BPF.

Table 2. Performance of a Coupled-Line BPF with
Binomially Distributed PBGS along with Different
Numbers of PBG Elements

Insertion loss (IL) (dB)

Number of PBG Elements 2nd Harmonics 3rd Harmonics

0 (reference BPF) 13 8
2 30 17.5
4 37 16
6 34 14
10 42.5 22
12 38 21
13 20 17.5

Table 3. Performance of an Optimized BPF with UPBGSs
and B-PBGS

Type

Average
3 dB IL BW

(%)

Average
10 dB

RL BW
(%)

Average
2nd Harmonics

(dB)

Standard BPF 7.18 5.96 6
UPBGS-assisted BPF 16.02 15.2 29
B-BPF (with omission of

central PBG elements)
19.56 16.2 39
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that the designs differ from each other with respect to the
number of DGSs only. The designs are as follows:

Design 1. Here we use a total of four DGSs under two
50-O lines. Two DGSs will be located under each 50-O
line. The larger square slot of the DGS unit measures
52� 52 mm2, and the vertical narrow slot is 20�
15 mm2. The geometry of a BPF with four DGSs in
the ground plane is shown in Fig. 24.

Design 2. In this case we use four DGSs under only the
left-side 50-O line. There are no DGS elements under
the right-side 50-O line. The geometry is identical to
Fig. 24, with the exception that DGS elements are
located only on the left side rather than on both left
and right.

Design 3. Four DGSs are located under the left 50-O
line designed for second-harmonic suppression. An-
other set of four DGSs is located under the right 50-O
line, which is suitable for third-harmonic suppres-
sion. The RHS (right-hand-side) DGSs are smaller in
size than the LHS DGSs. This is obvious, as they are
designed at higher frequency to suppress third har-
monics. The geometry is shown in Fig. 25.

Design 4. Four DGSs are located under the LHS 50-O
line and eight DGSs are placed under the RHS 50-O
line. The eight DGS elements are designed for sig-
nificant third-harmonic suppression. The geometry is
identical to that in Fig. 25.

2.5.2. Results. Theoretical investigations have been
carried out on DGS-assisted BPFs for effective suppres-
sion of second (at 15 GHz) and third (at 22.5 GHz) harmo-
nics. The S-parameter performances for the various
designs are given below (theoretical performances of the
standard optimized BPF used in all designs are shown in

50 ohm
transmission 

line

Ground plane

DGSs in
GND plane

Coupled
line

W1
W2

L2

W50

G2
G1

L1

Figure 24. Geometry of a DGS-assisted BPF; four DGSs are
located under two 50-O lines.
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Figure 25. Geometry of a DGS-assisted BPF having four larger
DGSs under LHS 50-O line and four smaller DGSs under RHS
50-O line.
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Figure 26. S-parameter performances of an optimized reference
BPF.
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Figure 27. S-parameter performances of a DGS-assisted BPF
having a total of four DGSs (2þ2) lying under two 50-O lines.
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Fig. 26; the second and third harmonics are 6 and 0 dB,
respectively):

Design 1. The S-parameter performances for four DGS
(2þ 2) located under two 50-O lines are shown in
Fig. 27. From the IL performance it can be seen that
the ILs at second and third harmonics are 28 and

6 dB, respectively. Input matching is seen to be im-
proved.

Design 2. The S-parameter performances of a BPF
assisted by four DGSs under the LHS 50-O line are
shown in Fig. 28. It can be seen that this design
provides the ILs at second and third harmonics of 38
and 20 dB, respectively.

Design 3. In this design we have placed four DGSs
under the LHS 50-O line for use in second-harmonic
suppression, and four other DGSs are placed under
the RHS 50-O line, designed for use in third-harmonic
suppression. This is a new technique, in which we
have designed DGSs at two frequencies for effective
harmonic suppression. The S-parameter perfor-
mances of this design are shown in Fig. 29. It can
be seen that this design provides second and third
harmonics as 40 and 20 dB, respectively.

Design 4. In this case we attempted to suppress the
third harmonic significantly. For this purpose eight
DGSs are used under the RHS 50-O lines to generate
deeper and wider stopbands to suppress the third
harmonics. The S-parameter performances of this
design are shown in Fig. 30. It can be seen that the
suppression at third harmonic has improved signifi-
cantly to 30 dB.

3. CONCLUSIONS

We have reviewed the theory of periodic structures to
understand the passband and stopband phenomena of
PBGSs. The dispersion diagram of a modified UCPBG
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Figure 28. S-parameter performances of a BPF assisted by four
DGSs lying under the LHS 50-O transmission line.
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Figure 29. S-parameter performances of DGS-assisted BPF
where two sets of four (i.e., total eight) DGSs have been placed
under two 50-O lines.
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Figure 30. S-parameter performances of DGS-assisted BPF
where four DGSs are used under the LHS 50-O line and eight
DGSs are designed for third-harmonic suppression and placed
under the RHS 50-O line.
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structure is presented, based on the transmission-line
model [23] of PBGSs. We have compared the S-parameter
performances of three rows with those of one row of PBG-
assisted transmission lines. It can be seen that they
provide almost identical performances. Therefore we
have placed 1D PBG elements just under the lines of
BPF for the suppression of higher-order harmonics.

We have theoretically investigated BPF for UPBGSs
with different conditions. From all the results it can be
seen that the performance improves if the PBG elements
are located just under the lines. We have also fabricated
optimized reference BPF and a BPF with UPBGS. It can
be seen that, due to inclusion of PBG elements in a
conventional BPF, the IL performance improves signifi-
cantly in terms of passband performance and harmonic
suppression.

We designed binomially distributed PBGSs for the
suppression of spurious transmission in a BPF. A compact
microstrip BPF with intrinsic spurious suppression was
reported [1] in which 2D UCPBGSs are used. 2D
UCPBGSs are more complex and take more space to
describe; thus we have proposed BPBGSs that yield
ripple-free transmission with wider stopband in micro-
strip lines. We investigated IL performances of a BPF with
a variable number of PBG elements. It can be seen that
BPBGSs suppress second harmonics significantly; they
also suppress third harmonics. It is very interesting to
note that in a microstrip transmission line the stopband
scales with the number of PBG elements. But our present
study reveals that it does not hold true for harmonic
suppression of a BPF. This can be explained as the
coupling phenomenon of the poles of BPF and PBG ele-
ments. The PBG elements situated under the central
coupled line may provide significant coupling of PBGS
and BPFs and may drastically degrade the passband
performances.

Random usage of PBGS under BPF does not always
lead to descent passband and harmonic suppression. In
most cases, passband performance is drastically distorted;
therefore careful design and investigation is required. In
our investigation we observed that the strong coupling
between the central coupled line of BPF and the central
PBG element under the coupled line destroys the band-
pass performance of BPF. After careful design of elimina-
tion of central PBG elements, the designs with both 10 and
12 PBG elements provide better IL performance.

Finally, we have investigated DGS-assisted BPF. Of the
few designs that we have investigated, all suppress both
second and third harmonics significantly. A new technique
of using two sets of DGSs designed at two different
frequencies works well in second- and third-harmonic
suppression.
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ELECTROMAGNETIC COMPATIBILITY

CLAYTON R. PAUL

Mercer University
Macon, Georgia

1. INTRODUCTION

Electromagnetic compatibility (EMC) concerns the reduc-
tion of interference in electronic systems. For a more com-
plete discussion of EMC, see Ref. 1. All figures in this
article are taken from that reference. Interference has oc-
curred when an electromagnetic emission causes the un-
intended operation of a device. A typical interference
scenario consists of a source (or emitter), a transfer (or
coupling) path, and a receptor (or receiver) as shown in
Fig. 1. Hence there are three ways to reduce the interfer-
ence in the receptor: (1) reduce the level of the source, (2)
increase the attenuation of the transfer path, and (3) re-
duce the susceptibility of the receptor. Generally the op-
timal procedure is to work from left to right, that is, first
reduce the level of the source, then increase the attenua-
tion of the transfer path, and finally, if needed, reduce the
susceptibility of the receptor. The source and the receptor
may be intended or unintended. Examples of intended
sources are the emissions from an FM radio transmitter or
an airport surveillance radar. Arcing at the brushes of a
DC motor and the radiated emissions from a digital com-
puter are examples of unintended emissions. Generally,
the transfer path is either through air or via metallic con-
duction as in wires. An unintended receptor for the energy
might be a television set that has received the emissions
from an digital computer. In the case of unintended sourc-
es such as the clock in a digital computer, the levels of
emission can be reduced, as we will see, by increasing the
rise/falltimes of the clock pulses. This serves to reduce the
levels of the high-frequency components without affecting
the functionality of the computer. The levels of intended
sources such as an FM radio transmission can rarely be
reduced. Shielding and filtering are common ways of
increasing the attenuation of the transfer path. Separat-
ing the source and receptor, when possible, also accom-
plishes this. In some cases the susceptibility of the
receptor can be reduced by use of error correcting codes.

Generally interference occurs through radiated emis-
sions or conducted emissions. Susceptibility also occurs
through these two mechanisms. Hence there are four basic
EMC subproblems shown in Fig. 2. These are radiated
emissions, radiated susceptibility, conducted emissions,
and conducted susceptibility. It should be pointed out
that time-varying currents radiate. Hence currents,
whether on cables or on metallic cabinets cause radiated

Figure 1. The basic decomposition of the EMC coupling problem.
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emissions. Typically long cables in the systems that carry
high-frequency noise currents are the primary mecha-
nisms for radiated emissions. These radiated emissions
may cause interference with adjacent electronic systems.
External sources such as the emissions from an FM radio
transmitter or an airport surveillance radar may impinge
on an electronic product. These emissions induce unin-
tended currents on the metallic cabinets or cables of the
systems that may create interference with the system.
This is referred to as a radiated susceptibility problem.
The power cord of an electronic device carries, in addi-
tional to the necessary 60-Hz power signal, other higher-
frequency signals. For example, the harmonics of a digital
clock in a product frequently show up on the power cord.
These ‘‘noise’’ signals are then conducted onto the power
net of the installation. The power net of an installation is
in essence a large antenna in that the phase wires, and the
neutral wires are ‘‘hardwired’’ together. When high-fre-
quency noise is conducted out of the product via the power
cord and placed on this large power net, they then radiate
which can cause interference. A frequent example of this
is the interference with a TV set caused by the arcing at
the commutator of a motor as in a vacuum cleaner. These
noise signals, in addition to radiating, also proceed out the
power cord of the vacuum cleaner and hence onto the
power net. These are examples of conducted emissions.
And finally high-frequency signals are conducted along
wires and the metallic cabinets of a device. Hence they
may appear in unintended places within the device caus-
ing interference. A common such case is where noise on

the AC power net is conducted into the product via the
device power cord. Switching on a motor such as in an air
conditioner somewhere in the building will induce noise
on the power net, which can be conducted into a product
via the power cord. Lightning during thunderstorms
induces signals on the power transmission lines. These
also may be conducted into the product, causing interfer-
ence. These scenarios constitute conducted susceptibility
problems.

In addition to these primary concerns in EMC, there
are also other aspects of EMC shown in Fig. 3. Electro-
static discharge or ESD is becoming a frequent mecha-
nism for causing intereference in digital systems. When a
human wearing rubber-soled shoes walks across a nylon
carpet, charge is deposited on the person’s body. When the
person approaches a digital device such as a computer
keyboard, this accumulation of charge on the finger cre-
ates an intense electric field that may be of sufficient mag-
nitude to break down the air, resulting in an intense
discharge much like a miniature lightning discharge.
This discharge can cause improper operation of the device
such as loss of data or permanent destruction of some of
the electronic components in the device. The detonation of
a nuclear device creates an intense radiated electric field
that can damage or destroy electronic systems. This is re-
ferred to as an electromagnetic pulse (EMP). Even though
a communication center does not receive direct blast dam-
age, this intense electromagnetic field can damage the
communication electronics and prevent a retaliatory
action. Lightning occurs frequently and can result in large

Figure 2. The four basic EMC subproblems: (a) radiated
emissions; (b) radiated susceptibility; (c) conducted emis-
sions; and (d) conducted susceptibility.
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current channels. Although a direct strike can cause se-
vere damage, indirect strikes can also induce damaging
currents in electronic devices. And finally, it has been
shown that it is possible to indirectly determine informa-
tion being transmitted by monitoring the electromagnetic
emissions. Communication security is obviously of ex-
treme importance in the military context, but it is also
important in the business world in order to protect trade
secrets.

2. REGULATORY REQUIREMENTS FOR
ELECTRONIC SYSTEMS

In the United States, the Federal Communications Com-
mission (FCC) has regulatory authority over wire and ra-
dio communications, and has the responsibility for
limiting interference with communications. Around
1979, the personal computer was being introduced to con-
sumers in the United States. Residents of apartments be-
gan complaining to the FCC about interference being
caused in their television receivers by a personal comput-
er in an adjacent apartment. In order to limit the

interference potential of these personal computers, the
FCC instituted regulations in Title 47 of the Code of Fed-
eral Regulations, Part 15, Subpart J which limited the
radiated and conducted (exiting the power cord) emissions
of all ‘‘digital devices’’ that are intended to be sold in the
United States. (Look on the back of your calculator, per-
sonal computer, or laser printer to see the FCC compliance
notice.) The FCC defines a ‘‘digital device’’ rather broadly
as ‘‘Any unintentional radiator (device or system) that gen-
erates and uses timing pulses at a rate in excess of 9000
pulses (cycles) per second and uses digital techniques.’’
This definition is rather broad and covers, in addition to
personal computers, virtually anything ‘‘digital’’ such as
electronic typewriters and laser printers. These regula-
tions prescribe limits on the maximum radiated and con-
ducted emissions of a ‘‘digital device.’’ The conducted
emissions are defined as those exiting the power cord of
the digital device, and the frequency of the regulation
ranges from 150 kHz to 30 MHz. The radiated emission
limits extend from 30 MHz to well over 1 GHz, with this
upper limit depending on the fifth harmonic of the system
clock. See Ref. 1 for a discussion of these specific limits. For
example, for a digital device intended for residential use
(as opposed to business use), the limit on noise current ex-
iting the power cord is on the order of 5mA, whereas the
limit on the electric field of radiated emissions is on the
order of 100–500mV/m when measured at a distance of 3 m.

It is very important to emphasize that if the conducted
or radiated emissions of a ‘‘digital device’’ exceed the FCC
limits at any frequency within the regulation frequency
range, it cannot be legally sold in the United States! The
FCC has the statutory authority for imposing fines and/or
jail sentences if anyone intentionally violates the regula-
tion. Hence, even though a company develops, for exam-
ple, a revolutionary device (e.g., a laser printer that has
the dimensions of a laptop computer, prints 50 pages per
minute in color, and can be sold for under $50 U.S.), this is
all for naught if the device fails to meet the FCC limits.
Even if the device fails the FCC limits, additional sup-
pression measures can be taken to bring those emissions
into compliance. However, adding the suppression mea-
sures such as filters and shielding will add to the cost of
the product yet not enhance its functionality and hence
will affect its marketability. Therefore, one of the most
important design goals of electronic products today is to
design the system to comply with the FCC limits.

Virtually all other countries in the world have similar
and sometimes more stringent limits on the emissions of
digital products. Hence EMC is a global concern. For ex-
ample, prior to the institution of the FCC limits in the
United States, most countries in Europe had individual
limits on radiated and conducted emissions of digital de-
vices that were similar to those instituted later in the
United States. Most of these limits were those developed
by CISPR (the French translation meaning International
Special Committee on Radio Interference). CISPR is a
committee of the International Electrotechnical Commis-
sion (IEC), an international body that promulgates
standards in order to facilitate trade between countries.
CISPR published a recommended standard known as
CISPR 22 that concerns information technology equipment

Figure 3. Other aspects of EMC: (a) electrostatic discharge
(ESD); (b) electro-magnetic pulse (EMP); (c) lightning; (d) TEM-
PEST (secure communication and data processing).
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(ITE) which also includes digital devices. Many countries
in Europe and throughout the world have adopted the
CISPR 22 standard. The CISPR 22 limits are quite similar
to the FCC limits. In recent years many countries in Eu-
rope have come together to form the European Economic
Community or European Union in order to facilitate trade
between the member nations. They have essentially adopt-
ed the CISPR 22 standard for radiated and conducted
emissions of digital devices that are to be sold in those
countries. This is called a European Norm, and the stan-
dard is EN 55022. Hence, complying with limits on radi-
ated and conducted emissions of digital devices is a
worldwide concern. In addition, the European standards
impose additional regulatory requirements on digital de-
vices that limit the susceptibility of a digital device to elec-
tromagnetic emissions. This requirement has not yet been
imposed by the FCC but has created considerable concern
for manufacturers of digital products that are intended for
sale in Europe.

The measurement of these levels must be conducted by
strict rules that are described in related standards. The
measurement of radiated emissions is generally conducted
in a semianechoic chamber as illustrated in Fig. 4. A
shielded room encloses the test and prevents external
emissions from contaminating the test results. The walls
are lined with materials (carbon-impregnated foam or
more recent ferrite tiles) that absorb electromagnetic
waves in the frequency range of the regulations. This is
done to prevent reflections from the shielded room walls
and hence to simulate free space. The floor is a ground
plane; hence the prefix ‘‘semi’’ in the chamber name. The
conducted emissions are noise currents exiting the power
cord of the device. These are routinely measured with a

line impedance stabilization network (LISN) as shown in
Fig. 5. The digital product under test has its power cord
plugged into the LISN, and the LISN is plugged into the
commercial power outlet. The purposes of the LISN are
twofold:

1. The impedance seen between phase and ground and
between neutral and ground of the commercial pow-
er net over the regulatory frequency range of
150 kHz–30 MHz varies widely; thus the first pur-
pose of the LISN is to present a constant 50O im-
pedance between phase and ground and between
neutral and ground over the regulatory frequency
range.

2. The second purpose of the LISN is to prevent noise
on the commercial power net from contaminating
the test. Inductors L1 are present to block this, and
capacitors C2 are present to divert this noise to
ground. Of course, the LISN must also pass the
60 Hz commercial power to the product. At 60 Hz,
L1 is essentially a low impedance and C2 is essen-
tially a high impedance. Hence the LISN is trans-
parent to the 60 Hz power but appears as shown in
Fig. 6 at the regulatory frequencies of 150 kHz–
30 MHz.

These EMC regulatory requirements cannot be waived.
If a digital device fails to meet these limits at any fre-
quency, it cannot be legally sold in that country! There are
certain other EMC requirements that can be relaxed if
deemed necessary. These are for military products, com-
mercial aircraft and automobiles, and other commercial

Figure 4. Illustration of the use of a semian-
echoic chamber for the measurement of radi-
ated emissions.
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vehicles. In the United States, in the early 1960s the
Department of Defense (DoD) instituted a broad range of
EMC requirements concerning, among other things, limits
on the radiated and conducted emissions from virtually all
electronic products that are sold to DoD units (U.S. Army,
Navy, Coast Guard, etc.) These are military standards and
the EMC regulation is MIL-STD-461E. The frequency
range of regulation of the emissions is drastically greater
than the FCC or CISPR 22 regulations, extending in some
cases from 30 Hz to 40 GHz. However, the project officer
for the contract has the authority to ‘‘tailor’’ these limits to
fit the particular requirements of the system in which the
electronic device is to be installed. In addition to the mili-
tary, commercial aircraft manufacturers in the United
States voluntarily comply with a standard on radiated
and conducted emissions of commercial aircraft known as
DO-160D. These voluntary standards prescribe limits on
radiated and conducted emissions (on cables) as well as
susceptibility in order to prevent or reduce the potential
for interference with critical flight systems on the aircraft.
Manufacturers of commercial automobiles and trucks in
the United States also voluntarily comply with a standard
such as SAE J551-2, which provides, among other things,

limits on the radiated and conducted emissions of the
vehicle as well as its susceptibility to external electromag-
netic emissions. Again these limits are intended to prevent
or reduce the potential for interference with electronic
systems on the vehicle from either internal or external
sources. Once again, these are voluntary but manufactur-
ers generally comply because introduction into the market
of an airplane or vehicle that is susceptible to everyday
emissions from radio towers and other ambient emitters
that the airplane or vehicle routinely encounters would
create a devastating loss of confidence with consumers.

3. TIME-DOMAIN VERSUS FREQUENCY-DOMAIN
DESCRIPTION OF DIGITAL SIGNALS

The abovementioned regulatory requirements on digital
devices are given in the frequency domain, that is, at each
frequency within a frequency range. Hence it is important
to investigate the relation between the time-domain wave-
forms of digital signals and their spectral content. The
primary waveform in a digital device is its clock(s) signals.
These are periodic, pulses with period T that are approx-
imately trapezoidal in shape and have risetimes and

Figure 6. Equivalent circuit of the LISN as seen by the
product over its intended frequency range of use.

Figure 5. The line impedance stabilization
network (LISN) for the measurement of con-
ducted emissions.
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falltimes of tr and tf, respectively, as illustrated in Fig. 7.
Typical clock signals have equal risetimes and falltimes or
approximately so. Digital data signals have a similar
waveform but are random in occurrence as opposed to
the deterministic clock signal. Since the clock is periodic,
we may decompose it into its spectral components with the
Fourier series, giving the representation [1]

xðtÞ¼X0þX1 cos ðo0tþ y1Þ

þX2 cos ð2o0tþ y2Þ

þX3 cos ð3o0tþ y3Þ þ � � �

ð1Þ

Hence, the signal consists of the sum of a DC or average
value X0, plus an infinite number of harmonics having
magnitude Xn and phase yn and frequencies no0, where
o0¼ (2p/T) and the fundamental (repetition) frequency is
f0¼ (1/T). For the trapezoidal waveform in Fig. 7 having
equal risetimes and falltimes, the magnitudes of these
spectral components are [1]

Xn¼2AD
sin ðnpDÞ

npD

����

����
sin ðnptrf0Þ

nptrf0

����

���� ð2Þ

where the duty cycle is

D¼
t
T
¼ tf0 ð3Þ

and the pulsewidth between 50% points is t.
In order to facilitate an understanding of how the time-

domain properties affect the spectral content, it is possible

to obtain spectral bounds on the magnitude as shown in
Fig. 8 [1]. This Bode plot shows that the magnitudes of the
spectral components fall off with increasing frequency as
0 dB/decade out to the first breakpoint, which occurs at
1/pt¼ f0/pD. Above this breakpoint the levels fall off as
20 dB/decade up to the next breakpoint, which is 1/ptr.
Above this the levels fall off as 40 dB/decade. Hence, to re-
duce the high-frequency spectral content, we must increase
the pulse rise/falltimes. This is a primary method of re-
ducing the source. Figure 9 shows a comparison between
the exact levels and the spectral bounds for a 1-V, 1-MHz
clock having a rise/falltime of 20 ns, a 50% duty cycle, and
a 30% duty cycle. Figure 10 shows a spectrum analyzer
display of a 1-V, 10-MHz, 50% duty cycle digital clock sig-
nal having rise/falltimes of 20 and 5 ns illustrating the
considerable reduction of the high-frequency spectral con-
tent achieved by increasing the rise/falltimes of the pulse.

4. METHODS FOR REDUCING EMISSIONS
FOR COMPLIANCE

4.1. Radiated Emissions

We first describe methods for reducing radiated emissions.
Again, time-varying currents radiate whether they are on
cables or metallic cabinets. However, the predominant ra-
diated emissions for digital products seem to emanate
from wires or printed circuit board (PCB) traces in the
system. The PCB traces are also referred to as ‘‘lands’’ be-
cause of their rectangular cross sections. There are two
possible types of current. Consider a two-conductor (wire
or PCB land) transmission line as shown in Fig. 11. Dif-
ferential-mode currents are the usual functional currents
on these conductors, and these phasor currents are denot-
ed as ÎID in Fig. 11a. At a line cross section these are equal
in magnitude but opposite in phase. These are the func-
tional or desired currents that are designed for. If we view
each conductor current as a Hertzian dipole (assuming
that the conductor is electrically short and the observation
point is in the far field at this frequency), then the radi-
ated electric fields, ÊE1 and ÊE2, subtract. Since the two cur-
rents are not collocated, they do not cancel. Conversely,
there also exist common-mode currents on the conductors
and these phasor currents are denoted as ÎIC. At a cross
section of the line the two currents have the same magni-
tude and are in phase as shown in Fig. 11b. Again viewing
these as Hertzian dipoles, we see that their radiated elec-
tric fields add. Common-mode currents are sometimes re-
ferred to as antenna-mode currents. One way of viewing

Figure 7. The periodic, trapezoidal pulse-
train representing clock and data signals of
digital systems.

Figure 8. Bounds on the one-sided magnitude spectrum of a
trapezoidal pulsetrain.
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them is as having a return path to their source consisting
of, for example, parasitic capacitances to a third adjacent
conductor (which is always present). The differential-
mode currents are easily calculated, but the common-
mode currents are not easily calculated (if at all). The
common-mode currents are usually measured with a cur-
rent probe [1]. The important observation here is that,
because the differential-mode current emissions subtract
but the common-mode emissions add, a common-mode
current of magnitude much smaller than that of the dif-
ferential-mode current can cause equal or greater emis-
sion levels. Radiated emissions from common-mode
currents can be devastating in terms of radiated emis-
sions and tend to be one of the major causes (if not the
sole cause) of radiated emission and product noncompli-
ance with the regulations for digital products today. For
example, one can compute that for a 1 m length of ribbon
cable (wire separation of 50 mils or 1.27 mm) a level of

differential-mode current at 30 MHz of some 20 mA will
cause radiated emissions at 3 m that will exceed the FCC
limit, whereas only 8mA of common-mode current will
cause the same level of emission at 30 MHz.

Suppressing the emissions of these two currents
requires different techniques. In the case of differential-
mode currents, capacitors can be placed between the two
wires to divert the current and keep it off the cable. In
general, the longer the cable, the greater the potential for
the current to radiate. The value of the capacitor is chosen
to give a relatively low impedance (relative to the cable
termination impedance) at the frequency of the emission
current. In addition to the technique of current diversion,
as with a parallel capacitor, there is the technique of cur-
rent blocking where inductors or ferrite beads are inserted
in series with each line to block the differential-mode cur-
rents of each line. In this case the value of the series im-
pedance must be chosen to give a large impedance
(relative to the cable termination impedance). It must be
remembered that these differential-mode currents are re-
quired for the product to operate properly. Hence these
suppression measures must be chosen with care so that
these intended currents are not corrupted to the point that
functionality of the product is impaired.

Suppressing the radiated emissions of common-mode
currents requires a different technique. The common tech-
nique is to use common-mode chokes as illustrated in
Fig. 12. A common-mode choke can take many forms. We
have shown a toroid where the two cable wires are wound
the same direction. In the case of differential-mode cur-
rents as shown in Fig. 12b, the magnetic fluxes of the dif-
ferential-mode currents tend to cancel, and hence the
choke is transparent to these currents. However, the mag-
netic fluxes of the common-mode currents add in the core,
and hence the common-mode currents see a net imped-
ance inserted in each line. These chokes are constructed of
ferrite materials such as manganese–zinc or nickel–zinc
materials with additional materials added to produce
high-frequency losses. In addition to inserting inductanc-
es selectively in the lines as shown in Fig. 12c, these
ferrite chokes also insert high-frequency resistances (not
shown) and provide selective loss, thus dissipating the en-
ergy in the common-mode currents. There are also chokes
consisting of a ferrite core that is clamped around both
wires such as is frequently seen in personal computer sys-
tems on the keyboard and video cables.

We now will derive a simple model for these emissions
that will illustrate the factors that can be controlled in
order to reduce their emissions. First consider the case of
differential-mode currents on the two wires as shown in
Fig. 13, where the wires are separated by a distance s and
are a total length L. If we assume that the line length is
much less than a wavelength and the observation point is
in their far field (typically a wavelength or more), then we
may view these as Hertzian dipoles and simply superim-
pose their fields. The resulting maximum electric field is
then [1]

jÊED;maxj ¼ 1:316� 10�14 jÎIDjf
2Ls

d
ð4Þ

Figure 9. Examples illustrating the spectral bounds for various
duty cycles of a 1-V, 1-MHz, trapezoidal pulsetrain having rise/
falltimes of 20 ns: (a) 50% duty cycle; (b) 30% duty cycle.
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where d is the distance to the observation point. For res-
idential digital devices in the United States, this is the
regulatory measurement distance of 3 m. At 30 MHz, the
FCC limit is 100 mV/m at 3 m. We can calculate from this
that a level of about 20 mA on a 1 m length of ribbon cable
at this frequency will just exceed this limit. The reason we
derive a simple result such as in (4) is not so much to cal-
culate emission levels but more importantly to determine
the factors that control the emission. For example,

(4) shows that the factors affecting the level of the radiat-
ed field are (1) the level of the current (the level of the
Fourier component of this current) at this frequency, (2)
the frequency (squared), and (3) the loop area formed by
the conductors, A¼L s. The level of the current (perhaps
a high-frequency component of a clock signal) can be re-
duced by increasing pulse rise/falltimes. These can be re-
ducing only up to a point where the functionality of the
product becomes impaired. Usually there is considerable
latitude in doing this in the original design. The frequency
here is the frequency of the emission (and the regulation),
which cannot be changed. The final item, loop area formed
by the two conductors can be easily controlled. Two cases
are illustrated in Fig. 14. Figure 14a shows a digital clock
that serves an application-specific integrated circuit
(ASIC). The loop area of the two connection leads must
be kept to a minimum. This can be easily done by (1) plac-
ing the clock as close as possible to the device being served
and (2) placing the two connection leads as close together
as possible. In the layout of a PCB, this would be the initial
order of business. Figure 14b shows a ribbon cable at-
tached to a stepper motor. The pin assignments in the
connectors are as shown. The prime items, such as A0,
are the returns for the currents on the unprimed wires,
such as A. Because of the pin assignments, each return

Figure 10. Experimentally measured spectra of 1-V, 10-MHz, 50% duty cycle trapezoidal pulse-
trains for rise/falltimes of (a) 20 ns; (b) 5 ns.

Figure 11. Illustration of the relative radiated emission poten-
tial of (a) differential-mode currents and (b) common-mode cur-
rents.
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encompasses three loop areas between wires. If the pin
assignments had been as shown in Fig. 14c, then the in-
dividual loop areas would be reduced by one-third and the
radiated emissions would be, according to the model in
Fig. 14, reduced by about 10 dB. Simple understanding of
the basic mechanisms will often lead to ‘‘cost-free’’ EMC
suppression.

Next we consider a simple model for the emissions from
common-mode currents shown in Fig. 15. Once again con-
sidering the two conductors as Hertzian dipoles and

superimposing their fields gives [1]

jÊEC;maxj ¼ 1:257� 10�6 jÎIDjfL

d
ð5Þ

For a 1 m length of ribbon cable at 30 MHz, we can calcu-
late that a level of common-mode current of some 8 mA will
cause an electric field at the regulatory measurement dis-
tance of 3 m that exceeds the FCC limit. Hence very small
levels of common-mode currents can be devastating from
the standpoint of complying with the regulatory limits. In
(5) we observe that the two factors that control these

Figure 12. Modeling the effect of a common-mode choke on
(a) the currents of a two-wire line, (b) the differential-mode com-
ponents, and (c) the common-mode components.

Figure 13. A simplified estimate of the maximum radiated emis-
sions due to differential-mode currents with constant distribution.

Figure 14. Common mistakes that lead to unnecessarily large
differential-mode emissions: (a) large clock land areas; (b,c) choic-
es of connector pin assignments in ribbon cables to minimize loop
area.

Figure 15. A simplified estimate of the maximum radiated emis-
sions due to common-mode currents with constant distribution.

1144 ELECTROMAGNETIC COMPATIBILITY



emission levels are (1) the level of the current and (2) the
length of the cable. Reducing the levels of the differential-
mode currents tends to also reduce the levels of the com-
mon-mode currents, although the precise relationship is
not clear. Also, we should endeavor to make all connec-
tions (wires and PCB lands) as short as possible.

In order to illustrate the devastating nature of com-
mon-mode currents, we investigate the simple experiment
shown in Fig. 16. Two PCB lands of width 25 mils
(0.635 mm) and length 6 in (15.2 cm) are mounted on a
typical PCB substrate. A 10-MHz dual-inline package
(DIP) oscillator is powered by a 5-V battery (no connec-
tion to the commercial power system) and is connected to
the two lands. The two lands are terminated in a 330-O

resistor. The characteristic impedance of this line is about
330O, and hence the line is matched. The radiated electric
fields measured in a typical semianechoic chamber at 3 m
are shown in Fig. 17. On these measured emissions are
superimposed the predictions of the common-mode model
in (5) denoted as ‘‘x.’’ The common-mode currents used in
this model were measured with a current probe. In addi-
tion, the emissions of the differential-mode currents were
measured on each individual wire and also predicted with
a transmission-line model. The emissions computed with
the measured differential-mode currents with (4) are
shown as ‘‘o’’ and the emissions computed with the com-
puted differential-mode currents with (4) are shown as ‘‘þ
.’’ These results show that (1) the emissions of common-
mode currents greatly exceed those from differential-mode
currents and are dominant, and (2) the simple models in
(4) and (5) are sufficiently accurate to illustrate the factors
that affect these emissions.

4.2. Conducted Emissions

Now we turn to the suppression of conducted emissions.
As stated earlier, the standard regulatory test for con-
ducted emissions of a digital product is to plug the prod-
uct’s power cord into a LISN and the LISN into the
commercial power outlet. Again the noise currents
(150 kHz–30 MHz) exiting the phase and neutral conduc-
tors of the power cord consist of differential-mode and
common-mode currents. The differential-mode currents
flow out of the phase conductor and return on the neutral
conductor. The common-mode currents flow out of the
phase and neutral conductors and return on the safety
or green wire of the product. The primary method of
suppressing these emissions is with a power supply
filter shown in Fig. 18. Ordinarily the power supply filter
is at the last point of exit of the power cord from the
product. The important components in the filter are (1) a

Figure 16. An experiment illustrating common-mode currents
on PCBs: (a) device schematic; (b) PCB cross-sectional dimen-
sions.

Figure 17. Measured and predicted emis-
sions of the device of Fig. 16.
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common-mode choke denoted by self- and mutual induc-
tances L and M, (2) line-to-line capacitors denoted as CDR

and CDL, and (3) line-to-ground capacitors denoted as CCR

and CCL. The subscripts ‘‘L’’ and ‘‘R’’ denote left and right,
respectively. The common-mode choke acts as described
before; it selectively blocks the common-mode noise cur-
rent and is transparent to the differential-mode noise
current. It is necessary to use a common-mode choke rath-
er than individual inductors here since the differential-
mode current contains the important 60 Hz power current.
The 60 Hz power current has a very large magnitude, on
the order of 1–10 A in typical digital products and hence
would saturate the ferrite cores of individual inductors.
The common-mode choke is transparent to the high-level
60 Hz current, and hence the core of the common-mode
choke is not saturated by it. The line-to-line capacitors are
present to divert the differential-mode noise currents, and
the line-to-ground capacitors are present to divert the
common-mode noise currents.

4.3. Shielding

Another suppression measure is obtained with shielding.
Generally, shielding should be used as a last resort for
suppression since (1) it is difficult to implement in its ideal
form (shielding effectiveness values of 4200 dB can easily
be calculated but are impossible or too costly to imple-
ment), and (2) shielding is generally quite expensive com-
pared to other simple methods. A shield is a contiguous

metal enclosure. There are two purposes for shields as il-
lustrated in Fig. 19. One is to keep internal fields from
being radiated (possibly causing noncompliance with ra-
diated emission levels) and the other is to keep external
fields from interfering with internal electronics (prevent-
ing susceptibility to, for example, a FM radio transmitter
or an airport surveillance radar).

The simplest model of a shield is a large, conducting
plane of conductivity s and thickness t as shown in Fig. 20.
The most common measure of shielding effectiveness (SE) is
the ratio of the electric field that is incident on the shield to
the electric field that exits the shield. In decibels this is [1]

SEdB¼ 20 log10

Eincident

Etransmitted

����

���� ð6Þ

This gives the shielding effectiveness as a positive value. For
example, a SE of 100 dB means that the electric field is re-
duced by a factor of 100,000 as it transits the shield wall. If
we assume that (1) the shield is in the far field of the source
(such as a radar) so that the incident field is a uniform plane
wave and (2) the incident wave strikes the shield wall nor-
mal to its surface, then a simple result for the shielding ef-
fectiveness can be obtained as [1]

SEdB¼ 20 log10

Z0

4ẐZ

����

����
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

RdB

þ 20 log10ðe
t=dÞ|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

AdB

ð7Þ

Figure 18. A typical power supply fil-
ter topology.

Figure 19. Illustration of the use of a
shielded enclosure to (a) contain radiated
emissions and (b) exclude radiated emis-
sions.
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where the intrinsic impedance of free space is Z0¼ 377O,
the intrinsic impedance of the conducting shield is
ẐZ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jom=ðsþ joeÞ

p
, and d¼1=

ffiffiffiffiffiffiffiffiffiffiffi
pfms

p
is the skin depth.

The first term in (7) is said to be the reflection loss and ac-
counts for the reflection at the left and right interfaces of the
shield walls. The second term is said to be the absorption
loss and accounts for attenuation of the waves as they pass
through the shield. This absorption term can be written as
AdB¼ 8:69ðt=dÞ. Hence a shield thickness of one skin depth
gives B9 dB of absorption loss, and a shield thickness of five
skin depths gives B44 dB.

From this result one can compute shielding effective-
ness values on the order of 100–500 dB. Rarely will these
be realized in actual systems because of the inevitable
penetrations of the shield by openings to allow for cooling
and by cables that must exit the shield. These penetra-
tions must be properly treated (such as placing gratings
with many small, closely spaced holes over openings or
placing filters in every exiting cable), or else the shielding
effectiveness will be drastically reduced.

Other types of ‘‘shielding’’ act to divert rather than re-
flecting magnetic fields. Ferromagnetic materials have
relative permeabilities greater than unity. For example,
sheet steel has mr¼2000, and mumetal has mr¼ 30,000.
These materials present a low reluctance path for the
magnetic fields and hence divert them away from elec-
tronics that may be susceptible to them.

4.4. Crosstalk

There is another aspect to EMC that is often overlooked:
the ability of the system to interfere with itself. A common
such situation is crosstalk between adjacent transmission
lines. Consider a three-conductor line shown in Fig. 21.
One conductor is called the generator conductor and
forms, with the reference conductor (a ground plane, a
wire, a PCB land, or an overall shield), the generator cir-
cuit. It is driven by a source that has an open-circuit volt-
age VS(t) and source resistance RS, and is terminated by a
resistor RL. Another conductor, the receptor conductor,
with the reference conductor forms the receptor circuit.
This circuit is terminated at the near end (with reference
to the source on the generator circuit) with a resistor RNE

and at the far end with a resistor RFE. The line has total
length of L. The electric and magnetic fields of the gen-
erator circuit interact with the receptor circuit and cause
induced voltages, VNE and VFE, at the terminals of the re-
ceptor circuit. These induced voltages may cause interfer-
ence with the devices that are represented by RNE and
RFE. This is referred to as crosstalk.

Computing this crosstalk is generally a formidable task.
(See COUPLED TRANSMISSION LINES in this Encyclopedia). We
may, however, obtain a simple model for this crosstalk as
long as (1) the line length is much less than a wavelength
at the highest significant frequency of the source, that is, is
electrically short, and (2) the two circuits are weakly cou-
pled [1]. This simple model is shown in Fig. 22. The electric
field and voltage of the generator circuit induce a current
source in the receptor circuit, via a per unit length (PUL)
mutual capacitance cm, whose value is jocmLV̂VG;DC where
V̂VG;DC is the phasor voltage between the conductors of the
generator circuit. Because the line length is assumed elec-
trically small, this voltage is approximately constant along
the line and can be computed as though it were DC as

V̂VG;DC ffi
RL

RSþRL
V̂VS ð8aÞ

Similarly, the magnetic field and current of the generator
circuit induce a voltage source (according to Faraday’s law)
in the receptor circuit, via a PUL mutual inductance lm,
whose value is jolmLÎIG;DC where ÎIG;DC is the phasor

Figure 20. Illustration of multiple reflections within a shield.

Figure 21. The general three-conductor trans-
mission line, illustrating crosstalk.
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current along the conductors of the generator circuit. Be-
cause the line length is assumed electrically short, this
current is also approximately constant along the line and
can be computed as though it were DC as

ÎIG;DC ffi
1

RSþRL
V̂VS ð8bÞ

Hence the near-end and far-end phasor crosstalk voltages
can be computed from this circuit as

V̂VNE¼
RNE

RNEþRFE
jolmLÎIG;DC

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
inductive coupling

þ
RNERFE

RNEþRFE
jocmLV̂VG;DC

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
capacitive coupling

¼ jo
RNE

RNEþRFE

1

RSþRL
lmL

�

þ
RNERFE

RNEþRFE
cmL

RL

RSþRL

�
V̂VS

ð9aÞ

V̂VFE¼ �
RFE

RNEþRFE
jolmLÎIG;DC

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
inductive coupling

þ
RNERFE

RNEþRFE
jocmLV̂VG;DC

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
capacitive coupling

¼ jo �
RFE

RNEþRFE

1

RSþRL
lmL

�

þ
RNERFE

RNEþRFE
cmL

RL

RSþRL

�
V̂VS

ð9bÞ

These phasor crosstalk voltages are the sum of an induc-
tive coupling term due to the mutual inductance and the
current of the generator circuit, and a capacitive coupling
term due to the mutual capacitance and the voltage of the
generator circuit. Observe that the final results in (9) vary
directly with the frequency ðo¼ 2pf Þ of the source. Hence
the magnitudes of the crosstalk ‘‘transfer functions’’
jV̂VNE=V̂VSj and jV̂VFE=V̂VSj increase with frequency at 20 dB/
decade while the phase is 901. A substantial amount of ex-
perimental as well as computed data given in Ref. 1 con-
firm this behavior and the predictions of this simple model.

The model presented above is for single-frequency,
sinusoidal source waveforms. For more general time-

domain waveforms we may substitute

jo,
d

dt
ð10Þ

to give the time-domain crosstalk as

VNEðtÞ¼

RNE

RNEþRFE

1

RSþRL
lmLþ

RNERFE

RNEþRFE
cmL

RL

RSþRL

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
MNE

�
dVSðtÞ

dt ð11aÞ

VFEðtÞ¼

�
RFE

RNEþRFE

1

RSþRL
lmLþ

RNERFE

RNEþRFE
cmL

RL

RSþRL

� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
MFE

�
dVSðtÞ

dt
ð11bÞ

Hence the near-end and far-end crosstalk voltages depend
on the derivative of the source voltage waveform, also
known as its ‘‘slew rate.’’ Consider the source waveform to
be that of a digital clock or data signal. The resulting
crosstalk waveforms are shown in Fig. 23. Observe that
(1) the crosstalk pulses occur during the transitions of the
clock or data pulses and (2) their levels depend, in addition

Figure 22. The simple inductive–capacitive coupling model of
the receptor circuit for sinusoidal excitation.

Figure 23. Time-domain crosstalk prediction of the inductive–
capacitive coupling model for a trapezoidal pulsetrain excitation.
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to the mutual inductance and capacitance, on the rise/fall-
times of the source waveforms. Hence again we see that in
order to reduce the crosstalk magnitudes, we should in-
crease the rise/falltimes of the clock and data pulses. This
rule of thumb also applied to radiated emissions.

We now turn to other methods of reducing crosstalk
useful for wire-type conductors. Clearly, since the cross-
talk depends on the PUL mutual inductance and capaci-
tance between the two circuits, we can reduce the
crosstalk by (1) separating the two circuits further and
(2) orienting the two circuits so that they are orthogonal to
each other. When these methods along with increasing the
rise/falltimes fail to reduce the crosstalk to acceptable lev-
els, we have two other options: (1) enclosing the generator
and/or receptor wires with a shield and (2) twisting the
two wires of the generator circuit together and/or twisting
the two wires of the receptor circuit together to form
twisted pairs. First we address the use of shielded wires.
Suppose that we enclose, for example, the receptor wire
with a concentric shield as shown in Fig. 24. The mutual
capacitance between the generator wire and the receptor
wire will be eliminated, and we obtain the capacitive cou-
pling model shown in Fig. 24. From this we see that the
capacitive coupling can be eliminated if we make the
shield voltage (with respect to the reference conductor,
e.g., a ground plane) zero. Since the line is assumed to be
electrically short, we can ‘‘ground’’ the shield at only one
end and make the voltage all along it approximately zero.
In order to eliminate inductive coupling with a shield,
the shield must be ‘‘grounded’’ at both ends as shown in
Fig. 25. The process is as follows. The current of the gen-
erator circuit induces a magnetic field that threads the
shield-reference conductor loop thereby inducing a cur-
rent flowing back along the shield ÎIS, which produces its
own magnetic flux that tends to cancel the original flux
penetrating this loop. If the shield were not connected to
the reference conductor (‘‘grounded’’) at both ends, no
shield current could flow and hence no counteracting mag-

netic field would be produced. Hence, surrounding the
generator wire and/or the receptor wire with a concentric
shield will ideally eliminate (1) capacitive coupling as long
as it is grounded at at least one end and (2) inductive cou-
pling as long as it is grounded at both ends.

The other alternative is to replace the receptor wire with
two wires (a dedicated return) and twist them together to
form a twisted pair. A similar scheme can be applied to the
generator wire producing the same effect. The basic process
whereby a twisted wire eliminates magnetic field or induc-
tive coupling is illustrated in Fig. 26. The current of the
generator circuit causes magnetic fluxes to penetrate the
loops of the twisted pair, inducing in them, by Faraday’s law,
voltage sources. When we ‘‘untwist’’ this twisted pair, we see
that the Faraday voltage sources in adjacent twists cancel
out. Suppose, for example, that the reference conductor is a
ground plane and the receptor wires are twisted together as
shown in Fig. 27. Although a twisted pair is truly a bifilar
helix, we have shown an approximate model consisting of

Figure 24. A lumped equivalent circuit for capacitive coupling
for the shielded receptor wire.

Figure 25. Illustration of the effect of placing a shield around a
receptor wire on inductive coupling.

Figure 26. Illustration of the effect of a twisted pair of receptor
circuit wires on magnetic field (inductive) coupling.
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adjacent loops abruptly interchanged. The length of each
half-twist is denoted byLHT. We can view this as superim-
posing two of our previous generator–receptor coupling cir-
cuits; that is, we may view the twisted receptor pair as being
two receptor wire-ground plane circuits. Hence the induced
sources are as shown in Fig. 28. There are two ways of ‘‘ter-
minating’’ a two-wire line as shown in Fig. 29. In the un-
balanced case, one end is single-ended while the other is
floating. In the balanced case, either center-tapped trans-
formers or balanced line drivers and receivers are used to
terminate the line. For the unbalanced case, ‘‘untwisting’’
the two wires gives the equivalent circuit of Fig. 30. The
Faraday law–induced sources again tend to cancel. Howev-
er, the induced current sources of the lower wire are short-
circuited out but those attached to the upper wire do not
cancel. Hence the inductive coupling portion of the crosstalk
is canceled out and the capacitive coupling portion is ap-
proximately the same as before the wires were twisted to-
gether. For the balanced termination case, ‘‘untwisting the
pair of receptor wires’’ gives the equivalent circuit in Fig. 31.
Observe that the Faraday law–induced voltage sources are
again canceled out by the twist but more importantly, the
balancing of the terminations causes the capacitive-cou-
pling-induced current sources to also cancel out. Hence, (1)
a twisted pair eliminates inductive coupling by virtue of the
twist but (2) the capacitive coupling can be eliminated only
by using balanced terminations. See Ref. 1 for extensive ex-
perimental and computed data that confirm these observa-
tions about shielded wires and twisted pairs in the
reduction of crosstalk.

Figure 27. A simple ‘‘abrupt loop’’ model of a twisted pair of re-
ceptor circuit wires.

Figure 28. The simple inductive–capacitive coupling model for
the twisted pair of receptor circuit wires.

Figure 29. Terminating a twisted pair: (a) un-
balanced; (b) balanced.
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5. SUMMARY

Interference in electronic systems is increasing in impor-
tance because of the necessity to use higher clock speeds in
digital systems and to use the GHz frequency spectrum for
analog systems. For these reasons, the electromagnetic
compatibility (EMC) of electronic systems is rapidly be-
coming an important design criterion. Susceptibility of
electronic systems to electromagnetic emissions as well as
the unintended generation of electromagnetic emissions
by those electronic systems can create loss of consumer
confidence if the operation of those devices is impaired.

Perhaps more importantly, virtually all countries through-
out the world now limit the unintended electromagnetic
emissions of digital devices, and some limit the suscepti-
bility of digital devices to electromagnetic emissions.
Hence EMC of digital devices has become a legal issue.
It does little good to produce a novel digital device if it
cannot be legally sold in a country because of its inability
to comply with the legal requirements on its electromag-
netic emissions and/or its susceptibility to them. Hence
EMC will no doubt steadily increase as an important de-
sign criterion for digital products. The majority of electri-
cal engineering curricula do not address this problem
today, although the number of curricula that do is steadi-
ly increasing [2]. Hence the majority of those graduating
engineers have little, if any, knowledge of this important
aspect of design until they enter the job place. It has be-
come imperitive that universities begin to incorporate
EMC into their curricula so that engineers will be better
prepared to design future electronic products.
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Anechoic chambers have been used for over forty years to
simulate different operating environments for a wide
range of frequencies [1–3]. These chambers provide an ac-
curate and convenient environment for electromagnetic
compatibility (EMC) testing and are important cost-effec-
tive tools for achieving EMC compliance. To perform tests
in anechoic chambers in the 30 MHz to 1000 MHz frequen-
cy range, good low-frequency electromagnetic absorbers
are needed. Magnetic materials, such as ferrite tile ab-
sorbers, offer the type of low-frequency performance need-
ed for EMC testing inside shielded rooms (or chambers).

The first anechoic chambers were constructed in the
early 1950s for antenna measurements. These chambers
were equipped with bats of loosely spun animal hair coat-
ed with carbon. This broadband ‘‘hair’’ absorber was
5.08 cm (2 in) thick and provided �20 dB of reflectivity
(20 log [reflected wave/incident wave]) at normal incidence
from 2.4 GHz to 10 GHz. Later in the decade, the hair ab-
sorber was replaced by a new generation of absorber that

Figure 30. The inductive–capacitive coupling model for the un-
balanced twisted receptor wire pair obtained by ‘‘untwisting’’ the
wires.

Figure 31. The inductive–capacitive coupling model for a twisted
receptor wire pair and balanced terminations.
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offered � 40 dB of reflectivity at normal incidence. Unlike
the hair absorber, the new absorber was equipped with a
shaped or convoluted front surface. Commercially manu-
factured absorbers emerged in the 1960s and boasted less
than � 60 dB of reflectivity at normal incidence. This low
reflectivity was obtained at high microwave frequencies,
however, where the thickness (tip-to-base dimension) of
the pyramids was at least several wavelengths.

The multiple reflections between the electrically thick
pyramids account for the excellent performance. Because
the individual pyramids are relatively large compared with
a wavelength, the sides of the pyramids reflect and re-re-
flect the incident wave many times. Upon each reflection, a
portion of the wave is absorbed by the pyramid. Hence, an
extremely small portion of the incident wave energy sur-
vives the many reflections that occur before it arrives at the
solid absorber base located between the pyramids and the
metal chamber wall. Then the remaining wave is absorbed
further as it travels through the base until it is reflected by
the chamber wall. The reflected wave is absorbed as it pro-
ceeds through the absorber base and again experiences the
multiple reflections between adjacent pyramids before
emerging from the plane defined by the pyramid tips.

Semi-anechoic chambers were first used for emission
measurements during the 1970s as an alternative to an
open area test site (OATS), a ground-plane facility for
emission measurements performed from 30 MHz to
1000 MHz. These chambers were equipped with a con-
ducting floor to simulate the large ground plane employed
on the OATS. Because it obviously was impractical to con-
struct a chamber with absorbers several wavelengths long
at 30 MHz, the early chambers typically were equipped
with 0.91 to 1.83 m (3 to 6 ft) thick absorber. Originally
intended to be operated at higher frequencies, this ab-
sorber restricted the use of these chambers to approxi-
mately the 90 MHz to 1000 MHz frequency range [4].

With the promulgation of emission requirements during
the late 1970s, absorber manufacturers were confronted
with a growing demand for a compact wideband absorber
to operate over the entire 30 to 1000 MHz frequency range.
The evolution of compact wideband absorbers was cata-
lyzed in the mid 1980s when techniques to calculate and
measure its reflectivity were developed. The first compu-
tationally efficient, accurate calculation of absorber reflec-
tivity became possible when the method of homogenization
was used in a theoretical model [5–7]. Soon afterward, the
reflectivity of compact, wideband absorbers was measured
directly with large test fixtures [8–11].

To achieve small reflectivities over the entire 30 to
1000 MHz frequency range, compact wideband absorbers
must use tapered structures (like pyramids or wedges)
that not only operate at frequencies where they are elec-
trically thick, but at the frequencies where they are elec-
trically thin. When an incident wave encounters
electrically thin absorbers, it does not ‘‘see’’ the fine struc-
ture of the pyramids or wedges. Instead, the incident wave
behaves as though it encountered a solid medium whose
effective conductivity and permittivity vary with the dis-
tance into the medium. These effective material properties
differ from the conductivity and permittivity of the actual
material used to construct the absorber.

An optimized electrically thin absorber provides a tran-
sition from the wave impedance of free space to the wave
impedance of the absorber base. With the correct carbon
loading, most of the incident wave penetrates the tapered
structure (pyramids or wedges) and is absorbed as it trav-
els through their solid base. Moreover, the carbon loading
can be adjusted further to obtain cancellation between the
portion of the incident wave reflected by the tapered struc-
ture and the wave that emerges from the absorber after
reflection by the metal wall. This cancellation causes an
extremely small reflectivity, albeit over a relatively nar-
row frequency range. In general, the carbon loading se-
lected for electrically thin, tapered structures differs from
the loading employed for electrically thick structures [7].

Although it is possible to achieve good low-frequency
performance of carbon-loaded, tapered structures, they
are physically large and require large metal enclosures
to house them. An alternative to these large carbon-loaded,
tapered structures is the ferrite-tile absorber. Electrically
thin ferrite tiles were developed in Japan during the early
1960s [12–14] as an alternative to urethane pyramids and
wedges. Because they have a wave impedance close to the
impedance of free space, the tiles allow direct penetration
of the incident wave without significant reflection at the
air-to-tile interface. Furthermore, the tiles are magneti-
cally lossy absorbing the penetrating wave almost com-
pletely as it travels through the tile. Subsequently, the
wave is reflected by the metal wall behind the ferrite and
travels toward the ferrite/air interface. As with the elec-
trically thin urethane absorber, the thickness of the ferrite
can be selected to achieve narrowband cancellation from
the portion of the incident wave reflected at the air-to-tile
interface and from the wave that emerges from the ferrite
tile after reflection by the metal wall.

Recently, thin urethane pyramids or wedges that oper-
ate from about 200 MHz to 1000 MHz have been combined
with ferrite tiles that are effective from 30 MHz to
600 MHz. The combination of these two absorbers, along
with properly chosen dielectric layers, results in an ultra-
compact wideband ‘‘hybrid’’ absorber that exhibits excel-
lent performance from 30 MHz to 1000 MHz [15,16]. These
‘‘hybrid’’ absorbers are discussed in detail in [3].

In this chapter, we discuss the ferrite tile, ferrite grids,
and hybrid combinations of urethane and ferrite absorbers
typically used in electromagnetic test chambers for the
30 MHz to 1000 MHz frequency range. We present formu-
las and calculated reflectivities (or reflection coefficients).
We also discuss how material properties and reflectivities
are measured for the ferrite-tile absorbers.

1. MODELING FERRITE TILES

The performance of absorbers is determined by comparing
the magnitudes of incident and reflected plane waves, where
the absorber is assumed to be an infinite plane. One such
comparison is the reflection coefficient G, defined as

G¼
Er

Ei
ð1Þ
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where Er is the reflected electric field and Ei is the incident
electric field. Alternatively, absorber performance is ex-
pressed as reflectivity R in decibels as

R¼ 20 . log10ðjGjÞ½dB� ð2Þ

The smaller the value of R in dB, the better the performance
of the absorber.

It is very straightforward to model a ferrite tile theo-
retically with the aid of classical transmission-line equa-
tions. The reflectivity of a solid ferrite tile backed by a
metal wall is given by

G¼
Zf � Z
Zf þ Z

ð3Þ

where Z is defined as

Z¼

ffiffiffi
m
e

r
ð4Þ

and

Zf ¼ Z
1� e�2gd

1þ e�2gd ð5Þ

where d is the ferrite thickness and g is the propagation
constant defined by

g¼ jo
ffiffiffiffiffi
me
p

ð6Þ

In these expressions e and m are the complex permittivity
and permeability of the ferrite tile. While Eq. (3) is for a
normal incident plane wave, it can be modified to handle
off-normal incidence by incorporating the angular depen-
dence into the impedance and propagation constant (for
details, see [3,6,17]).

Figure 1 shows the reflectivity of a solid ferrite tile and
the material properties are given in Table 1. The figure
shows that the tile performs very well below 600 MHz, but
above 600 MHz, the tile performance deteriorates.

The higher frequency (4600 MHz) performance is im-
proved by using so-called ‘‘ferrite grids.’’ A ferrite grid (or
waffle) is shown in Fig. 2. The grid is a two-dimensional ar-
ray of square air sections cut into a ferrite-tile matrix. This
structure is modeled with an averaging technique known as
homogenization and the transverse material properties are
approximated by the following expressions [3]:

et¼ eaþ
1� g

1

e0 � ea
þ

g

2eaand

mt¼ maþ
1� g

1

m0 � ma

þ
g

2ma

ð7Þ

The longitudinal permittivity and permeability are known
exactly [18] as

ez¼ ð1� gÞe0þgea

and

mz¼ ð1� gÞm0þ gma ð8Þ

In these expressions, g¼a2/p2 is the fraction of space occu-
pied by the absorber, and ea and ma are complex parameters of
the bulk ferrite. These material properties then are substi-
tuted into Eq. (5) to obtain the reflectivity of the ferrite grid.

The reflectivity of the ferrite grid strongly depends on
the filling factor g. One of the advantages of this ferrite

Figure 1. Reflectivity of a 6.38 mm (0.25 in) solid ferrite tile at 01
and 451 incident angles.

Table 1. Data on Ferrite Tiles

Ferrite Tiles

Permittivity Permeability

Frequency (MHz) e0r e00r m0r m00r

30 10.88 0.16 52.31 236.17
40 10.93 0.37 31.26 181.36
50 11.04 0.50 21.05 147.02
60 11.24 0.51 15.59 123.51
70 11.39 0.27 12.32 106.32
80 11.41 0.09 9.96 93.56
90 11.37 0.07 8.16 83.57
100 11.19 0.04 6.74 75.52
150 11.29 0.53 3.39 51.64
200 10.97 0.07 1.85 38.77
250 11.37 0.26 1.40 31.38
300 10.93 0.18 0.52 26.23
400 11.00 0.17 0.12 19.82
500 11.03 0.02 0.47 15.66
600 10.95 0.19 0.59 12.93
700 10.99 0.28 0.59 11.07
800 11.18 0.23 0.48 9.69
900 11.31 0.14 0.38 8.55
1000 11.36 0.04 0.29 7.69
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grid geometry over the standard solid tile is that there is
an additional parameter, the filling factor g, that can be
varied to place the nulls (or minimum) of the reflectivity at
a desired frequency. The ferrite grid can be designed for
wider frequency band performance over that of the stan-
dard solid tiles by appropriately choosing the tile thick-
ness, filling factor g, and the material properties of the
ferrite. Figure 3 shows results of the reflectivity of a ferrite
grid for various values of the filling factor g. The optimum
reflectivity of an 18-mm thick ferrite grid with a filling
factor of g¼ 0.725 was calculated using the material prop-
erties in [19]. The results are shown in Fig. 4 for normally
and obliquely incident waves.

Small, tapered, electric-absorbing structures boast
very low reflectivities above about 200 MHz [3], whereas
ferrite tiles perform best below 600 MHz. Hence, compact
wideband absorbers can be designed by combining tapered
electrical absorbers with ferrite tiles. The reflectivity in
the 600 MHz to 1000 MHz range is also reduced by simply
adding a dielectric layer between the ferrite and the metal
chamber wall. The performance advantages of these so-
called ‘‘hybrids’’ are presented in [3].

In the following sections, we discuss how the material
properties and the reflectivities of the ferrite tiles are
measured.

2. MEASUREMENTS OF MATERIAL PROPERTIES

Accurate measurements of the high-frequency dispersive
magnetic properties of ferrite materials are important for
optimally designing a ferrite tile absorber. Magnetic loss
mechanisms are strongly frequency-dependent and gen-
erally behave nonlinearly. At very low frequencies
hysteretic effects (or braking forces acting on Bloch walls
in motion) dominantly influence magnetic loss. Eddy cur-
rents also produce an apparent reduction of permeability
and an apparent increase of magnetic loss tangent asso-
ciated with attenuation of the magnetic field inside a fer-
rite material at low frequencies. However this remains
small in most ferrite materials with low dielectric loss.

At RF and microwave frequencies, domain wall move-
ment and domain rotation contribute to magnetic loss.
The initial permeability spectrum is usually considered to
be that part of the permeability spectrum due to domain
wall motion. As the RF excitation frequency increases, do-
main wall rotation no longer fully responds to the excita-
tion. At this point, magnetization does not move in phase
with the excitation, and losses occur. Then the real part m0

of the magnetic permeability decreases with increased
frequency. The imaginary part, or magnetic loss index
m00, goes through a broad absorptive relaxation.

One characteristic constant of ferrites is the product
f0¼ jm�djfc, where m�d¼ m0d � jm00d is the demagnetized scalar
initial permeability and fc is the corner frequency above
which jm�dj falls off with frequency as 1/f. For some polycrys-
talline ferrites, this product represents the frequency at
which the relative permeability becomes 1 [20]. This rule is
only a first-order approximation that depends on the spec-
tral overlap of domain wall and domain rotation relaxation
phenomena in the ferrite under test. Another characteristic

apd

Figure 2. Illustration of the grid or waffle ferrite tile geometry.
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Figure 3. Reflectivity of a 16 mm ferrite grid for various values of
the volume fraction g for an incident angle of 01.
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of ferrite materials is that the peak in the magnetic loss in-
dex usually occurs at the frequency where the real perme-
ability has decreased to one-half its static value [21].

Generally, the absorptive window applications of ferrite
materials are at frequencies below natural gyromagnetic
resonance ggrMs, where Ms is saturation magnetization (T)
and ggr is the gyromagnetic ratio (28 GHz/T or
35.19 MHz �m/kA). At frequencies less than ggrMs, mag-
netic losses in ferrite materials are high, whereas at fre-
quencies greater than natural gyromagnetic resonance,
magnetic losses rapidly decrease. With increasing satura-
tion magnetization, (1) natural gyromagnetic resonance
shifts to higher frequencies, (2) fc increases, and (3) the
low-frequency static initial permeability decreases. The
absorptive window, similarly, shifts to higher frequencies.

With an applied static magnetic field in the z direction,
ferrite materials become uniaxially anisotropic and non-
reciprocal, and the magnetic permeability is described by
the well-known nondiagonalized tensor

m¼ m0

m� jk� 0

�jk� m� 0

0 0 m�z

2
664

3
775 ð9Þ

where m�¼ m0 � jm00 is the principal direction transverse
component of the magnetic permeability, m�z ¼ m0z � jm00z is
the parallel component, and k�¼ k0 � jk00 is the off-diagonal
transverse component. All components of the magnetic
permeability tensor are complex because of ferrite mag-
netic losses. Particular tensor components depend on fer-
rite composition, porosity, grain size, saturation
magnetization, and RF frequency, temperature, and ap-
plied static magnetic field strength. Near ferromagnetic
resonance (with an applied static field) saturated ferrite
losses are expressed by the resonance line width. Without
an applied static field, the ferrite in the demagnetized
state is isotropic and reciprocal. In this case the perme-
ability tensor reduces to the scalar frequency-dependent
permeability, m�d¼ m0d � jm00d.

Regardless of general spectral characteristics, the mag-
netic properties of ferrite materials must be measured at
microwave frequencies. Experimental procedures for ac-
curate magnetic permeability measurements on demag-
netized ferrites, therefore, depend spectrally on which side
of the natural gyromagnetic resonance the magnetic char-
acterization is desired. At frequencies lower than ggrMs,
one-port permeameter and two-port coaxial transmission
line measurements provide accurate magnetic permeabil-
ity characterization of ferrite materials. At microwave fre-
quencies above ggrMs, resonant cavity or dielectric
resonator techniques must be used.

2.1. Transmission Line Measurement

The goal of this section is to present transmission line
measuring methods for permeability [22]. In the measure-
ment, a sample is inserted into a waveguide or a coaxial
line, and the sample is subjected to an incident electro-
magnetic field. In developing the scattering equations,
usually only the fundamental waveguide mode is assumed

to exist. At low frequencies, the impedance of the sample is
measured. At microwave frequencies, the two-port scat-
tering matrix is measured. Reflection coefficient and scat-
tering equations are found from an analysis of the
magnetic field in the sample holder. Both high- and low-
frequency measurements are considered. The first tech-
nique, the permeameter, is a low-frequency technique.
When lumped circuit parameters (LCR) are used as
data, this method is limited to frequencies below
50 MHz. The method is extended to a higher frequency
by using reflection coefficient data from a network ana-
lyzer. As the operating frequency increases to the point
where there is an appreciable electric field in the sample,
however, then knowledge of the permittivity is required.
The second technique is the transmission line scattering
parameter technique. This technique is limited to micro-
wave frequencies, because the measured phase change
across the sample becomes inaccurate below 1 MHz. Pre-
vious work using the coaxial line for magnetic measure-
ments has been done, for example, by Von Hippel [23],
Bussey [24], Geyer and Baker–Jarvis [25], and Hoer [26].

2.1.1. Permeameters. The permeameter consists of a
short-circuited coaxial sample holder (see Fig. 5) with a
sample on the inner conductor of a coaxial line terminated
in a short circuit. The advantages of this approach are the
ease of sample installation and the broad frequency capa-
bility. An air-gap correction is not necessary for perme-
ability measurements because the magnetic field is
tangential to air gaps. In this technique, a LCR meter is
used to measure admittance Y in the frequency range of
100 Hz to 1 MHz. Then this admittance is converted to a
reflection coefficient by G¼ (Y0�Y)/(Y0þY), where Y0 is
the admittance without the sample. The reflection coeffi-
cient for a sample positioned next to a short-circuited ter-
mination is given by

G¼ exp½�2ðgaLaþ gtLtÞ�

tanhðgLÞ �
m0g
mg0

tanhðgLÞþ
m0g
mg0

ð10Þ

where g is the propagative constant in the material given
by

g¼ j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2m�re�r

c2
vac

�
2p
lc

� �2
s

ð11Þ

Lair

L

Lt

La

Sample

Bead Short circuit

Figure 5. Measurement setup for one-port coaxial line permea-
meter. Sample resides adjacent to the short circuit.
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Also, cvac is the speed of light in a vacuum; L is the sample
length, the subscripts a and t denote air-line section in the
connector and support bead; lc is the cutoff wavelength;
and e0 and m0 are the permittivity and permeability of
vacuum, respectively, e�r ¼ e0r � je00r and m�r ¼ m0r � jm00r are the
complex permittivity and permeability relative to a vacu-
um, respectively. This equation is useful for both micro-
wave and low-frequency measurements. At low
frequencies the permittivity of the sample does not con-
tribute to the determination of permeability. We have
shown the frequency limitation for applying the permea-
meter technique is given by

f !
c

4pmL
ð12Þ

where c is the speed of light in a vacuum.

2.1.2. Two-Port Permeability and Permittivity Determina-
tion. The two-port scattering parameter technique is used
from approximately 50 MHz to microwave frequencies and
yields both permittivity and permeability (see Fig. 6). The
scattering parameters are defined in terms of the reflec-
tion coefficient G and the transmission coefficient z by

S11¼R2
1

Gð1� z2Þ

1� G2z2

� �
ð13Þ

S22¼R2
2

Gð1� z2Þ

1� G2z2

� �
ð14Þ

S21¼R1R2
zð1� G2Þ

1� G2z2

� �
ð15Þ

and

g0¼ j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o

clab

� �2

�
2p
lnc

� �2
s

ð16Þ

where g0 is the propagation constant in a vacuum, clab is
the speed of light, and o is the radian frequency.

R1¼ expð�g0L1Þ ð17Þ

and

R2¼ expð�g0L2Þ ð18Þ

are the respective reference plane transformations. Equa-
tions (13) through (15) are derived in detail by Hoer and

Rasmussen [26]. The transmission coefficient z is ex-
pressed as

z¼ expð�gLÞ ð19Þ

and the reflection coefficient is defined as

G¼

m
g
�

m0

g0
m
g
þ
m0

g0

ð20Þ

For a coaxial line, the cutoff frequency approaches 0
(oc-0).

To obtain both the permittivity and the permeability
from the scattering parameter relationships, at least two
independent measurements are necessary. In the full scat-
tering parameter solution, a solution of the equations is
obtained that is invariant to reference planes for e�r and m�r .
A set of equations for single-sample magnetic measure-
ments for an air line of length Lair is

S11S22 � S21S12¼ exp�2g0ðLair � LÞ
G2 � z2

1� G2z2
ð21Þ

and

ðS21þS12Þ=2¼ exp�g0ðLair � LÞ
zð1� G2Þ

1� G2z2
ð22Þ

It is possible to obtain an explicit solution to Eqs. (21)
and (22). If x¼ (S21S12¼S11S22) exp[2g0(Lair�L)] and y¼
[(S21þS12)/2] exp[g0(Lair�L)], then the physical roots for
the transmission coefficient are given by

Z¼
xþ 1

2y
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xþ 1

2y

� �2

�1

s

ð23Þ

and the reflection coefficient is expressed as

G2¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x� Z2

xZ2 � 1

r
ð24Þ

The ambiguity in the 7 sign in Eq. (24) is resolved by
considering the reflection coefficient calculated from S11

alone:

G3¼
aðZ2 � 1Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2Z4þ 2Z2ð2S11 � a2Þþ a2

p

2S11Z2
ð25Þ

where a¼ exp(� 2g0L1). The correct root for G3 is chosen
by requiring that |G3|r1. An estimate of L1 is needed in
Eq. (25). If G2 is compared with G3, then the 7 sign am-
biguity is resolved and therefore G2 is determined. Then
the permeability and permittivity are

m�r ¼ �
1þG2

1� G2

1

g0L
ðln Zþ 2p jnÞ ð26Þ

Outer conductor
I

Port 1
III

Port 1

Outer conductor

L1
air

L2
air

L
sample

II

Figure 6. A dielectric sample in a transmission line. Port 1 and
Port 2 denote positions of calibration reference planes.
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and

e�r ¼
c2

o2

2p
lc

� �2

�
1

L2
ðln Zþ 2p jnÞ2

" #
=m�r ð27Þ

where n¼0,71,72,y. The correct value of n is chosen by
using a group-delay comparison test. At low frequencies,
the correct roots are identified more easily because they
are more widely spaced.

Equations (26) and (27) have an infinite number of
roots for magnetic materials, because the logarithm of a
complex number is multivalued. To choose the correct
root, it is necessary to compare the measured group de-
lay with the calculated group delay. The calculated group
delay is related to the change of the wave number k with
respect to the angular frequency by

tcalc:group¼ � L
d

df

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�rm�r f 2

c2
�

1

l2
c

s
ð28Þ

¼ �
1

c2

f e�rm
�
r þ f 2 1

2

dðe�rm
�
r Þ

dfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�rm
�
r f 2

c2
�

1

l2
c

s L ð29Þ

The measured group delay is given by

tmeas:group¼
1

2p
df
df

ð30Þ

where f is the phase of Z. To determine the correct root,
the calculated group delays are found from Eq. (29) for
various values of n in the logarithm term, where ln Z¼
ln|Z|þ j(yþ 2pn). The calculated and measured group
delays are compared to yield the correct value of n.
When there is no loss in the sample under test, the solu-
tion is divergent at integral multiples of one-half wave-
length in the sample. This occurs because the phase of S11

cannot be measured accurately for small |S11|. In the low
loss limit, both of the scattering equations reduce to the
relationship Z2-1, which is a relationship only for the
phase velocity, and therefore solutions for e�r and m�r are not
separable. This singular behavior is minimized in cases
where permeability is known a priori, as shown in previ-
ous work performed by Baker-Jarvis [22].

A measurement on a ferrite material is given in Fig. 7
using both the permeameter and two-port techniques.
This figure indicates that the permeameter method breaks
down around 50 MHz.

2.2. Dielectric-Resonator Measurements

At frequencies above ggrMs, resonant-cavity [27–31] or di-
electric-resonator techniques [32–36] must be used to ac-
curately characterize ferrite magnetic properties.
Commonly used fixtures for determining the demagne-
tized scalar permeability m�d are either a H011 mode cavity
for measuring one cylindrical sample or a rectangular
cavity operating in the TE102 mode with a small spherical
sample placed at the center [37]. Both of these techniques
generally employ perturbation theory, which restricts
sample size and, accordingly, allowable magnetic energy
partial filling factors and sensitivity to measure small
changes in the Q-factor. More recently, Latrach, Le Roux,
and Jecko [31] have used a TMmn0 cavity for permeability
measurements of ferrite disk samples from 2 GHz to
8 GHz. By dielectrically loading the TMmn0 cavity, the
measured resonant frequency was changed. The method
presented here, discussed in more detail in [34–36], uses
low-loss H011 dielectric resonators, containing the ferrite
sample under test, whose complex permittivity is given by
e�f ¼ e0f � je00f . The aspect ratios and permittivities of the di-
electric resonators are chosen to spectrally characterize a
single sample over a broad frequency range. The H011 res-
onant system used in these measurements is illustrated in
Fig. 8. The resonators are coupled to the external micro-
wave source through two loop-terminated coaxial cables,

1000

100

10
0.1

Frequency (GHz)

′ r
µ

Permeameter
Two-port

Figure 7. The measured real part of the permeability using both
the permeameter and scattering techniques.

Teflon sleeve

Spacer Spacer

Dielectric
ring resonator

Ferrite
sample

Air gap

Metal

Metal

Adjustable coaxial
cable terminated by loop

Figure 8. Parallel-plate H011 resonant config-
uration used to measure magnetic permeability.
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and these are adjusted so that the measured loaded
Q-factor is equal to the unloaded Q-factor within any
prescribed accuracy.

Formulations for the electromagnetic fields in a ferrite
rod and in coaxial cylindrical dielectric layers surrounding
the rod are found in several papers and textbooks [38–52].
At the boundaries between the cylindrical interfaces, the
well-known continuity conditions between tangential elec-
tric and magnetic field components must be satisfied. At
the conductive ground planes, tangential electric fields
must vanish. These well-known boundary conditions cre-
ate a system of linear equations with respect to the con-
stant coefficients in the field expressions, which have
nontrivial solutions only if the corresponding determinant
vanishes. For fixed values of dimensions and material
properties of the resonant system, it is possible to find
eigenvalues as roots of the determinant equation. Mate-
rial properties are determined by measuring resonant fre-
quencies and unloaded Q factors of the dielectric ring
resonators with and without the ferrite sample.

The H011 resonant frequencies of a ring resonator with
a ferrite sample are determined by e0rr, e

0
f , and m0d, where e0rr

is the relative permittivity of the dielectric ring resonator.
For ferrite sample diameters less than one-quarter of the
external ring resonator diameter, these resonant frequen-
cies are primarily determined by e0rr and m0d.

The first step in the measurement process is to verify
the complex permittivity of the ferrite sample under test
with a TM0n0 cavity. Second, the complex permittivities of
each dielectric ring resonator are found from measure-
ments of the resonant frequencies and unloaded Q factors
of the empty ring resonators operating in the H011 mode,
given the geometrical dimensions of the resonators and
taking into account conductive microwave losses of the
upper and lower ground planes. Then values of the imag-
inary parts of e�f and e�r are calculated, assuming a linear
increase with frequency. Next, the scalar permeability m0d,
computed from measurements of the resonant frequency
of these resonators, which contain a completely demagne-
tized sample and operate in the H011 mode, is evaluated
from the H011 eigenvalue equation in determinant form:

Fðe0f ; m
0
d; f0Þ¼ 0 ð31Þ

where f0 is the measured resonant frequency of the H011

mode for a resonator containing the demagnetized ferrite
sample.

After m0d is determined, the imaginary part of the per-
meability, m00f ¼ m0f tan dm,f, is found as a solution to the
equation

Q�1¼Q�1
c þpe 0r tan de;rþpe 0 f tan de;f þpm 0d tan dm;f ð32Þ

where Q is the unloaded Q factor for the H011 mode; Qc is
the Q factor representing conductor losses in the metal
plates for the H011 mode; pe 0r is the electric-energy-filling
factor for the dielectric ring resonator; pe 0 f ;pm 0

d
are the fer-

rite sample electric- and magnetic-energy-filling factors;
tan de,r and tan de,f are the dielectric loss tangents of the

ring resonator and the ferrite sample under test; and tan
dm,f is the magnetic loss tangent of the ferrite.

Typical measurement data for bulk ceramic ferrites by
this technique are given in Figs. 9 and 10. Uncertainties in
m0d for typical dimensional uncertainties in the geometric
parameters of the dielectric ring resonators and the ferrite
sample under test are estimated to be 70.8%, that is, m00d is
71�10�5. Combined complex permeability data of two
ferrites with differing saturation magnetizations over
greater than four frequency decades, where both
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Ms = 95 kA/m: Al Ferrite
Ms = 11 kA/m: Ca-V Garnet
Ms = 142 kA/m: Y Garnet
Ms = 147 kA/m: Ca-V Garnet

Figure 9. Measured relative permeability m0d of several alumi-
num-doped, calcium-vanadium, and yttrium garnet ferrites with
9 kA/mrMsr147 kA/m as a function of frequency.
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Figure 10. Measured relative magnetic loss index m00d of several
aluminum-doped, calcium-vanadium, and yttrium garnets with
95 kA/mrMsr147 kA/m as a function of frequency.
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two-port coaxial transmission line and dielectric resonator
data have been combined, are shown in Figs. 11 and 12.
The rapid increase in magnetic loss, as natural gyromag-
netic resonance is approached, is clearly seen. In addition,
the large differences in nonlinear magnetic loss behavior
over a broad frequency range are apparent.

The total attenuative losses of ferrite-tile absorbers
should include both the dielectric and magnetic proper-
ties of the ferrite materials under examination. For a

plane-wave TEM field, the attenuative loss a is given by

a¼

ffiffiffiffiffiffiffi
2o
p

2c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e0fm
0
f ½ð1þ tan2 de; f Þ

1=2
ð1þ tan2 dm; f Þ

1=2
þ tan de; f tanm; f �

q

ð33Þ

where c is the speed of light.

3. REFLECTIVITY MEASUREMENTS

In designing a ferrite absorber that performs well over a
selected frequency range, it is important to measure the
reflectivity of the absorber for normal and oblique inci-
dence. However, the large test fixtures currently used to
characterize an absorber from 30 MHz to 1000 MHz allow
measuring reflectivities only at normal incidence [8–11].
Although an arch is used to measure reflectivities at
oblique angles, it is useful only at frequencies above ap-
proximately 600 MHz [53,54]. An alternative to these tech-
niques is a method under development at the National
Institute of Standards and Technology (NIST) in Boulder,
CO. This alternative technique uses time-frequency meth-
ods to measure reflectivity at arbitrary angles and polar-
ization [55–57].

A block diagram of the bistatic free-space reflectivity
measurement system at NIST is depicted in Fig. 13. The
measurement system consists of a time- or frequency-
domain network analyzer, two TEM horn antennas, and
interconnecting RF/microwave cables with a 50O charac-
teristic impedance. More detailed descriptions of time- and
frequency-domain versions of this measurement system
are given in [55–59]. A rectangular ferrite-tile sample (or
metal plate reference) is placed in the plane of the two
TEM horn antennas at a distance of 1 to 4 m. The level of
the sample center is adjusted to match the antenna aper-
ture centers, and the normal to the sample surface bisects
the angle between the two horn antenna apertures. The
measurements are performed in an ordinary room (labo-
ratory, warehouse, etc.) or in an absorber-lined chamber
(semi- or fully anechoic). To minimize the effects of floor,
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Figure 11. Combined two-port coaxial transmission line and di-
electric resonator relative permeability measurements for yttri-
um and calcium-vanadium garnet ferrites from 1 MHz to 10 GHz.
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electric resonator measurements of relative magnetic loss index
for yttrium and calcium-vanadium garnet ferrites from 1 MHz to
10 GHz.
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Figure 13. Bistatic free-space RF absorber reflectivity measure-
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ceiling, and wall reflections, the sample under test should
be situated centrally within the room volume.

Obtaining the scattering characteristics of the ferrite
tile sample under test requires the following steps:

1. A time-domain waveform is obtained for the ferrite-
tile sample under test by placing it close to the TEM
horn antennas (typically from 1 to 4 m from the an-
tenna apertures).

2. The sample is removed and a background time-do-
main waveform is obtained.

3. The waveform of step (2) is subtracted from that of
step (1). The resulting waveform consisted of the
ferrite-tile sample response plus a component that
emanates from the shadow region behind the sam-
ple. This process removes significant systematic
effects due to antenna-to-antenna coupling and spu-
rious environmental reflections.

4. The shadow-region waveform component is readily
eliminated by time-gating, which deletes the unde-
sired waveform component(s). Time-gating works
only if there is sufficient separation between the
sample and the wall directly behind it, which allows
the absorber response to die out before the shadow-
region component arrives.

5. Steps (1)–(4) are repeated for a rectangular (or
square) metal reference plate. The NIST system em-
ploys a 3 m�3 m metal plate.

6. The time-gated absorber and metal reference plate
waveforms obtained in steps (5) and (6) are each
Fourier transformed to obtain scattering amplitude
spectra.

7. Then the amplitude spectra are divided to obtain the
backscatter coefficient which is given by

BCðf ; yÞ¼
jFTðgated absorber waveformÞj

jFTðgated reference waveformÞj
ð34Þ

where f is the frequency, y is the angle of incidence,
FT denotes the Fourier transform, and BC is the

backscatter coefficient. The backscatter coefficient is
a real, frequency-domain quantity that directly com-
pares the reflection characteristics of the ferrite-tile
absorber system under test with that of the metal
plate reference signal. The smaller the backscatter
coefficient, the better the performance of the ferrite-
tile system.

Examples of gated time-domain reference and ferrite-
tile-panel waveforms are shown in Figs. 14 and 15,
respectively. These waveforms are obtained from a bistat-
ic measurement at a 301 angle of incidence with both the
receiving and transmitting antennas horizontally polar-
ized. A synthetic time-domain method is used [59]
in which the acquired frequency-domain data are Fouri-
er transformed into time-domain waveforms. The refer-
ence waveform of Fig. 14 is obtained from a 3 m� 3 m
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Figure 14. Gated time-domain metal reference plate waveform.
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Figure 15. Gated time-domain ferrite-tile waveform.
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metal reference plate, located 3.0 m from the antenna
aperture centers. It is interesting to note that the refer-
ence waveform is nearly a perfect doublet, a result of the
differentiating properties of TEM horns in the transmit-
ting mode [60]. The corresponding waveform obtained for
a 2.4 m� 2.4 m ferrite-tile panel backed by a plywood
layer and metallic ground plate is depicted in Fig. 15.
Reflections from the front and back surfaces of the ferrite
tiles produce the initial triplet (5 ns to 7 ns). Wavefront
curvature and finite sample size are responsible for the
portion of the waveform that occurs after 7 ns. The fre-
quency-domain back-scatter coefficient characteristics
from these gated waveforms are depicted in Fig. 16 for
a frequency range of 3 MHz to 500 MHz. The character-
istic notch that occurs slightly above 300 MHz is a phe-
nomenon typical for ferrite tile systems backed by a
ground plane.

4. CONCLUSION

In this article, ferrite tile electromagnetic absorbing ma-
terials were discussed. Methods to model performance,
measure material properties, and measure the reflectivity
of this type of absorbing material were presented. The ad-
vantages of the ferrite-tile absorber are that they are
small and offer very low reflectivity in the frequency range
of 30 MHz to 600 MHz. However, above 600 MHz the per-
formance of these ferrite tiles begins to degrade. Dielectric
layers behind the ferrite tiles and tapered electric absorb-
ing structures in front of the tiles are used to improve the
high-frequency performance of the ferrites. A discussion
on how well these hybrid absorbers work is found in [3].
The next generation of ferrite-tile absorbers, consisting of
thin magnetic layers [61–64] and a combination of ferrite
layers with chiral materials [3], is currently being devel-
oped.
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ELECTROMAGNETIC FIELD COMPUTATION
IN PLANAR MULTILAYERS
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1. INTRODUCTION

In a variety of applications, such as geophysical prospect-
ing, remote sensing, detection of landmines and unexplod-
ed ordinance, noninvasive testing, planning of
hyperthermia, modeling of wave propagation in wireless
communication, design of microstrip circuits and anten-
nas, modeling of integrated circuit interconnects, charac-
terization of silicon wafer defects, interpretation of near-
field scanning optical microscopy, modeling of nano- and
extreme-ultraviolet (EUV) lithography, and other emerg-
ing technologies, it is necessary to compute electromag-
netic fields in planar, layered media. The purpose of this
article is to present a succinct yet reasonably complete
introduction to this topic. The emphasis is on the devel-
opment of dyadic Green functions (DGFs), which make it
possible to compute the fields due to any configuration of
sources. In particular, a complete set of electric and mag-
netic DGFs is derived for planar, multilayered media, in
an efficient and convenient-to-use form, based on a trans-
mission-line equivalent circuit along the axis normal to
the stratification. Attention is limited to media with at
most uniaxial anisotropy, which, although important in
practice, still allow the simple transmission-line represen-
tation of the electromagnetic fields. Also, the analysis is
restricted to multilayers of infinite lateral extent, al-
though a large part of the presented material can also be
adapted for laterally shielded geometries.

2. STATEMENT OF THE PROBLEM

Consider a plane-stratified medium excited by arbitrary
electric and magnetic currents (J, M)1 occupying a volume
V, as illustrated in Fig. 1a. It is desired to determine the
resulting electric and magnetic fields (E, H) at an arbi-
trary location r. Of interest are also the far-zone radiation
fields and the fields excited in the multilayer by an
obliquely incident plane wave.

We assume that the stratification is perpendicular to
the z axis and of infinite lateral extent along x and y. The
layers are numbered from 1 to N in the direction of in-
creasing z, where the number of layers N is arbitrary. The
nth layer, with interfaces at z¼ zn and z¼ znþ 1, is filled
with a homogeneous, linear, uniaxial medium [1, p. 5],
characterized by permittivity and permeability dyadics,2

en and ln, respectively. The optical axis of the medium

is assumed to be normal to the interfaces. The multilayer
may be shielded from below and/or above by plates that
present three possible boundary conditions: (1)
n̂n�E¼Zsn̂n� ðn̂n�HÞ, where n̂n is the interface normal
vector and Zs is a specified surface impedance; (2)
n̂n�E¼0, which defines a perfect electric conductor
(PEC); and (3) n̂n�H¼ 0, which defines a perfect magnet-
ic conductor (PMC).

We approach this problem in the frequency domain,
which means that all field quantities are phasors evalu-
ated at an implicitly understood radian frequency o. Once
a phasor [e.g., E(r)] is found, the corresponding physical,
time-domain field can be obtained by the inverse Fourier
transform [3, p. 9]3

Eðr; tÞ¼
1

2p

Z 1

�1

EðrÞejotdt

¼Re
1

p

Z 1

0

EðrÞejotdt

ð1Þ

Also, we will initially assume that the medium properties
may vary along the z direction, which will obviate the use
of layer subscripts. Only at a later stage will we restrict
the medium to have piecewise-constant parameters along
the z axis. Under these assumptions, the fields are gov-
erned by Maxwell’s equations [4, p. 745]

=�E¼ � jom0l .H �M;

=�H¼ joe0e .EþJ
ð2Þ

where e0 and m0 are the free-space permittivity and per-
meability, respectively, and where

e¼ I
t
eþ ẑzẑzez; l¼ I

t mþ ẑzẑzmz ð3Þ

In the above, I
t
¼ x̂xx̂xþ ŷyŷy is the transverse unit dyadic and

e and m denote the transverse, and ez and mz the longitu-
dinal permittivities and permeabilities, respectively, all
relative to free space. For lossy media, the dyadics e and l

become complex-valued.
To solve the problem before us, it will be helpful to in-

troduce the concept of a dyadic Green function (DGF),4 as
follows. Consider a Hertzian dipole with moment I‘ placed
at r0 in a layered medium, as illustrated in Fig. 2. The
current density of this point source is given as

JðrÞ¼ I‘ dðr� r0Þ ð4Þ

where d denotes the Dirac delta function [3, p. 568].
The electric field due to this dipole at any point r can be1Throughout this article, vectors are denoted by boldface letters,

unit vectors are distinguished by carets, and dyadics (i.e., second-
rank Cartesian tensors) are denoted by doubly underlined bold-
face letters.
2A symbol ab is called a dyad, and a sum of dyads is called a
dyadic [2, App. 3]. A dot product of a dyad and a vector is defined
as follows: ab . c¼aðb . cÞ; c .ab¼ðc .aÞb.

3The ejot time convention adopted here is prevalent in engineer-
ing disciplines. In physics, the alternative e� iot convention is al-
most exclusively employed. The formulas presented here can be
converted to that convention by the substitution j-� i.
4Also referred to as Green’s tensor.
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expressed as5

EðrÞ¼Gðrjr0Þ . I‘¼hGðrjr
0Þ;Jðr0Þi ð5Þ

where Gðrjr0Þ is the (electric) DGF of the layered medium.
When expressed in Cartesian coordinates, Gðrjr0Þ can be
thought of as a 3� 3 matrix, whose columns render the x,
y, and z components of the electric field at r, due to an x-,
y-, and z-oriented unit-strength dipole at r0 [2, p. 17]. For
example, the x component of E(r), due to a unit-strength
y-oriented dipole at r0, is given as Gxyðrjr

0Þ ¼ x̂x .Gðrjr0Þ . ŷy.
The DGF fully characterizes the influence of the layered
medium on the field of the dipole. Hence, it rigorously in-
cludes all physical effects, such as multiple reflections and
transmissions at the interfaces [5].

The DGF concept can be extended in an obvious way to
magnetic fields and also to magnetic currents. The mag-
netic current concept is useful in the modeling of small
coils [6], coaxial antenna feeds [7,8], as well as via holes
and slots in printed-circuit boards (PCBs) [9,10]. Since we
consider linear media, superposition applies,6 and the
electric and magnetic fields due to arbitrary current

zN
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N
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Figure 1. Electric and magnetic currents in a
layered medium: (a) physical configuration;
(b) transmission-line analog.

E(r) = G(r | r0) • Il(z)

(x)

(y)
O

r0

r

Il

=

Figure 2. Hertzian dipole with moment I‘ located at r0 in a lay-
ered medium. The field at r is determined by the dyadic Green
function Gðrjr0Þ and the orientation and amplitude of the dipole.

5The notation /,S is used for integrals of products of two func-
tions separated by the comma over their common spatial support,
with a dot over the comma indicating a dot product. Source coor-
dinates are distinguished by primes.

6The superposition principle states that, in a linear system, the
effect due to an aggregate of causes is the sum of the effects due to
all causes taken individually [11, p. 481].
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distributions (J, M) may be expressed as

EðrÞ¼ hGEJ
ðrjr0Þ;Jðr0Þiþ hGEM

ðrjr0Þ;Mðr0Þi ð6Þ

HðrÞ¼ hGHJ
ðrjr0Þ;Jðr0Þiþ hGHM

ðrjr0Þ;Mðr0Þi ð7Þ

where GPQ
ðrjr0Þ is the DGF relating P-type fields at r and

Q-type currents at r0. In view of the translational symme-
try of the medium with respect to the transverse coordi-
nates, these DGFs can also be expressed as

GPQ
ðrjr0Þ � GPQ

ðq� q0; zjz0Þ ð8Þ

where q is the projection of r on the xy plane. Note that
this property does not hold in laterally shielded environ-
ments.

Let (Ja, Ma) and (Jb, Mb) be two separate source dis-
tributions, which give rise to the fields (Ea, Ha) and (Eb,
Hb), respectively. From the Maxwell’s equations (2), the
following reciprocity theorem can be established7 [12, p.
50; 13, p. 22]:

Ma;Hbh i � Ja;Ebh i¼ Mb;Hah i � Jb;Eah i ð9Þ

By substituting various combinations of dipole sources
and their corresponding responses (6) and (7) into the
above, the reciprocity properties of the DGFs can be de-
rived. For example, if we postulate Ma¼Jb¼ 0,
Mb¼ ŷy dðr� r1Þ, and Ja¼ x̂x dðr� r2Þ, we obtain
GEM

xy ðr2jr1Þ¼ �GHJ
yx ðr1jr2Þ. Proceeding in a similar fash-

ion, we can show that

GEJ
ðrjr0Þ ¼ ½GEJ

ðr0jrÞ�T ð10Þ

GHM
ðrjr0Þ ¼ ½GHM

ðr0jrÞ�T ð11Þ

GEM
ðrjr0Þ ¼ � ½GHJ

ðr0jrÞ�T ð12Þ

One important use of reciprocity in electromagnetics is as
a check of equations and their computer implementation.
For example, from (10) we obtain GEJ

yz ðr2jr1Þ¼GEJ
zy ðr1jr2Þ,

which means that the y component of the electric field
‘‘measured’’ at r2, due to a unit-strength z-oriented dipole
at r1, is equal to the z component of the electric field
‘‘measured’’ at r1, due to a y-oriented unit-strength dipole
at r2 (see Fig. 3). Reciprocity can also be used to obviate
some derivations and to reduce the programming effort.
For example, we note that in view of (12), GEM can be
computed from GHJ.

It should now be clear that the problem stated at the
beginning of this section, and illustrated in Fig. 1a, can be
reduced to that of finding the four DGFs of the layered
medium. In what follows, we will show that these DGFs
can be conveniently expressed in terms of the scalar Green
functions of the transmission line analogue of the medi-
um, illustrated in Fig. 1b, whose parameters will be de-
fined in due course. This transmission-line equivalent
circuit will also prove useful in the derivation of the far-
zone radiated fields, as well as the fields excited in the
multilayer by an incident plane wave.

3. TRANSMISSION-LINE ANALOG

Let the currents (J, M) radiate in a region filled with a
medium characterized by z-dependent parameters e¼ eðzÞ

and l¼ lðzÞ, as illustrated in Fig. 4a. For this problem, we

will derive a transmission-line equivalent circuit depicted
in Fig. 4b. Since the medium is homogeneous and of infi-
nite extent in any transverse (to z) plane, the analysis is
facilitated by the Fourier transformation of all fields with
respect to the transverse coordinates, defined as follows

Ff ðrÞ � ~ff ðkr; zÞ¼

Z 1

�1

Z 1

�1

f ðrÞejkr .qdx dy ð13Þ

F�1 ~ff ðkr; zÞ � f ðrÞ¼
1

ð2pÞ2

Z 1

�1

Z 1

�1

~ff ðkr; zÞe
�jkr .qdkx dky

ð14Þ

where

q¼ x̂xxþ ŷyy; kr¼ x̂xkx þ ŷyky ð15Þ

Hence, we apply (13) to Maxwell’s equations (2), noting
that the operator nabla transforms as =!�jkrþ ẑzd=dz.
Furthermore, we separate the transverse and longitudinal

r2

r1

O O

Measurement
dipole

(z) (z)

(y) (y)

(x) (x)

Source
dipole

(a)

r2

r1
Measurement

dipole

Source
dipole

(b)

Figure 3. Illustration of reciprocity. The field
measurements in situations (a) and (b) are iden-
tical.

7This holds provided the permittivity and permeability dyadics
are symmetric, e¼ eT and l¼lT, where the superscript ‘‘T’’ indi-
cates a transposed dyadic. This condition is clearly satisfied for
the uniaxial media considered here.
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parts of the resulting equations, to obtain [14]

d

dz
~EEt¼

1

joe0e
k2 �

1

ne
krkr .

� �
ð ~HHt� ẑzÞ

þkr

~JJz

oe0ez
� ~MMt� ẑz

ð16Þ

d

dz
~HHt¼

1

jom0m
k2 �

1

nh
krkr .

� �
ð~zz� ~EEtÞ

þkr

~MMz

om0mz

� z� ~JJt

ð17Þ

�joe0ez
~EEz¼ jkr . ð ~HHt� ẑzÞþ ~JJz ð18Þ

�jom0mz
~HHz¼ jkr . ð~zz� ~EEtÞþ

~MMz ð19Þ

where

k¼ k0
ffiffiffiffiffi
em
p

;

ne¼
ez

e
;

nh¼
mz

m

ð20Þ

and where k0¼o
ffiffiffiffiffiffiffiffiffi
m0e0
p

is the free-space wavenumber, k is

the medium wavenumber, and ne and nh are the electric
and magnetic anisotropy ratios, respectively. It is under-
stood that all media parameters may be z-dependent.

The subsequent analysis is greatly simplified if one de-
fines a spectral-domain coordinate system based on

ðkr; ẑz�krÞ, as illustrated in Fig. 5, with the unit vectors
ðûu; v̂vÞ given by [15]

ûu¼
kr

kr
¼ x̂x cos xþ ŷy sin x;

v̂v¼
ẑz�kr

kr
¼ � x̂x sin xþ ŷy cos x

ð21Þ

where x is the angle the vector kr makes with the positive
x axis and kr¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þ k2
y

q
. In this system, the transverse

electric and magnetic fields can be expressed as [16,17]

~EEt¼ ûuVeþ v̂vVh; ẑz� ~EEt¼ � ûuVhþ v̂vVe ð22Þ

~HHt� ẑz¼ ûuIeþ v̂vIh; ~HHt¼ � ûuIhþ v̂vIe ð23Þ

On substituting this into (16), (17) and projecting the re-
sulting equations on ûu and v̂v, we obtain two sets of trans-
mission-line (TL) equations of the form

dVa

dz
¼ � jka

zZaIaþ va;

dIa

dz
¼ � jka

zYaVaþ ia; a¼ ðe;hÞ

ð24Þ

where

ka
z ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

r=na
q

ð25Þ

Ze¼
1

Ye
¼

ke
z

oe0e
; Zh¼

1

Yh
¼

om0m
kh

z

ð26Þ

and where the source functions va and ia are as given in
Table 1. Hence, as anticipated by the notation introduced
in (22), (23), the components of ~EEt and ~HHt in the spectral
uv plane may be interpreted as voltages and currents8 on
a transmission-line analog of the medium along the z axis,
as illustrated in Fig. 4b. This analog comprises two trans-
mission lines, with z-dependent propagation ‘‘constants’’
ka

z and characteristic impedances Za, where a¼ (e,h). Since
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Figure 5. Spectral-domain coordinate system.
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Figure 4. Currents in a uniaxial medium with z-dependent pa-
rameters: (a) physical configuration; (b) transmission-line analog.

8Note, however, that these ‘‘voltages’’ and ‘‘currents’’ have the
units of V/m and A/m, respectively.
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the longitudinal field components may be found from the
transverse components and the field sources by means of
(18), (19), the original vector problem of Fig. 4a has in ef-
fect been reduced to the scalar TL problem of Fig. 4b. In
fact, combining (22), (23) and (18), (19), we obtain the
complete spectral domain fields as

~EEðkr; zÞ¼ ûuVeðzÞþ v̂vVhðzÞ � ẑz
1

joe0ezðzÞ

� ½jkrIeðzÞþ ~JJzðkr; zÞ�

ð27Þ

~HHðkr; zÞ¼ � ûuIhðzÞþ v̂vIeðzÞþ ẑz
1

jom0mzðzÞ

� ½jkrVhðzÞ � ~MMzðkr; zÞ�

ð28Þ

where Va(z) and Ia(z) implicitly depend on kr (but not on x).
We observe that, outside the source region, (Ve, Ie) and (Vh,
Ih) represent fields that are transverse magnetic (TM) and
transverse electric (TE) to z, respectively. We also note
from Table 1 that transverse x- or y-directed electric and
magnetic currents, always excite both the TM and TE
transmission lines, whereas longitudinal z-directed elec-
tric (magnetic) currents excite only the TM (TE) trans-
mission line.

The preceding three-dimensional (3D) analysis can be
specialized to the two-dimensional (2D) case, where there
is a translational symmetry along one of the transverse
axes—say, the y axis, and it may be assumed that the sca-
lar components of all fields and sources have the form9

f ðrÞ¼ f2Dðx; b; zÞe�jby ð29Þ

where b is a known or sought-after propagation constant
[18–22 (Chap. 6 in Ref. 20]). When (29) is substituted into
(13), (14), one obtains

Ff ðrÞ¼ 2pd ðky � bÞ ~ff2Dðkr; zÞ ð30Þ

where

~ff2Dðkr; zÞ¼

Z 1

�1

f2Dðx; ky; zÞ e
jkxxdx ð31Þ

and

f2Dðx; ky; zÞ¼
1

2p

Z 1

�1

~ff2Dðkr; zÞ e
�jkxxdkx ð32Þ

Hence, the transmission-line analog derived here is still
applicable in 2D, with the understanding that the two-di-
mensional Fourier transform pair should be replaced by
the one-dimensional transforms (31), (32), with ky¼ b.

4. TRANSMISSION-LINE GREEN FUNCTIONS

To find the transmission-line voltages and currents ap-
pearing in (27), (28), it will be helpful to introduce trans-
mission-line Green functions (TLGFs) as the voltages and
currents excited by unit-strength impulsive sources.
Hence, let Vi(z|z0) and Ii(z|z0) denote, respectively, the
voltage and current at z, due to a 1-A shunt current source
at z0, and let Vv(z|z0) and Iv(z|z0) denote, respectively, the
voltage and current at z, due to a 1-V series voltage source
at z0, as illustrated in Fig. 6.10 It then follows from (24)
that the so-defined TLGFs satisfy the equations

dVi

dz
¼ � jkzZIi;

dIi

dz
¼ � jkzYViþ dðz� z0Þ ð33Þ

dVv

dz
¼ � jkzZIvþ dðz� z0Þ;

dIv

dz
¼ � jkzYVv ð34Þ

In view of the linearity of the TL equations (24), we can
use superposition11 to express V and I at any point z as

VðzÞ¼ Viðzjz
0Þ; iðz0Þ


 �
þ Vvðzjz

0Þ; vðz0Þ

 �

ð35Þ

IðzÞ¼ Iiðzjz
0Þ; iðz0Þ


 �
þ Ivðzjz

0Þ; vðz0Þ

 �

ð36Þ

The complete analogy with (6), (7) should be noted.
Let (va,ia) and (vb,ib) be two separate TL source distri-

butions, which give rise to (Va,Ia) and (Vb,Ib), respectively.
Since both sets satisfy the TL equations (24) subject to the
same boundary conditions, it can be shown that [4; p. 194;
24, p. 147]

va; Ibh i � ia;Vbh i¼ vb; Iah i � ib;Vah i ð37Þ

which is the transmission-line counterpart of the reciproc-
ity theorem (9). By substituting various combinations of
point sources and their corresponding responses (35), (36)
into the above, it is found that the TLGFs possess the re-

Table 1. Transmission-Line Sources in Terms of Field
Sources

a¼ e (TM) a¼h (TE)

va
kr

oe0ez

~JJz �
~MMv

~MMu

ia � ~JJu �
kr

om0mz

~MMz �
~JJv

9The term 2.5D is occasionally used in this context, with the 2D
designation reserved for the b¼0 case.

10Here and throughout this article, we omit the superscript a,
whenever the equations apply to both the TM and TE transmis-
sion lines.
11The principle of superposition for linear networks can be stated
as follows. The response due to several independent voltage and
current sources is equal to the sum of the responses due to each
independent source acting alone, that is, with all other indepen-
dent sources made inoperative. In the case of distributed sources,
the sums become integrals [23, p. 63].
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ciprocity properties

Viðzjz
0Þ ¼Viðz

0jzÞ; Ivðzjz
0Þ ¼ Ivðz

0jzÞ;

Vvðzjz
0Þ ¼ � Iiðz

0jzÞ
ð38Þ

which are the transmission-line counterparts of (10)–(12).
The TL equations (33), (34) give rise to second-order

differential equations of the Sturm–Liouville type
[4, p. 278; 25, p. 53; 26, p. 291]. For example, equations
(33) imply

d

dz
PðzÞ

d

dz
�QðzÞ

� �
Viðzjz

0Þ ¼ � dðz� z0Þ ð39Þ

with

Iiðzjz
0Þ ¼ �P

d

dz
Viðzjz

0Þ ð40Þ

where we have introduced the notation

P¼
1

jkzZ
; Q¼

jkz

Z
ð41Þ

Assuming that the solution domain is restricted to
znrzrznþ 1, to correspond to the nth layer in Fig. 1, we
impose the boundary conditions

Vi

Ii

� �

z¼ zn

¼ � Z
 

n;
Vi

Ii

� �

z¼ znþ 1

¼ Z
!

n ð42Þ

where Z
 

n and Z
!

n denote the ‘‘left-looking’’ and ‘‘right-
looking’’ impedances at zn and znþ 1, respectively. Let

V
 
ðzÞ and V

!
ðzÞ be two homogeneous solutions of (39) that

satisfy the boundary conditions at the left and at the right
ends of the solution domain, respectively. Then, the solu-
tion of (39), subject to (42), can be found as

Viðzjz
0Þ ¼

V
 
ðzoÞV
!
ðz>Þ

�PWðV
 
; V
!
Þ

ð43Þ

where zo¼min(z, z0), z4¼max(z, z0), and where

WðV
 
; V
!
Þ¼ V
 dV
!

dz
� V
!dV
 

dz
ð44Þ

is the Wronskian determinant. It can be shown that the
denominator in (43), which is referred to as the conjunct, is

independent of z. The solution of (34) follows by a dual pro-
cedure, in which voltages are replaced by currents, imped-
ances by admittances, and vice versa.12

The simple and elegant result (43) clearly depends

on the availability of the homogeneous solutions V
 
ðzÞ

and V
!
ðzÞ in an analytical closed form. In Section 7,

we derive such solutions for the most practically impor-
tant case of piecewise homogeneous media.

5. SPECTRAL-DOMAIN DYADIC GREEN FUNCTIONS

On substituting (35), (36) into (27), (28) and referring to
Table 1, one obtains, after some simple transformations,
the spectral domain counterparts of (6), (7), specifically

~EEðkr; zÞ¼ h ~GG
EJ
ðkr; zjz

0Þ; ~JJðkr; z
0Þi

þ h ~GG
EM
ðkr; zjz

0Þ; ~MMðkr; z
0Þi

ð45Þ

~HHðkr; zÞ¼ h ~GG
HJ
ðkr; zjz

0Þ; ~JJðkr; z
0Þi

þ h ~GG
HM
ðkr; zjz

0Þ; ~MMðkr; z
0Þi

ð46Þ

with the spectral DGFs given as13

~GG
EJ
ðkr; zjz

0Þ ¼ � ûuûuVe
i � v̂vv̂vVh

i þ ẑzûu
kr

oe0ez
Ie

i

þ ûuẑz
kr

oe0e0z
Ve

v þ ẑzẑz
1

joe0e0z

�
k2
r

joe0ez
Ie

v � dðz� z0Þ

" #
ð47Þ

~GG
EM
ðkr; zjz

0Þ ¼ � ûuv̂vVe
v þ v̂vûuVh

v þ ẑzv̂v
kr

oe0ez
Ie

v

� v̂vẑz
kr

om0m0z
Vh

i

ð48Þ

(a)

kz(z) 

Z (z) 
1A

z' z (z)

Vi (z | z' )

Ii (z |z' )

−

+

(b)

kz(z) 

Z(z) 

1V

z' z (z )

Vv (z | z')

Iv(z | z')
−

−

+
+

Figure 6. Network problems for determination
of transmission-line Green functions: (a) current
source excitation; (b) voltage source excitation.

12Two equations of the same mathematical form are called dual

equations, and quantities occupying the same position in dual
equations are called dual quantities. When two equations are
duals of each other, a systematic interchange of symbols changes
the first equation into the second, and vice versa [27, p. 98].
13It is understood that the TLGFs in these equations depend on z

and z0, such as Ve
i ¼Ve

i ðzjz
0Þ, and also (implicitly) on kr.
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~GG
HJ
ðkr; zjz

0Þ ¼ ûuv̂vIh
i � v̂vûuIe

i

� ẑzv̂v
kr

om0mz

Vh
i þ v̂vẑz

kr

oe0e0z
Ie

v

ð49Þ

~GG
HM
ðkr; zjz

0Þ ¼ � ûuûuIh
v � v̂vv̂vIe

vþ ẑzûu
kr

om0mz

Vh
v

þ ûuẑz
kr

om0m0z
Ih

i þ ẑzẑz
1

jom0m0z

�
k2
r

jom0mz

Vh
i � dðz� z0Þ

" #
ð50Þ

where the primed and unprimed media parameters are
evaluated at z0 and z, respectively. It can readily be con-
firmed, using (38), that these DGFs possess the reciprocity
properties

~GG
EJ
ðkr; zjz

0Þ ¼ ½ ~GG
EJ
ð�kr; z

0jzÞ�T ð51Þ

~GG
HM
ðkr; zjz

0Þ ¼ ½ ~GG
HM
ð�kr; z

0jzÞ�T ð52Þ

~GG
EM
ðkr; zjz

0Þ ¼ � ½ ~GG
HJ
ð�kr; z

0jzÞ�T ð53Þ

which are the counterparts of the spatial-domain relations
(10)–(12).

The spectral-domain electric DGF (47) has been widely
used in the analysis of planar microstrip antennas,
resonators, and transmission lines by the spectral-domain
approach (SDA) [16,28–33]. For planar circuits with
infinitesimal metallization thickness, only the transverse

part of ~GG
EJ

is needed. This transverse dyadic, which has a

particularly simple form, can also be expressed as [34]

� ~GG
EJ

t
ðkr; zjz

0Þ ¼ I
t
Vh

i þ ûuûuðVe
i � Vh

i Þ

¼
1

2
I

t
ðVe

i þVh
i Þþ

1

2
ð2ûuûu� I

t
ÞðVe

i � Vh
i Þ

ð54Þ

where we have used the fact that I
t
¼ ûuûuþ v̂vv̂v.

To demonstrate the application of the SDA, consider a
half-space medium excited by a coaxial transmission line
opening into a PEC flange at z¼ z1, as illustrated in Fig. 7.
The medium may be uniaxial, with z-dependent permit-
tivity and permeability dyadics. It is desired to find the
electric and magnetic fields in the half-space, assuming
that the coax (coaxial TL) propagates the dominant TEM
mode. This problem, which is relevant to coaxial feeds for
microstrip antennas, PCB vias, and noninvasive testing,
will also serve to introduce some results and notation
needed in the subsequent development. We assume, with-
out loss of generality, that the coax is concentric with the z
axis. The field for z4z1 can be found from the equivalent
problem depicted in Fig. 7a, where the annular coax ap-
erture has been short-circuited and covered by an equiv-
alent magnetic surface current MS¼Ea

� ẑz, where Ea is
the aperture electric field in the original problem. Al-
though Ea is not known, its distribution may be approx-
imated by that existing in the cross section of an infinite
coax, which results in the azimuthally oriented ‘‘frill cur-
rent’’ [27, p. 112]

MSðqÞ¼ ûu
K

r
; aorob; z¼ z1 ð55Þ

with K¼ �Vc/log(b/a), where Vc is the voltage at the
mouth of the coax.14 Noting that the corresponding vol-
ume current density is M(r)¼MS(q)d(z� z1), we may use

(E,H)r

r ′

(y)

(z)

(x)

a

b

PEC

Magnetic
frill current

[ �(z),�(z)]

z1

z1

z1

Kz(z)
e

Z 
e
(z)

V 
e
(z) I 

e
(z)− +

+

+

−

−

ve

Short

O

Figure 7. Coax-excited half-space medium:
(a) computational model showing an equivalent
magnetic surface current over a shorted-cir-
cuited annular aperture: (b) spectral-domain
transmission-line equivalent circuit.

14We will assume that Vc is known, although this seldom is the
case. In general, one must resort to numerical techniques to de-
termine the aperture field [35].
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(6) and (8) to express the electric field in the half-space as

EðrÞ¼ hGEM
ðq� q0; zjz1Þ;MSðq

0Þi

¼F�1f ~GG
EM
ðkr; zjz1Þ . ~MMSðkrÞg

ð56Þ

where the second equality on the right side is the result of
the well-known fact that a spatial-domain convolution of
two functions corresponds to a product of their transforms
in the spectral domain [36, p. 23]. Similarly, the magnetic
field may be expressed as

HðrÞ¼ hGHM
ðq� q0; zjz1Þ;MSðq

0Þi

¼F�1f ~GG
HM
ðkq; zjz1Þ . ~MMSðkrÞg

ð57Þ

To find the spectral-domain magnetic current density ~MMS,
we apply the Fourier transformation (13) to (55). The in-
tegration is facilitated by changing to polar coordinates in
both domains, namely, (x, y)-(r, j) and (kx, ky)-(kr, x),
and invoking an integral representation of the Bessel
function of order n

JnðzÞ¼
ð�jÞn

2p

Z p

�p
e	j½z cosðj�WÞþnðj�WÞ�dj ð58Þ

where W is an arbitrary angle [37, p. 106].15 From (58), we
derive the formula

1

2p

Z p

�p

cos

sin
njejkrr cosðj�xÞdj¼ jnJnðkrrÞ

cos

sin
nx ð59Þ

and apply it to evaluate the j integral in a closed form.
The r integration is also evaluated in a closed form,16 with
the final result

~MMSðkrÞ¼ v̂v2pj
K

kp
½J0ðkraÞ � J0ðkrbÞ�|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

$ðkrÞ

� v̂v ~MMSðkrÞ ð60Þ

where v̂v is the unit vector defined in (21). Note that, as
evident from Table 1, this source excites only the TM
transmission line, as illustrated in Fig. 7b, where
ve¼ � ~MMS. Finally, we substitute (60) together with (48)
and (50) into (56), (57) and apply the inverse Fourier
transformation (14) to obtain the desired electric and mag-
netic fields. The x integrals are evaluated in closed forms
by means of the formula

1

2p

Z p

�p

cos

sin
nxe�jkrr cosðx�jÞdx¼ ð�jÞnJnðkrrÞ

cos

sin
nj ð61Þ

which can also be derived from (58). As a result, the non-
zero field components are found as [8]

ErðrÞ¼ � 2pKS1
$ðkrÞ

kr
Ve

vðzjz1Þ

� 
ð62Þ

EzðrÞ¼ 2pK
jZ1

k1ne
1

S0f$ðkrÞI
e
vðzjz1Þg ð63Þ

HjðrÞ¼ � 2pKS1
$ðkrÞ

kr
Ie

vðzjz1Þ

� 
ð64Þ

with the notation

Snf
~ff ðkrÞg ¼

1

2p

Z 1

0

~ff ðkrÞJnðkrrÞkrdkr

¼
1

4p

Z 1

1e�jp

~ff ðkrÞH
ð2Þ
n ðkrrÞkrdkr

ð65Þ

where Hð2Þn is the Hankel function of the second kind
and order n.17 The integrals in (65) are recognized as
Hankel (or Fourier-Bessel) transforms, but in the electro-
magnetics community they are generally known as
Sommerfeld integrals [40,41]. The real-axis integration
paths in (65) must be properly indented around the singu-
larities of ~ff ðkrÞ, as discussed in Section 8. Note that (62)–
(64) can be used, in particular, when the upper half-space
in Fig. 7 is a layered medium with piecewise constant pa-
rameters. The TLGFs for this case are derived in Section 7.

6. SPATIAL-DOMAIN DYADIC GREEN FUNCTIONS

The spatial-domain counterparts of (47)–(50) are obtained
by the Fourier inversion

GPQ
ðq; zjz0Þ ¼F�1 ~GG

PQ
ðkr; zjz

0Þ ð66Þ

which is performed by first projecting the unit vectors
ðûu; v̂vÞ on the xy coordinate system via (21) and then ap-
plying the transformation (14). Since all spectral inte-
grands are of the form sinðnxÞ ~ff ðkrÞ or cosðnxÞ ~ff ðkrÞ, with
n¼ 0, 1, or 2, the integration is facilitated by changing to
polar coordinates in both domains and using the formula

F�1
cos

sin
nx ~ff ðkrÞ

( )
¼ð�jÞn

cos

sin
njSn

~ff ðkrÞ

n o
ð67Þ

which follows from (61) and (65). We note that the second-
order Hankel transforms in (67) can be expressed as

S2f
~ff ðkrÞg¼

2

r
S1

~ff ðkrÞ

kr

( )
�S0f

~ff ðkrÞg ð68Þ
15This formula is also valid with n in the exponent of the inte-
grand changed to �n, which can be confirmed by using the re-
lationship J�n(z)¼ (�1)nJn(z) [38, p. 358]. Also, in view of the
periodicity of the integrand, the limits of integration can be
changed to any 2p range.
16This is done by invoking the formula J1ðzÞ¼ � J00ðzÞ [38, p. 361].

17The second integral form in [65] can be derived from the first by
using the formulas JnðzÞ¼

1
2½H
ð1Þ
n ðzÞþHð2Þn ðzÞ� and Hð1Þn ðzejpÞ¼

�e�jnpHð2Þn ðzÞ [3, p. 453; 39, p. 231], under the assumption that
the integrand functions ~ff ðkrÞ are even (odd) in kr for even (odd) n.
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Hence only the Hankel transforms of orders 0 and 1 are
needed.18 Using (67), (68) in (66), we obtain the non-zero
Cartesian components of the space-domain DGFs as

GEJ
xx ðq; zjz

0Þ ¼ � cos2 jS0fV
e
i g � sin2 jS0fV

h
i g

þ
cos 2j

r
S1

Ve
i � Vh

i

kr

�  ð69Þ

GEJ
xx ðq; zjz

0Þ ¼GEJ
yx ðq; zjz

0Þ ¼ �
sin 2j

2
S0fV

e
i � Vh

i g

þ
sin 2j

r
S1

Ve
i � Vh

i

kr

�  ð70Þ

GEJ
xz ðq; zjz

0Þ ¼
Z0

jk0e0z
cosjS1fkrVe

vg ð71Þ

GEJ
yy ðq; zjz

0Þ ¼ � sin2 jS0fV
e
i g � cos2 jS0fV

h
i g

�
cos 2j

r
S1

Ve
i � Vh

i

kr

�  ð72Þ

GEJ
yz ðq; zjz

0Þ ¼
Z0

jk0e0z
sinjS1fkrVe

vg ð73Þ

GEJ
zx ðq; zjz

0Þ ¼
Z0

jk0ez
cosjS1fkrIe

i g ð74Þ

GEJ
zy ðq; zjz

0Þ ¼
Z0

jk0ez
sinjS1fkrI

e
i g ð75Þ

GEJ
zz ðq; zjz

0Þ ¼ �
Z2

0

k2
0eze0z
S0fk

2
rIe

vg �
Z0

jk0ez
dðqÞdðz� z0Þ ð76Þ

GEM
xx ðq; zjz

0Þ ¼ �GEM
yy ðq; zjz

0Þ ¼
sin 2j

2
S0fV

e
v � Vh

v g

�
sin 2j

r
S1

Ve
v � Vh

v

kr

�  ð77Þ

GEM
xy ðq; zjz

0Þ ¼ � cos2 jS0fV
e
vg � sin2 jS0fV

h
v g

þ
cos 2j

r
S1

Ve
v � Vh

v

kr

�  ð78Þ

GEM
xz ðq; zjz

0Þ ¼
1

jk0Z0m0z
sinjS1fkrVh

i g ð79Þ

GEM
yx ðq; zjz

0Þ ¼ sin2 jS0fV
e
vgþ cos2 jS0fV

h
v g

þ
cos 2j

r
S1

Ve
v � Vh

v

kr

�  ð80Þ

GEM
yz ðq; zjz

0Þ ¼ �
1

jk0Z0m0z
cosjS1fkrVh

i g ð81Þ

GEM
zx ðq; zjz

0Þ ¼ �
Z0

jk0ez
sinjS1fkrIe

vg ð82Þ

GEM
zy ðq; zjz

0Þ ¼
Z0

jk0ez
cosjS1fkrIe

vg ð83Þ

GHJ
xx ðq; zjz

0Þ ¼ �GHJ
yy ðq; zjz

0Þ ¼ �
sin 2j

2
S0fI

h
i � Ie

i g

þ
sin 2j

r
S1

Ih
i � Ie

i

kr

�  ð84Þ

GHJ
xy ðq; zjz

0Þ ¼ cos2 jS0fI
h
i gþ sin2 jS0fI

e
i g

�
cos 2j

r
S1

Ih
i � Ie

i

kr

�  ð85Þ

GHJ
xz ðq; zjz

0Þ ¼ �
Z0

jk0e0z
sinjS1fkrIe

vg ð86Þ

GHJ
yx ðq; zjz

0Þ ¼ � sin2 jS0fI
h
i g � cos2 jS0fI

e
i g

�
cos 2j

r
S1

Ih
i � Ie

i

kr

�  ð87Þ

GHJ
yz ðq; zjz

0Þ ¼
Z0

jk0e0z
cosjS1fkrIe

vg ð88Þ

GHJ
zx ðq; zjz

0Þ ¼
1

jk0Z0mz

sinjS1fkrVh
i g ð89Þ

GHJ
zy ðq; zjz

0Þ ¼ �
1

jk0Z0mz

cosjS1fkrVh
i g ð90Þ

GHM
xx ðq; zjz

0Þ ¼ � cos2 jS0fI
h
v g � sin2 jS0fI

e
vg

þ
cos 2j

r
S1

Ih
v � Ie

v

kr

�  ð91Þ

GHM
xy ðq; zjz

0Þ ¼GHM
yx ðq; zjz

0Þ

¼ �
sin 2j

2
S0fI

h
v � Ie

vg

þ
sin 2j

r
S1

Ih
v � Ie

v

kr

� 
ð92Þ

GHM
xz ðq; zjz

0Þ ¼
1

jk0Z0m0z
cosjS1fkrIh

i g ð93Þ

GHM
yy ðq; zjz

0Þ ¼ � sin2 jS0fI
h
v g � cos2 jS0fI

e
vg

�
cos 2j

r
S1

Ih
v � Ie

v

kr

�  ð94Þ

GHM
yz ðq; zjz

0Þ ¼
1

jk0Z0m0z
sinjS1fkrIh

i g ð95Þ

GHM
zx ðq; zjz

0Þ ¼
1

jk0Z0mz

cosjS1fkrVh
v g ð96Þ

18This follows from the recurrence relation Jnþ1ðzÞ¼

ð2n=zÞJnðzÞ � Jn�1ðzÞ [38, p. 361].
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GHM
zy ðq; zjz

0Þ ¼
1

jk0Z0mz

sinjS1fkrVh
v g ð97Þ

GHM
zz ðq; zjz

0Þ ¼ �
1

k2
0Z

2
0mzm0z

S0fk
2
rVh

i g

�
1

jk0Z0mz

dðqÞdðz� z0Þ

ð98Þ

where Z0¼
ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
denotes the intrinsic impedance of free

space. Although these expressions are given for source
points on the z axis, they are readily generalized by the
substitutions x-(x� x0), y-(y� y0), and

r! R¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2þ ðy� y0Þ2

q
;

j! f¼ arctan
y� y0

x� x0

ð99Þ

where the quadrant of the argument must be noted when
the inverse tangent is evaluated.19 The new cylindrical
coordinates (R, f) are illustrated in Fig. 8. It may be di-
rectly verified, using (38), that the resulting DGFs satisfy
the reciprocity relations (10)–(12).20

It will be instructive to briefly revisit the problem of
Fig. 7 using the space-domain approach. In view of (55),
the electric and magnetic fields in the half-space can be
expressed as

EðrÞ¼K

Z b

a

dr0
Z p

�p
dj0GEM

ðq� q0; zjz1Þ . ûu
0 ð100Þ

HðrÞ¼K

Z b

a

dr0
Z p

�p
dj0GHM

ðq� q0; zjz1Þ . ûu
0 ð101Þ

where GEM and GHM are as given by (77)–(83) and (91)–
(98), respectively. Note that the integrals above must be
evaluated by numerical quadratures. These equations can
provide an excellent check for the DGFs and the numer-
ical procedures used to evaluate the Sommerfeld integrals,
since the results must agree with those computed from the
spectral-domain formulas (62)–(64) [43]. It is also possible
to demonstrate analytically the equivalence between
(100), (101) and (62)–(64); consider Hx, for example.
From (101), we obtain

HxðrÞ¼K

Z b

a

dr0
Z p

�p
dj0½� sinj0GHM

xx ðq� q0; zjz1Þ

þ cosj0GHM
xy ðq� q0; zjz1Þ�

¼ 2pK

Z b

a

dr0
Z p

�p
dj0

1

4p
½sinj0S0fI

e
vþ Ih

v g

� sinð2f� j0ÞS2fI
e
v � Ih

v g�

ð102Þ

where the Hankel transforms S0 and S2 are as given
by (65) with r replaced by R, and where we have omitted
the arguments (z|z1) of the TLGFs for notational simplic-
ity. Note that we have used (68) to simplify the second
integral expression above. If we now change the order of
the spatial and spectral integrals in the last equation, we
obtain

HxðrÞ¼ 2pK
1

2p

Z 1

0
dkrkr

Z b

a

dr0
Z p

�p
dj0

�
1

4p
½sinj0J0ðkrRÞfIe

vþ Ih
v g

� sinð2f� j0ÞJ2ðkrRÞfIe
v � Ih

v g�

ð103Þ

Next, we expand the Bessel functions in (103) using Graf ’s
addition theorem [38, p. 363]

JnðkrRÞ
cos

sin
nw¼

X1

k¼�1

JkðkrrÞJnþ kðkrr0Þ
cos

sin
ka ð104Þ

where the angles w¼ p� (f�j0) and a¼ (j�j0) are indi-
cated in Fig. 8, which makes it possible to evaluate the
spatial integrals in a closed form. As a result of the or-
thogonality of the trigonometric functions over the 2p
range, many cancellations occur, leading to the remark-
ably simple final result

HxðrÞ¼ 2pK sinjS1
$ðkrÞ

kr
Ie

vðzjz1Þ

� 
ð105Þ

where $ðkrÞ has been defined in (60). The other field com-
ponents in (100), (101) can be transformed in a similar
fashion, to arrive at (62)–(64).

The discussion above pertains to the general, 3D case.
In 2D, where all field components have the form of (29),
the space-domain DGFs can be obtained by applying the
one-dimensional inverse transform (32) to (47)–(50), with
ky set to b and x replaced by (x� x0). Hence, the spectral
integrals that arise in the 2D DGFs are ordinary Fourier
transforms, rather than Sommerfeld integrals, with the

(x)
(z)

(y)

y

x

y ′

x′

�

�′

�−�′�

�′�′

�

∧

�
�

	

χ

Figure 8. Cylindrical coordinates for off-axis source points.

19The intrinsic FORTRAN function ATAN2 does this automati-
cally and returns a result in the range (�p, p] [42, p. 178]. Note
that under this transformation dðqÞdðz� z0Þ ! dðr� r0Þ.
20Note that f-pþf when the locations of the source and field
points in Fig. 8 are swapped, whereas R is unaffected.
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integrands expressed in terms of the TLGFs, exactly as in
the 3D case [44].

We note that our Fourier representation of the DGFs is
tantamount to a two-dimensional eigenfunction expansion
in the transverse to z plane, with a closed-form solution in
the z direction [45]. The appearance of the delta function
terms in (76) and (98) is consistent with such ‘‘z-propagat-
ing’’ eigenfunction representations [46–48].21 However,
these terms do not represent the total source region sin-
gularity of the DGFs, since the remaining terms are still
highly singular when R¼|r� r0|-0 [50]. The level of
these singularities is the same in layered media as in a
homogeneous space (see the Appendix at the end of this
article). In layered media, however, the DGFs are given in
terms of the Sommerfeld integrals, and there is a direct
relationship between the large-kr divergence of the spec-
tral integrands and the space-domain singularity, as dis-
cussed in the next section. It is found that in the source
region GEM and GHJ behave as R�2, while GEJ and GHM

exhibit more severe R� 3 singularities. Since such singu-
larities are not generally integrable over a volume, special
care has to be taken when the integrals (6), (7) are eval-
uated with rAV [51]. The classical approach is to exclude
from V an infinitesimal volume Vd surrounding the field
point [52–54], [12, p. 101]. The integral over V�Vd, which
is referred to as the principal value (PV) integral, is then
convergent, and the integral over Vd gives rise to the so-
called depolarization dyadic. Although both the PV inte-
gral and the depolarization dyadic depend on the shape of
the exclusion volume, the sum of the two contributions is
unique.22 The depolarization dyadic for several simple
shapes, such as spherical, cubical, and cylindrical (with
a needle shape and a disk as special cases), have been
evaluated for both isotropic [54] and uniaxial [57] media.23

An alternative approach is regularization, which uses the
static form of the kernel to compensate for the singularity
[59–62].

Still another way to ‘‘regularize’’ the integral represen-
tations with hypersingular DGF kernels is to convert
them into the so-called mixed-potential forms, which ex-
press the fields in terms of the vector and scalar potentials
[14,43,63–71]. Such potential representations, although
not unique, have the advantage of being less singular (in
space domain) and faster convergent (in spectral domain)
than the field forms. The mixed-potential integral equa-
tions (MPIEs) have been frequently used in the analysis of
antennas, printed-circuit boards, arbitrarily shaped scat-
terers, and other structures embedded in layered media.

Space limitations do not allow us to develop this important
topic further here.

6.1. Comparison with Other Approaches

Before leaving this section, we wish to point out some sa-
lient features of the formulation presented here and to
comment on other approaches. First, we note that the
DGFs have been ‘‘scalarized’’; that is, they are expressed
in terms of the scalar Green functions of the transmission-
line analog of the layered medium along the axis normal to
the stratification [16,72–74]. The TLGFs are associated
with the transverse field components, whose continuity at
the media interfaces naturally translates into the conti-
nuity of the voltages and currents on the transmission-
line network representation of the layered medium. As
indicated in Fig. 1b, two transmission-line networks arise
that represent the TM (a¼ e) and TE (a¼h) partial fields.
However, since the TM and TE networks have identical
configurations and differ only in the propagation constants
and characteristic impedances, it suffices to work out the
solution for just one of them. The advantage of the TL
representation is that it enhances the engineering insight
and is amenable to the familiar network analysis tech-
niques. By using these techniques, the TLGFs for any
number of layers can easily be found, as discussed in the
next section. Hence, the DGF expressions (69)–(98) are
general, applicable to arbitrary source configurations and
any number of layers. They are also in a convenient ‘‘ready
to use’’ form, which cannot be further simplified—except,
possibly, by invoking (68).24

The transmission-line analogue employed here is
based on the transverse field components and it treats
the longitudinal components as dependent variables [4, p.
745]. However, it is also possible to scalarize the Maxwell
equations in layered media by taking the longitudinal
field components, (Ez, Hz), as the independent variables
(or ‘‘wave potentials’’), from which the transverse compo-
nents are derived [75–77]. A closely related approach is
based on the longitudinal components of either the mag-
netic and electric vector potentials (Az, Fz), or the Hertz
vectors (Pz, Pz) [29,78, p. 242; 79–82]. Although such rep-
resentations achieve the TM-TE decomposition of the
fields, they do not naturally lead to transmission-line
equivalent circuits, because the chosen wave potentials
are not continuous across the boundaries between dis-
similar media. Perhaps to overcome this drawback, a for-
mulation based on the longitudinal components of the
electric and magnetic displacement vectors (Dz, Bz) has
also been introduced [83].

Some authors have adopted Sommerfeld’s original ap-
proach [40,84,85], based on the horizontal and vertical
components of the Hertz vector (Px, Pz)

25 [88–91]. How-
ever, the extension of this method, or its variant based on

21The occurrence of the Dirac deltas in GEJ and GHM indicates
that these DGFs belong to the class of distributions (or general-
ized functions) [49, Chap. 1]. In the present context, a distribution
may be defined as a function, which has meaning only when in-
tegrated against another, well-behaved function.
22It should be mentioned here that in the special case of a uniform
current and a cylindrical volume with the axis parallel to the di-
rection of current flow, it is possible to evaluate the electric field
inside the source region without invoking the concepts of exclu-
sion volume or principal value [55,56].
23It is interesting to note that the delta function terms in (76) and
(98) give rise to depolarization dyadics corresponding to a disk-
shaped exclusion volume perpendicular to the z axis [58].

24However, using S2 to simplify equations does not necessarily
lead to a more efficient formulation, because J2 is usually com-
puted from J0 and J1.
25It has been realized that Sommerfeld’s choice of Hertz poten-
tials is nonunique, and that one could also use, for example, (Px,
Py) [86,87](86), (87).
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(Ax, Az), to multilayered media is cumbersome, because
the chosen wave potentials are coupled in the boundary
conditions at the interfaces [55,92–96].

Another approach is based on the eigenfunction expan-
sion of the DGFs in terms of vector wavefunctions [39,
Chap. 11]. This method, although elegant and historically
important, leads to representations that require much
processing to render them tractable [89,97,98].

Still another formalism begins with a 3D Fourier trans-
form representation of the DGF for a homogeneous medi-
um [99, p. 38; 100–105]. The integration over the spectral
variable associated with the z direction is then performed
in closed form by the calculus of residues [12, p. 823]. This
results in a 2D Fourier representation, which makes ev-
ident the TM and TE dyadic components and is suitable
for application of the ‘‘scattering superposition method,’’ in
which the spectral representation of the primary, whole-
space DGF is augmented by homogeneous solutions, to
account for the presence of the stratified medium. The
augmented terms constitute upward- and downward-
propagating waves, with coefficients that obey certain
recurrence relations, which are determined by imposing
the continuity of the transverse DGF components at the
media interfaces. Finally, in the 3D case, the resulting
two-dimensional spectral integrals are converted to So-
mmerfeld integrals.

In conclusion, the alternative techniques do not appear
to offer any substantial advantages over the method es-
poused here.

7. TRANSMISSION-LINE ANALYSIS FOR PIECEWISE
HOMOGENEOUS MEDIA

Although the theory presented thus far is applicable to
media with parameters that have arbitrarily z depen-
dence, only for a very few special media profiles can the
transmission-line solution be found in an analytical closed
form [106]. Therefore, we next focus attention on a mul-
tilayered medium with piecewise constant parameters, as
illustrated in Fig. 1a, which is the most important and
most frequently encountered case in practice. The trans-
mission-line equivalent circuit now consists of a tandem
connection of uniform transmission-line sections, where
section n, with terminals at zn and znþ1, has propagation
constant ka

zn and characteristic impedance Za
n, as illus-

trated in Fig. 1b.
In this section, we first analyze the situation where

there are no sources on the TL network, except possibly at
infinity. This case is important in its own right, and it
prepares the ground for the derivation of the TLGFs,
which is presented next. We close with a brief discussion
of the asymptotic behavior of the TLGFs.

7.1. Source-Free Case

The voltage and current on the nth TL section, which is
assumed to be source-free, satisfy the homogeneous forms

of the transmission-line equations (24), which lead to

d2

dz2
þ k2

zn

� �VnðzÞ

InðzÞ

¼0; InðzÞ¼ �
1

jkznZn

d

dz
VnðzÞ ð106Þ

Hence, choosing e�jkznz as the fundamental solutions, we
may write26

VnðzÞ

ZnInðzÞ

" #
¼ V þn e�jkznðz�znÞ

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
V þn ðzÞ

�V�n ejkznðz�znÞ

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
V�n ðzÞ

ð107Þ

where V þn ðzÞ and V�n ðzÞ represent the forward- and back-
ward-propagating voltage waves, respectively, and where
V þn and V�n are as yet undetermined complex coefficients.
The plus/minus signs between the forward and backward
waves correspond, respectively, to the upper/lower terms
on the left side of the equation. Note that, for later con-
venience, we use (z� zn), rather than just z, in the expo-
nents. Thus, the phase reference point for the traveling
waves has been arbitrarily selected at the left terminals of
the TL section. An exception must be made if section 1 in
Fig. 1b is of infinite extent; in this case, we move the phase
reference to the right terminals—specifically we use z2 in
place of z1 in (107).

We can also express (107) as

VnðzÞ

ZnInðzÞ

" #
¼V þn ðzÞ½1� G

!

nðzÞ� ð108Þ

where

G
!

nðzÞ¼
V�n ðzÞ

V þn ðzÞ
ð109Þ

is the right-looking voltage reflection coefficient at z on the
nth TL section. If we also define the right-looking imped-
ance at z as

Z
!

nðzÞ¼
VnðzÞ

InðzÞ
¼Zn

1þ G
!

nðzÞ

1� G
!

nðzÞ
ð110Þ

where the second equality follows from (108), we obtain

G
!

nðzÞ¼
Z
!

nðzÞ � Zn

Z
!

nðzÞþZn

ð111Þ

Hence, the reflection coefficient at any location may be
computed from the impedance, and vice versa. From (109)

26The present choice of fundamental solutions leads to a travel-
ing-wave representation of the voltages and currents. Another
possible choice, sin(kznz) and cos(kznz), leads to a standing-wave
representation [4, p. 203].
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and (107), it follows that

G
!

nðznÞ¼ G
!

ne�j2yn ð112Þ

where

yn¼ kzndn; dn¼ znþ 1 � zn ð113Þ

and where G
!

n � G
!

nðznþ 1
Þ. It should be noted that the

terminal reflection coefficients shown above are evaluat-
ed on the inner sides of the TL section. This distinction is
important, because unlike the impedances, the reflection
coefficients are discontinuous across the TL terminals.27

Using (110)–(112) and applying fact that Z
!

nðznþ1Þ �

Z
!

n¼ Z
!

nþ 1ðznþ 1Þ, it is readily found that the right-
looking reflection coefficients satisfy the recurrence
relation

G
!

n¼
Gnþ 1;nþ G

!

nþ 1e�j2ynþ 1

1þGnþ 1;n G
!

nþ 1e�j2ynþ 1

ð114Þ

where

Gi; j¼
Zi � Zj

ZiþZj
ð115Þ

Note that Gi,j is analogous to the Fresnel reflection coef-
ficient across an interface between two half-spaces filled
with media i and j, looking from medium j [107, p. 62] The
recursion (114) is applied beginning with the rightmost TL
section and it proceeds backward, toward the left end. If
the Nth layer is of infinite extent, as in Fig. 1, then it is
reflectionless, and the starting value is G

!

N ¼ 0.
Using the translation formula [112] in (108), we can

express the latter as

VnðzÞ

ZnInðzÞ

" #
¼V þn e�jkznðz�znÞ½1� G

!

ne�j2kznðznþ 1�zÞ� ð116Þ

For simplicity, the terminal voltages will be denoted as
Vn�Vn(zn) and Vnþ1�Vn(znþ1). Using the upper equation
(116), we can eliminate the coefficient V þn in favor of Vn,
which results in

VnðzÞ

ZnInðzÞ

" #
¼

Vne�jkznðz�znÞ

1þ G
!

ne�j2yn

½1� G
!

ne�j2kznðznþ 1�zÞ� ð117Þ

Hence, the voltage and current at any location within a
source-free TL section can be computed from the voltage
at the left terminals. Evaluating the upper equation (117)
at z¼ znþ1, we find the right-looking voltage transmission

coefficient across the nth TL section as

t
!

n �
Vnþ 1

Vn
¼
ð1þ G

!

nÞe
�jyn

1þ G
!

ne�j2yn

ð118Þ

This formalism is useful if the excitation is to the left of
the nth TL section. If the sources are to the right of the nth
section, (107) is still applicable, except that V�n now plays
the role of the ‘‘incident wave.’’ Hence, we define the left-
looking reflection coefficient

G
 

nðzÞ¼
V þn ðzÞ

V�n ðzÞ
¼

Z
 

nðzÞ � Zn

Z
 

nðzÞþZn

ð119Þ

and the left-looking impedance28

Z
 

nðzÞ¼ �
VnðzÞ

InðzÞ
¼Zn

1þ G
 

nðzÞ

1� G
 

nðzÞ
ð120Þ

and from (119) and (107), we obtain

G
 

nðznþ 1Þ ¼ G
 

ne�j2yn ð121Þ

where G
 

n � G
 

nðznÞ. Applying (119)–(121) and the fact that

Z
 

nðznÞ � Z
 

n¼ Z
 

n�1ðznÞ, we readily derive the recurrence
relation

G
 

n¼
Gn�1;nþ G

 

n�1 e�j2yn�1

1þGn�1;n G
 

n�1 e�j2yn�1

ð122Þ

From this recursion, the left-looking reflection coefficients
can be computed by the same procedure as that used for
the right-looking coefficients, except now we begin in sec-
tion 1 and progress forward, toward the right end of the
TL network. The starting value, G

 

1, is easily found. For
example, if the first layer is backed by a plate with surface
impedance Zs, as illustrated in Fig. 1, then

G
 

1¼
Zs � Z1

ZsþZ1
ð123Þ

which becomes � 1 if the plate is PEC, and þ 1 if it is
PMC. For a good, but not perfect, electrical conductor of
conductivity s, Zs can be found as

Zs¼
1þ j

sd
; d¼

ffiffiffiffiffiffiffiffiffiffiffi
2

om0s

s
ð124Þ

where d is the skin depth (not to be confused with the
Dirac delta) [12, p. 201; [108]].

27The continuity of the impedances is a consequence of the con-
tinuity of the voltages and currents when the sources are absent.

28The minus sign arises because we maintain the positive-z
direction as the reference direction for the current.
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Using the translation formula [121] in (107), the latter
can be expressed as

VnðzÞ

�ZnInðzÞ

" #
¼V�n ejkznðz�znÞ½1� G

 

ne�j2kznðz�znÞ� ð125Þ

where the coefficient V�n can be eliminated in favor of
Vnþ1, resulting in

VnðzÞ

�ZnInðzÞ

" #
¼

Vnþ 1e�jkznðznþ 1�zÞ

1þ G
 

ne�j2yn

½1� G
 

ne�j2kznðz�znÞ� ð126Þ

Hence, the voltage and current at any point z within a
source-free TL section can also be computed from the volt-
age at the right terminals. Finally, evaluating (126) at z¼
zn, we find the left-looking voltage transmission coefficient
for section n as

t
 

n �
Vn

Vnþ 1
¼
ð1þ G

 

nÞe
�jyn

1þ G
 

ne�j2yn

ð127Þ

To illustrate the application of this formalism, consider a
TL network corresponding to an unshielded multilayer
excited in the upper half-space (layer N). Let the incident
field be represented by a voltage wave with the amplitude
V�N . The resulting total voltage and current in the top lay-
er are given by (125) with n¼N, where G

 

N represents the
overall reflection coefficient looking into the stack from the
upper half-space, which can be computed from (122). Note
that the voltage at the left terminals of section N is

VN ¼ ð1þ G
 

NÞV
�
N ð128Þ

In layer 1 there is no reflection; hence

V1ðzÞ¼V�1 ejkz1ðz�z2Þ ð129Þ

and V2¼V�1 . The overall transmission coefficient of the
stack can now be found as

T
 

¼
V�1
V�N
¼ ð1þ G

 

NÞ
V2

VN
;

V2

VN
¼

V2

V3

V3

V4
� � �

VN�1

VN
¼
YN�1

n¼ 2

t
 

n

ð130Þ

where it is understood that the product is equal to one if
the lower limit exceeds the upper.

As another interesting application, consider an arbi-
trary distribution of electric and magnetic currents radi-
ating near a planar interface between a uniaxial medium
(layer 1) and an isotropic medium (layer 2). The issue is
whether it is possible to adjust the uniaxial medium pa-
rameters so that there is no reflection at the interface for
any frequency and any configuration of the sources. Since
the fields of arbitrary sources in layered media are
expressible as Sommerfeld integrals whose integrands

comprise both TM and TE TLGFs, these requirements
will be satisfied if the TM and TE Fresnel reflection coef-
ficients given in (115) vanish for all values of kr, that is, if
Ge

1;2¼ 0 and Gh
1;2¼ 0, and thus Ze

1¼Ze
2 and Zh

1 ¼Zh
2 . In view

of (25), (26), these conditions imply

1

e1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0e1m1 �
e1

ez1
k2
r

r
¼

1

e2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0e2m2 � k2
r

q
ð131Þ

and

1

m1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0e1m1 �
m1

mz1

k2
r

r
¼

1

m2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0e2m2 � k2
r

q
ð132Þ

which will be simultaneously satisfied for all kr if

ez1¼
e2
2

e1
; m1¼

e1m2

e2
; mz1¼

e2m2

e1

ð133Þ

where e1 may be selected arbitrarily. Hence, we may pos-
tulate a lossy medium with

e1¼ er1 � j
s1

oe0
ð134Þ

where the dielectric constant er1 and conductivity s1 are
arbitrary. It is interesting to note that, since ez1 and mz1 are
inversely proportional to e1, the resulting effective electric
and magnetic conductivities along the optic axis are neg-
ative. Even though such media may be not realizable in
practice, they have played an important role in the design
of the so-called perfectly matched layers (PMLs) for re-
flectionless truncation of finite-difference and finite-ele-
ment meshes [109–111]. Since such PMLs must be
surrounded by impenetrable enclosures to be practical,
let us consider the effect of terminating the perfectly ab-
sorbing medium characterized by (133), (134) with a PEC
ground plane at a distance d1 below the interface. The re-
flection coefficient looking into the uniaxial layer can be
found using (122) with n¼ 2. Since in the present case
Ga

1;2¼ 0 and G
 

1¼ � 1, we obtain

G
 

2
a¼ � e�j2ka

z1d1 ; ke
z1¼ kh

z1¼
e1

e2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

2 � k2
r

q
ð135Þ

Using (134) here and making the substitutions kr¼k2sinW,
the reflectivity of this PML is found as29

RaðyÞ¼ e�4Z2s1d1 cos W ð136Þ

where it is assumed that k2, Z2 (the intrinsic impedance of
medium 2) and W are real-valued. Here, W can be inter-
preted as the angle of incidence, measured from the in-
terface normal, of the continuous spectrum of plane waves
representing the field radiated by the finite sources. We
note that the reflectivity, which is the same for the TM and
TE waves, can be made arbitrarily small by properly

29Reflectivity is defined as the magnitude-squared reflection coef-
ficient.
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choosing the product s1d1. However, this PML works best
for normal incidence and loses its effectiveness for waves
incident at grazing angles (W¼ 901) and for evanescent
waves (in which case W is complex-valued [112, p. 231]).

For completeness, we also mention two alternative
methods that have been extensively used in multilayer
analysis [113–116]. The first is based on the relationship
[3, p. 44; 12, p. 192]

Vn

In

" #
¼

cos yn jZn sin yn

j

Zn
sin yn cos yn

2
64

3
75

Vnþ 1

Inþ 1

" #
ð137Þ

which can be derived from (107) by eliminating the trav-
eling-wave coefficients V�n in favor of the terminal voltages
and currents. The matrix in (137) is unimodular, that is, it
has a unity determinant.30 This property can be exploited
in the analysis of periodic multilayers [117, p. 60], which
have many important applications, such as gain-enhanc-
ing superstrates for microstrip antennas [118], or multi-
layer reflective coatings for EUV lithography [119]. The
second method is based on the formula [12, p. 189; 120]

V þn

V�n

2

4

3

5¼ 1

Tn�1;n

1 Gn�1;n

Gn�1;n 1

2

4

3

5
e�jyn�1 0

0 eþ jyn�1

2

4

3

5

�

V þn�1

V�n�1

2
4

3
5 � Qn�1

V þn�1

V�n�1

2
4

3
5

ð138Þ

where TI, j¼ 1þGi, j is the Fresnel transmission coefficient
from medium j to medium i. This equation can also be de-
rived from (107), this time by eliminating the terminal
voltages and currents in favor of the traveling-wave coef-
ficients in adjacent layers. If layer 1 is of infinite extent,
(138) is used with y1¼ 0.

Both matrix methods outlined above are useful in com-
putation of the guided-wave poles of a multilayer, which
correspond to the source-free solutions of the Maxwell
equations, or waveguide modes. We will illustrate this for
the second method, assuming an N-layer stack, as illus-
trated in Fig. 1. In this case, a repeated application of
(138) leads to the relationship

V þN

V�N

2
4

3
5¼QN�1QN�2 � � �Q1

V þ1

V�1

2
4

3
5

�

q11 q12

q21 q22

2
4

3
5

V þ1

V�1

2
4

3
5

ð139Þ

which links the amplitudes of the forward- and backward-
propagating voltage waves in the top and bottom layers. If
layer 1 is shielded from below, the positive- and negative-
propagating wave amplitudes can be expressed as
V�1 ¼

1
2ðV1 � Z1I1Þ, with the total voltage and current at

z1 constrained by the impedance boundary condition V1¼

�ZsI1. In layer N, assuming a stack open above, there
should be no backward-propagating wave, thus V�N ¼ 0.
Using these constraints in (139), we obtain

1 ðq11 G
 

1þ q12Þ

0 ðq21 G
 

1þ q22Þ

2

4

3

5 V þN

I1

" #
¼ 0 ð140Þ

with G
 

1 given by (123). Nontrivial solutions to this homo-
geneous system only exist for those values of kr, which
make the determinant vanish. This leads to the modal
dispersion relation

q21 G
 

1þ q22¼ 0 ð141Þ

which also includes the cases of PEC backing ðG
 

1¼ � 1Þ,
PMC backing ðG

 

1¼ þ 1Þ, and no backing ðG
 

1¼ 0Þ. The zeros
of (141) in the complex kr plane determine the propagation
constants of the guided-wave modes of the multilayer and
are also the poles of the spectral integrands appearing in
(69)–(98) [121,122]. A similar dispersion relation can be
derived for a multilayer shielded from above.

The advantage of the matrix formulations is that they
lead to analytic modal dispersion functions, which are
amenable to the root finding methods based on Cauchy’s
theorem [123,124]. However, they are not well suited for
use in the DGFs, because of the occurrence of growing ex-
ponentials when kr-N, which may cause numerical over-
flows in a computer implementation [6,125].

Finally, we mention that it is also possible to develop
explicit recursive relationships between the coefficients of
the forward- and backward-propagating waves in different
layers, without using the matrix technique [13, p. 49; 126].

7.2. Source-Excited Case

Consider next a source-excited TL section n, as illustrated
in Fig. 9, where G

 

n and G
!

n are the voltage reflection coef-
ficients and Z

 

n and Z
!

n are the total impedances, looking
out of the left and right terminals, respectively. It will
suffice to treat in detail only the current excitation case;
the solution for the voltage source will follow by duality.

First, we note that the Sturm–Liouville theory of Sec-
tion 4 can be directly applied to this problem. The homo-
geneous solutions satisfying the boundary conditions at
the left and right terminals of TL section n have already
been constructed in (125) and (116). Hence, we can choose

V
 

nðzÞ¼ ejkznðz�znÞ½1þ G
 

ne�j2kznðz�znÞ� ð142Þ

V
!

nðzÞ¼ e�jkznðz�znÞ½1þ G
!

ne�j2kznðznþ 1�zÞ� ð143Þ

The corresponding conjunct is readily found as

�PWðV
 

n; G
!

nÞ¼
2

Zn
Dn ð144Þ

30This matrix is sometimes referred to as the ABCD matrix.
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where we have introduced the notation

Dn¼ 1� G
 

n G
!

ne�j2yn ð145Þ

Using these equations in (43), we finally obtain

Viðzjz
0Þ ¼

Zn

2Dn
V
 

nðzoÞV
!

nðz>Þ ð146Þ

and Ii(z|z0) then follows from (40). However, this product
form of solution can be cumbersome when used in the
DGFs, where it may be necessary to combine terms arising
from different TLGFs. Therefore, we derive below a more
convenient TLGF form, which also offers more physical
insight.

Assume at first that the TL section in Fig. 9 is either of
infinite extent, or is matched at both ends, so that there
are no reflections. Let this TL be driven by a unit-strength
current generator at z0. Note that the voltage Vi must be
continuous at the source location z0 and must have the
form of outgoing waves. Furthermore, the current source
is in effect loaded by two impedances Zn connected in par-
allel. Hence, the solution must have the form [4, p. 206]

Viðzjz
0Þ ¼

Zn

2
e�jkznjz�z0 j; Iiðzjz

0Þ ¼ �
1

2
e�jkznjz�z0 j ð147Þ

where the upper and lower signs correspond to z4z0 and
zoz0, respectively. Next, to account for the presence of the
terminations, as in Fig. 9, we augment the particular so-
lution given above by a homogeneous solution, as follows

Viðzjz
0Þ ¼

Zn

2
ðe�jkznjz�z0 j þAne�jkznzþBnejkznzÞ ð148Þ

Iiðzjz
0Þ ¼

1

2
ð�e�jkznjz�z0 j þAne�jkznz � BnejkznzÞ ð149Þ

where the coefficients An and Bn can be found by enforcing
the boundary conditions (42). This last step is straightfor-
ward, and we omit the details.31 Substituting the so-
obtained coefficients An and Bn back into (148), (149) com-
pletes the solution procedure. The final result can be

expressed compactly as

Viðzjz
0Þ ¼

Zn

2
e�jkznjz�z0 j þ

1

Dn

X4

s¼ 1

RðsÞn e�jkznz
ðsÞ
n

" #
ð150Þ

Iiðzjz
0Þ ¼

1

2
�e�jkznjz�z0 j �

1

Dn

X4

s¼ 1

ð�1ÞsRðsÞn e�jkznzðsÞn

" #
ð151Þ

where we have introduced the notation

Rð1Þn ¼ G
 

n; zð1Þn ¼ ðzþ z0Þ � 2zn; ð152Þ

Rð2Þn ¼ G
!

n; zð2Þn ¼ 2znþ1 � ðzþ z0Þ; ð153Þ

Rð3Þn ¼ G
 

n G
!

n; zð3Þn ¼2dnþ ðz� z0Þ; ð154Þ

Rð4Þn ¼ G
 

n G
!

n; zð4Þn ¼ 2dn � ðz� z0Þ; ð155Þ

Of course, Eqs. (146) and (150) are equivalent, and the
former can be directly manipulated into the form of the
latter.

The TLGF representation (150), (151) can be given an
interesting ray (geometric optical) interpretation [127], as
illustrated in Fig. 10. Hence, the first terms in the brack-
ets represent the direct ray between the source and the
field point (ray 0), whereas the second terms represent
four categories of rays that undergo partial reflections at
the upper and lower slab boundaries before reaching the
observation point (rays 1 through 4). This ray interpreta-
tion is more evident if the inverse of the ‘‘resonant de-
nominator’’ Dn is expanded as [127]

1

Dn
¼
XK

k¼ 0

Okþ
OK þ 1

1� O
; O¼ G

 

n G
!

ne�j2yn ð156Þ

With finite K, this formula leads to a hybrid ray modal
representation, whereas for K-N, it gives a pure ray
representation. However, the simple ray picture shown in
Fig. 10 obtains for only a single layer, and it becomes
unwieldy in a multilayer geometry [127].

The remaining TLGFs, Iv and Vv, are governed by equa-
tions (34), which are dual to equations (33) satisfied by Vi

and Ii. Hence, the expressions for Iv and Vv can be ob-
tained from those for Vi and Ii, respectively, by simply re-
placing the characteristic impedances by admittances, and

k z,n−1 kz,n+1kzn

Zn−1 Zn+1

zn+1

Zn

z'

dn

zn

1V

1A

(z)

(Γn, 
n)
← ←

(Γn, 
n)
→ →

− +

Figure 9. Voltage and current sources in a transmission-line
section.

Source
point

Field
point

14

3 2
0

zn+1

z

z'

zn

Figure 10. Ray interpretation of the TLGFs.

31Note that we are in effect using the scattering superposition
method at the transmission-line level.

1178 ELECTROMAGNETIC FIELD COMPUTATION IN PLANAR MULTILAYERS



vice versa, which has also the effect of changing the signs
of the reflection coefficients. We should mention here the
important fact that all TLGFs can be derived from either
Vi or Iv [4, p. 194]. For, suppose we have found Vi, as given
by (150) above. Then, Ii follows from the first equation in
(33), which in turn implies knowledge of Vv, in view of the
last reciprocity relation in (38). Finally, Vv determines Iv

via the first equation in (34). Thus, all the required infor-
mation is contained in Vi; an alternative statement applies
to Iv. Because, as is evident from (18), (19), the Ez and Hz

field components are specified by, respectively, the current
on the TM transmission line and the voltage on the TE
transmission line, it is convenient to use Ie

v and Vh
i as the

basic TLGFs.32 As we show later in this section, Ie
v and Vh

i

are also the least singular of all the TLGFs on conversion
to the space domain.

Although the formulas given above assume observation
points within the source TL section, they can easily be
extended to arbitrary observation points outside section n,
by using the results derived earlier for the source-free
case. Hence, if z is within section mon, we use the source
section formulas to compute the voltage Vn at the left ter-
minals of section n, and then invoke (126) with n¼m and

Vmþ 1¼Vn

Yn�1

k¼mþ 1

t
 

k ð157Þ

Similarly, if z is within section m4n, we compute the volt-
age Vnþ1 at the right terminals of the source section, and
then use (117) with n¼m and

Vm¼Vnþ 1

Ym�1

k¼nþ 1

t
!

n ð158Þ

We note that it would suffice to implement only one of
these cases and to handle the other case by using the re-
ciprocity relations (38). However, if both cases are imple-
mented, the reciprocity relations can provide a useful
check of the formulation and the computer program.

The formulation adopted here easily specializes to the
case where the source or observation layer is a half-space,
and thus either the left- or right-looking reflection coeffi-
cient becomes zero; one simply omits the terms involving
the vanishing reflection coefficients. Also, an important
feature of this formulation is that all exponentials that
occur are nongrowing as kr-N, which greatly reduces
the danger of overflows in the computation of Sommerfeld
integrals (see Section 8).

Finally, an important property of the TLGFs should be
mentioned, which also has important consequences for the
evaluation of the Sommerfeld integrals. Namely, the
TLGFs are even functions of kzn, if n corresponds to a fi-
nite-thickness layer. This can be directly confirmed by
noting that (150), (151) are unaffected by the replacement
kzn-� kzn, which also causes the replacements Zn-�Zn,

G
 

n ! 1= G
 

n, and G
!

n ! 1= G
 

n. Hence, the choice of the
square-root branch in kzn is arbitrary, which means that
there are no branchpoints in the kr plane associated with
any of the finite layers [13, p. 112]. However, this obser-
vation applies only to the full TLGFs, including the direct-
ray terms.

7.3. Asymptotic Behavior

It is important to understand the asymptotic, large-kr be-
havior of the TLGFs, because it affects the convergence of
the Sommerfeld integrals and determines the source-re-
gion singularity of the DGFs in the space domain.33 This
knowledge is needed, for example, in extrapolation meth-
ods [128], or to extract the quasistatic parts from the
spectral kernels, both as a measure to accelerate the So-
mmerfeld integrals and to isolate the singular parts of the
kernels [80, p. 36; 129]. As is evident from (150), (151), the
TLGFs decay exponentially as kr-N, unless z¼ z0, which
represents the worst-case situation. We therefore focus
attention on the case where z lies within the source layer.
The large-kr, quasistatic forms of Va

i and Iai are readily
found from (150) and (151) by expanding the inverse res-
onant denominator in the geometric series (156) and re-
placing the reflection coefficients by their asymptotic
values. Each term of the series then represents a quasi-
static image of the source in the lower or upper interface.
Hence, keeping only the direct components and two dom-
inant image terms, we find that, as kr-N

Va
i 


Za
n

2
e�jka

znjz�z0 j þ wan�1;ne�jka
znz
ð1Þ
n þ wanþ 1;ne�jka

znz
ð2Þ
n

h i
ð159Þ

Iai 

1

2
�e�jka

znjz�z0 j þ wan�1;ne�jka
znz
ð1Þ
n � wanþ 1;ne�jka

znz
ð2Þ
n

h i
ð160Þ

where we have used the asymptotic forms

Ge
i; j 
 we

i; j¼ �
ke

i � ke
j

ke
i þ ke

j

; ke
n¼

ffiffiffiffiffiffiffiffiffiffi
enezn
p

ð161Þ

Gh
i; j 
 wh

i; j¼
kh

i � kh
j

kh
i þ kh

j

; kh
n¼

ffiffiffiffiffiffiffiffiffiffiffiffi
mnmzn

p
ð162Þ

which follow from (115) on noting that the characteristic
impedances (26) behave as

Ze
n 


kr

joe0ke
n

; Zh
n 


jom0k
h
n

kr
ð163Þ

The asymptotic behavior of Iav and Va
v can be deduced

from (159) and (160) by invoking duality, as explained
earlier. We summarize these findings in Table 2, where
we also indicate the small-R behavior of the corresponding

32Some authors [45] prefer to express Ie
v in terms of the current

reflection coefficients, which are just the negatives of the voltage
reflection coefficients used here.

33This follows from the final value theorem for Fourier transforms
[12, p. 826]. It can be seen from [25] that the case kr-N corre-
sponds to o-0, that is, the static case. If the kr-N limit is ap-
plied only to the reflection coefficients, the resulting expressions
are referred to as the quasistatic forms.
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Sommerfled integrals.34 By referring to this table, one can
easily ascertain the asymptotic behavior of the spectral
integrands, as well as the source region singularities of
the DGF components (69)–(98). It should be noted that not
only can singularities can arise as a result of the direct ray
[the first terms in brackets in (159), (160)]; one of the
dominant images (the second and third terms) can also
give rise to a singularity when z and z0 are both on the
same interface between adjacent layers.

8. SPECTRAL INTEGRALS AND THEIR COMPUTATION

Consider the formula [131, p. 455]

S0
e�jka

z jzj

2jka
z

� 
¼ na

e�jkra

4pra
; ra¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nar2þ z2

p
ð164Þ

which is the Sommerfeld identity [40] extended to uniaxial
media. From (164), another important identity can be de-
rived [132, p. 164; 133, p. 428; 134, p. 264]:

S1
e�jka

z jzj

2jka
zkr

� 
¼

e�jkjzj � e�jkra

4pjkr
ð165Þ

In the case of infinite, homogeneous media, these identi-
ties and their derivatives can be used to obtain closed-form
expressions for the Sommerfeld integrals that arise in
(69)–(98) [133, p. 376; 135; 136, p. 136]. We include the
resulting whole-space DGFs in the Appendix. In layered
media, however, such closed forms do not exist and one
must resort to numerical quadrature.

The spectral integrands appearing in (69)–(98) are in
general multivalued, as a result of the branchpoints in-
troduced by the square-root definition of ka

zn [137, p. 238].
However, as pointed out earlier, these integrands are even
functions of the ka

zn corresponding to finite layers,35 and
thus the only branchpoints that appear are those associ-
ated with the half-space media. If the multilayer is sand-
wiched between two isotropic half-spaces (which represent
the substrate and cladding in optical applications), the
branchpoints occur at 7k1 and 7kN, and the complex kr

plane consists of four overlying Riemann sheets (or two
sheets, if the multilayer is shielded on one side, or if the
media of the substrate and cladding are the same, i.e.,
k1¼ kN), joined at the branchcuts emanating from the

branchpoints [13, p. 66; 85, p. 56; 137, p. 241]. Although
the exact shape of these cuts is arbitrary, it is often con-
venient to specify them by the condition Imðka

znÞ¼ 0,
which ensures that Imðka

znÞ is of the same sign every-
where on a given sheet.36 It is then customary to define
the ‘‘proper’’ (also referred to as the ‘‘top’’ or ‘‘upper’’) sheet
as the one for which �po argfka

zng � 0. The spectral inte-
grands also in general exhibit pole singularities in the
complex kr plane, contributed by the zeros of the resonant
denominator and/or the reflection coefficients appearing in
the TLGFs. For the layered medium geometry of Fig. 1,
the poles can be found as the roots of the dispersion rela-
tion (141), as explained in the previous section. If the con-
dition �po argfka

zNg � 0 is imposed in the cladding, the
roots of (141) are the proper poles, which are located on the
top Riemann sheet and correspond to the bound modes of
the structure. Otherwise, they are the ‘‘leaky-wave poles’’
located on the lower sheet [113].

The integration paths in the integrals (65) must be
properly indented around the poles and branchpoints and
must approach infinity on the proper Riemann sheet, to
ensure that the fields are bounded as z-7N [105,138].
An example path satisfying these requirements, referred
to as the Sommerfeld integration path (SIP), is illustrated
in Fig. 11, where only the right half of the path applies to
the first integral form in (65). Note that the poles and
branchpoints occur in pairs in the second and fourth quad-
rants of the kr plane [4, p. 465].37 In the limit of vanishing
losses, all singular points move to the real axis. The Hank-
el function in the second integral in (65) introduces a log-
arithmic branchpoint [139] at the origin (not shown), and
the path of integration must be indented around it into the

Branch
cuts

Integration
path

Rek�

lmk�kN k1
Poles

Figure 11. Integration path in the complex kr plane.

Table 2. Worst-Case Asymptotic Behavior of
Transmission-Line Green Functions and Corresponding
Spatial-Domain Singularities

TL Green Function
Asymptotic
Behavior

Space-Domain
Singularity

Ve
i ; I

h
v Oðkþ1

r Þ OðR�3Þ

Ve
v ; I

h
i ;V

h
v ; I

e
I Oðk0

rÞ OðR�2Þ

Vh
i ; I

e
v Oðk�1

r Þ OðR�1Þ

34The ‘‘big oh’’ symbol means ‘‘order of magnitude’’ [130, p. 9].
35Provided that the whole-space terms are not extracted.

36The so-defined branchcuts are referred to as the Sommerfeld, or
fundamental, branchcuts.
37Figure 11 corresponds to the situation where the media filling
the lower and upper half-spaces are lossy and lossless, respec-
tively. In the e� iot convention, the singular points are complex
conjugates of those shown here. Also, the SIP and the branchcuts
are reflected in the real axis and Hð1Þn replaces Hð2Þn in [65]
[4, p. 466].
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lower half of the kr plane, which is emphasized in the
notation by writing the lower integration limit as Ne� jp.
If the SIP is used to compute the Sommerfeld integrals,
the pole and branchpoint singularities that occur nearby
must be avoided or, preferably, extracted and handled an-
alytically [41,83, p. 161; 140–143]. Since the Bessel and
Hankel functions are oscillatory on the real axis and the
integrands are divergent, the integration is inefficient,
unless extrapolation techniques (sequence accelerators)
are employed. One proven and effective procedure is the
‘‘integration then summation’’ method [128,144–146]. In
this approach, the Gauss–Kronrod or Patterson quad-
rature [147] is applied between consecutive zeros of the
Bessel function and the resulting sequence of partial sums
is accelerated by one of the extrapolation methods
[148,149].

The integration may be more efficient if the SIP is de-
formed to another path, on which the integrand is rapidly
convergent [41,88,150,151]. The contour deformation,
which is based on Cauchy’s integral theorem [1, p. 294],
is performed in a way, such that the conditions of Jordan’s
lemma [12, p. 823; 139] are satisfied and no contribution
results from any part of the path of integration at infinity.
The residues of the poles ‘‘captured’’ by the deformation,
as well as contributions from any branchcuts ‘‘swept’’ in
this process, must be properly accounted for [152–155]. If
the integration contour is restricted to the proper Riem-
ann sheet, the pole contributions represent the guided-
wave modes (or ‘‘discrete spectrum’’) of the multilayer, and
the branchcut integrals represent the radiation modes
(‘‘continuous spectrum’’) [13, p. 333]. Near the surface of
a layered medium, the latter assume the characteristics of
‘‘lateral waves’’ that propagate along the top and bottom
interfaces [3, p. 484]. If the multilayer is shielded from
below and above, the branchcuts are absent, but an infi-
nite number of poles appear on the top (and, in this case,
only) sheet. Hence, the spectrum is purely discrete, and
the Sommerfeld integrals can be converted into series of
pole residues [156].

One particularly attractive integration contour is the
steepest-descent path (SDP), on which the integrand is
most rapidly convergent [3, p. 462; 13, p. 107; 152,157].
However, this contour veers into a lower Riemann sheet,
and thus there is a possibility of capturing some improper
poles during the path deformation. The contribution from
these leaky-wave poles, as well as any captured proper
poles and branchcuts, must not be overlooked. In fact, the
difficulty of tracking the location of these singularities vis-
à-vis the SDP is a major obstacle in the practical imple-
mentation of the SDP integration. The SDP, which passes
through the saddle point, also directly leads to the asymp-
totic techniques for the approximate evaluation of the in-
tegrals [4, Chap. 4; 13, p. 106]. These approximations are
often performed in the complex angular spectrum plane,
which is related to the kr plane by kr¼k1sin w or kr¼kN

sin w [3, Sect. 15–7; 4, p. 541; 130, Sect. 1–7; 137, p. 241].
Either of these transformations ‘‘unfolds’’ one pair of
branchcuts in the kr plane and maps the associated two
Riemann sheets onto a single sheet in the w plane. An-
other interesting transformation has been proposed,
which unfolds all four sheets of the Riemann surface [158].

Other techniques that should be mentioned are the fast
Hankel transform (FHT) method38 [159,160] and the dis-
crete complex image method (DCIM) [161–165]. In the
FHT method the Sommerfeld integral is converted to a
discrete convolution by a logarithmic transformation of
the variables and the approximation of the transformed
integrand [i.e., the ~ff ðkrÞ function in (65)] as a sum of sinc
functions. This convolution has a form of a linear digital
filter, which processes the ‘‘input function’’ [i.e., ~ff ðkrÞ] to
produce the ‘‘output function,’’ namely, the Sommerfeld
integral. The coefficients of digital filters of various
lengths, corresponding to Hankel transforms of orders 0
and 1, have been computed and are available in the liter-
ature [166,167]. The FHT method is effective only when
there are no singularities near the real axis, as in the case
of highly lossy media, or these singularities can be ex-
tracted and handled analytically. Also, the integrand en-
velope must be strictly decreasing as kr-N.

The basic idea of the DCIM is to approximate the spec-
tral kernel on a suitable path in the complex kr plane by a
sum of complex exponentials, using an established system
identification procedure [168], and then to use an identity,
such as (164), to evaluate the Sommerfeld integrals in
closed form.39 The lateral range of applicability of DCIM is
limited, unless the guided-wave poles are extracted from
the integrands prior to the exponential fit. More recently,
a related technique has been proposed, based on rational,
rather that exponential, function fitting, which does not
suffer from this limitation [169].

A remarkable property of both the FHT method and the
DCIM is that no numerical integration is required and no
evaluation of Bessel (or Hankel) functions is involved. As a
result, these techniques are much faster than the most
efficient numerical quadrature methods. However, they
also share a significant drawback that they have no built-
in convergence measures, and thus the accuracy of the
result is usually difficult to ascertain.

Before any of the techniques discussed here is applied,
a recommended and sometimes necessary practice is to
improve the convergence of the Sommerfeld integrals by
the subtraction of the large-kr, quasi-static terms, which
have closed-form space-domain counterparts [34,170]. The
added benefit of this procedure is that it helps identify and
isolate the singular parts of the space-domain Green func-
tions. In the important special case where the source and
observation points are on the same interface in a multi-
layer medium, the Sommerfeld integrals can be acceler-
ated by the extraction of the half-space portion of the
integrand, which makes the remainder exponentially con-
vergent [171,172]. The extracted half-space part can be
efficiently evaluated by SDP integration [152].

It should also be pointed out that the techniques de-
scribed here are in practice usually applied to Sommerfeld
integrals associated with electromagnetic potentials, rath-
er than fields [41,129,173]. Since fields are related to po-
tentials through differential operators, the potential forms

38Also known as the ‘‘linear digital filter method.’’
39The layered media Green functions computed this way are often
referred to, somewhat inappropriately, as ‘‘closed-form Green’s
functions.’’
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are less singular (in spatial domain) and more rapidly
convergent (in spectral domain), and thus more tractable,
than the field forms. If repeated evaluation of Sommerfeld
integrals is required, as is the case when integral equation
techniques are used for objects in layered media, a viable
alternative to the ‘‘on demand’’ computation is interpola-
tion from a grid of precomputed and tabulated values
[88,138,150,174]. The interpolation is in general over the
three-dimensional (R, z, z0) space. However, if the source
and observation points are within the same layer, only
two-dimensional interpolation is required, because, as is
evident from (150), (151), the DGFs can always be split
into parts that depend on either ðR; z� z

0

Þ or ðR; zþ z
0

Þ.
In the 2D case, the spectral integrals have the form of

(32), where the integration can be limited to the positive
real kx axis, with the exponential function replaced by
� 2j sin(kxx) or 2 cos(kxx), depending on whether the inte-
grand ~ff 2D is even or odd in kx, respectively. Most of the
techniques available for the Sommerfeld integrals can be
adapted for this case. The singularities in the kx plane are
related to their kr-plane counterparts by the mapping
kx¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2
r � b2

q
, where the propagation constant b may

be complex-valued. Hence, the location of the poles and
branchpoints changes with b, which may require a corre-
sponding deformation of the integration path [18,175].
Finally, we note that the 2D counterpart of the So-
mmerfeld identity (164) is

1

2p

Z 1

�1

e�jka
z jzj

2jka
z

e�jkxxdkx¼

ffiffiffiffiffi
na
p

4j
Hð2Þ0 ðg

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nax2þ z2

p
Þ ð166Þ

where ga¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � b2=na

q
, with � poarg{ga}r0 [176; 177,

p. 48].

9. FAR-ZONE RADIATION FIELDS

In some important applications, such as antenna engi-
neering, the far-zone (radiation) fields due to arbitrary
source distributions in layered media are of interest. In
this section we demonstrate that these fields can be easily
computed using the formalism developed in the previous
sections.

Hence, let (J, M) be known currents occupying a vol-
ume V anywhere in a layered medium, which is not shield-
ed from above, as illustrated in Fig. 1a. We assume, for
simplicity, that the medium of the upper half-space is iso-
tropic. Let z0 be a point on the z axis, such that the layered
medium and the volume V are confined to the region zrz0,
as illustrated in Fig. 12. Our goal is to derive leading-order
asymptotic expressions for the fields radiated by (J, M),
valid when the field point is far from V in the half-space
region z4z0.

It should be clear from (47)–(50) and the TLGFs derived
in Section 7 that, in the region z4z0, the spectral DGFs
may be expressed as

~GG
PQ
ðkr; zjz

0Þ ¼ ~GG
PQ
ðkr; z0jz

0Þ e�jkzN ðz�z0Þ;

kzN ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

N � k2
r

q ð167Þ

In view of (8)–(66), the space-domain counterpart of (167)
may be written as [178, Sect. 13]

GPQ
ðrjr0Þ ¼

1

ð2pÞ2

Z 1

�1

Z 1

�1

2jkzN
~GG

PQ
ðkr; z0jz

0Þ

� ejkr . r
0
0

e�jk . r

2jkzN

� 
dkx dky

ð168Þ

where we have introduced the notation

k¼krþ ẑzkzN ; r00¼ q0 þ ẑzz0 ð169Þ

The integrand in (168) has been factorized into a slowly
varying part and a part, enclosed in curly braces, that var-
ies rapidly as r¼|r|-N.40 The integrals of the form (168)
are amenable to the stationary phase method, or its equiv-
alent, the steepest descent method [3, p. 594: 4, p. 386].
The stationary phase point is given by the conditions

@

@kx
ðk . rÞ¼ 0;

@

@ky
ðk . rÞ¼ 0 ð170Þ

which yield the solution

ks
x¼ kN

x

r
; ks

y¼ kN
y

r
; ks

zN ¼ kN
z

r
ð171Þ

where the superscript ‘‘s’’ has been introduced to distin-
guish the stationary phase point values. This result has a
clear physical interpretation; the stationary phase point
corresponds to a plane wave with its propagation vector k
pointing to the far-zone field point [179]. Hence, we can
write

ks
r¼ kN sinWðx̂x cosfþ ŷy sinfÞ; ks

zN ¼ kN cosW ð172Þ

where the spherical angles (W, j) specify the observation
direction. If we now replace the slowly varying part of the
integrand in (168) by its value at the stationary phase
point and perform the spectral integration in cylindrical

� = (x,y)

V

J
M

r'

zN z0

(z )
O

r0'

r

r − r0'
To a distant

field point

Figure 12. Geometry for the evaluation of the far-zone field.

40The reason for arbitrarily including the denominator 2jkzN in
the rapidly varying part will become evident in due course.

1182 ELECTROMAGNETIC FIELD COMPUTATION IN PLANAR MULTILAYERS



coordinates, we arrive at

GPQ
ðrjr0Þ 
 2jks

zN
~GG

PQ
ðks

r; z0jz
0Þejks

r
. r00S0

e�jkzNz

2jkzN

� 
;

r!1

ð173Þ

where S0 is the zero-order Hankel transform defined in
(65). Finally, we invoke the Sommerfeld identity (164), to
obtain

GPQ
ðrjr0Þ 
 �

e�jkNr

2pjr
ejks

zN
z0 ks

zN
~GG

PQ
ðks

r; z0jz
0Þejks

r
. q0 ;

r!1

ð174Þ

The far-zone electric field can now be computed from (6),
with the DGFs transformed according to (174). Note that
at the stationary phase point ~uu¼ q̂q and v̂v¼ ûu, where the
directions of the unit vectors q̂q and ûu¼ ẑz� q̂q are fixed by
the observation angle j. Furthermore, since there are no
reflected waves for z4z0, the spectral-domain DGFs can be
simplified by using the transmission line relationships
(33),(34). As a result, we obtain the far-zone electric field
components as [180,181]

EW;j 

e�jkNr

2pjr
ejks

zN
z0 kN f EJ

W;jejks
r
. q0 ;J

D E
þ ZN f EM

W;j ejks
r
.q0 ;M

D Eh i
;

r!1 ð175Þ

where

f EJ
W ¼Ve

i ðz0jz
0Þq̂q�

Z2
0mN

e0z
sinW cosWIe

vðz0jz
0Þẑz ð176Þ

f EJ
j ¼ cosWVh

i ðz0jz
0Þûu ð177Þ

f EM
W ¼ cosWIe

vðz0jz
0Þûu ð178Þ

f EM
j ¼ � Ih

v ðz0jz
0Þq̂qþ

eN

Z2
0m
0
z

sinW cosWVh
i ðz0jz

0Þẑz ð179Þ

It is understood here that the TLGFs, which can be com-
puted as explained in Section 7, are evaluated with
kr¼ ks

r¼ kN sinW. Finally, the far-zone magnetic field com-
ponents corresponding to (175) can be found as [27, p. 133]

Hj¼
EW

ZN

; HW¼ �
Ej

ZN

ð180Þ

The simple far-zone approximations derived here are not
applicable when the observation point approaches the sur-
face of the multilayer. In that case, there are singularities
near the stationary phase point and a modified saddle-
point technique must be used [3, p. 461; 12, p. 830].

10. PLANE-WAVE EXCITED FIELDS

In this section we show how the transmission-line formal-
ism can be used to compute the electromagnetic field in
any layer of a multilayer stack with piecewise constant
parameters, due to a plane wave incident in the upper
half-space (layer N). We assume, for simplicity, that the
medium of the top layer is isotropic. The direction of ar-
rival of the plane wave is specified by the angles (Wi, ji),
and its polarization by the angle ci, as illustrated in Fig.
13. Hence, the propagation vector of this wave can be
expressed as ki

¼ki
rþ ẑzkzN, where

ki
r¼ kN sin Wiðx̂x cosfiþ ŷy sinfiÞ; kzN ¼ kN cosWi ð181Þ

and the electric field as

Ei
¼E0½ðq̂qi cos Wiþ ẑz sin WiÞ cosciþ ûui sinci�

� ejkzN ðz�zN Þe�jki
r
.q

ð182Þ

where E0 is the specified field amplitude and zN is the
phase reference point, selected to coincide with the upper
interface of the multilayer. Note that the directions of the
unit vectors q̂qi and ûui are fixed by the angle ji, which
specifies the plane of incidence. Our goal is to find the total
field (En, Hn) established at any point of any layer n, as a
result of the plane wave (182) incident in the upper half-
space.

For the fields to match at the interfaces, the depen-
dence of (En, Hn) on the transverse coordinates must be
the same in all layers and must match that of the incident
plane wave (182). Furthermore, both the incident field
and the total field must satisfy the source-free forms of
(16)–(19), with kr¼ki

r. Consequently, the transmission-
line analog of the layered medium developed in Section 7
may be employed to find (En, Hn). With (22) in mind,

(y)

(z)

(x)

E0
�i

ϑi

k i

k�i�i

Figure 13. Geometry for the evaluation of the plane-wave inci-
dent field.
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where now ð ~uu; v̂vÞ¼ ðq̂qi; ûui, we express the transverse part of
(182) as [180,181]

Ei
tðrÞ¼ ½q̂qiV

e�
N ðzÞþ ûuiV

h�
N ðzÞ�e

�jki
r
. q ð183Þ

where

Ve�
N ðzÞ¼ E0 cosci cosWi|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Ve�
N

ejkzN ðz�zN Þ;

Vh�
N ðzÞ¼ E0 sinci|fflfflfflfflffl{zfflfflfflfflffl}

Vh�
N

ejkzN ðz�zN Þ
ð184Þ

We may interpret Ve�
N ðzÞ and Vh�

N ðzÞ are the leftward-prop-
agating incident voltage waves exciting the TM and TE
transmission line networks, respectively, in the TL section
corresponding to the upper-half-space (layer N). In view of
(27),(28), the total electric and magnetic fields in any layer
n can be found as

EnðrÞ¼ q̂qiV
e
nðzÞþ ûuiV

h
n ðzÞ � ẑz

ZNeN

ezn
sinWiI

e
nðzÞ

� �
e�jki

r
.q

ð185Þ

HnðrÞ¼ �q̂qiI
h
nðzÞþ ûuiI

e
nðzÞþ ẑz

mN

ZNmzn

sinWiV
h
n ðzÞ

� �

� e�jki
r
. q

ð186Þ

where Va
nðzÞ and IanðzÞ, with a¼ (e, h), are the total voltage

and current at a point z in layer n of the TL network.
These voltages and currents can be found as explained in
Section 7. Hence, in the upper layer they are given by
(125), with n¼N. In any other layer n, they can be found
from (126), where

Va
nþ 1¼Va�

N ð1þ G
 

N
aÞ

YN�1

k¼nþ 1

t
 

k
a ð187Þ

with Va�
N given in (184). Note that in deriving this equa-

tion, use has been made of (127) and (128). It is understood
in the above that all transmission-line voltages and cur-
rents are evaluated with kr¼ ki

r¼ kN sin yi.
With reference to Fig. 13, observe that the polarization

of the incident plane wave is parallel for ci¼ 0, and per-
pendicular for ci¼ p/2. From (184) we see that the paral-
lel- and perpendicularly polarized waves only excite the
TM and TE transmission lines, respectively, and that both
lines are excited by an arbitrarily polarized wave. In the
case of normal incidence, the field is TEM and the plane
of incidence, and thus also ji and ci, are undefined. How-
ever, this situation may be treated as a limiting case of
parallel or perpendicular polarization, as Wi-0.

11. SUMMARY AND CONCLUSION

A complete set of electric- and magnetic-type dyadic Green
functions (DGFs) is derived for plane-stratified, multilay-

ered, uniaxial media, based on the transmission-line net-
work analog along the axis normal to the stratification.
The DGFs are expressed in terms of transmission-line
Green functions (TLGFs), which are the voltages and cur-
rents on the transmission-line network excited by unit-
strength voltage or current sources. A practical algorithm
is given for the efficient computation of the TLGFs. Also,
various state-of-the-art techniques for computation of the
Sommerfeld integrals are reviewed. Finally, the transmis-
sion-line analog is applied to derive the far-zone fields and
the plane-wave-excited fields in the layered medium. The
unified formulation presented here is compact, convenient
to implement, and computationally efficient. It also affords
much insight into the layered medium Green functions,
because the behavior of the transmission-line voltages and
currents is well understood.

12. APPENDIX: WHOLE-SPACE DGFS

In this appendix we give closed forms of the whole-space,
three-dimensional DGFs for a uniaxial medium with the
parameters of layer n. These expressions have been ob-
tained by retaining only the direct ray terms of the TLGFs
(corresponding to ray 0 in Fig. 10) in (69)–(98) and using
the identities (164),(165) and their derivatives to evaluate
the resulting Sommerfeld integrals.41 Equivalent forms
of these DGFs were derived previously [135] using a
different approach.

First, to simplify the equations, we define

Ca
n¼ nan

e�jknRa
n

4pRa
n

; Da
n¼

e�jknRa
n

4pjknR2
;

Ra
n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nanR2þ ðz� z0Þ2

q ðA:1Þ

Sa
n¼

R
Ra

n

; Ca
n ¼

z� z0

Ra
n

ðA:2Þ

La
n¼

j

knRa
n

þ
1

ðknRa
nÞ

2
; Ua

n¼ 1�
j

knRa
n

ðA:3Þ

Using this notation, the whole-space terms of (69)–(76)
can be written as

GEJ
xx ðrjr

0Þ ¼ � jknZnf½ð1� Le
nÞþ cos2 fne

nðS
e
nÞ

2
ð3Le

n � 1ÞgCe
n

� sin2 fðCe
n �Ch

nÞþ cosð2fÞðDe
n �Dh

nÞg

ðA:4Þ

41The delta function terms in [76] and [98] are canceled in this
process; however, the z derivatives must be taken in the sense of
distributions [182].
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GEJ
xy ðrjr

0Þ ¼GEJ
yx ðrjr

0Þ ¼ � jknZnfsin f cos fne
nðS

e
nÞ

2
ð3Le

n � 1ÞCe
n

þ sin f cos fðCe
n �Ch

nÞþ sinð2fÞðDe
n �Dh

nÞg

ðA:5Þ

GEJ
yy ðrjr

0Þ ¼ � jknZnf½ð1� Le
nÞþ sin2 fne

nðS
e
nÞ

2
ð3Le

n � 1Þ�Ce
n

� cos2 fðCe
n �Ch

nÞ � cosð2fÞðDe
n �Dh

nÞg

ðA:6Þ

GEJ
xz ðrjr

0Þ ¼GEJ
zx ðrjr

0Þ ¼ � jknZn cos fSe
nCe

n

� ð3Le
n � 1ÞCe

n

ðA:7Þ

GEJ
yz ðrjr

0Þ ¼GEJ
zy ðrjr

0Þ ¼ � jknZn sin fSe
nCe

n

� ð3Le
n � 1ÞCe

n

ðA:8Þ

GEJ
zz ðrjr

0Þ ¼ � jknZn½ð1� Le
nÞþ ðC

e
nÞ

2
ð3Le

n � 1Þ�
Ce

n

ne
n

ðA:9Þ

Similarly, the whole-space parts of (84)–(90) are found
as

GHJ
xx ðrjr

0Þ ¼ �GHJ
yy ðrjr

0Þ

¼ jkn½sin f cos fðCe
nU

e
nC

e
n � Ch

nU
h
nC

h
nÞ

þ sinð2fÞðCe
nDe

n � Ch
nDh

nÞ�

ðA:10Þ

GHJ
xy ðrjr

0Þ ¼ jkn½sin2 fCe
nU

e
nC

e
nþ cos2 fCh

nU
h
nC

h
n

� cosð2fÞðCe
nDe

n � Ch
nDh

nÞ�

ðA:11Þ

GHJ
yx ðrjr

0Þ ¼ � jkn½cos2 fCe
nU

e
nC

e
nþ sin2 fCh

nU
h
nC

h
n

þ cosð2fÞðCe
nDe

n � Ch
nDh

nÞ�

ðA:12Þ

GHJ
xz ðrjr

0Þ ¼ � jkn sin fSe
nU

e
nC

e
n ðA:13Þ

GHJ
zx ðrjr

0Þ ¼ jkn sin fSh
nU

h
nC

h
n ðA:14Þ

GHJ
yz ðrjr

0Þ ¼ jkn cos fSe
nU

e
nC

e
n ðA:15Þ

GHJ
zy ðrjr

0Þ ¼ � jkn cos fSh
nU

h
nC

h
n ðA:16Þ

It is noted that the whole-space GEJ is symmetric. One
also observes that considerable simplifications in both GEJ

and GHJ occur for isotropic media, in which case
Re

n¼Rh
n � R, Ce

n¼Ch
n, De

n¼Dh
n, Sa

n¼ R=R � sinY and
Ca

n¼ ðz� z0Þ=R � cosY. In particular, GEJ properly reduc-
es to its isotropic form [2, p. 221] and GHJ becomes skew-
symmetric (i.e., it is equal to the negative of its transpose,
with zero diagonal).

In view of the duality between GEJ and GHM, the
whole-space components of the latter can be derived
from by making the substitution of symbols e-m and
m-e, which also entails the superscript replacement e-h
and h-e. Finally, the components of the whole-space GEM

can be obtained from (A.10)–(A.16) by using the recipro-

city relation (12), which in the present case (infinite, ho-

mogeneous medium) simplifies to GEM
ij ðrjr

0Þ ¼GHJ
ji ðrjr

0Þ,

i.e., GEM is simply the transpose of GHJ.

The above expressions make evident the source region
singularities of the DGFs. Namely, GEJ and GHM behave
as R�3, and GHJ and GEM behave as R� 2, where R rep-
resents either Re or Rh.
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ELECTROMAGNETIC FIELD MEASUREMENT

MOTOHISA KANDA

National Institute of Standards
and Technology

To establish standards for conducting electromagnetic
(EM) field measurements, measurements must be made
(1) in anechoic chambers, (2) at open-area test sites, and
(3) within guided-wave structures; and a means to trans-
fer these measurements from one situation to another
must be developed. The underlying principles of these
measurement and transfer standards are (1) measure-
ments and (2) theoretical modeling. Thus, a parameter or
a set of parameters is measured, or a parameter is calcu-
lated by established physical and mathematical princi-
ples.

Various electromagnetic field sensors for measuring ra-
diofrequency (RF) electric and magnetic fields are dis-
cussed below. For electric field measurements, electrically
short dipole antennas with a high-input-impedance load,
such as a field-effect transistor (FET) and a high-frequen-
cy diode detector, are discussed. Since the input imped-
ance of an electrically short dipole antenna is
predominantly a capacitive reactance, very broadband fre-
quency responses can be achieved with a high-impedance
capacitive load. However, because conventional dipole an-
tennas support a standing-wave current distribution, the
useful frequency range of these dipole antennas is usually
limited by their natural resonant frequencies. In order to
suppress these resonances, a resistively loaded dipole an-
tenna has been developed. To obtain a standard antenna
with increased sensitivity at a specific frequency, a half-
wave tuned dipole antenna with a diode is used, to mea-
sure the induced open-circuit voltage. Also used was a
tuned receiver with a half-wave tuned dipole antenna, to
further improve antenna sensitivity.

For magnetic field measurements, this article discusses
an electrically small, resistively loaded loop antenna to
achieve a broadband response. Resistive loading is
achieved either with the loading resistance at the loop
terminal or by uniform resistive loading along the loop
antenna. This short-circuit current loop configuration
gives a very flat frequency response over a wide frė-
quency range.

In the region near a transmitting antenna or a scat-
terer, the electric and magnetic field vectors are not nec-
essarily (spatially) orthogonal or in phase. For time-
harmonic fields, the endpoints of the field vectors trace
out polarization ellipses, and the Poynting vectors lie on
the surface of a cone with its endpoint on an ellipse. In
these cases, the electric and magnetic fields may be mea-
sured separately, or, using the single-loop antenna ele-
ment described in this article, they may be measured
simultaneously.

Photonic sensors are also discussed; they provide the
wide bandwidth and low dispersion necessary to maintain
the fidelity of time-domain signals. Since they consist of
electro-optic modulators and optical fibers, they are free
from electromagnetic interference, and there is minimal
perturbation of the field being measured.

Throughout the discussion, the interplay between mea-
sured quantities and predicted (modeled) quantities is
emphasized. The ability of measurements and the restric-
tions imposed by rigorous theoretical analysis of given
models are discussed for the frequencies from 10 kHz to
40 GHz and upward.

1. ELECTRIC FIELD SENSORS

1.1. An Electrically Short Dipole Antenna with a
Capacitive Load

Most electric field sensors consist of dipole antennas. The
induced open-circuit voltage Voc at the dipole antenna ter-
minal is given by

Voc¼EincLeff ð1Þ

where Einc is the normal incident electric field strength
and Leff is the effective length of the dipole antenna. For
an electrically short dipole antenna whose physical
length is much shorter than the wavelength, the effective
length Leff and driving point capacitance Ca are approxi-
mately [1]

Leff ¼
LðO� 1Þ

4ðO� 2� ln 4Þ
ð2Þ

and

Ca¼
4pe0L

2ðO� 2� ln 4Þ
ð3Þ

where L is the physical length of the dipole antenna, e0 is
the free-space permittivity, O is the antenna thickness
factor O¼ 2 ln(L/a), and a is the antenna radius.

For an electrically short dipole antenna with a capac-
itive load C, the transfer function is given by [1]

Sðf Þ¼
Voðf Þ

Eincðf Þ
¼

hk=2
1þC=Ca

ð4Þ
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where

Ca¼
4ph

cz0ðO� 2� ln 4Þ
ð5Þ

k¼
O� 1

O� 2þ ln 4
ð6Þ

and where

a ¼ antenna radius
C ¼ capacitance of load
Ca ¼ capacitance of antenna
Einc¼ incident electric field
h ¼half of the physical length of the dipole antenna
Vo ¼ output voltage of the antenna
z0 ¼ free-space impedance
c ¼ speed of light in free space
O ¼ antenna thickness factor, O¼ 2 ln (2 h/a)

Since the input impedance of an electrically short di-
pole antenna is almost purely capacitive, it is possible to
achieve a frequency-independent transfer function with a
capacitive load, as indicated in Eq. (4). In practice, the
load impedance is seldom purely capacitive, but also may
have a resistive component. This resistive component will
cause a 6-dB/octave rolloff at the low end of the frequency
range.

1.2. An Electrically Short Dipole Antenna with a Diode

A common standard sensor used for EM field measure-
ments is an electrically short dipole antenna with a diode
load connected to a DC metering unit by an RF filter
transmission line. The main advantage of including a di-
ode is to make the frequency response of the sensor very
flat, even at higher frequencies where an FET amplifier is
not readily available. When used with a high-input-im-
pedance detector, the sensor can serve as a portable and
compact transfer standard.

Figure 1 represents a dipole antenna, which can be
used to determine the signal from the transmission line
for a given incident electric field [2]. This circuit is valid
for the frequency range to be considered (DC and
f 41 MHz). In Fig. 1, the small antenna resistance has
been neglected. The stray gap capacitance of the filter line
from the antenna terminal connections has been included
in the effective shunt capacitance Cd. The antenna capac-
itance is given by Ca.

When a first-order, nonlinear differential equation as-
sociated with the Thevenin’s equivalent nonlinear circuit

(shown in Fig. 1) is solved for the detected DC voltage Vo,
for a small induced RF voltage Vi [2] we obtain

Vo¼ �
a
4

Vi

1þCd=Ca

� �2

ð7Þ

where a (C38 V� 1) is derived from the diode characteris-
tics, while for large Vi

Vo ffi �
Vi

1þCd=Ca
ð8Þ

Equation (7) indicates that for a small induced RF voltage
Vi, the output DC voltage Vo is a square-law function of the
induced voltage. On the other hand, Eq. (8) indicates that,
for a large induced voltage Vi, the output DC voltage Vo is
directly proportional to the induced voltage.

1.3. A Resistively Loaded Dipole Antenna with a Diode

A conventional dipole antenna essentially supports a
standing-wave current distribution and is, therefore,
highly frequency-sensitive. For the antenna to have a
flat frequency response beyond any natural resonant fre-
quency, a traveling-wave dipole antenna was realized by
use of continuously tapered resistive loading [3,4]. If the
internal impedance per unit length Zi(z) as a function of
the axial coordinate z is expressed as

ZiðzÞ¼
60C

h� jzj
ð9Þ

then the current distribution Iz(z) along the linear anten-
na is that of a traveling wave

IzðzÞ¼
Vi

60Cð1� j=khÞ
1�
jzj

h

� �
e�jkjzj ð10Þ

where 2h is the dipole antenna’s total physical length, k is
the wavenumber, Vi is the driving voltage, and C is given
by

C¼ 2 sinh�1 h

a
� Cð2ka; 2khÞ � jSð2ka; 2khÞ

� �

þ
j

kh
ð1� e�j2khÞ

ð11Þ

where a is the radius of the dipole and C(x,y) and S(x,y) are
the generalized cosine and sine integrals. The main ad-
vantage of a resistively loaded dipole antenna with a diode
is the very flat frequency response of the sensor system. A
shortcoming of this sensor system is the relatively low
sensitivity. To overcome this problem, a standard half-
wave tuned dipole antenna should be used.

1.4. A Tuned Half-Wave Dipole Antenna

The magnitude of the electric field component at a given
point in an electromagnetic field is determined from the
open-circuit voltage Voc induced in a standard half-wave

i (t)v o (t)vd (t)v

Rd

Ca

Cα
Filter
line

Figure 1. Thevenin’s equivalent circuit of an electrically short
dipole antenna with a shunt diode detector.
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receiving dipole antenna as obtained from Eq. (1). The in-
duced voltage is measured across the center gap of the di-
pole antenna, which is oriented parallel to the electric field
vector of the incident field.

The RF voltage induced in the half-wave standard di-
pole antenna is rectified by a high-impedance Schottky
barrier diode connected in shunt across the center gap of
the antenna. The diode output is filtered by a balanced RC
network, and this DC voltage is measured with a high-
impedance DC voltmeter.

The effective length he of a thin dipole antenna near
resonance and the required total length L for resonance
are given by [1]

he¼
l
p

tan
ph

l

� �
ð12Þ

and

L¼
l
2

1�
0:2257

lnðl=DÞ � 1

� �
ð13Þ

where D is the diameter of the standard dipole antenna.
To further increase the sensitivity of a standard anten-

na, a half-wave tuned dipole antenna with a narrowband
receiver should be used. In this case, the transfer function
S(f) is given by

Sðf Þ¼
VLðf Þ

Eincðf Þ
¼

heZa

ZaþZr
ð14Þ

where VL is the voltage across the receiver load, Einc is the
incident electric field, he is the effective length of the tuned
dipole, Za is the antenna impedance, and Zr is the receiver
input impedance (B50O). The input impedance of the an-
tenna Za is complicated and is given in Ref. 1. When the
cable losses are significant, they should be included in Za.

2. MAGNETIC FIELD SENSORS

2.1. An Electrically Small Loop Antenna with a
Loading Resistance

A magnetic field sensor consists of an electrically small,
balanced loop antenna. The voltage Vi induced in an elec-
trically small loop antenna by an electromagnetic wave
incident on the loop antenna is determined from Maxwell’s
equations and Stokes’ theorem, and is given by [1]

Vi¼

Z
Eid‘¼ jomHiNS ð15Þ

where Ei is the tangential electric field induced around the
loop antenna, l is the circumference of the loop antenna, o
is the angular frequency of Ei, m is the permeability of the
loop antenna core, Hi is the component of the magnetic
field normal to the plane of the loop antenna, N is the
number of loop antenna turns, and S is the area of the loop
antenna. The induced voltage Vi of an electrically small

loop antenna is proportional to frequency, the number of
loop turns, and the area of the loop antenna.

To make the response of a loop antenna flat over the
frequency range of interest, the Q of the antenna has to
be reduced through a loading resistance. The resonance
of a loop antenna is the result of the combined effect of
the distributed capacitance of the loop antenna, the gap
capacitance, and the capacitance of the amplifier along
with the inductance of the loop antenna. The equivalent
circuit for an electrically small loop antenna is shown in
Fig. 2. Here Vi is the induced voltage, L is the loop in-
ductance, C is the capacitance, R is the loading resis-
tance, and Vo is the voltage across the loading resistance.
Then the response of an electrically small loop antenna is
given by [1]

Vo

Vi
¼

�j
1

d
1

Q
þ j d�

1

d

� � ð16Þ

where

Q¼
R

X0
; X0¼o0L¼

1

o0C
; d¼

o
o0
; o0¼

1ffiffiffiffiffiffiffi
LC
p ð17Þ

The inductance L and the capacitance C of a loop antenna
can be given by

L¼ mb ln
b

a

� �
ð18Þ

and

C¼
2eb

ln
b

a

� � ð19Þ

where m is the permeability of the medium, b is the loop
antenna radius, and a is the radius of the loop wire.

The transfer function of S(f) of an electrically small
loop antenna can be obtained by combining Eqs. (15)
and (16):

Sðf Þ¼
Vo

Hi
¼oomNS

1

1

Q
þ j d�

1

d

� � ð20Þ

V i

RC

L

Vo

Figure 2. Thevenin’s equivalent circuit of an electrically small
loop antenna with a loading resistance.
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The normalized transfer function Sn(f) of a loop antenna
with a loading resistor is given by

Snðf Þ ¼
1

1

Q
þ j d�

1

d

� � ð21Þ

as a function of the normalized frequency d¼o/o0 and is
given in Fig. 3 for various Qo1. Figure 3 shows that the
upper frequency end oh of the 3-dB rolloff point is given by
dhQ¼ 1 and, similarly, the corresponding low frequency ol

of the 3-dB rolloff point is given by dl/Q¼ 1. Thus, from
these conditions, we obtain

dhdl¼
ohol

o2
0

¼ 1 ð22Þ

or

o0¼
ffiffiffiffiffiffiffiffiffiffiffi
ohol
p

ð23Þ

The self-resonant frequency of a loop antenna is therefore
the geometric mean of the highest and lowest cutoff fre-
quencies.

3. AN ELECTROMAGNETIC FIELD SENSOR FOR
SIMULTANEOUS ELECTRIC AND MAGNETIC FIELD
MEASUREMENTS

The electric and magnetic field sensors discussed above
measure either the electric or magnetic field only and,
therefore, cannot measure complicated EM fields such as
those with reactive near-field components and multipath
reflections. For this reason, a single sensor capable of per-
forming simultaneous electric and magnetic field mea-
surements was developed [5,6]. In this case, a loop
antenna is loaded at diametrically opposite points with
equal impedances. Across one load, the magnetic loop re-
sponse adds to the electric dipole response, whereas across
the other load, the magnetic loop response subtracts from
the electric dipole response. Thus, by taking the sum and
difference of currents across loads at diametrically oppo-
site points, the magnetic loop response and electric dipole
response can be separated. Thus, the sum current gives a
measure of the magnetic field, whereas the difference cur-
rent gives a measure of the electric field.

To explain the basic characteristics of a doubly loaded
loop antenna, the currents I1 and I2 at each load are given
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Figure 3. The normalized transfer function of a
loop antenna as a function of normalized frequency
for different values of Q.
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by [5]

I1¼ 2pbEinc
f0Y0

1þ 2Y0ZL
þ

f1Y1

1þ 2Y1ZL

� �
ð24Þ

and

I2¼ 2pbEinc
f0Y0

1þ2Y0ZL
�

f1Y1

1þ 2Y1ZL

� �
ð25Þ

where b is the radius of the loop, Einc is the incident elec-
tric field, ZL is the load impedance, Y0 is the admittance
for the magnetic loop response, and Y1 is the admittance
for the electric dipole antenna response of a loop. In gen-
eral, Y0 is much larger than Y1. f0 and f1 are Fourier co-
efficients of the incident wave. For a loop antenna
orientation of maximum electric and magnetic field re-
sponse, f0¼ jbb/2 and f1¼

1
2: Taking the sum and difference

of these currents yields [5]

IS¼
1

2
ðI1þ I2Þ¼ 2pbEinc

f0Y0

1þ 2Y0ZL
ð26Þ

and

ID¼
1

2
ðI1 � I2Þ¼ 2pbEinc

f1Y1

1þ 2Y1ZL
ð27Þ

This indicates that the sum current can be used to mea-
sure the magnetic field and the difference current can be
used to measure the electric field. In general, 2Y0ZL41 for
the magnetic field loop antenna current. Therefore, when
the antenna is oriented for maximum response, IS can be
approximated as

IS ffi j
Einc

2ZL
pb2b ð28Þ

This indicates that the magnetic loop current is approxi-
mately proportional to the product of frequency and the
area of the loop antenna, and is inversely proportional to
the load impedance. Similarly, for the electric field dipole
current, assuming that 2Y1ZL51; we have

ID ffi pbEincY1 ð29Þ

which is approximately proportional to the product of the
circumference of the loop antenna and frequency, since Y1

has a capacitive susceptance (positive) and increases with
frequency. This device is intended to measure not only the
polarization ellipses of the electric and magnetic field vec-
tors in the near field region but also the time-dependent
Poynting vector and thus describe the energy flow.

4. PHOTONIC ELECTROMAGNETIC FIELD SENSORS

Properly designed photonic EM field sensors provide the
wide bandwidth and low dispersion necessary to maintain
the fidelity of time-domain signals so that both amplitude
and phase information can be retrieved [7]. They are free

from electromagnetic interference, and there is minimal
perturbation of the field being measured.

A number of photonic passive sensors for EM field mea-
surements have been reported in the literature [7]. These
are systems in which the sensor head contains no active
electronics or power supplies. Optical measurement sys-
tems of the typical photonic EM field sensors is shown
schematically in Fig. 4. Light from a laser is launched into
an optical fiber link and serves as an optical signal carrier.
At the sensor head, the EM field induces a voltage across
the modulator crystal and changes its index of refraction.
The crystal index changes occur at the frequency of the
impressed EM field and result in a modulation in the am-
plitude of the optical carrier. At the receiver end of the
fiber the light is converted to an electrical signal by a pho-
todiode and is suitably amplified for analysis with a spec-
trum analyzer, oscilloscope, or other signal processor. The
electro-optic interaction is weak, and, except for very high
fields, the gain of a small antenna is usually required to
obtain adequate modulation.

For the measurement of a pulsed electric field, an an-
tenna with a flat broadband response is most desirable. A
resistively loaded dipole antenna gives a nonresonant fre-
quency response and is, therefore, ideal for use in the
time-domain measurement of electromagnetic fields [3,4].
Electro-optical modulators that are driven by antenna
feeds are characterized as a function of the voltage ap-
plied to their electrodes. A convenient parameter for char-
acterizing a modulator’s performance is the voltage Vp

that is needed across the electrode to drive a modulator
between maximum and minimum optical power levels. In
general, a modulator transfer function is nonlinear. How-
ever, in most cases of interest, the field-induced RF volt-
ages on the modulator’s electrodes are small compared to
Vp, and a small-signal linear transfer function evaluated
at the operating bias point is appropriate. The most de-
sirable operating bias point is where the modulator’s sen-
sitivity and linear range are at maximum. The physical
characteristics of four modulators used in photonic EM
field sensors are given in Table 1.

4.1. Pockels Cell

Pockels cell modulators often are used in EM field sensors.
The small signal transfer function takes the form given in
Table 1, when the constant phase shift F0 is set equal to
� p/2 by introducing a quarter-wave retardation plate into
the cell. This biases the modulator at its point of maxi-
mum sensitivity and linearity. The characteristic voltage
of a bulk crystal modulator is limited by (1) the magnitude
of the electro-optic coefficients for available materials, (2)
the minimum dimensions of crystals that can be handled
as discrete optical elements, and (3) the maximum crystals
lengths acceptable for the highest desired operating fre-
quency. For operation to 5 GHz, the lowest obtainable val-
ues for Vp are on the order of 100 V for LiNbO3. It is
relatively easy to increase Vp and reduce the modulator’s
sensitivity in order to measure high fields. In one appli-
cation of this technology for measuring fields from elec-
tromagnetic pulses, a crystal of Bi4Ge3O12 (BGO), which
has cubic symmetry and reduced temperature sensitivity,
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is used in a Pockels cell modulator and has a Vp of
approximately 2100 V.

4.2. Mach–Zehnder Interferometer

Modulators based on Mach–Zehnder (MZ) interferometers
and fabricated using optical guided wave (OGW) technol-
ogies have found widespread use in the fiberoptic commu-
nications industry. Their use as EM field sensors also has
been investigated [7]. Photolithography is used to fabri-
cate OGW modulators by defining the waveguide channels
and then diffusing titanium into the surface of a LiNbO3

crystal along these channels. The transfer function for an
MZ interferometer is identical to that of the Pockels cell.
The static phase shift F0 is due to differences in the optical
path length in the interferometer arms. Significantly, Vp

for this device is typically two orders of magnitude smaller
than that for a Pockels cell modulator of the same material
and frequency response. The higher sensitivity is typical
of most OGW modulators and arises from the higher fields
created in the crystal with the closely spaced electrodes
that are achievable using photo lithography. The principal
problems to date with the MZ interferometer have been
the difficulty in obtaining the correct value for F0 during
fabrication, and its temperature and wavelength depen-
dence.

4.3. Directional Coupler

Directional couplers are also OGW devices that have been
investigated for use as EM field sensors [7]. In the inter-

action region, the two waveguides lie close enough togeth-
er that the evanescent field of the lightwave in one guide
couples into the other guide. In such a coupled-mode sys-
tem, the energy in one lightguide can be switched to the
other guide by changing the relative propagation con-
stants in the channels with the electro-optic effect. If the
fabrication parameters are chosen correctly, the transfer
function given in the literature [7] for the directional cou-
pler can be written in the form given in Table 1.

5. ELECTROMAGNETIC FIELD STANDARDS

5.1. Transverse Electromagnetic Cell

Transverse electromagnetic (TEM) transmission-line cells
are devices used for establishing standard EM fields in a

Table 1. Transfer Functions for Electro Optic Modulators

Modulator General Small Signal

Pockels cell cos2 p
2

Vnþ
f0

2

� �
p

2Vp

Mach–Zehnder cos2 p
2

Vnþ
f0

2

� �
p

2Vp

4-port coupler
1

1þ3V2
n

sin2 p
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ3V2

n

q� �
�

1:6

Vp

3-port coupler
1

2
�

2Vn

1þ 4V2
n

sin
p

2
ffiffiffi
2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4V2

n

q� �
2

Vp
sin

p

2
ffiffiffi
2
p ¼

1:79

Vp

Light beam
Polarizer

Pockels cell

Electrode

Mach–Zehnder interferometer

4–Port coupler 3–Port coupler

Lithium niobate
substrate

P2

Pin

P1

0.6°
0.6° P2Pin

P1

Quarter-wave plate

Electro-optic crystal

Pin Pout

Single mode
channel

waveguide

Analyzer

40   mµ
2–4   m gapµ

Resistively loaded dipole antenna

(a) (b)

(c) (d)

Figure 4. Measurement system of a photonic
EM field sensor.
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shielded environment [8]. Their application is becoming
increasingly widespread because of their versatility, mea-
surement accuracy, and ease of operation.

A TEM cell is essentially a 50-O triplate transmission
line with the sides closed in, to prevent radiation of RF
energy into the environment and to provide electrical iso-
lation. A properly designed cell, terminated in its charac-
teristic impedance, is capable of producing a calculable
electric and magnetic field for calibrating an electrically
small antenna or RF sensor. The cell consists of a section
of rectangular coaxial transmission lines tapered at each
end to adapt to standard coaxial connectors. The line and
tapered transitions are designed to have a nominal char-
acteristic impedance of 50O along their length, to ensure
minimum-voltage standing-wave ratio. A fairly uniform
EM field is established between the plates inside the cell
when RF energy is conducted in the line from a transmit-
ter connected to the cell’s input port. A 50-O termination is
connected to the cell’s output port. The expression for
determining the electric field E in the cell is given by

E¼
V

b
¼

ffiffiffiffiffiffiffiffiffi
PZ0

p

b
ð30Þ

where V is the RMS voltage on the septum (center con-
ductor), b is the separation distance between the septum
and lower or upper walls, P is the net power flow to the
cell, and Z0 is the real part of the cell’s characteristic
impedance D50O.

A wave traveling through a cell has essentially the free-
space impedance (D120p O), thus providing a close ap-
proximation to a far-field plane wave propagating in free
space. The design of TEM cells can be based on an ap-
proximate equation for the characteristic impedance of a
rectangular transmission line [8]

Z0 ’
377

4

p

q
�

2

p
ln sinh

pg

2q

� �� �
�

Dc

e0

� �1

ð31Þ

where p, q, and g are as shown in Fig. 5 and Dc/e0 is related
to the fringing capacitance between the edges of the sep-
tum and the sidewalls. For large gaps (g/p40.2), this
fringing term approaches zero [8].

The upper useful frequency for a cell is limited by dis-
tortion in the test field caused by multimoding and reso-
nances that occur within the cell at frequencies above the

cell’s multimode cutoff. Resonant frequencies associated
with these modes can be found from the expression [8]

Fres¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f 2
mnþ

cl

2L

� �2
s

ð32Þ

where fmn are the frequencies of the higher-order mode(s)
excited inside the cell, c is the wave propagation velocity
(D3.0� 108 m/s), L is the resonant length of the cell in
meters, and l, m, and n are integers corresponding to mul-
tiples of the resonant length and the particular waveguide
mode. The influence of the first-order TE modes does not
become significant until approaching their resonances.
Since most cells are designed with the center plate (sep-
tum) centered symmetrically, the odd-order TE modes are
not excited in an empty cell. The presence of a device
placed in the cell will, however, excite these modes in vary-
ing degrees, depending on its size, shape, and placement.

5.2. Waveguide Chamber

For the frequency range of 300–1000 MHz, one can use a
waveguide section with a rectangular cross section with a
width-to-height (aspect) ratio of 2:1. The length of a guide
‘‘cell’’ must exceed two wavelengths over the specified fre-
quency band, in order to create a fairly uniform field with-
in the guide. Electromagnetic power is transmitted
through the guide to a matched resistive load, and the
maximum frequency is limited by the requirement that
power propagates in the guide in the dominant TE10 mode.
In this well-known case, the direction of the electric field
vector is across the narrow face of the guide.

Assuming good conductivity of the waveguide walls, an
air dielectric, and sinusoidal excitation, the lowest cutoff
frequency fco is

fco¼
c

2a
ð33Þ

where c is the wave propagation velocity (D3.0� 108 m/s)
and a is the guide width.

The longest or cutoff wavelength is given by lco¼2a.
The wavelength lwg inside the guide for these operating
conditions is

1

lwg
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

l0

� �2

�
1

lco

� �2
s

ð34Þ

where l0 is the free-space wavelength.
The transverse impedance Zw of the wave traveling in

the guide is

Zw¼
�Ey

Hz
¼ z0

lwg

l0

� �
¼

z0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðl0=2aÞ2

q ð35Þ

where z0 is the intrinsic impedance of free space (D120p).
The direction of the electric field vector is across the

narrow face of the guide, and its RMS magnitude at the

2p

2w

g g

2q

Figure 5. Cross-sectional view of a TEM cell.
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center of a rectangular waveguide is given by

E¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ZwPz

ab

r
ð36Þ

and, similarly, the RMS magnitude of the magnetic field in
the guide center is given by

H¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2Pz

Zwab

s

ð37Þ

where Pz is the total power flow in the guide and ab is the
cross-sectional area of the waveguide (¼ 0.5 a2).

5.3. Microwave Anechoic Chambers

Microwave anechoic chambers currently are used for a
variety of indoor antenna measurements, electromagnetic
field measurements, electromagnetic interference (EMI)
measurements, and electromagnetic compatibility (EMC)
measurements. The primary requirement is that a trans-
mitting antenna at one location within a chamber or at a
chamber wall generates a known field throughout a vol-
ume of the chamber, which has dimensions sufficient to
perform EM field measurements. This volume is frequent-
ly called a quiet zone, and the level of reflected waves
within it will determine the performance of the anechoic
chamber.

Electromagnetic field measurements in an anechoic
chamber usually are performed in the near-field region
of a transmitting standard antenna. To establish the stan-
dard field, the radiated field intensity in the near-field
region of the transmitting antenna is calculated. The
antennas typically used for the anechoic chamber mea-
surements consist of a series of open-ended waveguides at
frequencies below 450 MHz, and a series of rectangular
pyramidal horn antennas at frequencies above 450 MHz.

The electric field strength at a specific distance from
the radiating antenna is calculated from measurements of
the power delivered to the transmitting antenna and a
knowledge of the gain of the antenna as a function of fre-
quency and distance to the field point. The equation used
to calculate the electric field E on the boresight axis of the
transmitting antenna is

E¼
1

d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z0PnetG

4p

r
ffi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
30PnetG
p

d
ð38Þ

where Pnet is the net power delivered to the transmitting
antenna, z0 is the free-space impedance (D120p O), G is
the near-field gain of the transmitting antenna at the giv-
en frequency and distance, and d is the distance from the
center of the aperture of the transmitting antenna (horn
or open-ended waveguide) to the on-axis field point.

The net power Pnet delivered to the transmitting an-
tenna is the difference between the incident Pinc and re-
flected Prefl powers as measured with a calibrated
directional coupler (four ports) with calibrated power me-
ters. In order for measurements to be accurate, an an-
echoic chamber must provide a truly free-space test

environment. The performance of a rectangular RF an-
echoic chamber can be determined by measuring the rel-
ative insertion loss versus separation distance between a
source antenna and a receiving antenna.

Antenna insertion loss is the ratio of power received by
a receiving antenna or probe to the power accepted by the
transmitting antenna. If the anechoic chamber is a perfect
free-space simulator, the relative insertion loss between
two polarization-matched antennas will vary with dis-
tance according to the Friis transmission formula [9]

Pr

Pt
¼GrGt

l
4pd

� �2

ð39Þ

where Pt is the net power delivered to the transmitting
antenna, Pr is the power received by the receiving anten-
na, Gt is the near-field gain of the transmitting antenna,
Gr is the near-field gain of the receiving antenna, d is the
separation distance between the two antennas, and l is
the wavelength. Experimental data can be compared with
the calculated free-space transmission loss, using appro-
priate near-field transmitting antenna gains. The differ-
ence between the measured and calculated transmission
loss is a measure of reflections from chamber surfaces.

5.4. Open-Area Test Sites

An open-area test site typically is used for the antenna
calibration in the frequency range of 10 kHz–1000 MHz. A
calibration consists of determining the antenna factor that
permits a receiver (RF voltmeter) to be used with the cal-
ibrated antenna to conduct measurements of field
strength.

At frequencies below about 50 MHz, loop antennas are
calibrated in a quasi-static, near-zone, magnetic field pro-
duced by a balanced single-turn transmitting loop with a
10 cm radius. Above 25 MHz, dipole antennas are calibrat-
ed in a far-zone electric field, which is evaluated in terms
of the open-circuit voltage induced in a self-resonant re-
ceiving dipole antenna. Between 30 kHz and 300 MHz,
vertical monopole antennas and small probes are evalu-
ated in an elliptically polarized electromagnetic field pro-
duced by a transmitting monopole antenna above a
conducting ground screen.

Field strength can be evaluated using two independent
techniques: (1) the standard field method and (2) the
standard antenna method. For the standard field meth-
od, a transmitted field is calculated in terms of the type
and dimensions of a transmitting antenna, its current
distribution or net delivered power, the frequency of the
transmitted signal, the distance from the transmitting
antenna to the field point, and the effect of ground reflec-
tions (if present). For the standard antenna method, an
unknown field is measured with a calculable receiving
antenna. The voltage or current induced in a standard
antenna by the component of field being evaluated is
measured. The field strength is then calculated in terms
of this induced voltage, the dimensions and form of the
receiving antenna, and its orientation with respect to the
field vector.
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All the techniques described above for field strength
standards are applicable only to steady-state RF fields
with sinusoidal time variation. They are not intended for
use with pulsed fields or other broadband applications.

5.5. Magnetic Field Strength Standards for Loop Antennas
at 10 kHz–50 MHz (Standard Field Method)

The response of an electrically small receiving loop anten-
na is proportional to the average normal component of
magnetic field strength incident on the antenna. A calcu-
lable quasi-static magnetic field can be produced to cali-
brate these antennas using a circular single-turn balanced
transmitting loop. Up to 30 MHz, the current in a loop
with a 10 cm radius is approximately constant in ampli-
tude and phase around the loop. The receiving loop an-
tenna being calibrated is positioned on the same axis as
the transmitting loop at a distance of 1.5–3 m. The normal
component of the magnetic field, averaged over the area of
the receiving loop, is given by [10]

H¼
bIr1

r2

X1

m¼ 0

1

ð2mþ1Þ!

�
1 � 3 � � � ð2mþ 1Þ

2 � 4 � � � ð2mþ 2Þ

br1r2

R0

� �mþ 1

hð2Þ2mþ 1ðbR0Þ

ð40Þ

where

H ¼RMS value of magnetic field
I ¼RMS current in transmitting loop
r1 ¼ radius of transmitting loop
r2 ¼ radius of receiving loop

R0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2þ r2

1þ r2
2

q

d ¼ axial distance between the two loops
b ¼ 2p/l0

l0 ¼ free-space wavelength
hð2Þn ¼nth-order spherical Hankel function of second kind

The current in the transmitting loop antenna is measured
with a vacuum thermocouple calibrated with direct cur-
rent. The thermocouple is at the top of the loop winding.

While coaxial loop antennas normally are used for cal-
ibration purposes, the two-loop antennas also can be po-
sitioned in the same plane. Coplanar loop antennas are
advantageous under certain conditions (e.g., with some
ferrite core antennas in which the core length is large). In
the coplanar loop antenna setup, the calibrating value of
H would be half of that given by Eq. (41).

The calibration and subsequent measurement of mag-
netic field strength H often are expressed in terms of the
electric field E that would exist if the measurement were
made in free space, in which case E/HD120p O. When
such a field strength meter is used to make measurements
near the ground, the indicated value of the electric field is
not necessarily valid. The same is true for measurements
made in the near zone of a transmitting antenna. Howev-
er, the value of the magnetic component H can still be
measured correctly.

For calibrating loop antennas or magnetic field sensors
at a higher field, it is possible to use the calculable mag-
netic field generated in a TEM cell, or a waveguide cham-
ber, or at the center of a flat multiturn coil, or at the
midpoint of a Helmholtz coil pair.

5.6. Electric Field Strength Standards for Dipole Antennas
from 25 to 1000 MHz (Standard Antenna Method)

The magnitude of the electric field component at a given
point in a locally generated field is determined from the
open-circuit voltage Voc induced in a standard (calculable)
half-wave receiving dipole antenna. The induced voltage
is measured across the center gap of the dipole antenna,
which is oriented parallel to the electric field vector of the
incident field. In using the standard antenna method, a
plane-wave field can be generated by a suitable transmit-
ting antenna, such as a log-periodic or half-wave dipole
antenna. The magnitude of this incident field is measured
with the standard dipole antenna by the relation

Einc¼
Voc

Leff
ð41Þ

where Einc is the field strength of the locally generated
field, Voc is the open-circuit voltage induced in the stan-
dard dipole antenna, and Leff is the effective length of the
standard dipole antenna.

The RF voltage Voc picked up by the l/2 standard dipole
is detected by a high-impedance Schottky barrier diode
connected in shunt across the center gap of the antenna.
The diode output is filtered by a balanced RC network, and
this DC voltage is measured with a high-impedance DC
voltmeter. The RF-to-DC-characteristic of the dipole an-
tenna and its filter circuit is obtained experimentally. As-
suming a cosinusoidal current distribution on an
infinitesimally thin dipole, the effective length of a half-
wave dipole antenna in free space is given by Eq. (12).

5.7. Electric Field Strength Standards for Vertical Monopole
Antennas from 30 kHz to 300 MHz (Standard Field Method)

Several approaches were considered for generating a stan-
dard (calculable) field to calibrate vertically polarized an-
tennas. The system chosen for this measurement consists
of a thin cylindrical transmitting monopole antenna over a
metallic ground plane. The field strength is calculated in
terms of the magnitude and distribution of the monopole
antenna current, and other factors such as (1) monopole
height, (2) horizontal distance from the transmitting an-
tenna to the field point, (3) vertical height of this point
above the ground plane, and (4) electrical conductivity of
the ground plane.

The height of the transmitting monopole antenna is
adjustable, with a maximum height of about 3 m. The
electrical height of this antenna is l/4 (resonant) at
25 MHz, but only 0.0003 l at 30 kHz. At frequencies above
25 MHz, the antenna height is reduced to a l/4 value. The
base diameter of the monopole antenna is about 1 cm. The
monopole antenna is excited through a coaxial cable from
a transmitting room located beneath a concrete ground
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slab that is covered by a conducting metal screen to form
the electrical ground plane.

Equations (42), (43), and (44) give the magnitudes of
the three field components Ez, Er, and Hf, respectively, of
a transmitting l/4 monopole antenna above a perfect
ground plane of infinite extent:

Ez¼ 30I0
e�jbr1

r1
þ

e�jbr2

r2

� �
ð42Þ

Er¼
30I0

r0

e�jbr1

r1

� �
z�

l
4

� �
þ

e�jbr2

r2

� �
zþ

l
4

� �� �
ð43Þ

Hf¼
I0

4pr0
ðe�jbr1 þ e�jbr2 Þ ð44Þ

where

Ez ¼ vertical electric field component
Er ¼horizontal electric field component
Hf¼magnetic field, encircling the monopole antenna
I0 ¼RMS base current of the monopole antenna
b ¼ 2p/l¼ the wavelength constant
r1 ¼ [d2

þ (z� l)2]1/2

r2 ¼ [d2
þ (zþ l)2]1/2

r0 ¼ [d2
þ z2]1/2

l ¼monopole antenna length
d ¼horizontal distance between the monopole antenna

and the field point
z ¼ vertical distance from the ground plane to the field

point

For frequencies near self-resonance, the monopole an-
tenna base current is measured with an RF ammeter con-
sisting of a thermoconverter that has been calibrated with
known values of DC current. At lower frequencies, where
the monopole antenna input impedance Zin is a high-ca-
pacitance reactance, the base current is calculated from
Ohm’s law in terms of the base voltage measured with a
high-input impedance voltmeter and the theoretical input
impedance. At very low frequencies, Zin may be calculated
from the antenna capacitive reactance (11).

Zin¼
1

joCa
ð45Þ

where

Ca¼
5:56� 10�11h

lnðh=aÞ � 1
ð46Þ

where Ca is the monopole antenna input capacitance (F), h
is the monopole antenna height (m), and a is the monopole
antenna radius (m).

The standard field equations are relatively simple for a
ground plane with infinite extent and infinite conductiv-
ity. In addition, the current on a vertical monopole anten-
na with finite diameter departs from the sinusoidal
current distribution of a filamentary monopole antenna.
This does not seriously affect the calculated values of

current-related field components, such as the magnetic
field or the far-zone electric field. However, the low-fre-
quency near-zone quasi-static electric field components
are more nearly charge-related and are given by the spa-
tial derivative of the current distribution. Hence, there is
greater uncertainty in calculating the electric field com-
ponents at frequencies well below that of a l/4-resonant
monopole antenna.

If a transmitting monopole antenna is electrically
short—that is, if the height is less than l/4 and the fre-
quency is below resonance—the current distribution is
triangular. The field equations are a little more compli-
cated; only the vertical electric field is given below [11]:

Ez¼
�j30I0

sinðblÞ

e�jbr1

r1
þ

e�jbr2

r2
� 2 cosðblÞe�jbr0

� �
ð47Þ

The EM field values in the half-space above a perfect
ground are the same as those in each half-volume of a
center-fed l/2 dipole antenna in free space. The input im-
pedance of a monopole antenna above perfect ground is
half that of a dipole antenna in free space. The power re-
quired to generate a given field strength is half that re-
quired for a dipole antenna, but the radiated power goes
into half the volume, so the field is the same. Measure-
ments of Zin with a commercial impedance meter are per-
formed to check the theoretical values from 0.5 to 50 MHz.
Measurements of the monopole antenna capacitance can
be made at lower frequencies with a commercial Q meter.

6. FUTURE DIRECTIONS

Established techniques for EM field measurements will
probably be extended to higher frequencies; however, such
work would not involve fundamental changes in the in-
strumentation or measurement strategy. The measure-
ment methods described earlier are suitable only for (1)
measuring plane-wave sinusoidal fields of a given fre-
quency and (2) calibrating the devices that measure
such fields.

The challenge of the future resides in the development
of standards for measurement of fields that are nonsinu-
soidal and/or nonplanar. The fundamental requirement
for EM field sensors is that their outputs provide ampli-
tude and phase information simultaneously over a broad
spectrum for nonsinusoidal fields. For fields containing
more than one frequency component, it is clear that such
simultaneous measurement is necessary. Similarly, if
phase information is preserved, then measurements of
single-frequency nonplanar fields can be made in terms of
true energy density or in terms of the Poynting vector.

The standard techniques of today rely on very high-re-
sistance transmission lines to convey DC voltage and cur-
rent to regions external to the field under measurement.
Future standards of measurement employ optically
sensed EM field sensors whose optical sensing signal
paths will not perturb the EM field under measurement,
but will also convey field amplitude and phase information
to a region external to the field for measurement.
Optically sensed sensors are being built today. However,
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additional work is needed to transform these experimen-
tal devices into stable elements for standards applications.
Also, standard fields need to be developed, in order to cal-
ibrate these probes of the future.
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1. INTRODUCTION

1.1. Definition of Electromagnetic Inverse Problems

Electromagnetic inverse problems, also known as electro-
magnetic inverse scattering problems, aim to recover in-
formation on some inaccessible region from the scattered
electromagnetic fields measured in the exterior region [1].
This region (hereafter referred to as ‘‘scatterers’’) could be
homogeneous or inhomogeneous, of any dimension, with

or without electromagnetic scatterers embedded. The in-
formation of interest is the location, shape, size, electrical
properties (penetrable or impenetrable), and electromag-
netic constitutive parameters. Most of the electromagnetic
inverse problems can be considered as ‘‘active,’’ where a
known incident field is artificially applied to illuminate
the inaccessible unknown scatterers to give rise to scat-
tered fields, which is measured at some accessible area.
There are some cases, however, such as passive remote
sensing, in which the scattered electromagnetic fields
from the unknown scatterers are not due to such artifi-
cially applied incident electromagnetic fields. Usually, the
scattered electromagnetic fields are measured over limited
domain of aspect angle, frequency, and polarization, and
are contaminated by noise and measurement error.

Electromagnetic inverse scattering is concerned with
how we can obtain a large part of information about the
world surrounding us. An everyday example of electro-
magnetic inverse problems is human vision; from the
measurements of scattered light that reaches our retinas,
our brains construct a detailed three-dimensional map of
the world around us. This is a highly automated process,
and most of us do not stop to reflect on how difficult this
problem is. In fact, a large part of the human brain is
devoted to such activities.

It should be pointed out that this definition of electro-
magnetic inverse problems is made in a narrow sense. In
fact, all synthetic problems in electromagnetics, for exam-
ple, the design of microwave filters and the synthesis of
antennas, and many others, can be regarded as electro-
magnetic inverse problems. However, we will stick to this
narrow definition of the electromagnetic inverse problems,
unless otherwise stated.

Electromagnetic inverse problems and electromagnetic
scattering problems come in pairs. For a given electro-
magnetic scattering problem, a priori information on the
size, shape, and material constituents of the scatterers
and the incident electromagnetic fields is provided, and
the scattered field is calculated for a specific area and fre-
quency domain. The electromagnetic community has em-
braced scattering problems with a warmth that is not
generally extended to inverse problems. In fact, our train-
ing on electromagnetics is dominated by direct problems
(in the general sense), while inverse problems continue to
be regarded as very new and challenging research topics.

Note that electromagnetic inverse problems belong to a
much wider class of inverse problems and are closely re-
lated to inverse problems in acoustic and elastic waves. It
is also known that some techniques used in one field are
identical, at least in principle, to those used in other, com-
pletely different fields. These interdisciplinary applica-
tions of the inversion techniques are drawing increasing
attention. Hence, although we focus on electromagnetic
inverse problems here, other fields of inverse problems
will be touched on slightly where necessary.

1.2. Some Mathematical Challenges in Electromagnetic
Inverse Problems

Electromagnetic inverse scattering problems and the as-
sociated electromagnetic scattering problems are highly
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additional work is needed to transform these experimen-
tal devices into stable elements for standards applications.
Also, standard fields need to be developed, in order to cal-
ibrate these probes of the future.
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1.1. Definition of Electromagnetic Inverse Problems

Electromagnetic inverse problems, also known as electro-
magnetic inverse scattering problems, aim to recover in-
formation on some inaccessible region from the scattered
electromagnetic fields measured in the exterior region [1].
This region (hereafter referred to as ‘‘scatterers’’) could be
homogeneous or inhomogeneous, of any dimension, with

or without electromagnetic scatterers embedded. The in-
formation of interest is the location, shape, size, electrical
properties (penetrable or impenetrable), and electromag-
netic constitutive parameters. Most of the electromagnetic
inverse problems can be considered as ‘‘active,’’ where a
known incident field is artificially applied to illuminate
the inaccessible unknown scatterers to give rise to scat-
tered fields, which is measured at some accessible area.
There are some cases, however, such as passive remote
sensing, in which the scattered electromagnetic fields
from the unknown scatterers are not due to such artifi-
cially applied incident electromagnetic fields. Usually, the
scattered electromagnetic fields are measured over limited
domain of aspect angle, frequency, and polarization, and
are contaminated by noise and measurement error.

Electromagnetic inverse scattering is concerned with
how we can obtain a large part of information about the
world surrounding us. An everyday example of electro-
magnetic inverse problems is human vision; from the
measurements of scattered light that reaches our retinas,
our brains construct a detailed three-dimensional map of
the world around us. This is a highly automated process,
and most of us do not stop to reflect on how difficult this
problem is. In fact, a large part of the human brain is
devoted to such activities.

It should be pointed out that this definition of electro-
magnetic inverse problems is made in a narrow sense. In
fact, all synthetic problems in electromagnetics, for exam-
ple, the design of microwave filters and the synthesis of
antennas, and many others, can be regarded as electro-
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narrow definition of the electromagnetic inverse problems,
unless otherwise stated.
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scattering problems come in pairs. For a given electro-
magnetic scattering problem, a priori information on the
size, shape, and material constituents of the scatterers
and the incident electromagnetic fields is provided, and
the scattered field is calculated for a specific area and fre-
quency domain. The electromagnetic community has em-
braced scattering problems with a warmth that is not
generally extended to inverse problems. In fact, our train-
ing on electromagnetics is dominated by direct problems
(in the general sense), while inverse problems continue to
be regarded as very new and challenging research topics.

Note that electromagnetic inverse problems belong to a
much wider class of inverse problems and are closely re-
lated to inverse problems in acoustic and elastic waves. It
is also known that some techniques used in one field are
identical, at least in principle, to those used in other, com-
pletely different fields. These interdisciplinary applica-
tions of the inversion techniques are drawing increasing
attention. Hence, although we focus on electromagnetic
inverse problems here, other fields of inverse problems
will be touched on slightly where necessary.

1.2. Some Mathematical Challenges in Electromagnetic
Inverse Problems

Electromagnetic inverse scattering problems and the as-
sociated electromagnetic scattering problems are highly
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mathematical. This is an ideal area for applied mathema-
ticians. Electromagnetic inverse problems provide a rich
supply of challenging mathematical problems.

1.2.1. Electromagnetic Scattering. Studying an electro-
magnetic inverse problem always requires a solid knowl-
edge of the corresponding direct scattering problem.
Unfortunately, the study of electromagnetic scattering
problems is very far from complete. For example, the cur-
rent level of understanding on wave propagation in com-
plex media and random media remains very poor.

1.2.2. Nonlinearity. The scattering problem is linear in
the sense that for a known scatterer, the relationship be-
tween the incident field and scattered field is linear. How-
ever, for electromagnetic inverse problems, we are
interested in the relationship between the scatterer and
its action on the incident fields. This relationship is in-
herently nonlinear.

1.2.3. Ill-Posedness. According to Hadamard [2], a
problem is well-posed if it has a unique solution that de-
pends continuously on the given data. Problems that are
not well-posed are known as ill-posed. In general, electro-
magnetic inverse problems are ill-posed. The ill-posedness
of electromagnetic inverse problems comes from the in-
complete and contaminated measurement data, and the
existence of a nonradiating source.

For an ill-posed electromagnetic inverse problem, the
following questions must be addressed:

Existence: Is there any solution?

Uniqueness: Is the solution unique?

Stability: Is the solution stable? In other words, do
small perturbations of the measured scattered fields
always result in small perturbation of the solution?

1.3. Applications of Electromagnetic Inverse Problems

Although the electromagnetic inverse problem is a rela-
tively new area of applied mathematical research, it has
been increasingly used in scientific, military, medical, in-
dustrial, agricultural, and many other civil areas. Since
the mid-1980s we have witnessed an explosion in the ap-
plications of electromagnetic inverse problems.

1.3.1. Scientific Applications. Electromagnetic inverse
problems have been enormously influential in the devel-
opment of natural sciences, with great advances in science
and technology made possible through their solutions.
Electromagnetic inverse problems could lead to the estab-
lishment of physical laws via indirect observations. Their
solutions provide us with a wealth of scientific informa-
tion: the discovery of DNA structure through solving X-
ray diffraction problems and the structure of the atom and
its constituents from studies on the scattering phenomena
when materials are bombarded with particles. Over the
years, electromagnetic inverse problems have played an
increasingly important role in many scientific areas, such

as archaeology, seismology, geophysics, optics, material
science, and meteorology.

1.3.2. Military Applications. The area of electromagnet-
ic inverse problems was strongly stimulated by the great
success in military applications during World War II,
which witnessed the invention of radar and sonar for de-
tection and identification of both friendly and hostile ob-
jects. As the world is not devoid of violence and war,
military demands on electromagnetic inverse problems
continue to increase. As an example, for people living in
countries under the threat of landmines left over from
earlier wars, safe detection and removal of these land-
mines using electromagnetic waves is a lifesaving method.
On the other hand, increasingly powerful radar, spy sat-
ellite networks, and missile defense systems are being
built to defend against attacks from terrorists and hostile
countries.

1.3.3. Medical Applications. So far, besides military ap-
plications, medical imaging is one of the most successful
application areas of electromagnetic inverse problems. In
fact, the X-ray radiography machine is used in almost ev-
ery hospital to diagnosis tuberculosis and other anomalies
in the human body. In 1972, G. N. Hounsfield introduced a
new radiographic imaging procedure, X-ray computer-
assisted tomography (CAT). A picture of the CAT appara-
tus in a hospital is shown in Fig. 1. It is replacing the
conventional and obsolete X-ray radiography machines in
many hospitals. More recently, even some CAT machines
have been replaced by more advanced nuclear magnetic
resonance imaging machines for more accurate diagnosis.

1.3.4. Industrial Applications. The electromagnetic in-
verse problems are of commercial value to the industries.
Oil companies, for example, determine the location of oil
through solving inverse scattering problems. A significant
fraction of the computational workload is performed by
the oil companies. In fact, much of the recent resurgence

Figure 1. CAT apparatus in a hospital.
(Source: http://encyclopedia.thefreedictionary.com/

Computer%20assisted%20tomography.)
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in the oil industry is due to improvements in mathemat-
ical algorithms that allow scientists to ‘‘see’’ through salt
layers to detect the oil-bearing strata below.

Ground penetrating radar (GPR) is a highly commer-
cialized solution for nondestructive evaluation (NDE) that
produces a continuous cross-sectional profile or record of
subsurface features, without drilling, probing, or digging.
The GPR for a shallow survey is shown in Fig. 2. Ground
penetrating radar profiles are used to evaluate the loca-
tion and depth of buried objects such as pipes and cables,
and to investigate the presence and continuity of natural
subsurface conditions and features.

The commercial aviation industry has also benefited
significantly from solving electromagnetic inverse prob-
lems. For example, it is now mandatory for passengers to
receive security check, including metal detection, before
boarding. Other industries taking advantage of electro-
magnetic inverse problems include nuclear energy, food,
construction, and marine enterprises. For example, the
nondestructive evaluation of steam generator tubes is a
major issue in the nuclear industry.

1.3.5. Agricultural Applications. Electromagnetic in-
verse problems are also very important to agriculture. In
China, a large amount of effort has been put into predict-
ing the national crop harvest using remote sensing tech-
niques and monitoring the coverage of plants within
Chinese territory.

1.3.6. Other Civil Applications. Electromagnetic in-
verse problems are also applicable to many other civil ar-
eas. For example, the environment can be monitored using
remote sensing techniques.

1.4. Some Outstanding Research Groups

Electromagnetic inverse problems have been one of the
most challenging areas in electromagnetics. Many

research groups and researchers from both within and
outside the electromagnetic community have devoted
their efforts to study the fundamental theory of inverse
problems, develop inversion algorithms for particular
cases, produce real datasets to test the developed algo-
rithms, develop prototypes for practical applications, and
commercialize the developed prototypes. Because of the
large number of researchers and groups involved in this
area, it is not possible to list all of them. However, special
tributes should be paid to the following researchers and
organizations for their outstanding work in this field: In-
stitut Fresnel (France), W. M. Boerner, R. E. Kleinman, K.
J. Langenberg, Rome Laboratory (renamed as Air Force
Research Laboratory in 1997), and A. N. Tikhonov.

Their well-established contributions to this field will be
highlighted at the appropriate parts in this article.

1.5. Some Future Directions

The field of electromagnetic inverse problems is a rela-
tively new area with apparent potential for applications.
However, many problems remain to be solved. Besides the
topics mentioned in this article, the following topics in
electromagnetic inverse problems also require special at-
tention.

1.5.1. Three-Dimensional Electromagnetic Inverse Prob-
lems. Researchers in the field of electromagnetic inverse
problems typically simplify their work by concentrating on
lower-dimensional problems. Electromagnetic inverse
problems that have been extensively studied usually as-
sume geometry of only one or two dimensions, with a half-
space or layered medium. However, such an assumption is
insufficient for many practical problems, leading to failure
of the inversion algorithms to produce any meaningful
results.

Increasing attention has been devoted to three-dimen-
sional electromagnetic inverse problems. Researchers are
attempting to extend well-established lower-dimensional
inversion algorithms to three-dimensional cases, as well
as to develop new inversion algorithms focusing on three-
dimensional electromagnetic inverse problems.

1.5.2. Electromagnetic Inverse Problems of Complex
Scatterers. Most of the existing inversion algorithms as-
sume that the scatterers are simple, that is, isotropic and
nondispersive. However, this assumption is not valid for
many real scatterers, such as human brains and organs.

1.5.3. Electromagnetic Inverse Problems in Complex
Media. Another important issue is the electromagnetic in-
verse problem of scatterers in complex media. Some ex-
amples of complex media are soil, foliage, sea ice, sea
surface, and the human body.

2. AN OVERVIEW OF RESEARCHES ON
ELECTROMAGNETIC INVERSE PROBLEMS

Because of the theoretical and practical significance of
electromagnetic inverse problems, extensive studies have
been performed on electromagnetic inverse problems.

Figure 2. Shallow ground-penetrating radar surveys. (Source:
http://www.geomodel.com./)
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These studies include fundamental theories of electromag-
netic inverse problems, measurement of scattering data,
development of inversion algorithms for specific electro-
magnetic inverse problems and testing them with syn-
thetic and/or real measurement data, development of
prototypes for practical applications, and commercializa-
tion of the developed prototypes. Numerous monographs,
technical reports, and dissertations have been published.
The number of journals specializing in inverse problems
or with scope on inverse problems has increased signifi-
cantly, with rapid growth in the number of special issues
and papers on inverse problems. A large number of inter-
national conferences, workshops, and symposia (e.g., APS,
MTTS, IGARSS, APMC, PIERS) on electromagnetic
inverse problems have also been organized.

2.1. A Brief History

The study on electromagnetic inverse problems can be
traced back to 1895 when X rays were discovered in the
first body imaging tests conducted by Wilhelm Roentgen,
the discoverer of X rays. The first major mathematical
breakthrough took place in 1917 when the radon trans-
form, the basic mathematical framework common to a
large class of inverse problems, was proposed [3]; unfor-
tunately, this work was not well appreciated in the appli-
cation areas until the 1970s. The second stimulation to
electromagnetic inverse problems occurred during World
War II, when radar was invented by scientists and engi-
neers to identify friendly and hostile aircraft. However,
the field of electromagnetic inverse problems was not well
recognized until A. N. Tikhonov established the funda-
mental theory of ill-posed problems in the mid-1960s [4].
In 1972, G. N. Hounsfield introduced CAT [5]. Since then,
an extensive and intensive study on electromagnetic in-
verse problems and other related inverse problems has
been carried out.

The first extensive survey covering many fields in
which inverse problems were applied was presented in a
NASA memorandum by Colin [6]. In 1981, the IEEE
Transactions on Antennas and Propagation published a
special issue on inverse methods in electromagnetics [7].
Subsequently, W. M. Boerner organized the NATO Ad-
vanced Research Workshop on Inverse Methods in Elec-
tromagnetic Imaging in 1983 [5]. Afterward, there was a
burst in publication of research results scattered in many
monographs [8], technical reports, dissertations, journals,
and conference proceedings.

Nevertheless, the field of electromagnetic inverse prob-
lems remains one of the most challenging problems of ap-
plied electromagnetics. A review on the latest state of the
art is presented in Ref. 1.

2.2. Mathematical Fundamentals of Electromagnetic
Inverse Problems

Applied mathematicians such as D. Colton, R. Kress [8],
and P. Monk studied the fundamental mathematical
theories behind the electromagnetic inverse problems.
Such studies strengthened our understanding of the
electromagnetic inverse problems and gave confidence
to developers of inversion algorithms. Apparently, these

fundamental mathematical theories are also directly ap-
plicable—or can be applied with minor modifications—to
other fields of inverse problems.

2.2.1. Existence and Uniqueness. As mentioned before,
in any realistic situation, the measured data are not exact.
Hence, an exact solution to a real inverse problem seldom
exists in its original solution space. However, existence
can be forced by enlarging or reducing the solution space.
Therefore, the common practice is to assume that an ap-
proximate solution does exist and is physically feasible.
The existence of an inverse problem is rarely considered
since it is of little theoretical and practical importance.

There are three famous uniqueness theorems in elec-
tromagnetic inverse problems [9]: Tikhonov’s uniqueness
theorem for a one-dimensional inverse problem, Weidelt’s
uniqueness theorem for a two-dimensional inverse prob-
lem with an electrical conductivity described by an ana-
lytic function, and Gusarov’s uniqueness theorem for a
two-dimensional inverse problem with a piecewise analyt-
ic function of electrical conductivity. Later, Colton, Kress
[8], and P. Monk obtained the more general uniqueness
theorems for electromagnetic inverse problems.

2.2.2. Stability and Regularization. We will now consider
the issue of stability of inverse problems. This problem
reflects the practical fact that although two sets of obser-
vation data may differ only in the noise level, the corre-
sponding inversion results could be completely different.
Negligence or improper remedy for the illness could have
disastrous consequences. The common technique to re-
store stability of an inverse problem is to employ regular-
ization methods, which are discussed in detail in the
tutorial paper [10] as well as other topical review papers
[11–14] and monographs [4,8,9,15].

Consider a general inverse problem

Au¼ f ð1Þ

where A:uAX-fAY is an operator mapping space X into Y.
The well-known Tikhonov regularization is designed to
minimize the Tikhonov functional defined as

jjAu� f jj2þ gjjf jj2 ð2Þ

2.3. Development of Inversion Algorithms

Development of inversion algorithms is always the key is-
sue in the field of electromagnetic inverse problems. Ex-
tensive studies have been carried out on this subject, with
many inversion algorithms developed.

As relevant literature are scattered over a large num-
ber of resources, a summary is given here for convenience
for future study. However, the author makes no claim that
this summary is exhaustive, since it is based only on the
author’s current knowledge.

As mentioned earlier, the field of inverse problems is
interdisciplinary, as clearly demonstrated by the vast di-
versity of literature on electromagnetic inverse problems
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and the background of researchers involved in the area.
Some techniques used in one field are identical, at least in
principle, to those used in completely different fields.
Therefore, the inversion algorithm is considered here re-
gardless of its origin, if it is applicable to electromagnetic
inverse problems.

2.3.1. Linear Inversion Algorithms. The earliest at-
tempts to solve the electromagnetic inverse problems sim-
plified them by linearization through applying some
approximations, such as the Born approximation, the
Rytov approximation, and physical optics approximations
(or Kirchhoff approximation). Generally speaking, such
linear inversion algorithms are mathematically very ele-
gant. For one-dimensional (1D) electromagnetic inverse
problems, such linearization may lead to an analytical so-
lution of the problem. Unfortunately, we seldom encounter
1D problems in practice. Moreover, the simplicity of the
1D case is rarely preserved in higher dimensions.

The most prominent inversion algorithms in this cate-
gory include the layer-stripping algorithm, the method of
characteristics, the Gelfand–Levitan–Marchenko integral
equation method, the Born iterative method, and the lin-
ear diffraction tomography algorithm. K. J. Langenberg
established his reputation in developing linear inversion
algorithms. Readers are referred to Wirgin’s text [16] for
detailed contributions by Langenberg to linear inversion
algorithms.

2.3.2. Nonlinear Inversion Algorithms. As mentioned
previously, nonlinearity is one of the distinct features of
electromagnetic inverse problems. Developers of linear in-
version algorithms usually ignore this basic feature of the
inverse problems. In addition, the approximations made
in linear inversion algorithms imposed too many restric-
tions, thereby limiting their applications.

The nonlinear inversion algorithms retain the nonlin-
earity of the electromagnetic inverse problems. Most of the
nonlinear algorithms are mathematically more difficult
and computationally more expensive, as nonlinear elec-
tromagnetic inverse problems are solved iteratively. On
the other hand, such algorithms are usually more versa-
tile and accurate, hence attracting more attention from
practical applications.

In essence, electromagnetic inverse problems are opti-
mization problems and can be solved by applying different
optimization algorithms. Accordingly, nonlinear inversion
algorithms can be further categorized in accordance with
the optimization algorithms applied: the local inversion
algorithms and the global inversion algorithm.

2.3.2.1. Local Inversion Algorithms. As the term im-
plies, optimization algorithms involved in this category
are local, or gradient-based. The prominent local algo-
rithms include the distorted Born iterative method (or
distorted wave Born iterative method, Newton–Kantorov-
itch algorithm), the conjugate-gradient method, the local
shape function method, the modified gradient method, and
the contrast source inversion method.

R. E. Kleinman and P. M. van den Berg proposed the
modified gradient method and the contrast source inver-

sion method, which have been actively applied. The two
algorithms have proved to be effective through experiment
using two sets of real data to be discussed later in this
article. Numerous papers have been published on their
application in the field of electromagnetic inverse prob-
lems and other fields of inverse problems. For details of
the two methods, please refer to their review paper [17].

2.3.2.2. Global Inversion Algorithms. The local algo-
rithms rely critically on an initial solution to the electro-
magnetic inverse problem of interest. Under some strict
hypotheses such as convexity, differentiability, and conti-
nuity of the object function, the solution can be obtained
quickly from a good initial solution. Otherwise, the local
algorithms will be trapped in local minima or may even
diverge.

Global optimization algorithms have gained popularity
in the optimization community for their simplicity, versa-
tility and, most of all, strong ability in searching. The
global optimization methods, including the genetic algo-
rithms (GA), the evolution strategies, the Monte Carlo
method, the neural network, the simulated annealing
method, the memetic algorithm, and the particle swarm
algorithm, are in general stochastic.

For developers of the inversion algorithm, interest in
the global optimization algorithm has increased since the
1990s. Currently, S. Caorsi, C. C. Chiu, A. Massa, M. Pas-
torino, and A. Qing are very active in this area.

2.3.2.3. Hybrid Inversion Algorithms. It is evident that
local and global inversion algorithms are complementary
to each other. It is therefore very logical to combine these
two types of inversion algorithms in an attempt to obtain
the global optimal solution within a shorter timeframe.
The common practice of this approach is to use a preset
threshold. Once the optimal objective function value ob-
tained by the global inversion algorithm exceeds the
threshold, the inversion is transferred to the local inver-
sion algorithm. A smarter hybrid inversion algorithm
combining the real-coded genetic algorithm (RGA) and
the Newton–Kantorovitch algorithm (NKA) is presented
in Ref. 18.

2.4. Verifications of Inversion Algorithms

Any developed inversion algorithm is subject to verifica-
tion. Such verification includes tests on synthetic data
(scattered field data obtained by numerical solution of the
corresponding scattering problem from a known scatter-
er), tests on real data generated in controlled experiments,
and practical testing in the real world, where possible.

2.4.1. Synthetic Test and Inverse Crime. It is acceptable
and is almost a common practice to first verify an inver-
sion algorithm on synthetic data. The inversion algorithm
developer uses a synthetic test as a preliminary evalua-
tion of the algorithm’s performance. The basic advantages
of this test are that it is cost-effective and can be per-
formed as and when required.

To ensure a reliable synthetic test of an inversion al-
gorithm, inverse crime must be avoided. The inverse
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crime, as defined by Colton and Kress [8], implies that the
forward scattering solver used in generating the synthetic
data is also used in the inversion algorithm, and/or the
same discretization is used in both numerical procedures.
Synthetic test committing inversion crime usually leads to
surprisingly good results.

2.4.2. Test Using Controllable Experimental Data. As
compared to the synthetic test, verifying an inversion al-
gorithm based on laboratory-generated experimental
data, especially the well-established data generated inde-
pendently by other researchers, is more convincing. The
algorithm developer can use such a test for an objective
performance evaluation of the algorithm. It is also very
beneficial for the developer to refine the algorithm on the
basis of experience gained during such test.

The Ipswich dataset generated by Rome Laboratory in
1995 is well known in the community of electromagnetic
inverse problems. Friendly contests among researchers
based on this dataset have been conducted and presented
in the IEEE Antennas and Propagation Magazine special
sessions [19–22]. The tested algorithms include the
Newton–Kantorovitch method, the modified gradient
method, the conjugate-gradient method, the local shape
function method, the backpropagation routine, the con-
trast source inversion method, and the variable metric
method.

In 2001, Institut Fresnel provided a second set of real
data for friendly contests among algorithm developers
[23]. One interesting feature of this dataset comes from
the wide frequency range. The tested inversion algorithms
are the modified gradient method, the contrast source in-
version method, the linear diffraction tomography algo-
rithm, the real-coded genetic algorithm, the differential
evolution strategy (DES), the distorted-wave Born itera-
tive method, the linear spectral estimation technique, the
iterative and distorted Born method, and some other in-
version algorithms.

Of course, some other researchers from both within and
outside the community of electromagnetic inverse prob-
lems have produced experimental data on their own. How-
ever, their works are more self-focused and their
experimental setups are more specific to their own inver-
sion algorithms.

2.5. Prototype Development and Commercialization

The ultimate objective in studying electromagnetic in-
verse problems is to apply the developed inversion algo-
rithms and experimental setups in practical areas, and
perhaps commercialization as well. Besides the successful
commercialization of CAT and GPR, many researchers are
building their own prototypes and testing them in differ-
ent practical fields [1].

3. A STANDARD ELECTROMAGNETIC INVERSE PROBLEM

In this section, we consider a standard electromagnetic
inverse problem, namely, the reconstruction of multiple
perfectly conducting cylinders in free space.

The geometry of the problem is depicted in Fig. 3,
where O is the origin, O is a circle with radius Rmeas in
the measuring domain in which the scattered electric
fields are measured, the black dots on O are receivers,
and D is the imaging domain, which is usually chosen to
be circular or rectangular; K perfectly conducting cylin-
ders within D are the objects to be reconstructed, and Oi is
the local origin of the ith cylinder, which can be any point
within the cylinder contour Ci.

A transverse magnetic (TM) incident field is assumed
(time factor of ejot assumed and suppressed)

Einc
ðrÞ¼ ẑzEinc

z ¼ ẑz expð�jk0k̂k . rÞ ð3Þ

where o¼ 2pf is the angular frequency, r¼ xx̂xþ yŷy, k0¼

o/c is the wavenumber in free space, c is the speed of light,
k̂k¼ cos jx̂xþ sin jŷy is the incident wave unit vector, and j
is the incident angle; x̂x, ŷy, and ẑz are the unit vectors in the
x, y, and z directions, respectively.

3.1. Problem Formulation

3.1.1. Direct Problem. Electric surface currents
JjðrÞ¼ ẑzJzjðrÞ j¼1, K are induced on the surface of cylin-
ders, and the scattered electric field Escat

ðrÞ¼ ẑzEscat
z ðrÞ is

subsequently computed as follows

Escat
z ðrÞ¼

XK

j¼ 1

�
om0

4

I

Cj

Jzjðr
0ÞHð2Þ0 ðk0jr� r0jÞdr0 ð4Þ

where m0 is the permeability of free space and Hð2Þ0 ( � ) is
the Hankel function of the second kind of zeroth order.
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Figure 3. Geometry of the problem.
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On the surface of the cylinders, the tangential compo-
nent of the total electric field vanishes:

½Escat
ðrÞþEinc

ðrÞ� . ẑz¼ 0 r 2
SK

i¼ 1

Ci ð5Þ

Therefore

Einc
z ðrÞ¼

XK

j¼ 1

om0

4

I

Cj

Jzjðr
0ÞHð2Þ0

. ðk0jr� r0jÞdr0; r 2
[K

i¼ 1

Ci

ð6Þ

The distribution of surface current is obtained after solv-
ing (6) by the point-matching method [24] with pulse basis
function and the Dirac delta testing function.

3.1.2. Inverse Problem. The inverse problem is to locate
the unknown cylinders and reconstruct the cylinder con-
tours, given the scattered electric fields measured on O,
Escat

measðr 2 OÞ. Usually, Escat
meas is measured at a finite num-

ber of frequency points (Nf) and a finite number of incident
angles for the incident plane waves (Na) by a finite num-
ber of receivers (Nr). Accordingly, Escat

meas becomes an (Nf �

Na � Nr)-dimensional vector. Equations (4) and (6) are the
data and object (or state) equations of the present electro-
magnetic inverse problem.

Mathematically, the inverse problem described above is
not well defined. The locations and contours of the cylin-
ders must be represented by some mathematical quanti-
ties or functions. Usually, the location of a cylinder is
represented by any point (center) Oi(di,ci) within its con-
tour, while the contour is represented by a local shape
function (LSF) ri¼Fi(yi) in its local polar coordinate sys-
tem, where di and ci are the polar radius and angle of Oi

and ri and yi are the local polar radius and angle of a point
on the ith cylinder’s contour, respectively.

The inverse problem is cast into an optimization prob-
lem by minimizing the object functional with respect to
the local origins and local shape functions as follows

f
[K

i¼ 1

½di;ci;Fi�

 !
¼
jjEscat

meas �Escat
simuljj

jjEscat
measjj

þ a
XK

i¼ 1

XK

j¼ 1;jOi

I

Ci

FiðyiÞU

. ½FjðyjÞ � rijðyjÞ�dyi

ð7Þ

where Escat
simul is an (Nf � Na � Nr)-dimensional vector con-

stituting the scattered electric field simulated with the
latest reconstruction results of cylinder locations Oi and
local shape functions Fi and a is the intensity of penalty
imposed on infeasible reconstruction results with inter-

secting cylinders as shown in Fig. 4:

jjEscat
measjj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNf �Na �Nr

j¼ 1

jðEscat
measÞjj

2

vuut

jjEscat
meas �Escat

simuljj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNf �Na �Nr

j¼ 1

jðEscat
measÞj � ðE

scat
simulÞjj

2

vuut

UðtÞ¼

0; to0

1; t  0

8
<

:

The first term of the objective functional (7) is the rel-
ative reconstruction error that gives a measurement on
how close the reconstruction results approach the true
profile, while the second term is an artificial penalty
applied only in the case of intersecting cylinders.

3.1.3. Local Shape Functions
3.1.3.1. Trigonometric Local Shape Function. Most re-

searchers approximate the LSF by a trigonometric series
of order N/2:

FiðyiÞ � FT
i ðyiÞ¼

XN=2

n¼ 0

Ain cosðnyiÞ

þ
XN=2

n¼ 1

Bin sinðnyiÞ

ð8Þ

Under such an approximation, the objective functional (7)
becomes the following objective function

f
[K

i¼ 1

½di;ci;Fi�

 !
� fTðxTÞ ð9Þ

where xT¼ [x1 ? xK], xi¼ ½di ci Ai0 � � � AiN�1 Bi1 � � �

BiN�1�.
A basic requirement on a LSF is that it be nonnegative.

However, it is hardly possible to guarantee the nonnega-
tive definiteness of the trigonometric local shape function
(TLSF) when it is applied in the global inversion algo-
rithms. The unrealistic initial profile shown in Fig. 5 is the
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y

Figure 4. Intersecting cylinders.
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best profile in the initial population while reconstruct-
ing profile SP2, to be defined later in this article using
RGA.

Some tricks can be used to guarantee the nonnegative
definiteness of the TLSF, for example, by restricting
the coefficient Ai0 to be in a positive range with a big
positive average value, and other coefficients in a much
smaller range. However, for the present electro-
magnetic inverse problem, such tricks impose the unrea-
sonable requirement of a priori knowledge of the cylin-
der’s size.

3.1.3.2. Closed Cubic B-Spline Local Shape Function. The
difficulty of the TLSF can be overcome by the closed cubic
B-spline local shape function (BLSF) of N control points
proposed by A. Qing [25]

FiðyiÞ � FB
i ðyiÞ¼R

N

2p
yi

� �
ð10Þ

where

Rðt0Þ ¼
XN�1

n¼ 0

rnðt
0 � nÞ

rnðtÞ¼Cmodðn�1;NÞQ0ðtÞ

þCmodðn;NÞQ1ðtÞ þCmodðnþ 1;NÞQ2ðtÞ

þCmodðnþ 2;NÞQ3ðtÞ; t 2 ½0; 1�

Q0ðtÞ¼
1

6
ð1� tÞ3

Q1ðtÞ¼
1

2
t3 � t2þ

2

3

Q2ðtÞ¼ �
1

2
t3þ

1

2
t2þ

1

2
tþ

1

6

Q3ðtÞ¼
1

6
t3

One promising feature of the BLSF is its boundedness, ex-
pressed mathematically as

min
0�n�N�1

Cin � FB
i ðyiÞ � max

0�n�N�1
Cin 0 � yi � 2p ð11Þ

Therefore, the nonnegative definiteness of the BLSF can
be guaranteed if all control points Cin are nonnegative.
Such natural condition does not impose any artificial re-
strictions on the choice of the control points.

The corresponding objective function is

f
[K

i¼ 1

½di;ci;Fi�

 !
� fBðxBÞ ð12Þ

where xB¼ [x1 ? xK], xi¼ [di ci Ci0 ? CiN�1]

3.2. Applicable Inversion Algorithms

The present electromagnetic inverse problem has been
solved using different inversion algorithms, including the
linear diffraction tomography algorithm, the NKA, the GA,
the DES, the differential evolution strategy with individ-
uals in groups (GDES), and hybrid algorithms. Reconstruc-
tion using the linear diffraction tomography algorithm is
conducted by K. J. Langenberg and his colleagues. Readers
are referred to Ref. 23 for details, which will not be dis-
cussed here. In addition, since the hybrid algorithm is ba-
sically a combination of the NKA and one of the global
inversion algorithms, it is also not included here. Interest-
ed readers are referred to Ref. 18 for more information.

3.2.1. Newton–Kantorovitch Algorithm. The NKA, a
generalization of the well-known Newton method, was
proposed by Kantorovitch in 1948 and was applied to re-
construct the shape of a perfectly conducting cylinder in
1981 with a priori knowledge of the exact location of the
cylinder [26]. The TLSF is used to approximate the cylin-
der contour. Although mathematically complicated, it
is straightforward to generalize the formulation in Ref.
26 to reconstruct the locations and contours of multiple
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Figure 5. An unrealistic initial profile repre-
sented by trigonometric local shape functions.
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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perfectly conducting cylinders. The TLSF and the BLSF
can be regarded as two special cases of a more general LSF
in the form of expansion of basis functions.

The key idea in the NKA is to obtain the relationship
between small variation in the measured scattered elec-
tric field, dEscat

z ðrÞ, and small variation in the cylinder’s
profile parameters dx:

dEscat
z ðrÞ¼A . dx ð13Þ

This equation is usually overdetermined and ill-posed.
Different regularization measures can be applied to obtain
an update of the cylinder’s profile parameters dx

dx¼A�1 . dEscat
z ðrÞ ð14Þ

where A�1, the inverse of operator (matrix) A, is in gen-
eral obtained with regularization.

The cylinder’s profile parameters are obtained itera-
tively as follows:

1. Select an initial solution X0.

2. Solve the scattering problem for Escat;k
simul to obtain

dEscat;k
z ¼Escat;k

simul �Escat
meas.

3. Update the cylinders’ profile parameters
xkþ1¼xkþ dxk¼xkþA�1

k
. dEscat;k

z .

4. Repeat steps 2 and 3 until the termination condi-
tions are satisfied.

3.2.2. Genetic Algorithms. The concept of GA was first
proposed by Holland [27]. It imitates the mechanism of
natural selection and evolution, and aims to solve an op-
timization problem with object function f(x) where x is an
N-dimensional vector of optimization parameters. Usual-
ly, the objective function f(x) is scaled to a fitness function
fit(x).

Genes and chromosomes are the basic building blocks
of GA. A gene can be the optimization parameter itself, or
a code in a code string of the encoded optimization param-
eters. A chromosome is a concatenation of genes that takes
the form

Chromosome¼ g1
1g1

2 � � � g
1
L1

zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{x1

g2
1g2

2 � � � g
2
L2

zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{x2

� � �gN
1 gN

2 � � � g
N
LN

zfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflffl{xN

ð15Þ

where gi
j is a gene and Li is the length of the code string of

the ith optimization parameter.
The GA operates on a population of Npop individuals

simultaneously. Each individual is related to a fitness val-
ue, an optimization parameter vector, and a chromosome.
The GA starts with an initial population randomly gener-
ated within the search space. On completing the initial-
ization, the population enters the main GA loop and
performs a global optimization to search for the optimum
solution of the problem. The GA loop continues until the
termination conditions are fulfilled. A block diagram of the
GA is shown in Fig. 6.

In a GA loop, the three basic genetic operations—se-
lection (or reproduction), crossover, and mutation—are
executed sequentially. The selection operator selects
good individuals on the basis of their fitness values and
produces a temporary population, namely, the mating
pool. This can be achieved by many different schemes,
but the most common methods are the roulette wheel,
ranking, and stochastic binary tournament selection. The
selection operator is responsible for the convergence of
GA. The crossover operator is the main search tool. It
mates individuals in the mating pool by pairs and gener-
ates candidate offspring by crossing over the mated pairs
with probability pcross. Many crossover schemes, such as
one-point crossover and continuous or random multipoint
crossover, have been developed. After crossover, some of
the genes in the candidate offspring are subjected to mu-
tation with a probability pmut. The mutation operator is
included to prevent premature convergence by ensuring
diversity in the population. There may be preprocessing
operation(s) before selection and postprocessing opera-
tion(s) after mutation. However, these are not considered
as basic genetic operations.

The promising advantages of GA are the robust global
search ability, simplicity, and versatility, while the noto-
rious disadvantage of GA is the long runtime.

The GA was appreciated by the electromagnetic com-
munity in 1990s and has gained popularity since then.
Details of the genetic algorithms and its applications in
electromagnetics are comprehensively summarized in the
two tutorial papers [28,29] and a review paper [30].

3.2.2.1. Standard Genetic Algorithm. C. C. Chiu [31] ap-
plied the conventional standard (or simple) genetic algo-
rithm (SGA, also known as binary genetic algorithm,
BGA), to reconstruct the shape of a perfectly conducting
cylinder in free space with an exact a priori knowledge of
the cylinder location. Unfortunately, the results presented
in this pioneering work are dubious.

The SGA encodes the optimization parameters into a
string of binary codes. A gene in SGA is a binary code. The

Selection

Crossover

Mutation

Termination conditions fulfilled? 

Output results

Yes

No

Generating Initial Population

Pre-processing

Post-processing

Figure 6. Block diagram of genetic algorithms.
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correspondence between a chromosome and the optimiza-
tion parameters is given by

xi¼ xmin
i þ

xmax
i � xmin

i

2Li � 1

XLi

j¼ 1

gi
j2

Li�j i¼ 1;N ð16Þ

where ½xmin
i ; xmax

i � is the search range for the ith optimiza-
tion parameter, gi

j 2 f0; 1g.

3.2.2.2. Real-Coded Genetic Algorithm. The SGA does
not operate directly on the optimization parameters but on
a discretised representation of them. Discretization error
will inevitably be introduced when encoding a real pa-
rameter. The encoding and decoding operations also make
the algorithm more computationally expensive for prob-
lems with real optimization parameters. The RGA, a GA
working directly on real optimization parameters, is more
desirable.

In the RGA, a gene is the optimization parameter itself,
and the chromosome of the ith individual in the nth pop-
ulation takes the form

Chromosomen;i
¼xn;i¼ ½ xn;i

1 xn;i
2 � � � xn;i

N � ð17Þ

Consequently, the crossover and mutation operators used
in the RGA are quite different from those in the SGA.
Commonly used crossover schemes in RGA include one-
point mixture, continuous or random multipoint mixture,
and arithmetical one-point crossover. The mutation in
RGA takes the form of random perturbation.

A. Qing has successfully applied the RGA to recon-
struct the location and shape of multiple perfectly con-
ducting cylinders [1,32,33]. It has also been verified by
real data reconstruction [34].

3.2.3. Differential Evolution Strategy. It is evident that
the genetic operators in the genetic algorithms could be
destructive: (1) the selection operation discriminates those
less-fit parents—hence, their chance to produce possibly
better babies is deprived; and (2) for crossover and muta-
tion operations, all parents are replaced by their baby
children, even if their children are less fit.

The DES [35] is a very simple but very powerful global
optimizer. Its apparent distinction from GA is in the order
of execution of the genetic operations. In the DES, the
three genetic operations are executed in the order of mu-
tation, crossover, and selection (or mother–child competi-
tion). Each parent individual is given equal chance to have
her child. Selection is conducted between the mother and
her child for a survival chance. In this way, destructive
genetic operations are avoided. The other key behind the
success of the DES is a scheme for generating trial pa-
rameter vectors.

The DES was first applied to reconstruct the location
and radius of buried circular conductors or tunnels [36]. It
was later applied to the present standard electromagnetic
inverse problem [37].

The block diagram of the DES is shown in Fig. 7.
(Please refer to Refs. 35–37 for a detailed explanation.)

3.2.4. Differential Evolution Strategy with Individuals in
Groups. Although an inexact a priori knowledge of the
number of cylinders in the imaging domain enables the
execution of the NKA, the GA, and the DES, in terms of
reconstruction time and quality of reconstruction results,
an exact a priori knowledge of the number of cylinders in
the imaging domain is crucial for these algorithms. Un-
fortunately, it is never easy to obtain such an exact a priori
knowledge.

Such difficulty is overcome by the recently (in 2004)
proposed GDES [38]. The number of cylinders is treated as
an additional optimization parameter, to keep it flexible
during the reconstruction. Therefore, no a priori knowl-
edge on the number of cylinders is necessary. A crude
guess on the maximum number of cylinders in the imag-
ing domain is sufficient.

The key idea of the GDES is to organize the entire pop-
ulation into different groups according to the number
of optimization parameters that they have; for instance,
individuals in the same group have the same number of
optimization parameters. This is possible since the max-
imum number of cylinders is limited and because individ-
uals with the same number of cylinders have the same
number of optimization parameters. The basic genetic op-
erations of the DES (mutation, crossover, and mother–
child competition) are performed within each group to de-
termine the optimal profile in the group. An additional
operator, the group competition, is introduced to adjust
the group’s size during evolution.

Since the number of cylinders of the reconstructed pro-
file matches the exact number of cylinders of the true pro-
file, the quality of the reconstruction results are therefore

Yes
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Yes

No

No

No

i=1

i=population size? i=i+1n=n+1

Save results and stop

Generate initial population x0 randomly
and uniformly in the search range, n=0 

f (xn,opt)<� or n>nmax?

Mutate to have a trial vector vn+1,i

(vn+1,i )j = (xn,opt )j + �j [(x
n,p1 )j − (xn,p2)j]

crossover vn+1,i with xn,i to deliver a baby yn+1,i
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(vn+1,i )j     �j < crossover probability

(x n,i )j     otherwise{
f (yn+1,i)<f (xn,i)?

xn+1,i=yn+1,i xn+1,i=xn,i

Figure 7. Block diagram of differential evolution strategy
(e—convergence threshold for minimization problem; bj—random
number uniformly distributed in [0,1], gj—random number uni-
formly distributed in [0,1]; 1rp1ap2airpopulation size).
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much better, while the reconstruction time required is
correspondingly reduced.

3.3. Numerical Results

3.3.1. Optimization of a Mathematical Function
3.3.1.1. Function for Optimization. The mathematical

function to be optimized is

f ðxÞ¼
XK

k¼ 1

ðxk � kÞ2 ð18Þ

The optimal solution is f(xk¼ k)¼ 0.

3.3.1.2. Search Range. The optimization parameters
are searched within the range [� 500,500], unless other-
wise specified.

3.3.1.3. Termination Conditions. The two termination
conditions are

1. Normal termination: min
1�i�Npop

f nðxn;iÞ � e¼ 0:01

2. Abnormal termination: n4Nmax¼ 1000

3.3.1.4. SGA versus RGA. Here, K¼ 14 is considered,
with Npop¼ 256, pcross¼1.0, pmut¼ 0.1 for RGA. The one-
point arithmetic crossover scheme is chosen as the cross-
over operator. The converging curves of RGA are shown in
Fig. 8, in which the applied selection schemes are also
shown.

For the SGA, Npop¼ 256, pcross¼ 0.8, pmut¼ 0.04 are
used. No test is successful for SGA within the same search
range, which is subsequently narrowed to [–20,20] for
SGA. The corresponding curves are shown in Fig. 9. The
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Figure 8. Optimization of function f ðxÞ¼
P14

k¼1 ðxk � kÞ2 xkA[�500,500] using RGA.

0 200 400 600 800 1000
0

2

4

6

8

10

O
pt

im
al

 o
bj

ec
tiv

e 
fu

nc
tio

n 
va

lu
e

n

One-point crossover
Randon multi-point crossover

Figure 9. Optimization of function f ðxÞ¼P14
k¼1 ðxk � kÞ2 xkA[�20,20] using SGA.

1210 ELECTROMAGNETIC INVERSE PROBLEMS



convergence is not satisfactory even with the narrowed
search range.

This comparison clearly shows the advantages of RGA
over SGA.

3.3.1.5. RGA versus DES. Here, K¼ 20 is considered,
with Npop¼ 256, pcross¼ 1.0, pmut¼ 0.1 for RGA and
Npop¼100, pcross¼ 0.9, b¼0.7 for DES. The convergence
performances are shown in Fig. 10.

The DES converges to the true solution with fewer
generations and a smaller population size. It is apparent
that the DES outperforms the RGA.

3.3.2. Synthetic Reconstruction
3.3.2.1. Synthetic Profiles. The following profiles are re-

constructed using one or more of the abovementioned in-
version algorithms:

SP1—a single cylinder: d¼ 0, c¼ 0, F(y)¼ 0.3þ
0.05sin2y

SP2—two parallel circular cylinders: d1¼ 0.5, c1¼ 0,
F1(y1)¼ 0.3; d2¼ 0.5, c2¼ p, F2(y2)¼ 0.3

SP3—a single cylinder: d¼ 0, c¼ 0, F(y)¼ 0.3þ
0.06cosyþ 0.03sinyþ 0.025cos2y

SP4—two parallel circular cylinders: d1¼ 0.8, c1¼ 0,
F1(y1)¼ 0.3; d2¼ 0.8, c1¼1801, F2(y2)¼ 0.3

SP5—a single circular cylinder: d¼ 0, c¼ 0, F(y)¼ 0.3

3.3.2.2. Settings of Parameters. The incident frequency
is 300 MHz (l¼ 1 m). It illuminates the unknown objects
from eight incident directions, ji¼ ip/4, i¼ 1–8; 32 receiv-
ers are located uniformly on O, with Rmeas

¼ 10l.
For SGA, Npop¼ 256, pcross¼ 0.8, pmut¼ 0.04 are used.

For the RGA, Npop¼ 256, pcross¼ 1.0, pmut¼ 0.1 are cho-
sen, and for DES, pcross¼ 0.9, b¼ 0.7. The population size
is 5 times that of the number of optimization parameters
for DES. Finally, for the GDES, Npop¼ 300, pcross¼ 0.9,

b¼ 0.7 are used. The local origins of the cylinders are
searched in a circle around the origin with a radius of 1l.

BLSF is used to approximate the cylinder’s contours.
The number of control points of a BLSF is 6. The search
range of control points is [0, l]

Settings that differ from the above specification will be
pointed out explicitly.

3.3.2.3. Generation of Synthetic Data. The measured
scattering data are obtained from simulation through
solving the direct problem with finer subdivision of the
cylinder contours. The synthetic data are assumed to be
noise free.

3.3.2.4. Search Ability and Robustness
3.3.2.4.1. NKA versus RGA. The NKA and the RGA are

applied to reconstruct SP1 and SP2. For SP1, an inexact a
priori knowledge of the cylinder’s location, d¼ 0.1, c¼ p/4,
is assumed. The contour of SP1 is approximated by a
TLSF of order 4. The search ranges for the coefficients of
the TLSF are [0,2] for A0 and [� 0.5,0.5] for Ai and Bi,
i¼ 1–4. Similarly, the locations of cylinders are known in-
exactly in advance for SP2, with d1¼ 0.4, c1¼0, d2¼ 0.4,
and c2¼ p. The order of the TLSF for SP2 is 3. The search
ranges are set to be similar. The initial guess for the NKA
is generated using the four schemes described in Ref. 1.

SP1 and SP2 are reconstructed successfully by the
RGA. However, most of the trials with NKA fail to recon-
struct the profiles. On the other hand, the few successful
trials consume significantly less time.

3.3.2.4.2. SGA versus RGA. SP3, the profile considered
in Ref. 31, is reconstructed using SGA and RGA. To be
consistent with Ref. 31, the cylinder location is assumed to
be known exactly in advance. The contour is approximated
by a TLSF of order 4. The search range of A0 is [0,2]. For Ai

and Bi, i¼1–4, the search ranges of [� 0.5,0.5] and [0,2]
are tested. RGA successfully obtained the profile with
the narrow search range, while SGA can obtain only a
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Figure 10. Optimization of function f ðxÞ¼P20
k¼1 ðxk � kÞ2 xkA[�500,500] using DES

(solid lines) and RGA (dotted lines). (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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quasioptimal result (e¼ 0.03) in affordable simulation
time. The corresponding convergence performances are
shown in Fig. 11. Both RGA and SGA failed to reconstruct
the true profile with wide search range.

3.3.2.4.3. RGA versus DES. Profile SP4 is reconstructed
using both RGA and DES. For the DES, Npop¼ 100, pcross

¼ 0.9, b¼ 0.7 are used. A priori knowledge of the exact
locations of the cylinders is assumed for RGA. The con-
vergence performances are shown in Fig. 12.

3.3.2.5. Effect of A Priori Knowledge of the Number of
Cylinders. A priori knowledge of the number of cylinders
in the imaging domain is absolutely required for all algo-
rithms considered, with the exception of the GDES. How-
ever, such a priori knowledge is rarely available. Here, its
effect on the reconstruction will be studied.

SP4 and SP5 are the profiles of interest. The inversion
algorithms studied are DES and GDES. The GDES re-
quires a maximum number of cylinders in the imaging
domain, which is set to be 3 here. This requirement does
not impose too much inconvenience, since the maximum
value is not necessarily exact and is usually restricted
only by the available computational resources.

When reconstructing SP4 using DES, two cases of such
a priori knowledge are considered. The first case is that
the number (2) is exactly known. The other case is that the
number is incorrectly assumed to be 3. The relationship
between the optimal objective function value and genera-
tion is shown in Fig. 13. Apparently, the incorrect assump-
tion on the number of cylinders significantly delays the
reconstruction. However, the quality of the reconstruction
result is not significantly affected.

It is worth noting that the difference in the reconstruc-
tion time for these two cases is more significant, since it
takes much longer for the second case to complete one
generation due to the larger population size and longer
time required to evaluate an individual.

The GDES obtained the true profile within a much
shorter time as shown in Fig. 14.

Similar results are observed for SP5 as shown in Fig. 15
and Fig. 16. However, in this case, the quality of the
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Figure 11. Reconstruction of profile SP3 using RGA (solid lines)
and SGA (dotted lines). (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 12. Reconstruction of profile SP4 using DES (black solid
line) and RGA (red dashed line).
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Figure 13. Reconstruction of profile SP4 using DES with exact
(black solid line) and inexact (red dashed line) a priori knowledge
of the number of cylinders.
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Figure 14. Reconstruction of profile SP4 using GDES (black sol-
id line) and DES (red dashed line) with inexact a priori knowledge
of the number of cylinders.
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reconstruction results using DES deteriorates with in-
exact assumption on the number of cylinders in the imag-
ing domain, as shown in Fig. 17.

3.3.3. Reconstruction Using Fresnel Real Dataset
3.3.3.1. Experimental Setup. As mentioned earlier, the

set of data was measured at Institut Fresnel, France [23].
The experimental setup is shown in Fig. 18. Please refer to
Ref. 23 for more details.

3.3.3.2. Profiles Tested. The following two profiles are
considered here:

RP1—centered 12.7 � 25.4-mm rectangular cylinder
(center position known before reconstruction)

RP2—decentered 12.7 � 25.4-mm rectangular cylinder
(center position unknown before reconstruction)

3.3.3.3. Measurement Noise. The data are very noisy,
as shown in Table 1.

3.3.3.4. Reconstruction Results. Both RGA and DES are
applied to reconstruct the profiles.

The local origin is searched within a circle around the
origin with radius 100 mm. Other parameters are identi-
cal as specified earlier. The reconstruction results are
shown in Fig. 19 and 20. The cylinder is exactly located
in all reconstructions. For RP1, excellent reconstruction
results on the shape of RP1 are obtained at 8 and 16 GHz.
The shape of RP1 at 4 and 12 GHz are a bit poorer but
acceptable. The reconstructed shape of RP2 is good at 8,
10, 14, and 16 GHz, but a little bit poorer at 2, 4, 6, and
12 GHz. It is also observed that the reconstruction result
of the centered case is in general better than those of the
decentered case.
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Figure 15. Reconstruction of profile SP5 using DES with exact
(black solid line) and inexact a priori knowledge of the number of
cylinders (red dashed line—2; blue dotted line—3).
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It should be noted that the sample target, which is a
rectangular cylinder, has four sharp corners. From the re-
construction results, it is noted that the cubic B-splines
have difficulties in modeling these sharp corners.

Because of the strong noise in the experimental data,
the reconstructed profile is quasioptimal. It is observed
that the number of generations required to obtain the
quasioptimal profile is comparable between the DES and
the RGA. However, it is still reasonable to claim that the
DES converges faster than the RGA, since the population
size of the DES here (40) is much smaller than that of the
RGA (256).

3.4. General Remarks

The abovementioned reconstructions and numerical expe-
riences show that

1. The NKA is mathematically much more complicat-
ed. Its mathematical formulation is strongly related
to the problem under consideration.

2. A good initial solution is very critical to the NKA.
When such an initial solution is available, the NKA
obtains the optimal solution very quickly.

3. In practice, the TLSF is applicable in the NKA since
the NKA requires good a priori knowledge.

4. The BLSF applies equally well in all inversion algo-
rithms considered.

5. The SGA applies equally well to problems with any
kinds of parameters (discrete, integer, real, or their
mixture). However, its evolution mechanism needs
to be improved.
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Figure 19. Reconstruction results of RP1. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Table 1. Measurement Error of RP1

Frequency (GHz) Relative Error (%)

4 59.89
8 38.97
12 75.40
16 29.23
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Figure 20. Reconstruction results of RP2: (a) 2–8 GHz; (b) 10–
16 GHz. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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6. For problems involving real parameters only, the
DES outperforms the RGA and the RGA outper-
forms the SGA.

7. The GDES is the first choice, if the number of cyl-
inders in the imaging domain is unknown.

More recently, large-scale numerical experiments on
the DES have been carried out. It is confirmed that the
performance of the DES is dependent on the choice of
genetic parameters. It is also noted that the required
number of objective function evaluations is proportional
to the population size, while the success probability is
inversely proportional to the population size. Therefore,
a tradeoff between success probability and time must be
made.

We have developed a novel global inversion algorithm:
the dynamic differential evolution strategy. Preliminary
results show that the required number of objective func-
tion evaluations is independent of the population size. De-
tailed and complete results will be reported soon, when
the simulation is completed.

4. CONCLUSIONS

This article addresses the electromagnetic inverse prob-
lem, beginning with a definition of this problem, followed
by detailed discussion of the mathematical challenges in-
volved and the application areas. We then attempt to pre-
dict some future directions in electromagnetic inverse
problems and present a survey of the research in electro-
magnetic inverse problems. This survey includes a brief
history of electromagnetic inverse problems, an overview
of practical application fields, and a brief summary of the
fundamental theories involved in the electromagnetic in-
verse problems and the inversion algorithms developed.
The survey also covers the well-known real dataset and
the tested inversion algorithms. Subsequently, a standard
electromagnetic inverse problem—the reconstruction of
multiple perfectly conducting cylinders—is considered.
The inversion algorithms applicable to the cases present-
ed in this article have been discussed. Comparisons be-
tween different algorithms have been made. Remarks on
the advantages and disadvantages of each algorithm are
given. The most recent advancements in this area are also
briefly discussed.
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1. INTRODUCTION

Greek philosophers Plato and Socrates were aware of the
polarities of lodestone, an iron ore, which could attract
iron. Pierre de Marricourt used this property of loadstone
to construct a compass to locate the North Pole. Gilbert
(1540–1603) postulated that Earth is like a giant spherical
magnet, and Kirchner (1601–1680) demonstrated that the
magnetic poles of a magnet are of equal strength. Isaac
Newton (1642–1727) made the first attempt to determine
the law of force for a bar magnet, but the correct version
(i.e., the inverse square law) was determined in 1750 by
John Mitchell (1724–1793). In 1785 Charles de Coulomb
(1736–1806) used the same inverse square law for deter-
mining the force between electric charges. Hans Christian
Oersted (1777–1851) discovered in 1820 that a current-
carrying wire could deflect a compass, and later on André
Ampère (1775–1836) discovered that two current-carrying
wires exert force on each other. Then Jean-Baptiste Biot
(1774–1862) and Félix Savart (1791–1841) formulated
their famous Biot–Savart law, which quantifies the force
between the currents.

The inverse square law for magnetism was more or less
established by the early nineteenth century. Benjamin
Franklin (1706–1790) proposed an experiment to postu-
late the inverse square law for stationary electric charges,
similar to the law of gravitation. In succeeding years con-
siderable amount of work was carried on by Cavendish (in
the early 1770s) and by Coulomb in 1785 to verify the in-
verse square law for electric charges. Karl Frederick
Gauss (1777–1855) proposed the divergence theorem and
presented the famous Gauss law of electrostatics, specif-
ically, that the integral of the normal component of the
electric flux over a closed surface is directly related to the
net charge enclosed by that surface. In 1831 Michael Fara-
day (1791–1867) discovered that a time-varying magnetic
field produces an electric field, and verified his law using
the battery invented in 1800 by Alessandro Volta (1745–
1827). In 1873, James Clerk Maxwell (1831–1879), a Scot-
tish mathematician, published his famous treatise Elec-
tricity and Magnetism, which unified not only electricity
and magnetism but also optics, and laid the foundation of
electromagnetics through his four equations. Excellent
descriptions of the groundwork of earlier researchers in
connection with the foundation of electromagnetics are
provided in Refs. 1–3.

On the application of electromagnetic (EM) fields, ma-
terials react in variety of ways. The applied electric field
would influence both free and bound electrons, whereas
the magnetic field would change the orientation of tiny
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atomic moments. However, these responses are mostly
linear (i.e., proportional to the applied field) over a spec-
ified range of the field. If the response to the field is inde-
pendent of the orientation of material with respect to the
direction of field; the material is isotropic. By applying
time-varying EM fields to such linear, isotropic materials,
their response would greatly depend on the frequency of
the applied field. A few examples of such linear, isotropic
materials are common dielectrics such as fused silica and
glass, and common conductors such as copper and alumi-
num. Materials are classified as dielectric, conductor, and
magnetic on the basis of their dominant response; for ex-
ample, ferromagnetic materials are mostly highly conduc-
tive but are classified as magnetic materials because that
property is most significant and useful. In practice, all
materials have some response to magnetic fields but, ex-
cept for ferromagnetic and ferrimagnetic, the response is
usually small.

2. DIELECTRIC MATERIALS

Dielectric materials do not possess free electric charges
and hence do not conduct electric current. The polar di-
electric materials possess a dipole moment, but not the
nonpolar ones. In an external electric field the molecules of
dielectric materials are deformed and an induced electric
moment appears. In some crystalline dielectric, spontane-
ous orientation of the dipole moments occurs even in the
absence of electric field, and these substances are called
ferroelectric materials (all fields are harmonic in time t).

For lossy nonmagnetic dielectric materials, permittivity
can be represented as

e¼ e0 � je00 ð1Þ

In this equation both e0 and e00 are functions of frequency,
and for solid, liquid, and gaseous states, the various phys-
ical phenomenons contributing to e0 and e00 essentially dif-
fer [4–6].

It can be shown that polarized atoms or molecules in a
volume V present a dipole moment density defined as

Pd¼ lim
Dv!0

P
i pi

DV

Neglecting higher-order multipoles, this is identical to the
so-called polarization, which exists in the relationship be-
tween D and E.

D¼ e0EþP¼ e0ð1þ weÞE ð2Þ

where we is the dielectric susceptibility. Here we have as-
sumed that the polarization is linearly dependent on the
field E. If N represents the number of like molecules per
unit volume, the induced polarization will have the form

P¼ e0weE¼NaEl¼NaOE ð3Þ

where a is the molecular polarizability, O is the ratio be-
tween local field El acting on the molecule and the applied

field E. It should be noted at this point that the local field
El differs from applied electric field owing to the effect of
molecules in the surrounding region. The displacement
vector D is related to the applied electric field E as

D¼ eE¼ e0erE ð4Þ

Using Eqs. (2) and (4), the relative permittivity (er¼ e/e0)
can be written as

er¼ 1þ
Nag

e0
¼ 1þ we ð5Þ

If the surrounding molecules have a spherically symmet-
ric behavior, the factor g can then be written as

er � 1

erþ 2
¼

Na
3e0

ð6Þ

This relationship is called the Mossotti–Clausius equa-
tion. If the effects of frequency on the molecular polariz-
ability a are included, this relationship is known to be
Debye equation.

Basically the molecular polarizability a consists of elec-
tronic and ionic effects of molecules. The electronic effect
arises from the shift of the electron cloud (in each atom)
from its positive molecules, and the ionic part is due to the
displacement of positive and negative ions from their neu-
tral positions. However, if the individual molecules have
permanent dipole moments, these also contribute to the
molecular polarizability, and the applied electric field
tends to align these permanent dipoles. Thus the total
molecular polarizability can be written as

aT¼ aeþ aiþ ad ð7Þ

with ae, ai and ad denote electronic, ionic, and permanent
dipole contributions, respectively.

According to the classical model of electronic polariza-
tion, any displacement of the charge cloud from its central
ion produces a restoring force, and its interaction with
the inertia of the moving charge cloud produces a reso-
nance. This phenomenon is the same as discussed for a
spring–mass system in mechanics. Similarly, the displace-
ment of one ion from another produces resonances in
the ionic polarizability. The electronic polarizability ae is
given as

ae¼
ðe2=mÞ

ðo2
0 � o2Þþ joG

ð8Þ

where G is a damping constant and o0 is related to the
restoring force. This equation can be generalized to rep-
resent all electronic and ionic resonant responses as

aj¼
Fj

ðo2
j � o2Þþ joGj

ð9Þ

where Fj measures the strength of the jth resonance; real
and imaginary parts of the equation contribute to e0ðoÞ and
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e00ðoÞ, respectively. According to Debye model, e0ðoÞ can
take negative as well as positive values. The relationships
between e0ðoÞ and e00ðoÞ are known as Kramers–Kronig
relations [7], and are given by

e0ðoÞ¼ e0þ
2

p
P

Z 1

0

o0e00ðo0Þ
ðo02 � o2Þ

do0 ð10Þ

e00ðoÞ¼ �
2o
p

P

Z 1

0

½e0ðo0Þ � e0�

ðo02 � o2Þ
do0 ð11Þ

where P denotes that the principal value of the integral
that should be considered.

At optical frequencies one uses the refractive index
rather than permittivity, and this is also a complex quan-
tity for materials with absorption. With m¼ m0, the com-
plex refractive index is given as

ncðoÞ¼nrðoÞ � jniðoÞ¼
e0ðoÞ � je00ðoÞ

e0

� 1=2

ð12Þ

3. CONDUCTORS, SEMICONDUCTORS,
AND SUPERCONDUCTORS

Ohm’s law is truly obeyed in the case of good conductors.
Also, for such materials the displacement current is neg-
ligible as compared to the conduction current, and there-
fore, the current and the electric field are in phase. The
displacement current becomes increasingly important at
higher frequencies. For example, at microwave frequen-
cies semiconductors may have comparable conduction as
well as displacement currents.

Let ne be the density of free electrons in a medium with
a background of fixed positive ions having the same den-
sity; this model may be considered for a conductor, semi-
conductor, or an ionized gas (plasma) with different values
of parameters. It can be shown that the components of the
complex permittivity defined by Eq. (1) will have the forms

e0 ¼ e1 �
nee2

mðn2þo2Þ
ð13Þ

e00 ¼
nee2n

omðn2þo2Þ
ð14Þ

where e1 represents the effect of bound electrons of the
positive ion background, n is the collision frequency, and e
and m, respectively, are the electronic charge and mass. It
is to be noted that ðnee2=mnÞ is the low-frequency conduc-
tivity s. In the case of materials with moderate to low
conductivities such as semiconductors, for microwave and
millimeter-wave frequencies where o2

bn2, the second
term in Eq. (13) is negligible. Thus, the complex permit-
tivity ultimately becomes

e¼ e1 � j
s
o

ð15Þ

On the other hand, in the case of ionized gas with very low
density and negligible collision frequency, we can have
e1¼ e0 and e00 ¼ 0, and therefore, the permittivity takes
the form

e¼ e0 1�
op

o

� �2
� �

ð16Þ

where op is called the plasma frequency, and is given as

op¼
nee2

e0m

� �1=2

ð17Þ

Thus, we observe from Eq. (16) that the permittivity
is negative for all frequencies below the plasma frequen-
cy. Therefore, for ooop, the intrinsic wave impedance
Z (¼O(m/e)) becomes imaginary. As such, when a wave
with ooop incidents from free space on a region of ionized
gas, the wave is reflected. The o–b diagram for TEM
waves propagating in an ionized gas is shown in Fig. 1.

For perfect conductors, there is no electric field at any
frequency, and also, there is then no time-varying mag-
netic field. A truly static magnetic field is unaffected by
conductivity of any value. For a metallic electrode, the
‘‘perfect conductor’’ approximation ensures uniform po-
tential over its surface. A perfect conductor can be ap-
proximated as a conductor in which the collision frequency
approaches zero, and this was considered to be the correct
model for a superconductor in the period between its dis-
covery (in 1911) by H. K. Onnes and the experiment (in
1933) by W. Meissner and Ochsenfeld [8]. A collision con-
ductor can be modeled as a dense plasma, and for fre-
quencies below the plasma frequency, the fields inside the
conductor can exist only near the interface where they are
excited. For extremely pure metallic crystals, very low
collision frequencies may occur at temperature near the
absolute zero. The ideal collisionless conductor excludes

Free 
space 
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ω

0 4�p / c 3�p / c 2�p / c �p / c 

4�p 
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�

Figure 1. The o–b diagram for a plane wave propagating
through an ionized gas.
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time-varying fields from the interior. However, the exper-
iments conducted by Meissner and Ochenfeld on a super-
conductor showed that constant magnetic fields are also
excluded from the interior. In 1935 London showed that
this result could be obtained if

=�J¼ � LB ð18Þ

with L¼nee2=m at T¼ 0. Substituting (18) in Maxwell’s
curl H equation, and neglecting the displacement current,
one finally obtains

=2B� mLB¼ 0 ð19Þ

This last equation can be applied for the fields inside the
surface of a superconductor by considering a half-space of
superconductor filling zZ0 (Fig. 2). If we assume that only
the x component of B exists with its variation along the z
direction only, then Eq. (19) finally becomes

d2Bx

dz2
�

Bx

l2
L

¼ 0 ð20Þ

where lL¼ ðm=mnee2Þ
1=2 at T¼ 0; lL is called the London

penetration depth. The solution of Eq. (20) will be of the
form

Bx¼Bx0e�z=lL ð21Þ

Experimentally determined values of penetration depths
typically lie in the range 50–200 nm.

The phenomenon of superconductivity requires that
the material be held at temperatures near absolute
zero. Superconductors are mostly metallic elements,

compounds, or alloys that make transitions into the su-
perconducting state at critical temperatures below B23 K.
Among the others, niobium has the highest critical tem-
perature about 9.2 K. Compounds of niobium with higher
critical temperatures are widely used in many applica-
tions. A new family of oxide-based superconductors was
discovered in 1986, which have much higher critical tem-
peratures about 125 K [9]. However, the oxide-based su-
perconductors are highly anisotropic as compared with
metallic superconductors.

Superconductive transmission lines are nearly nondis-
persive in nature. Losses occur in superconductors at non-
zero frequencies and nonzero temperatures (unlike the
case for the ideal collisionless conductor) because the con-
duction electrons are not in the superconducting state and
the penetrating fields can cause them to have collisions,
resulting in heat dissipation. For frequencies throughout
the microwave range, these losses are much smaller than
in normal metals such as copper.

4. ANISOTROPIC DIELECTRICS

For isotropic dielectric materials, the quantities permit-
tivity and permeability are scalar, and may be nonlinear
and frequency-dependent. In fact, every permittivity is
frequency-dependent because of the Kramers–Kronig re-
lations. However, in some frequency bands, it may be pos-
sible to ignore the frequency dependence. Materials that
respond differently to fields with different orientations are
termed anisotropic, and the property of anisotropy may be
in the response to either the electric or magnetic field. The
anisotropy in the electric field response is represented by a
matrix permittivity, which is an array of nine scalar quan-
tities that may be nonlinear and frequency-dependent.
Similarly, the anisotropy in the magnetic field response is
represented by a matrix permeability [10,11]. Materials
that have both the permittivity and the permeability are
anisotropic, and are rarely found.

For anisotropic dielectrics, the relationship between D
and E [12–14] is given as

Dx¼ e11Exþ e12Eyþ e13Ez ð22aÞ

Dy¼ e21Exþ e22Eyþ e23Ez ð22bÞ

Dz¼ e31Exþ e32Eyþ e33Ez ð22cÞ

which may be presented in matrix form as

Dx

Dy

Dz

2
664

3
775¼

e11 e12 e13

e21 e22 e23

e31 e32 e33

2
664

3
775

Ex

Ey

Ez

2
664

3
775 ð23Þ

This equation can be written in a more compact form as

½D� ¼ ½e�½E� ð24Þ

B0

(∂Bx / ∂t)z = 0 

z

x

Collisionless 
conductor 

Superconductor

Figure 2. Fields at the surface of a half-space of collisionless
conductor or superconductor.
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For physically real materials, the permittivity matrix is
Hermitian, which is defined as

eij¼ e�ji ð25Þ

However, the permittivity is Hermitian only if a material
is lossless (no physical material is lossless, by virtue of
causality). For lossless crystals, Eq. (25) implies real and
symmetric matrices, which can be diagonalized by a rota-
tion of coordinates. Thus, Eqs. (22) reduce to the form

Dx¼ e11Ex; Dy¼ e22Ey Dz¼ e33Ez ð26Þ

where e11, e22, and e33 are called as principal permittivities.

5. ELECTROOPTIC MATERIALS

Some certain materials show a change in permittivity on
application of an electric field. If the change in permit-
tivity is directly proportional to the applied electric field,
this is known as Pockels effect. Certain noncentrosymmet-
ric solids [13,15], such as lithium niobate and gallium ars-
enide, are examples of materials showing the Pockels
effect. On the other hand, if the change in permittivity is
directly proportional to the square of the applied electric
field, this is known as Kerr effect. Some liquids such as
carbon disulfide and nitrobenzene, and some centrosym-
metric solids present the Kerr effect. Both the effects are,
however, relatively small for practical values of externally
applied electric field.

The electrooptic effect can be described by considering
the change in permittivity element eij on application of the
electric field component Ek. However, the effect is defined
in terms of the reciprocal matrix. Let us define the matrix

1

n2

� �
¼

e
e0

� ��1

ð27Þ

Now, when the electric field is applied, the change in an
element of this matrix is

D
1

n2

� �

ij

¼
X3

k¼1

rijkEk ð28Þ

where r is the distance from an arbitrary origin, where the
subscripts i,j,k each range over the three spatial coordi-
nates x,y,z, denoted by the integers 1,2,3, respectively.
Since the matrices [e], and hence (1/n2), are symmetric,
one may implement contracted notations as 11-1, 22-2,
33-3, 23¼ 32-4, 13¼ 31-5, 12¼ 21-6, so that Eq. (27)
may be written in another form as

D
1

n2

� �

ij

¼
X3

k¼1

rpkEk ð29Þ

Here the subscript k has values ranging from 1 to 3 and
the subscript p ranges from 1 to 6. Table 1 shows the val-
ues of rpk [as in Eq. (29)] for a few anisotropic crystals [15].

6. MAGNETIC MATERIALS

Under the influence of an external magnetic field the in-
ternal dipole moments align themselves. Also, a magnetic
moment is induced in the magnetic material. As such, in
the presence of a magnetic material, the resultant mag-
netic flux density will be different from its value in free
space. The effect of magnetization can be studied by in-
corporating the equivalent volume current density, Jm

into the basic curl equation for the magnetic induction
B, given as

=�B¼ m0J ð30Þ

We thus have

1

m0

=�B¼JþJm ð31Þ

where

Jm¼=�M ð32Þ

It is assumed that an externally applied magnetic field
causes the atomic circulating currents to align with it,
thereby magnetizing the material. In Eq. (32) M is the
magnetization vector which measures the strength of
magnetizing effect. From Eqs. (31) and (32), we finally get

=�
B

m0

�M

� �
¼J ð33Þ

We now define the magnetic field intensity H, which is a
new fundamental field quantity, such that

H¼
B

m0

�M ð34Þ

From Eqs. (33) and (34), we obtain the new equation

=�H¼J ð35Þ

where J is the volume density of free current. Equation
(35) along with the equation = .B¼ 0 (the divergence
equation for the magnetic induction) form the two funda-

Table 1. Electrooptic Properties of a Few Materials

Materials
no

(l0¼550 nm)
Ne

(l0¼550 nm)
rpk

(�10� 12 mV� 1)

KDP 1.51 1.47 r41¼8.6
r63¼10.6

GaAs (10.6mm) 3.34 r41¼1.6
LiNbO3 2.29 2.20 r33¼30.8

r13¼8.6
r22¼3.4
r42¼28.0

BaTiO3 2.437 2.365 r33¼23.0
r13¼8.0

r42¼820.0
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mental governing differential equations for magnetostat-
ics [16–18]. Clearly, the factor permeability of the medium
does not appear in both of these equations. For linear and
isotropic materials the magnetization is directly propor-
tional to the magnetic field intensity, and therefore

M¼ wmH ð36Þ

where wm is a dimensionless quantity called the magnetic
susceptibility. Using Eqs. (34) and (36), we obtain

B¼ m0ð1þ wmÞH¼m0mrH¼ mH ð37Þ

or H¼ ð1=mÞB, where

mr¼ 1þ wm¼
m
m0

ð38Þ

mr is again a dimensionless quantity called as the relative
permeability of the medium. The parameter m¼ m0mr is
said to be the absolute permeability (or the permeability)
of the medium, and the unit of m is henries per meter.
Linear, isotropic, and homogeneous media have constant
values of m and wm. At this point, it is to be noted that the
value of permeability for most materials is very close to
that of free space, namely, m0. For ferromagnetic materials
such as Fe, Ni, and Co, the value of mr could be very large
(e.g., 50–500 and Z106 for certain types of alloys). In fact,
the value of permeability depends not only on the magni-
tude of magnetizing field H but also on the previous his-
tory of the material.

6.1. Behavior of Magnetic Materials

The classification of magnetic materials can be roughly
made according to their relative permeability mr. In gen-
eral, magnetic materials are classified into three main
groups; diamagnetic (mrr1; i.e., wm is a very small nega-
tive number), paramagnetic (mrZ1; i.e., wm is a small pos-
itive number), and ferromagnetic (mrb1; i.e., wm is a large
positive number) [19]. As such, the macroscopic magnetic
property of a linear, isotropic medium can be described by
defining the magnetic susceptibility wm. Generally, all ma-
terials have some response to magnetic fields. Except for
ferromagnetic and ferrimagnetic (a special class of ferro-
magnetics) materials, the magnetic response is usually
very weak. The magnetic response can either decrease or
increase the flux density for a given magnetizing field H. If
B is decreased, the material is said to be diamagnetic, and
if it is increased, it is paramagnetic. However, a knowledge
of quantum mechanics is essentially required in order to
deal with the microscopic magnetic phenomena. A quali-
tative description of the behavior of various types of mag-
netic materials is given below, which is based on the
classical atomic model.

The property of diamagnetism arises primarily from
the orbital motion of electrons within an atom, and it is
present in almost all materials. However, in most of the
materials the effect of diamagnetism is too weak to be of
any practical significance. In the absence of an externally
applied magnetic field, the atoms of diamagnetic materials

have vanishing net magnetic moment (due to the orbital
and spin motions of electrons). When an external magnet-
ic field is applied to diamagnetic materials, it produces a
force on the orbiting electrons, causing a perturbation in
angular velocities, which results into a net magnetic mo-
ment. Now the induced magnetic moment always tends to
oppose the externally applied field (according to Lenz law),
and therefore, the magnetic flux density is ultimately re-
duced. The macroscopic effect of this process is analogous
to that of a negative magnetization that can be described
by a negative magnetic susceptibility wm. Thus, the dia-
magnetic response of atoms arises from the changes of
electron orbits when an external magnetic field is applied.
According to Faraday’s law, an electric field can be pro-
duced by a changing magnetic field. That field induces
currents which, in turn, produce a magnetic field that op-
poses the change. The response of electron orbits in an
atom is of this kind. However, this kind of effect is gener-
ally extremely small. The effect produces fractional chang-
es in m from m0 by only 10�8–10� 5. The value of wm for
most of the known diamagnetic materials (Bi, Cu, Pb, Hg,
Ge, Au, silver, etc.) is of the order � 10�5. Diamagnetic
materials do not exhibit permanent magnetism, and the
induced magnetic moment disappears when the applied
field is withdrawn.

On the other hand, in some materials the magnetic
moments due to the orbiting and spinning electrons do not
cancel each other completely, and therefore, the atoms and
molecules possess a net magnetic moment. In such mate-
rials the diamagnetic response is usually obscured. When
an external magnetic field is applied, tiny molecular mag-
netic moments tend to align in the direction of applied
field, increasing the magnetic flux density. In addition, a
very weak diamagnetic effect is also caused. The macro-
scopic effect of this process is equivalent to that of a pos-
itive magnetization that can be described by a positive
magnetic susceptibility. Materials with this kind of be-
havior are said to be paramagnetic. Generally, such ma-
terials (Al, Mg, Ti, and W) have very small positive values
of wm, of the order of 10� 5.

The property of paramagnetism primarily arises be-
cause of the magnetic dipole moments of spinning elec-
trons. The externally applied field acts on molecular
dipoles to align those, and the alignment forces are coun-
teracted by the deranging effects of thermal agitation. The
property of paramagnetism is temperature-dependent,
unlike the case for diamagnetism (it is independent).
Therefore, paramagnetic effects are stronger at lower tem-
peratures because there is less thermal agitation.

If there are induced magnetic dipoles in the atoms or
there is a nonzero average alignment of natural dipoles, in
that case, the term dipole density can be defined as

M¼ lim
Dn!0

P
i m0i

DV
ð39Þ

This is identical to the so-called magnetization that enters
the relation between B and H as in Eq. (34). It can be
shown that the magnitude of magnetization can be ex-
pressed in terms of molecular magnetic field Hi acting on
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the atomic dipoles and the absolute temperature T [20] as

M¼Nm0 coth
m0m0Hi

kBT
�

kBT

m0m0Hi

� �
ð40Þ

where kB is Boltzmann’s constant, N is the number of di-
poles per unit volume, and m0 is the natural dipole mo-
ment. Equation (40) is derived considering the statistical
distribution of the orientation of dipoles. In such materi-
als, the direction of M is the same as that of the molecular
field Hi; that is, they are aligned parallel. If the external
magnetic field H is not too strong and the temperature is
not too low, the terms in parentheses in Eq. (40) may be
approximated by the first term only in its series expan-
sion. In this case the magnetization is linearly related to
the applied field:

M¼ wmH ð41Þ

wm ffi
Nm0m2

0

3kBT
ð42Þ

At room temperature, the values of wm for a variety of
materials are of the order of 10� 5.

6.2. Materials with Residual Magnetization

If the temperatures of paramagnetic substances are re-
duced below a certain value, which depends essentially on
materials, the magnetization M would be sufficient en-
ough to produce the field necessary to hold the dipoles
aligned even after the removal of the external field. The
molecular field produced by the magnetization is given
as [4]

Hi¼ kM or M¼
1

k
Hi ð43Þ

where k is the factor measuring the interaction of neigh-
boring dipoles (it must be on the order of 1000). We see
that there exists another relationship between Hi and M,
as observed in Eq. (40). By equating the Eqs. (43) and (40),
one may obtain the condition for spontaneous magnetiza-
tion. The temperature below which a material exhibits
spontaneous magnetization is called its Curie tempera-
ture.

For ferromagnetic materials, the effect of magnetiza-
tion can be many orders of magnitude larger than that of
paramagnetics. The effect of ferromagnetism can be ex-
plained on the basis of the model of magnetized domains,
according to which ferromagnetic materials (e.g., Co, Ni,
Fe) are composed of several tiny domains with their linear
dimensions ranging from a few micrometers to B1 mm.
Each domain contains B1015 atoms, which are fully mag-
netized; that is, they contain aligned magnetic dipoles
(even in the absence of an externally applied magnetic
field) resulting from spinning electrons. In a molecular
domain, strong coupling forces exist between the magnetic
dipole moments (of the atoms). As a result, the different
dipole moments are aligned parallel to each other. There
exists a transition region between adjacent domains,

which is about 100 atoms thick. This region is called the
domain wall [21]. For ferromagnetic materials, when
these are not magnetized, the magnetic moments of the
adjacent domains have different directions (Fig. 3), and
the random nature of orientations of these domains re-
sults in no net magnetization.

In ferromagnetic materials, under the influence of ex-
ternal magnetic field, the walls of domains having mag-
netic moments in the direction of applied field move in
such a way that the volumes of those domains grow, re-
sulting thereby an increase in magnetic flux density.
When the applied field is weak (up to point P1 in Fig. 4),
the movements of domain walls are reversible. However,
for stronger applied fields (i.e., after point P1 is crossed),
domain wall movements are no longer reversible. Also,
domains rotate toward the direction of the externally ap-
plied field. If the applied strong field is reduced to zero at
point P2, the B–H relationship will no longer follow the
solid curve path P2P1O, but will decrease from P2 to P02
instead, and the path followed will be along the broken
lines as shown in Fig. 4. This phenomenon is called hys-
teresis, which is derived from a Greek word meaning ‘‘to

Figure 3. Domain structure of a polycrystalline ferromagnetic
specimen.

P1

O 

P2 

Hc 
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Figure 4. Hysteresis loop for ferromagnetic material.
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lag’’; in this case we observe the lagging of magnetization
behind the applied field. When the applied field strength-
ens (i.e., from point P2 to P3 in Fig. 4), domain rotation as
well as domain wall motion will cause a complete align-
ment of the magnetic moments with the externally applied
field. At this point, the ferromagnetic magnetic material is
said to be saturated. The curve OP1P2P3 (on the B–H
plane) is called the normal magnetization curve. If, after
reaching point P3, the applied magnetic field is reduced to
zero, the magnetic flux density does not fall to zero, but
assumes the value at Br instead. This value of B is called
as the residual flux density, and its unit is Webers per
square meter (Wb/m2). The value of Br depends on the
maximum intensity of the applied field. The property of
the existence of a residual flux density in ferromagnetic
materials is exploited in transforming them to permanent
magnets.

In order to render the magnetic flux density of a ferro-
magnetic material zero, it is necessary to apply a magnetic
field intensity Hc, called the coercive force (or the coercive
field intensity), in the opposite direction. The unit of Hc is
A/m, and its value also depends on the maximum value of
the intensity of the applied field. It can be seen from the
Fig. 4 that the relationship between B and H fields is non-
linear. Therefore, from the relationship B¼ mH, the per-
meability m is not a constant, and it is a function of the
magnitude of magnetizing field H. The value of m also de-
pends on the history of magnetization of the material.

Some important applications of ferromagnetic materi-
als include permanent magnets, signal recording tapes
and disks, magnetic shielding, and cores for electromag-
nets, transformers, electric motors, and generators [21].
These materials can be roughly divided into two different
categories called hard and soft; the designations refer to

permanence of magnetization when the external applied
field is removed, with hard materials retaining a strong
magnetization. Ferromagnetic applications require that
the material should acquire a large magnetization for a
very small magnetic field. As such, these materials should
have tall and narrow hysteresis loops. The properties of
some technically important materials for permanent mag-
nets are listed in Table 2 [22]. Generally, the coercive field
intensity of hard ferromagnetic materials (such as Alnico
alloys) would be about Z105 A/m, whereas that for soft
ferromagnetic materials, it is usually around r50 A/m.
The properties of some important soft materials are listed
in Table 3 [22,23].

It may thus be inferred that ferromagnetism is the re-
sult of strong coupling effects between the magnetic dipole
moments of atoms in a domain. The atomic spin structure
of a ferromagnetic material is illustrated in Fig. 5a. If the
temperature of a ferromagnetic material is raised to such
a value that the thermal energy exceeds the coupling en-
ergy, the tiny magnetized domains loose their organized
orientation, thus loosing the property of magnetization. As

Table 2. Properties of a Few Hard Magnetic Materials

Materials Composition (%)
Remanence

Br (T)
Coercive

Force Hc (A/m)

Iron Bonded powder 0.6 0.0765
Iron–cobalt Bonded powder 1.08 0.0980
Alnico V Ni 14%;Al 8%,Co 24%;

Cu 3%,Fe 51%
1.27 0.0650

Ticonol II Ni 15%;Al 7%;Co 34%;
Cu 4%;Ti 5%;Fe 35%

1.18 0.1315

Table 3. Properties of a Few Soft Magnetic Materials

Materials Composition (%)
Initial

Permeability (mr)0

Maximum
Permeability (mr)max

Coercive Force
(�104) (A/m)

Saturation Induction
(T)

Iron Commercial (Fe 99%) 2�102 6�103 0.9 2.16
Iron Pure (Fe 99.9%) 2.5�104 3.5�105 0.01 2.16
Hypersil Fe 97%;Si 3% 9�103 4�104 0.15 2.01
78 permalloy Ni 78%;Fe 22% 4�103 105 0.05 1.05
Mumetal Fe 18%;Ni 75%;Cu

5%;Cr 2%
2�104 105 0.05 0.75

Supermalloy Fe 15%;Ni 79%;Mo
5%;Mn 0.5%

9�104 106 0.004 0.8

Cryoperm Usable at cryogenic
temp.

6.5�104

(a)

(b)

(c)

Figure 5. Schematic atomic spin structures for (a) ferro-
magnetic, (b) antiferromagnetic, and (c) ferrimagnetic materials.
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such, a critical value of temperature can be defined, above
which a ferromagnetic material behaves like a paramag-
netic material; the critical temperature is known as the
Curie temperature. For most of the ferromagnetic materi-
als, the Curie temperature lies between a few hundred to a
thousand degrees Celsius. For iron, the Curie temperature
is about 7701C.

In the case of very small crystals, there are factors such
as crystal shape, energetically preferred crystal direc-
tions, and the magnetic history of the sample that lead
to nonzero net magnetization [24]. In the presence of an
applied field the existence of domain walls in thin films is
exploited for the so-called bubble memory devices for com-
puter memories [25].

Some elements, such as chromium and manganese,
also have strong coupling forces between the atomic di-
pole moments. However, their coupling forces produce an-
tiparallel alignments of electron spins (Fig. 5b), and the
spins alternate in direction from atom to atom, resulting
in no net magnetic moment. Such materials are referred to
as antiferromagnetics, and this property is also tempera-
ture-dependent. An antiferromagnetic material, on heat-
ing above its Curie temperature, exhibits random spin
directions, and the materials ultimately become paramag-
netic.

Another class of magnetic materials that exhibit be-
havior between ferromagnetism and antiferromagnetism
are called as ferrimagnetic materials. Here quantum-
mechanical effects cause the directions of magnetic mo-
ments in the ordered spin structure to alternate, and their
magnitudes to be unequal. As a result, a nonzero magnetic
moment exists for such materials (Fig. 5c). As such, in
ferrimagnetic materials, the neighboring dipoles are
aligned in an antiparallel arrangement, but different
types of atoms are present and the dipoles do not cancel.
As seen in Fig. 5c, because of the partial cancellation of
magnetic moments, the maximum magnetic flux density
for ferrimagnetic materials is much lower than that for
ferromagnetics. Typically, its value is about 0.3 Wb/m2,
which is approximately one-tenth the value of that for
ferromagnetic materials.

6.3. Ferrites

Ferrites are a subgroup of ferrimagnetic materials that
have low loss and strong magnetic effects at microwave
frequencies [26]. These materials have a particular type of
solid crystal structure made up of oxygen, iron, and an-
other element such as lithium, magnesium, or zinc. These
mostly have the formula XO-Fe2O3, where X denotes a di-
valent metallic ion such as Fe, Co, Ni, Mn, Mg, Zn, or Cd.
There are also some ceramiclike compounds with very low
conductivity as well as magnetic garnets which are used
as ferrites such as yttrium–iron–garnet (YIG; Y3Fe5O12).
Ferrites present relatively low losses at microwave fre-
quencies. The dielectric constants of ferrites are relatively
high, and the anisotropic behavior of permeability comes
into existence when the material is subjected to a steady
magnetic field [27].

In order to define the energy state of an atom, both the
orbital and spin quantum numbers must be specified. As

mentioned above, the electron spin generates a strong
magnetic moment. These magnetic moments are random-
ly oriented in paramagnetic substances. However, a strong
coupling between spin magnetic moments of neighboring
atoms exists in ferromagnetics, antiferromagnetics, and
ferrites. This results in parallel or antiparallel alignment
of spin magnetic moments. The model of a spinning elec-
tron is shown in Fig. 6. For a rotating body, the applied
torque T is the rate of change of angular momentum J:

dJ

dt
¼T ð44Þ

Since the magnetic moment m can be given as

m¼ gJ ð45Þ

g being the gyromagnetic ratio, for a spinning electron, the
magnetic moment m can be related to the applied torque.
Now, the torque resulting from subjecting a magnetic mo-
ment m to a magnetic field Bi is

T¼m�Bi ð46Þ

From Eq. (44), we would obtain

dm

dt
¼ g

dJ

dt
¼ gT¼ gðm�BiÞ ð47Þ

In a magnetic material, the magnetic field Bi acting on a
molecule can be represented as

Bi¼ m0HþM ð48Þ

where m0 is the free-space permeability and M is the mag-
netization vector. The vector M may also be treated as
magnetic dipole density, and can be given as N0m with N0

as the effective number density. The relationship between
the intensity of magnetic field H and the external applied
field B depends on the shape of the ferrite body. The ma-
trices [B] and [H] are related as

½B� ¼ ½m�½H� ð49Þ

J

m 

H0 

Figure 6. Model of a spinning electron in a magnetic field.
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Here the permeability components are

m11¼ m22¼ m0 1þ
o0oM

o2
0 � o2

� �
ð51Þ

m12¼ m�21¼ j
mo0oM

o2
0 � o2

ð52Þ

with

oM¼ � m0gM0 and o0¼ � m0gH0 ð53Þ

where M0 is the saturation magnetization and H0 is the
strength of the DC magnetic field. It is to be noted that the
value of magnetic intensity H is averaged over the space of
many molecules within the material, and therefore, the mag-
netic field within the ferrite differs from the applied field.

It can be shown that linearly polarized waves cannot
propagate through ferrites, and therefore, it is not a nor-
mal mode of propagation for the medium. In reality, cir-
cularly polarized waves are normal modes for ferrites;
media having this property are called gyrotropic media. In
ferrite media, the propagation constants for clockwise-
and counterclockwise- polarized waves are different.

In 1845, Michael Faraday observed that when optical
waves are allowed to propagate through a dielectric with
an applied magnetic field, there occurs a rotation of plane
of polarization of the optical wave, and the angle of rota-
tion y can be given as

y / H0l ð54Þ

where H0 is the DC magnetic field strength and l is the
interaction length. The rotation of the plane of polariza-
tion of optical waves is called Faraday rotation, and this
effect is very strong in ferrites. Equation (54) can be re-
written as

y¼VH0l ð55Þ

where the constant of proportionality V is known as the
Verdet constant.

Faraday rotation is also observed even in ordinary
dielectrics (e.g., silica), but the angle of rotation y is rel-
atively small, and the value of V is about 0.014 min/Oe � cm
at the operating wavelength 600 nm. In silica, the angle of
rotation decreases at longer wavelengths approximately
as l� 2.

There are waveguides and stripline devices that em-
ploy ferrites, and these devices have found enormous use
in microwave applications. Waveguide devices operate on
the Faraday effect principle. The operation of stripline de-
vices is based on the asymmetry caused by an applied

steady magnetic field. In waveguide devices, according to
the principle of Faraday rotation, for both the positive and
the negative traveling waves (as shown in Fig. 7), the lin-
early polarized wave is oriented in the same direction rel-
ative to the direction of the DC magnetic field. The gyrator
[28] is the simplest microwave device that uses the effect
of Faraday rotation, and it produces a phase shift of 1801s
in one direction but no shift in the opposite direction.

The absorption isolator is another Faraday rotation de-
vice where the wave traveling to one side is appreciably
attenuated (about 30 dB) and that traveling to the other
side suffers only a little attenuation (say, B0.5 dB). Cir-
culators also exploit the principle of Faraday rotation, and
these devices transmit a wave from one guide to the other.
These devices employ ferrite rods, and can also be used as
switches or modulators (by controlling the field that mag-
netizes the ferrite rod). The dimensional structure of fer-
rite rods used in Faraday rotation devices is designed so
that the required rotation is easily achieved with reason-
able magnetic fields, and the wave reflections are mini-
mized with maximum power-handling capacity. These
devices are useful only for low power.

The stripline Y-junction circulator is one among strip-
line devices, and it can be used as a switch or isolator.
Such a device employs ferrite disks, and a DC magnetic
field is applied perpendicular to the disks. Standing-mode
patterns are formed in ferrite disks; a detailed description
[29,30] of the operating principle is beyond the scope of
this article.

7. BIANISOTROPIC MATERIALS

Since the mid-1990s, intensive research on new artifi-
cially engineered physical systems has been reported

Direction of propagation 

H0

Direction of propagation 

H0

Figure 7. Rotation of waves in magnetized ferrite rods.
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emphasizing the different aspects of nanostructure and
mesoscopic physics as well as physics of microwave com-
posite materials. A good example of an artificially engi-
neered physical system would be a small ferrite disk with
the magnetostatic wave oscillation spectrum. The mag-
netostatic wave oscillations in a small ferrite disk
resonator are characterized by a discrete spectrum of en-
ergy levels. Reports have been made on the different
mechanisms of excitation of magnetostatic wave oscilla-
tions in small ferrite specimens by external RF magnetic
fields.

Since the mid-1990s, rapid advancements in materials
science enabled the fabrication of complex materials in
the form of thin films and particulate composites, thus
rendering the term bianisotropy quite fashionable
[31,32]. In bianisotropic materials the electromagnetic
field vectors are coupled in a pattern more complex than
that in the usual type of anisotropy. Artificial bianisotro-
pic materials, because of their potential usefulness for a
variety of applications, have attracted considerable at-
tention of the R&D community devoted to research on the
electromagnetics of bianisotropic materials [33]. Artifi-
cial, isotropic chiral materials have been made (although
quite useless for RAM purposes). Artificial anisotropic
materials with a wide variety of properties have also been
made. Their properties are local when the long-wave-
length approximation is valid. With the use of compos-
ites, a wide variety of novel response properties become
achievable.

There are several bianisotropic materials that possess
the property of chirality [34], specifically, optical activity
or handedness. Also, many bianisotropic materials have
the property of nonreciprocity, meaning that they exhibit
direction-dependent responses. However, all materials
with direction-dependent response properties are not non-
reciprocal. Thus, bianisotropic materials have a wide va-
riety of response properties owing to their complexity in
structure, and have found many different applications in
the areas of microwaves, electrical engineering, and op-
tics. Sculptured thin films which present nanoengineered
response properties, have been developed [35–40]. Many
new composite materials with nonlinear optical applica-
tions are now emerging.

7.1. Linear Constitutive Equations

The reciprocity theorem due to Lorentz states that fields
Ea, Ha and Eb, Hb from two different sources at the same
frequency satisfy the condition

=ðEa�Ha �Eb�HbÞ¼ 0 ð56Þ

This theorem is easily verified for isotropic media by sub-
stituting Maxwell’s equations in complex form. It can also
be shown that this holds for an anisotropic medium pro-
vided the permittivity and permeability matrices are sym-
metric. The reciprocity theorem does not hold if the
matrices are asymmetric.

The theory of reciprocal bianisotropic materials can be
described on the basis of following equations [41]

D¼ ��ee�ee .Eþ j��aa�aa .H ð57Þ

B¼ ��mm�mm .H� j��aa�aa
T
.E ð58Þ

where the electric and the magnetic fields are coupled.
These equations are valid in both the time and the fre-
quency domains, and are called constitutive relations as
they contain information about the nature of the material
under consideration. It is to be noted that the constitutive
relations relate the matter-derived fields D and H to the
basic fields E and B in any material medium. Both per-
mittivity and permeability of a reciprocal material are
symmetric.

In Eqs. (57) and (58), the tensor ��aa�aa measures the optical
activity (or chirality) of the medium, the superscript ‘‘T’’
represents the transpose operation, and j stands for the
imaginary part. The fundamental properties of the mate-
rial tensors ��ee�ee (the permittivity), ��mm�mm (the permeability), and ��aa�aa
have been determined [41–43]. Possible alternative cons-
titutive relations have also appeared in the literature [44].
However, different constitutive equations are actually
equivalent (after appropriate redefinition of the field vec-
tors). Equations (57) and (58) provide the most rational
and convenient way to describe the effects of chirality,
especially in nonuniform media.

7.2. Electromagnetics of Bianisotropic Materials

Investigators have presented the study of spherical waves
in chiral bianisotropic materials with the scalar dielectric
permittivity and dyadic chirality parameter. The electro-
magnetic behavior of bianisotropic materials with uniax-
ial symmetry [45,46] have been discussed in the literature
with the appropriate constitutive equations as [45]

D¼ ��ee�ee .Eþ jð�a��II�IItþ k ��JJ�JJÞ .H ð59Þ

B¼ ��mm�mm .Hþ jða��II�IItþ k ��JJ�JJÞ .E ð60Þ

In these equations, the dielectric permittivity ��ee�ee and the
magnetic permeability ��mm�mm are uniaxial diadics given as

��ee�ee¼ et
��II�IItþ en �zz0 �zz0 ð61Þ

��mm�mm¼ mt
��II�IItþ mn �zz0 �zz0 ð62Þ

where �zz0 represents the unit vector along the geometric
axis and

��II�IIt¼ �xx0 �xx0þ �yy0 �yy0 is the transverse unit dyadic.
Further, in Eqs. (59) and (60),

��JJ�JJð¼ �zz0�
��II�IIt¼ �yy0 �xx0 � �xx0 �yy0Þ

is the 901 rotator in the transverse (x–y) plane, a is the
chirality parameter as defined in Eqs. (57) and (58), and
the parameter k measures the coupling of orthogonal
transverse electric and magnetic fields. Composite mate-
rials governed by the constitutive relations (59) and (60)
can be fabricated by embedding small O-shaped metal
elements in isotropic dielectric, together with chiral

1226 ELECTROMAGNETIC MATERIALS



elements. Such materials are useful in microwave appli-
cations.

Bianisotropic omega materials can be described by the
constitutive relations [47]

D¼ ��ee�ee .Eþ j ��kk�kkem .H ð63Þ

and

B¼ ��mm�mm .H� j ��kk�kkme .E ð64Þ

In these equations, the dielectric permittivity ��ee�ee and the
magnetic permeability ��mm�mm are diagonal dyadics given as

��ee�ee¼ e0ðexx �xx0 �xx0þ eyy �yy0 �yy0þ ezz �zz0 �zz0Þ ð65Þ

��mm�mm¼ m0ðmxx �xx0 �xx0þ myy �yy0 �yy0þ mzz �zz0 �zz0Þ ð66Þ

If the equivalent electric dipoles of molecules (or stems of
the omega particles in composite materials) are all aligned
with the z axis and the magnetic dipoles are in the y di-
rection (the loops lie in the (x–z) plane), then ��kk�kkem and ��kk�kkme

can be given as

��kk�kkem¼k �zz0 �yy0 ð67Þ

��kk�kkme¼k �yy0 �zz0 ð68Þ

The combination of omega-shaped layers with biased fer-
rites provides good microwave applications. For optical
applications, chiral bianisotropic materials can be manu-
factured as multilayered structures formed by anisotropic
layers [48].

Apart from linear bianisotropic materials, there are
nonlinear bianisotropic materials as well, the crystals of
which combine the practical advantages of liquid crystals
possessing spiral structures with those of nonlinear ma-
terials [49,50]. The property of chirality facilitates fre-
quency-selective and polarization-sensitive reflection
together with polarization rotation, whereas the nonlin-
earity makes the parametric interaction and frequency
transformation effects possible.

8. MAGNETOSTRICTION

In the early 1840s James Prescott Joule observed that the
magnetization of an iron sample induces a change in the
length of the sample. Since then this phenomenon, known
as the Joule effect, is often exploited in magnetostrictive
actuators. The converse of this effect, in which the mag-
netization of the sample can be changed on application of
stress, known as the Villari effect, and also at times re-
ferred to as the magnetostrictive effect, is usually exploited
in magnetostrictive sensors. There also exists another
pair � Wiedemann effect and its converse Matteuci ef-
fect, which correlate, respectively, twist in the sample to
the generation of the helical magnetic field, and vice ver-
sa. Both of these effects are used in devices and torque
sensors. The Joule, the Wiedemann, the Villari and the

Matteuci effects lead to two modes of operation of magne-
tostrictive transducers: transformation of magnetic ener-
gy into mechanical energy and of mechanical energy into
magnetic energy. The former is exploited in actuators for
generating motion or force, and also, in sensors for detect-
ing the states of magnetic field; the latter is used in sen-
sors to detect motion or force, passive damping devices,
and devices for inducing change in the state of magnetic
fields in materials.

Magnetoelasticity (or magnetostriction) is a phenome-
non that describes the interaction between magnetism
and elasticity in ferromagnetic materials. In magnetoelas-
ticity, Hooke’s law of elasticity is violated, since an
additional expansion/contraction results from the reorien-
tation of tiny magnetic domains. Thus in magnetostriction
phenomenon strain is caused by the magnetic field. When
an external stress is applied, the initially randomly ori-
ented magnetic domains align themselves in the direction
of the resultant strain, and produce an irreversible change
in the dimension of the material. The total strain in the
magnetic material is the sum of pure elastic strain and the
strain produced by the displacement of domain walls. Al-
though the elastic strain vanishes when the stress is re-
moved, the magnetostrictive strain can be restored only
by applying a compressive stress. Such a behavior of
magnetic materials generates a hysteresis loop on the al-
ternating stress–strain curve. The saturation magneto-
striction coefficient, represented by ls, a dimensionless
quantity, is defined as the ratio of the change of length
to the original length, and is measured at the saturation
flux density. If the magnetostriction is sufficiently large
and the applied field is an alternating one (in the audible
frequency range of 50–60 Hz), it creates noise (sound). It
has been discovered that alloys of iron and rare-earth el-
ements (Sm, Tb, Dy, Ho, Er, Tm, etc.) cause intense mag-
netostriction 100–1000 times greater than that generated
by CoFeNi alloys (the conventional magnetostrictive
materials). Thus, rare-earth alloys are designated as su-
permagnetostrictive materials. Magnetostrictive actua-
tors, based on magnetostrictive effects, are driven by
external magnetic fields.

In the beginning, the magnetostrictive materials were
used in telephone receivers, hydrophones, magnetos-
trictive oscillators, torque meters, and scanning sonars,
employing nickel and other magnetostrictive materials
that exhibit bulk saturation strains up to 100mm/m.
Some of the current applications of magnetostrictive de-
vices include ultrasonic cleaners, high-force linear motors,
active vibration or noise control systems, medical and in-
dustrial ultrasonics, pumps, and sonars. Ultrasonic mag-
netostrictive transducers have been developed for
chemical and material processing, surgical tools, and un-
derwater sonars.

Applications of amorphous magnetoelastic materials
for numerous tagging [51,52] and remote sensing applica-
tions are now prevalent [53,54]. In sensors, these materi-
als exhibit sufficiently large magnetoelastic effect [55];
specifically, the material effectively converts magnetic en-
ergy into elastic energy and vice versa. Magnetoelastic
sensors are magnetostrictive; therefore, they launch mag-
netic flux oscillations when they become mechanically
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deformed. A magnetoelastic sensor, when coated uniform-
ly with a layer of an elastic material, its characteristic
resonant frequency changes owing to the loading of addi-
tional mass as well as the influence of elasticity in the
coating [56]. Usually, in magnetoelastic sensors, the res-
onant frequency is observed by using a pickup coil [53].
For example, in case of a thin longitudinally vibrating bar,
the frequency of magnetoelastic resonance coincides with
the resonance of acoustic vibration, and therefore, the res-
onance (of the magnetoelastic sensor) can be described as
the mechanical resonance of the vibrating bar.

Magnetic shape memory (MSM) alloys are also gaining
importance as possible ‘‘smart’’ materials that can func-
tion as both actuators and sensors. The MSM effect is due
to the magnetic field induced by the redistribution of twin
variants in a martensitic phase, and it offers faster re-
sponse compared to conventional temperature-driven
shape memory alloys. In addition, the strains generated
are much larger than in ordinary magnetostrictive mate-
rials [57].

8.1. Magnetoelastic Damping

Magnetoelastic (or magnetostrictive) materials are attrac-
tive materials for the purpose of damping and for the ab-
sorption of energy. Terfenol-D is an example of such a
material, which, in a stress–strain cycle, will absorb up to
80% of the mechanical energy input to the system. How-
ever, pure Terfenol-D has low tensile strength, which lim-
its its use in applications related to energy absorption. The
damping mechanism in Terfenol-D arises from the jump-
ing of the magnetization from one easy magnetic direction
to another through the process of magnetoelastic coupling,
which describes the relation between magnetic properties
of ferromagnetic materials and the applied mechanical
tension. The jumping requires a minimum amount of en-
ergy that corresponds to a critical value of the applied
stress. When the material is returned to a lower level of
stress, the magnetization may not return to the original
state, and this indicates the absorption of energy. A sim-
plified domain structure is illustrated in Fig. 8, which
shows the ‘‘jump’’ from a vertical orientation under ten-
sion to a horizontal orientation under compression.

By incorporating Terfenol-D powder into a resin ma-
trix, the composite may be loaded in tension in order to
realize the damping properties. The mechanism of mag-
netoelastic damping is not related to the rate of loading,
but it depends on the magnitude of loading. Thus, this
type of mechanism is completely different from the typical
damping mechanisms, which are highly rate-dependent.
The aspect of magnetoelastic damping, along with the
composite material approach, allows the possibility of
nanoengineered hybrid dampers for certain applications
similar to impedance matching in transducers.

As mentioned earlier, in magnetostrictive materials,
vibrational energy is damped through the movement of
magnetic domains. Consequently, the dissipation of vibra-
tional energy generates heat. This effect is not diminished
even at low temperatures, and therefore, magnetostrictive
materials can be expected to be effective in damping vi-
brations at very low temperatures. In order to suppress

vibrations of large motors and transformers that operate
at temperatures below 100 K, initially viscoelastic damp-
ers were in use, which are based on the principle of vis-
coelasticity. Viscoelastic damping involves the movements
of atoms and, at low temperatures, these movements be-
come very small. Therefore, such viscoelastic dampers
cannot work efficiently at low temperatures. As such, in
order to operate at such low temperatures, for such appli-
cations, magnetoelastic dampers have also been proposed.
This type of damper is usually made of magnetostrictive
materials such Tb/Dy alloys [58,59]. At a temperature of
B77 K, a specimen of Tb/Dy alloy is found to dissipate
about 30% of the vibrational energy per stress–strain cy-
cle. It has been observed that the dissipation factor can be
further enhanced by adding very small amounts of N, Ta,
or some other elements to a Tb/Dy alloy, and also, by
changing the processing conditions.

9. PIEZOELECTRICITY

Piezo is the Greek word for pressure. As such, piezoelec-
tricity is also termed pressure electricity. The phenomenon
of piezoelectricity was discovered in the 1880s by Pierre
and Jacque Curie. They found that some crystalline ma-
terials, when compressed, produce a voltage proportional
to the applied pressure, and that when an electric field is
applied across the material, there occurs a corresponding
change in shape. This characteristic is called piezoelectric-
ity. Thus, piezoelectric materials are those that generate
an electric charge when deformed mechanically. This is
commonly referred to as the ‘‘generator effect.’’ Conversely,
when an external electric field is applied to piezoelectric
materials, they assume mechanical deformation or stress.
This is commonly referred to as the ‘‘motor effect.’’

Typical examples of the naturally occurring piezoelec-
tric materials are quartz, tourmaline, human skin, and

Figure 8. Domain structure of magnetoelastic material.
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human bone, although the latter two have very low cou-
pling efficiencies. Some artificially produced piezoelectric
crystals are Rochelle salt, lithium sulfate, and ammonium
dihydrogen phosphate. Another class of materials possess-
ing piezoelectric properties is polarized piezoelectric ce-
ramic. They are typically referred to as ferroelectric
materials. In contrast to the naturally occurring piezo-
electric crystals, ferroelectric ceramics are polycrystalline
in nature. The most commonly produced piezoelectric ce-
ramics are barium titanate, lead titanate, lead metanio-
bate, and lead zirconate titanate (PZT). Although
piezoelectricity is found in several types of natural mate-
rials, most modern devices use PZT. Piezoelectric ceramics
respond rapidly to the changes in input voltage; noise due
to the power supply is the only limiting factor in the po-
sitional resolution. Although high voltages are used to
produce piezoelectric effect, the power consumption is low,
and the energy consumption is minimal in maintaining a
fixed position with a fixed load.

Production of all piezoelectric ceramic materials in-
volves detailed processing, and the material properties
may be altered by modifying the chemical composition and
the manufacturing process. This essentially provides the
designer with a means to tailor the material properties to
the application. The processing involves different stages
such as calcination, high firing, polling, and aging. To dis-
cuss the details of these processes is beyond the scope of
the present article.

Piezoelectric ceramic materials possess electrical, me-
chanical, and electrochemical properties resulting from
the chemical formulation and the manufacturing process.
Typical electrical parameters are the dielectric constant
and the dissipation. High dielectric constants of the ma-
terials are desirable as this property provides low im-
pedance. Materials with low dissipations are required
because they result in low electrical losses. Typical elect-
romechanical parameters are the electromechanical cou-
pling constant k and the piezoelectric constants g and d.
High values of the electromechanical coupling result in a
more efficient transfer of electrical energy to the mechan-
ical energy. In fact, the constant k is a dimensionless
number related to the ratio of the energy stored in the
mechanical and electrical portion of the material. The
constant d relates to mechanical strain and applied elec-
trical field, and it is defined as the ratio of the strain
to the field, with the unit meters per volt. The constant
g relates the open-circuit voltage and mechanical
stress, and it is defined as the ratio of the voltage to
stress. The unit of g is voltmeters per newton. Typical
mechanical parameters are the density and the elastic
constants.

Depolarization of piezoelectric ceramics would result if
these materials were exposed to excessive heat, electrical
drive, or mechanical stress or any combination of these.
The temperature at which piezoelectric ceramic is com-
pletely depoled is known as the Curie point. Piezoelectric
ceramics also possess the properties of pyroelectricity, in
which a change in ceramic temperature results in a
change in mechanical dimensions, thereby producing
stress within the ceramic and a corresponding electrical
charge on the surface of electrodes.

An example of a piezoelectric device is ultrasonic
probes (transducers) employed to create underwater
Sonar. This area of exploitation of piezoelectric materials
is quite mature, and nowadays ultrasonic probes work al-
most exclusively according to the piezoelectric effect. A
series of powerful piezoelectric materials are now avail-
able to generate ultrasound in ultrasonic probes. These
materials differ in their physical properties, and depend-
ing on the technical application and the required probe
characteristics, an appropriate selection of the piezoelec-
tric material can be made. Knowledge of the construction-
al details of the utilized piezoelectric materials, however,
not only contributes toward a better technical understand-
ing of the basic action of the probe but also helps us un-
derstand the behavior of the probe under certain
operation conditions.

For the construction of ultrasonic probes, the diameter
and the frequency of the piezoelectric element are the im-
portant parameters to be considered. However, it is essen-
tial to have a detailed knowledge of the physical and the
acoustic properties of the piezoelectric material used; the
relevant information will not only contribute to a better
technical understanding of the basic working principle of
probes but will also gives an insight into the behavior of
the probe under various operating conditions. Information
about the piezoelectric materials will also be helpful in
detecting the suitability of the type of probe under the
given circumstances. As such, it would be of worthwhile to
introduce the different types of piezoelectric materials
currently in use. We shall explain their strengths and
weaknesses and to show how they can be exploited for
various probe designs.

9.1. Piezoelectric Materials

In the early days of ultrasound technology, materials such
as quartz, lithium sulfate, and barium titanate were used.
However, such materials are rarely in use today; instead,
new powerful piezoelectric materials are available, which
have varieties of basic acoustic and electric characteris-
tics. Table 4 lists the important physical characteristics of
different piezoelectric materials used today to generate
ultrasonic waves [60].

The acoustic impedances of piezoceramic materials are
usually high and comparable to those of many metallic or
ceramic solids. The coupling coefficient for radial (or trans-
verse) vibrations indicates to what extent a piezoelectric
element can convert energy into transverse modes, which
are perpendicular to the thickness mode. Transverse
modes should be suppressed as much as possible as they
cause undesired signal distortions. These modes are de-
veloped at low frequencies, because they correspond to the
lateral dimensions of the piezoelectric element. Lead ti-
tanate is the only piezoelectric material that has a negli-
gibly small coupling coefficient k. The electromechanical
coupling coefficient kt is a measure of the fraction of elec-
trical energy, which is converted into mechanical energy
in the thickness mode. It determines the efficiency of gen-
erating ultrasonic waves in a particular vibrational mode
utilized in probes. The values of kt for piezoceramic mate-
rials are usually high. However, if ultrasonic waves prop-
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agate into liquids or plastics, most of the acoustic energy
generated by the piezoceramic element is reflected at the
boundary between the piezoelectric material and the me-
dium of propagation. Therefore, only a fraction of the
acoustic energy is transferred into the medium of propa-
gation. Such piezoceramics are used for up to a maximum
of 30 MHz.

Piezoelectric plastics such as PVDF or related copoly-
mers are better matched to the low acoustic impedance of
liquids or plastics. In addition, they are mechanically flex-
ible. It becomes possible to generate ultrasound at fre-
quencies up to 160 MHz with very thin foils of PVDF.
However, it becomes evident from the coupling coefficient
kt for the thickness mode that PVDF is less sensitive than
ceramics.

The so-called 1–3 composite materials [61] appear more
promising as they have high values of kt and low values of
k. Such composites perform better within the approximate
temperature range of 1001C. Table 4 shows typical values
for 1–3 piezocomposites. However, these values will vary
in a wide range by varying the piezoceramic material as
the design.

9.2. Applications of Piezoelectric Materials in Probes

Different properties of piezoelectric materials are very
useful for the design of different types of probes. The most
suitable material can be selected depending on the in-
tended application of the probe. As we can see from
Table 4, lead metaniobate has the lowest acoustic imped-
ance of all the piezoceramics. This is better suited to de-
sign high-resolution shockwave probes (shockwaves have
extremely short pulses). The relatively low impedance of
lead metaniobates is also useful for the design of broad-
band angle probes and TR probes. Lead titanate has
small values of k, and therefore, radial vibrational modes
of this material are negligible. As such, lead titanate
can be utilized to produce probes with especially small
measurements. Lead zirconate titanate (PZT) is used
where large measurements and high ultrasonic absorp-
tion are required. In such cases, it is important that the
probe should generate ultrasound of higher intensity
than usual, so that even echoes from the far end can
still be detected. For receiver probes, it is better to use a
bulk PZT element of appropriate thickness. This is be-
cause, at a given input pressure, the voltage across the

electrodes of a piezoelectric element is proportional to its
thickness.

At high frequencies the use of piezoceramics is limited.
Since the resonant frequency of piezoelectric disks vibrat-
ing in the thickness mode is inversely proportional to the
thickness, piezoeceramic disks become thinner than
0.1 mm above 20 MHz. Such piezoeceramic disks are brit-
tle and difficult to handle during the manufacturing pro-
cess of the probe. However, at higher frequencies, thin
foils of PVDF are easier to handle [62]. Because of their
low acoustic impedance, an effective transfer of ultrasonic
waves is possible only into water or plastic materials.
Even at normal frequencies the high flexibility of PVDF
and its low impedance, are useful for the design of special
line-focused immersion probes. Such line-focused PVDF
probes have been in use since 1990 in high-speed test sys-
tems for steel pipes. These are described in more detail in
other publications [63,64].

Because of their relatively low acoustic impedance and
high sensitivity, 1–3 composites are also suitable for gen-
erating ultrasound in liquids and plastics. However, the
manufacturing of such probes is less complicated than the
manufacturing process of the piezo element itself. 1–3
composites are also suitable for the manufacturing of
line-focused immersion probes. However, PVDF foils are
less expensive.

In conclusion, the currently available piezoelectric ma-
terials complement each other in their physical charac-
teristics. PVDF is very flexible, and it is easy to handle
and shape. Further, it exhibits good stability over time,
and does not depolarize when subjected to very high al-
ternating fields. But the coupling constant of PVDF is sig-
nificantly lower than that of PZT. Shaping of PVDF can
reduce the effective coupling of mechanical and electrical
energies due to edge effects. In the design of ultrasonic
probes, it is very important to use a material that has the
best suitable characteristics. In addition, economy also
plays a vital role for the user, as well as for the manufac-
turer. As a result, PZT has been considered as an economic
piezoelectric material over the years.
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Table 4. Characteristics of Piezoelectric Materials

Physical Properties
Lead Zirconate
Titanate PZT-5

Lead
Titanate PT

Lead
MetaniobatePbNb2O6

Polyvinylidene
Fluoride PVDF

(Copolymer) 1–3 Composite

Acoustic impedance Z (106 kg m� 2 s�1) 33.7 33 20.5 3.9 9

Resonant frequency f (MHz) o25 o20 o30 160–10 (55–2) o10

Coupling coefficient (thickness mode) kt
0.45 0.51 0.30 0.2 (0.3) 0.6

Coupling coefficient (radial mode) kp
0.58 o0.01 o0.1 0.12 (k31) B0.1

Relative permittivity er 1700 215 300 10 450

Maximum temperature (1C) 365 350 570 80 100
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Numerical modeling of electromagnetic (EM) fields or
computational electromagnetics is a combination of nu-
merical methods and field theory—a discipline in its own
right and of growing importance in such diverse areas as
microwave and RF (radiofrequency) engineering, antenna
design, EM field scattering, semiconductor physics, bioe-
lectromagnetics, and electromagnetic compatibility and
interference (EMC/EMI).

The starting point for modeling electromagnetic fields
is Maxwell’s equations considering a set of known bound-
ary/initial conditions. In addition, certain theorems and
principles, such as superposition, equivalence, and duality
can be utilized. Entirely analytical solutions to Maxwell’s
equations are possible only for a narrow range of problems

and most of them were solved a long time ago. Classical
analytical methods are the methods of separation of
variables, conformal mapping, series expansion, and in-
tegral methods (if the integrals have analytical solutions).

Today’s complexity of relevant EM field problems pre-
vent entirely analytical (closed-form) solutions to Max-
well’s equations. Rather, numerical approaches are
necessary that approximate the exact solution with any
desired degree of accuracy. Does this eliminate the need
for analytical methods? Certainly not! In fact, analytical
preprocessing is part of all numerical methods, and if the
analytical content is high, the method is often described as
semianalytical.

In general, the electromagnetic field problem can be
conveniently formulated as a partial-differential equation
while that of the source problem as an integral equation
(operator equation). The objective of numerical methods is
to transform an exact operator equation into a solvable
(discrete) matrix equation. To achieve this, virtually all
numerical methods follow the same principal steps:

1. To express the unknown function of the operator
equation by a sum of linear independent functions
with unknown expansion coefficients. This is often
called a trial function which approximates the real
function if the number of terms in the sums goes to
infinity.

2. The continuous solution domain is represented by a
set of discretized subdomains consisting of a finite
number of elements or nodes.

3. To determine the unknown expansion coefficients in
the trial function, some form of error minimization is
chosen. Employing either variational principles or
the method of weighted residuals, the operator
equation is transformed into a matrix equation
that must be solved by appropriate techniques.

Depending on the kind of operator used, numerical
methods are in general categorized into domain methods
and boundary methods. More recently a new category has
been added, that of hybrid methods.

Domain methods solve the electromagnetic field pro-
blem described by partial differential equations. Examples
are the finite difference method and the finite element
method. Both methods are based on differential equations
and on discretization of the entire computational domain.
Boundary methods solve the electromagnetic source pro-
blem described by integral equations, either volume inte-
gral equations or boundary integral equations. Examples
are the boundary element method or the method of mo-
ments. The latter can also be used to solve differential
equations. Hybrid methods are a combination of two or
more different methods. A hybrid numerical approach can
be a two-step procedure or an implicit hybrid algorithm. In
the two-step procedure, one part of the problem is solved
with one method, the results of which become the input
parameters for the next method. In the implicit hybrid
algorithm two or more modeling approaches are combined
into one new algorithm to exploit only the advantageous
features of each method. Hybrid methods are very useful
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for problems that can either not be solved within the
framework of a single technique or in cases where a
combination of methods results in a computationally
more efficient algorithm to model the electromagnetic field.

Since the late 1970s the importance of modeling elec-
tromagnetic fields has increased manifold. This refers not
only to the analysis of arbitrary electromagnetic field
problems but also to the CAD (computer-aided design) of
circuits and components. With rising operating frequency
and higher circuit density, quasistatic analysis methods
are replaced by full-wave analysis methods to account for
near-field effects or higher-order mode interaction. Sim-
plifying assumptions about material properties have been
replaced by realistic material descriptions taking disper-
sion and losses into account. With the steady increase in
computer power, research in electromagnetic modeling is
still advancing at a rapid pace, introducing new tech-
niques, expanding the capability of existing methods or
simply improving their computational efficiency and
accuracy. Only some of the multitude of electromagnetic
modeling techniques available today can be outlined here.

This article will focus only on some mainstream tech-
niques, most of which employ either the method of
weighted residuals or variational principles. We will begin
with modeling techniques in the frequency domain, most
importantly the method of moments (MoM). This section
is followed by time-domain methods and here in particular
the finite-difference time-domain method (FDTD) and the
transmission-line matrix (TLM) method. Finally, a brief
overview with respect to hybrid methods concludes this
article. A comparison between the various modeling ap-
proaches as well as their advantages and disadvantages is
added where appropriate.

For a more detailed representation of the various
methods, the interested reader is referred to the books
by Sadiku [1] or Zhou [2]. Another excellent source of
information is the book edited by Itoh [3], which discusses
the various methods in the context of passive microwave
circuit modeling.

1. FREQUENCY-DOMAIN METHODS

Most electromagnetic modeling techniques operate in the
frequency domain; that is, the time derivative d/dt is
replaced by jot. Therefore, all calculations are performed
at a single frequency only. In cases where the electromag-
netic field is of interest over a frequency band, repeated
calculations are necessary. This is in contrast to time-
domain methods. Here a single run of the algorithm, after
a proper impulse excitation, followed by a Fourier trans-
form of the impulse response, provides the information
over a wide frequency range. Which method to use de-
pends on the problem at hand.

1.1. The Method of Moments

The method of moments (MoM) is a general form of
weighted residuals to solve integral, differential, and
integrodifferential equations. The method itself does not
provide any information about the derivation of the gov-

erning equation, thereby allowing its applicability to a
wide range of physical phenomena.

The equations solved by MoM are normally an electric
field integral equation (EFIE) or a magnetic field integral
equation (MFIE) of the following form

EFIE : E¼ feðJÞ

MFIE : H¼ fmðJÞ

whereby E and H are the incident field quantities and J is
the induced current density. The form of integral equation
(EFIE or MFIE) depends on the problem. In most cases
these integrals are formulated in the frequency domain,
although the MoM can also be applied to solve problems in
the time domain.

The MoM as a mathematical technique was first intro-
duced by Mikhlin [4] and later popularized in the area of
numerical electromagnetics by Harrington [5]. The math-
ematical formulation of the MoM is simple and general.
Consider a linear operator L such that

LJ¼g ð1Þ

The function J (e.g., current density) is the response of the
system represented by the operator L to the excitation g
(magnetic or electric field). When L and g are known,
Eq. (1) represents an analysis problem from which J is
determined. A synthesis problem is one in which both J
and g are known but L is to be determined.

The MoM solution of Eq. (1) takes advantage of the
linearity of the operator L to expand J in a series of the
form

J¼
X

m

amJm ð2Þ

The am’s are unknown expansion coefficients and the Jm’s
are known functions in the domain of the operator L. The
functions Jm, which are assumed to form a complete set,
are called basis functions. Substituting the expansion of J
in Eq. (1) and using the linearity of L, we get

LJ¼L
X

m

amJm¼
X

m

amLJm¼g ð3Þ

The original problem is now reduced to determining the
expansion coefficients from this last equation. In the MoM,
both sides of the equation are projected onto the range of
the operator L. Let Tm denote a complete set of functions
in the range of L. The Tm’s are referred to as testing or
weighting functions. Taking the inner product of Eq. (3)
against the testing functions, yields

P
m

am Tn;LJmh i¼ Tn;g

 �

n¼ 1; 2; . . . ð4Þ

Here, a suitable inner product (a linear form) is assumed
to be known. Usually, the inner product is taken as the
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integral of the product of the arguments

J;g

 �

¼

Z
Jg ð5Þ

Equation (4) can be rewritten in a more convenient matrix
form

½A�½a� ¼ ½U� ð6Þ

where

½A�mn¼ Tm;LJnh i ð7Þ

½U�m¼ Tm;g

 �

ð8Þ

If the matrix [A] is not singular, its inverse [A]� 1 exists.
The expansion coefficients am are then given by

½a� ¼ ½A��1½U� ð9Þ

Once the expansion coefficients are known, the solution is
given by Eq. (2). The MoM is most commonly implemented
in the form of Galerkin’s method in which the testing
functions are equal to the basis functions, Tm¼Jm.

In practice, the infinite expansion Eq. (2) is truncated
at some upper value of m. The approximate solution, given
by Eq. (9), is then straightforwardly computed using a
computer. The efficiency of the technique depends heavily
on having basis functions which approximate well the
exact solution with only a few terms. Therefore, MoM
techniques are not very effective in the analysis of complex
geometries or inhomogeneous dielectrics. On the other
hand, MoM techniques are particularly efficient for the
analysis of antennas and electromagnetic scattering pro-
blems.

1.2. The Mode-Matching Technique

The mode-matching technique (MMT), or modal analysis
method, can be viewed as a special case of the method of
moments and is a frequently used analysis tool for scatter-
ing of electromagnetic waves at metal waveguide disconti-
nuities. In this method, the fields immediately left and
right from the discontinuity are expanded in a series of
weighted eigenfunctions. From the matching condition or
continuity condition of the fields tangential to the discon-
tinuity plane the coefficients of the series expansions can
be determined. Details of the method can be found in Refs.
6 and 7. The MMT has been successfully applied to
eigenvalue as well as to scattering problems both in
homogeneous waveguides as well as partially dielectric
loaded waveguides. Numerous application examples for
eigenvalue problems are given, for example, in Refs. 8 and
9 and for scattering problems in Refs. 10 and 11.

The basic problem to be solved in the MMT is to find the
coefficients of the field expansion to minimize the least
square error between the exact EM field and the approx-
imating series of eigenfunctions. If we postulate g(x) as the
exact field in the aperture between two subregions, the
approximation by a series of orthogonal eigenfunctions

fi(x) is written

gðxÞ ffi
PN

i

aifiðxÞ; x 2 x1; x2 ð10Þ

where ai denote the weighting (expansion) coefficients.
Multiplying both sides of Eq. (10) with a set of weighting
functions wj(x) and integrating over the domain of x
results in

Z x2

x1

wjðxÞgðxÞdx¼
XN

i

ai

Z x2

x1

wjiðxÞfiðxÞdx ð11Þ

We solve Eq. (11) such that its weighted residual is zero:

Z x2

x1

wjðxÞ gðxÞ �
XN

i

aifiðxÞdx

" #
dx¼ 0;

j¼ 1;2; . . . ;N

ð12Þ

If the weighting function is a set of delta functions

wjðxÞ¼ dðx� xjÞ

Eq. (10) becomes Eq. (13) which is known as point match-
ing Eq. (11):

gðxjÞ ffi
PN

i

aifiðxjÞ; j¼ 1; 2; . . . ;N ð13Þ

This equation is solved for ai. If the weighting functions
are the eigenfunctions themselves, we use the least-
square error to select the expansion coefficients such as
to minimize the integrated squared error

0¼
@

@ai

Z
gðxÞ �

XN

i

aifiðxÞ

" #2

dx

By using the orthogonality of the eigenfunctions fi(x) we
find the individual coefficients

Z x2

x1

fiðxÞgðxÞdx

Z x2

x1

fiðxÞ
2 dx

¼ai ð14Þ

It should be noted that the integral in the denominator of
Eq. (14) is a normalization constant while the integral in
the numerator (the coupling integral) can in most cases be
solved analytically, except in cases where the geometry of
the regions left and right of a discontinuity is described by
different coordinate systems.

The MMT becomes a powerful analysis tool in conjunction
with the generalized scattering matrix (GSM) approach. The
GSM relates all reflected wave amplitudes of fundamental
and higher-order modes at discontinuities to the incident
wave amplitudes. Wave amplitudes are in this context the
power normalized expansion coefficients in Eq. (10).

1234 ELECTROMAGNETIC MODELING



A simple example illustrates the MMT in conjunction
with the GSM technique. A waveguide step discontinuity
is shown in Fig. 1. We assume that in both waveguide
sections only the fundamental TE10 mode can propagate.

The TE10 mode consists of three field components of
which two, Ey and Hx, are tangential to the discontinuity
plane at z¼ 0 (Fig. 1b). In regions 1 and 2, the electric field
component can be expressed as a series of eigenfunctions
such as in Eq. (10). Applying the continuity condition at
the discontinuity plane (z¼ 0), E1

y ¼E2
y , results in

XM

m¼ 1

T1
m sin

mp
a

x
� �

ðA1
mþB1

mÞ

¼
XN

n¼ 1

T2
n sin

np
a� x1

ðx� x1Þ

� �
ðA2

nþB2
nÞ

ð15Þ

The coefficients T in Eq. (15) ensure power normalization
of the incident A and reflected B wave amplitudes for
fundamental and higher-order modes. The products T �A
or T �B are the expansion coefficients of Eq. (10). Multi-
plying both sides of Eq. (15) with sin(ip/a x) and integrat-
ing over the cross section x¼ 0�a yields

Ey : A1
i þB1

i ¼

PN

n¼ 1

T2
n

Z a

x1

sin
np
a

x
� �

sin
ip

a� x1
ðx� x1Þ

� �
dx

Z a

0
sin2 ip

a
x

� �
dx

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
LE

ðA2
nþB2

nÞ

ð16Þ

The normal modes satisfy the orthogonality relation, and
the integral in the denominator of Eq. (16) thus becomes

Z a

0
sin2 ip

a
x

� �
dx¼

a

2
ð17Þ

A similar equation is obtained from the continuity condi-
tion of the Hx component

Hx :

XM

m¼1

T2
mYm

Z a

x1

sin
mp
a

x
� �

sin
ip

a� x1
ðx� x1Þ

� �
dx

Z a

x1

sin2 ip
a� x1

x� x1

� �
dx

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
LH

A1
i � B1

i ¼A2
m � B2

m

ð18Þ

Both equations can be written in matrix notation:

Ey : ½A�
1þ ½B�1¼ ½LE� . ð½A�

2þ ½B�2Þ

Hx : ½LH � . ð½A�
1 � ½B�1Þ ¼ ½A�2 � ½B�2

Rearranging these equations leads to the generalized
scattering matrix of the waveguide discontinuity

½B�1

½A�2

" #
¼
½S11� ½S12�

½S21� ½S22�

" #
½A�1

½B�2

" #
ð19Þ

A well-known problem in the MMT is the slow conver-
gence rate and the relative convergence phenomenon. The
latter can be alleviated to some degree by choosing the
number of modes on both sides of the discontinuity in the
same ratio as the waveguide dimensions left and right
from the discontinuity. The MMT is also not well suited for
problems in which the structure contains a mixed-coordi-
nate system. Coupling integrals must then be solved
numerically, which makes the algorithm slow and not
very effective. In those cases the MMT can be combined
with other techniques (hybrid methods discussed later)
that are more appropriate for certain parts of the problem.

1.3. Coupled Integral Equation Technique

The problem of slow convergence in the MMT is due
mainly to the fact that the eigenfunctions of the wave-
guides left and right from the discontinuity do not accom-
modate the boundary conditions of the fields in the
discontinuity plane. This is not so in the coupled integral
equation technique (CIET). A major advantage of the
CIET is its ability to include a priori information, such
as the edge conditions, at multiple discontinuities simul-
taneously. The salient features of the technique can be
found in Refs. 12 and 13; here we only show how the edge
condition at a single discontinuity is handled through the
CIET. For this we refer again to the example of Fig. 1.

The tangential electric field within the discontinuity
region (the gap region) is expanded in a series of basic
functions that are chosen such that they include the edge
condition of the electric field at x¼ x1:

EgapðxÞ¼
XI

i

ciEiðxÞ
Egap¼ 0; 0 � x � x1

EgapO0; x1ox � a

(
ð20Þ

A possible set of basic functions that satisfy the edge
condition is the following:

EiðxÞ¼

sin
ip

a� x1
ðx� x1Þ

� �

½ðx� x1Þð2a� x1 � xÞ1=3

Matching the tangential electric field of both regions
(1 and 2) to the electric field in the discontinuity plane

A1

B1

A2

B2

a

x1

z = 0x

yb

z

(b)(a)

Figure 1. H-plane discontinuity in rectangular waveguide;
(a) perspective view; (b) scattered wave amplitudes.
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Egap yields

E1
yðxÞ¼EgapðxÞ; 0 � x � a

E2
yðxÞ¼EgapðxÞ; x1 � x � a

ð21Þ

From Eq. (21), using Eq. (20), one obtains

B1
i ¼ � di1þ

2

a

Z a

x1

EgapðxÞ sin
ip
a

x

� �
dx

B2
i ¼

2

a� x1

Z a

x1

EgapðxÞ sin
ip

a� x1
x� x1

� �
dx

ð22Þ

Utilizing the matching condition from the tangential
magnetic field, H1

x ¼H2
x , which is defined in the interval

x1rxra and replacing the expansion coefficients therein
by using Eq. (22), leads to the following integral equation

2Y1
1 sin

p
a

x
� �

¼
X

i

Y2
i

2

a� x1

Z a

x1

EgapðxÞ sin
ip

a� x1
x0 � x1

� �

sin
ip

a� x1
x� x1

� �
dx0 þ

X

n

Y1
n

2

a

Z a

x1

EgapðxÞ

sin
np
a

x0
� �

sin
np
a

x
� �

dx0

ð23Þ

The remaining step is to find the expansion coefficients ci

in Eq. (20). This is accomplished by substituting Eq. (20)
in Eq. (23) and using the method of moments in the form of
Galerkin’s method. The number of terms in Eq. (20), the
value of I, is increased until convergence is achieved.
Typically only a few terms are needed to accurately
describe the discontinuity. Although the analytical con-
tent of the CIET is higher than for the MMT, the numer-
ical efficiency is significantly better and no relative
convergence problems are encountered.

1.4. The Spectral-Domain Method

The spectral-domain method (SDM) [14] utilizes the Four-
ier transformation to eliminate all but one space variable
in the Helmholtz equation. The latter is then solved
analytically for the remaining space variable. The SDM
is a computationally very efficient analysis tool for micro-
wave transmission lines. The method has found numerous
applications, mainly in the analysis of electromagnetic
fields in planar transmission line structures where the
overall cross section can be divided into homogeneous
dielectric subregions. Although the method was originally
introduced for single conductor transmission lines with
infinitely thin conductor [15], the SDM has been general-
ized [16,17] to include finite metallization thickness and
multiple dielectric layers.

The method is best illustrated by considering the
example of a microstrip line (Fig. 2). In regions with
constant m and e the electromagnetic field, represented
by a potential function fe,h, satisfies the Helmholtz

equation

@

@x2
þ

@

@y2
þ

@

@z2
þ k2

� �
fe;h
ðx; y; zÞ¼ 0

A two-dimensional Fourier transform on fe,h (e.g., on x
and z)

~ffe;h
ða; y;bÞ¼

ZZ
e�jðaxþbzÞfe;h

ðx; y; zÞdx dz ð24Þ

transforms the Helmholtz equation into one that contains
only one space variable

@2 ~ffe;h

@y2
� ða2þb2

� k2Þ ~ffe;h
¼ 0 ð25Þ

A solution to this equation is known in the form of
exponential functions or hyperbolic functions. In each
homogeneous subregion, fe,h can thus be transformed
from one boundary to the opposite. With respect to Fig. 2,
this implies that the known boundary condition of the
electromagnetic field at planes y¼ 0 and y¼h can be
transformed into plane y¼d. The final step in the formula-
tion of the SDM is then to satisfy the boundary condition of
the tangential fields at the interface y¼d, which are in the
transformed domain

~EEz1¼
~EEz2; ~EEx1¼

~EEx2; ~HHx2 �
~HHx1¼

~JJz; ~HHz2 �
~HHz1¼ �

~JJx

~JJx and ~JJz are the Fourier transforms of the unknown
currents on the strip. From this, a matrix equation can be
derived as follows

~EEz1

~EEx1

" #
¼

~ZZzz
~ZZzx

~ZZxz
~ZZxx

" #
~JJz

~JJx

" #
ð26Þ

with ~JJz¼SM
m cm

~JJzmðaÞ and ~JJx¼SM
m dm

~JJxmðaÞ.

Using Galerkin’s technique, ~EEx and ~EEz in Eq. (26) can
be eliminated and a matrix equation for the expansion

h

d
y

x

W

Metal top plane

Metal ground plane
0

,   = const Region 2

Region 1

µ�

Figure 2. Cross section of a microstrip transmission line.
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coefficients cm and dm is found

R
a
~JJz
~ZZzz

~JJz

R
a
~JJz
~ZZzx

~JJx

R
a
~JJx
~ZZxz

~JJz

R
a
~JJ1
~ZZxx

~JJx

" #

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
½A�

c

d

" #
¼ 0 ð27Þ

The propagation constant b is contained in the matrix
elements of ~ZZ. The transformed currents on the strip are
found from an educated guess of the current distribution
on the strip in the space domain. To describe the current in
the space domain as accurate as possible, basis functions
must be employed that are zero outside the strip area and
also model the singular behavior of the magnetic field
components normal to the strip edge. Equation (27) can
then be solved for b by finding the zeros of the determinant
of [A] (i.e., det[A]¼ 0).

A disadvantage of the SDM is that the algorithm is
developed for very specific transmission-line geometries. If
the geometry changes, for example, substrate regions
become inhomogeneous, or conductor contours do not fit
into a rectangular coordinate system, the SDM algorithm
must be reformulated. This applies also to the previous
methods and can be avoided only if more general methods
are utilized that are based on finite-element or finite-
difference discretization of Maxwell’s equations or the
Helmholtz equation.

1.5. The Generalized Multipole Method

The generalized multipole technique (GMT) is also based
on the weighted residual technique. It is a unique form of
the method of moments in that the expansion functions
are analytic solutions of the fields generated by sources a
distance away from the surface where the boundary
condition is being enforced. The GMT is a frequency
domain method for calculating electromagnetic fields
both in 2D and in 3D. The method is also known as the
multiple-multipole method (MMT) [19]. In the GMT the
field domain is separated into a number of subdomains Di,
each with linear and homogeneous material. In each Di, a
separate expansion of the electromagnetic field is given as

E

H

 !
¼

E0

H0

 !
þ
X1

l¼ 1

al

El

Hl

 !
ð28Þ

In static cases, either the electric or magnetic field is
replaced by a potential. E0, H0 in Eq. (28) is a given
excitation. Any choice of the unknown coefficients al

results in a correct solution of Maxwell’s equation, since
El and Hl is such a solution. Thus, all degrees of freedom in
this solution, that is, the set al, may be used to satisfy the
boundary conditions. The GMT is often referred to as a
semianalytical method since the differential equations
(i.e., Maxwell’s equations) in each subdomain Di are solved
analytically (¼ exactly), while the boundary conditions on
the boundaries qDij between subdomains Di and Dj are
solved numerically (¼ approximately). In order to accel-
erate convergence and to keep the number of unknowns as
low as possible, the expansion in each subdomain Di is

chosen such that it fits best to the particular shape of Di

and the particular excitation.
The boundary conditions are fulfilled numerically (ap-

proximately), using the extended point-matching techni-
que. This is numerically equivalent to both a projection
technique using Galerkin’s choice of test functions and a
least-squares error minimization. All the boundary condi-
tions concerning fields may be taken into account. As a
special case, surface impedance boundary conditions are
also possible. Also in the GMT/MMT, a system of linear
equations is developed which is solved for the best coeffi-
cients of the expansion functions. In order to save compu-
ter memory and to improve the numerical stability, matrix
solvers like Givens plane rotation may be used.

The difference between the GMT and the MoM is that
the latter normally employs expansion functions that are
located on the boundary representing quantities such as
charge or current. The fields are then determined by
integrating these quantities over the entire surface. This
integration is not necessary in the GMT since the expan-
sion functions are already field solutions corresponding to
multiple poles.

Dielectric and conducting boundaries are treated with
the same efficiency in the GMT because the same expan-
sion functions are used. Therefore, GMT models are quite
general and do not suffer from the limitations of most
MoM models. On the other hand, MoM models that
employ functions optimized for a particular problem, are
generally more efficient than GMT models.

An overview article about GMT was published by
Ludwig [18]. Details of the GMT and application examples
are given in the text by Hafner [19] and Leuchtmann [20].

1.6. The Method of Lines

The method of lines (MoL) is also a semianalytical method
that was developed by Russian mathematicians [21,22] to
solve partial-differential equations. In this scheme a set of
coupled differential equations is transformed into a set of
ordinary differential equations which can be solved ana-
lytically. As such the MoL can also be classified as a hybrid
method since it combines an analytical approach with the
finite-difference method. For the microwave domain,
Pregla and coworkers were the first to adopt this method,
mainly for the analysis of planar microwave circuits. A
very detailed description of the method is given by Pregla
and Pascher in Ref. 23. The MoL provides, in comparison
to the MMT or the SDM, more flexibility in the analysis of
transmission-line geometries with almost arbitrary cross
section. The only restriction is that at least one space
direction must be amenable to an analytical solution,
which is always true for planar transmission lines.

To illustrate the MoL, it is best to choose a two-dimen-
sional problem, although three-dimensional prob-
lems can be solved as well. An example of a cross section
suitable for an MoL analysis is again the microstrip line as
shown in Fig. 2, only this time we consider also the finite
metallization thickness. The objective is to find the effec-
tive permittivity eeff. Assuming a symmetric structure, the
domain is bounded with a magnetic wall at the symmetry
plane, and with electric walls elsewhere. The discretization
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of the cross section by lines is shown in Fig. 3 with three
homogeneous subdomains. In each subregion the wave
equation is discretized in x direction with stepsize h, and
analytical solutions are sought in y direction along the
solid and dashed lines shown in the figure. To be more
precise, analytical solutions for the electric field compo-
nents are defined on the solid lines (x¼ kh, k¼ 0,1,2,y) in
order to fulfill the Dirichlet boundary condition at x¼ 0 by
setting Etangential¼0. The magnetic field will be defined on
the dashed lines (x¼ khþh/2, k¼0,1,2,y), where the
Neumann boundary condition at x¼0 can be fulfilled to
a first order [Htangential(þh/2)¼Htangential(�h/2)]. Similar
considerations apply to the magnetic wall boundary at x¼
a/2, as well as to subdomain 2 besides the strip. The
discretization in x direction is done by a finite difference
scheme, and the second-order derivative at line i can be
written as

@2f
@x2

����
i

�
fi�1
� 2fi

þfiþ 1

h2

The coupled differential equations in each subregion are
then found in matrix form as

@2/

@y2
�

1

h2
½P�/þ k2

c/¼ 0 ð29Þ

whereby the vector f represents either the longitudinal
electric (Ez) or magnetic (Hz) field component. The second-
order difference operator [P] couples the differential equa-
tions of three neighboring lines. Because matrix [P] is
symmetric, decoupling of the differential equations above
is possible by an orthogonal transformation matrix [T]
([T]�1

¼ [T]t) such that

�//¼ ½T�t/

The eigenvectors of [P] are the columns of [T]. The dis-
cretized wave equations in the transformed domain is

decoupled and written as

@2 �//

@y2
þ k2

c �
lk

h

� �2
 !

�//¼ 0 ð30Þ

where l2
k are the eigenvalues of [P]. Equation (30) can now

be solved analytically along each line by using trigono-
metric functions. In other words, the EM fields in the
transformed domain can be transformed from one bound-
ary of a subregion to the opposite. At the interfaces
between subregions (i.e., at y¼d and at y¼dþ t, Fig. 3),
the tangential fields are matched at the points where the
lines cross the interface planes. Depending on the problem
at hand, field matching is done either in the transformed
domain or in the space domain. The latter requires full
matrix inversions, which complicates the algorithm. Re-
garding the example of the microstrip line, field matching
in the space domain becomes necessary due to the finite
thickness of the strip (i.e., the number of lines to match is
different from one subregion to another). The assumption
of an infinitely thin strip would make possible a field
matching in the transformed domain and, therefore, lower
the computational cost of the algorithm by avoiding sev-
eral matrix inversions. In any case, an eigenvalue problem
must be solved for kc. The size of the eigenvalue matrix
corresponds to the minimum number of lines in one layer:
the number of lines in region 2 besides the strip. The
effective permittivity of the microstrip line is then found
from the wavenumber kc.

A significant advantage of the MoL over other space
discretization methods such as the finite-difference
method or the finite-element method is that a two-dimen-
sional problem requires only a one-dimensional space
discretization. This feature can lower the computational
requirements significantly at the cost of a higher analy-
tical content.

1.7. The Finite-Difference Method

The finite-difference method (FDM) is an approximate
method to solve partial-differential equations. In contrast
to the method of lines, the computational domain is
discretized in all three space directions. The derivative
operations, for example, for the space variable x, qf/qx and
q2f/qx2 are approximated by Df(x)/Dx and D2f(x)/Dx2, and
thus the partial-differential equation is reduced to a set of
algebraic equations. In electromagnetics as in other areas
of engineering, the FDM is one of the most important
methods to solve a wide range of problems. These include
linear and nonlinear problems, time- and frequency-do-
main problems, wave propagation in homogeneous and
inhomogeneous media and in media with different bound-
ary conditions. An early example on the application of the
FDM to waveguide problems is given in Refs. 25 and 26.
Detailed chapters on the FDM can be found in books by
Sadiku and Zhou [1,2].

y = d

∆x = h

3

2

1

x = a/2 x = 0

r

y = b

y = 0

y = d + t

w/2

�

Figure 3. Discretization scheme of the method of lines for a
microstrip transmission line with metallic enclosure of dimen-
sions a � b.
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To illustrate the FDM, we choose a problem that can be
described by the two-dimensional Laplace equation

@2f
@x2
þ
@2f
@y2
¼ 0 ð31Þ

Sampling the continuous electromagnetic field in the
computational domain by a mesh of regular points sepa-
rated by a constant distance h (Fig. 4), Eq. (31) is
approximated by the difference quotients at the adjacent
mesh points. Depending on the choice of the difference and
the difference quotient, different methods can be used to
derive the discretization formulations. Using a Taylor
expansion, the potentials surrounding the center node o
(Fig. 4) can be expressed as

fx�h¼fo � h
@f
@x

� �

o

þ
h2

2!

@2f
@x2

� �

o

�
h3

3!

@3f
@x3

� �

o

þ eðh4Þ

fxþh¼foþh
@f
@x

� �

o

þ
h2

2!

@2f
@x2

� �

o

þ
h3

3!

@3f
@x3

� �

o

þ eðh4Þ

fy�h¼fo � h
@f
@y

� �

o

þ
h2

2!

@2f
@y2

� �

o

�
h3

3!

@3f
@y3

� �

o

þ eðh4Þ

fyþh¼fo � h
@f
@y

� �

o

þ
h2

2!

@2f
@y2

� �

o

þ
h3

3!

@3f
@y3

� �

o

þ eðh4Þ

ð32Þ

where e(h4) is the remaining error. Adding these equations
and considering that the resulting term

h2 @2f
@x2
þ
@2f
@y2

� �

o

¼ 0

the approximation of fo at node center o becomes

1

4
ðfxþhþfx�hþfyþhþfy�hÞ¼fo

whereby it is assumed that e(h4) is negligible. This equa-
tion shows that the value of fo is the average of the
potentials at the four neighboring points. The above
equation for the 2D problem is also said to be the five-
point difference equation of the Laplacian problem. For a
3D problem the above equation expands to a seven-star
node

1

6
ðfxþhþfx�hþfyþhþfy�hþfzþhþfz�hÞ¼fo

Repeating this procedure over the whole computational
domain and considering the boundary conditions on f,
leads to the following matrix equation

½A�f ¼X

Since the individual grid points are connected only to their
neighboring points, the coefficient matrix [A] contains a
large number of zero elements (banded sparse matrix) and
only the diagonal and nearby elements are filled. f is a
vector of all potentials on the interior nodes and X con-
tains the information about the boundary conditions (or
sources). Matrix [A] can be solved by the Gauss elimina-
tion method but due to the sparsity of the matrix, iterative
methods such as the over-relaxation iteration are more
economical in terms of computer resources.

1.8. Finite-Element Method

Although the finite-element method (FEM) was used by
mechanical and civil engineers for many years [27], its
application to the electromagnetics area was not before
1967 by Winslow [28] and in 1970 by Silvester and co-
workers [29]. Since then, the FEM has become a widely
used numerical simulation tool for electromagnetic fields
in structures with arbitrary boundary shape [30,31]. In
contrast to the finite-difference method, the finite element
method discretizes the computational domain with a
number of small interconnected subregions, called ele-
ments (Fig. 5). The shape of these elements is typically
rectangular or triangular. This explains why there are
virtually no restrictions on the shape of the structures
that can be analyzed with the FEM. This feature is its
main advantage over other methods.

The FEM is based on the fact that the potential
function fe (superscript ‘‘e’’ denotes element) within each
element, can be approximated by an (often linear) inter-
polation function which is zero outside the element.
Summation offe over all elements N gives an approximate

y

x – h
y – h

y + h

y

x x + h

x

r

W

O

�

Figure 4. Finite-difference discretization of a microstrip trans-
mission line.
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solution for the total potential in the computational
domain

f¼
XN

p

fe
ðx; yÞ ð33Þ

The simplest form of approximation for fe within a
triangular element (Fig. 5) is the following:

fe
¼aþ bxþ cy ð34Þ

It is assumed that the field strength is uniform within a
small element and that the potential varies linearly
depending on the coordinates x and y. The unknown
parameters a, b, c are found from the nodal parameters
fe

p; xp, and yp (p¼ 1, 2, 3) as

a

b

c

2

664

3

775¼

1 x1 y1

1 x2 y2

1 x3 y3

2

664

3

775

�1 fe
1

fe
2

fe
3

2

664

3

775 ð35Þ

Substituting the functions obtained from Eq. (35) into
Eq. (34) yields

fe
¼
X

p

Ne
pf

e
p ð36Þ

Ne
p are the so-called shape functions. The potential fe

within each element is thus a linear combination of the
shape functions and the three nodal values of the triangle.

The next step in the FEM is to determine the potential
at the corners of all elements. This is usually done by
minimizing (or maximizing) a functional that is known to
be stationary about the true solution (variational method).
For a Laplacian problem, the equivalent functional for

each element is

Ieðfe
Þ¼

Z

se

1

2
ejrfe

j2 dx dy ð37Þ

The functional over all elements is then the sum over
Eq. (37). From a physical point of view, Ie is the energy per
unit length of the element e. Substituting the approxima-
tion for fe into Eq. (37) yields

Ie¼
1

2

X3

p¼ 1

X3

k¼ 1

efe
p

Z

se

rNe
p
.rNe

k dx dy

� �
fe

k

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Cpk

ð38Þ

or in matrix form

Ie¼
1

2
e½fe
�T ½Ce�½fe

� ð39Þ

[Ce] is the element coefficient matrix (stiffness matrix in
structural analysis). The matrix elements represent the
coupling between the nodes. Summation of Eq. (39) over
all the elements and applying the extremum condition of
the functional

@IðfÞ
@fi

¼0

yields the system matrix equation

½C�½f� ¼ 0 ð40Þ

[C] is a sparse, symmetric, and banded matrix of size
M � M (M¼ total number of nodes). Equation (40) can be
solved for the potentials of all nodes in the computational
domain.

The FEM is one of the most flexible numerical modeling
approaches which can be applied to nonlinear problems
and also can be formulated in time and frequency domain.
Although its formulation is more involved than the finite-
difference method the advantage of the FEM is that it can
be applied to almost arbitrarily shaped boundaries. Appli-
cation to open boundaries is difficult except if the FEM is
combined with other methods which are more suitable for
open boundary problems.

1.9. The Boundary-Element Method

The boundary-element method (BEM) or boundary inte-
gral element method is similar to the finite-element
method applied to the boundary only. As such the BEM
is also known as a form of weighted residual technique
that falls under the category of moment methods. The
main advantage of the BEM over the FEM is that it
reduces the dimension of the problem by one. For example,
in a three-dimensional problem only the surface of the
computational domain needs to be discretized and not the
entire volume, which leads to a much smaller number of
algebraic equations. For two-dimensional problems the
boundary elements are taken as straight line segments,

φ

X

Y

e
3

3

21

φ e
2φ e

1

Figure 5. Finite-element discretization of a ridged waveguide.

1240 ELECTROMAGNETIC MODELING



whereas for three-dimensional problems triangular ele-
ments are taken. Disadvantages of the BEM are that the
number of integrations required are great and that singu-
larities must be considered. The calculation of the coeffi-
cient matrix may require more time than in the FEM.

A very detailed account of the BEM may be found in
Ref. 2. In the BEM the quantity of interest f anywhere
within the computational domain is expressed in terms of
a functional, except that this functional now depends only
on the value of f at the boundary and its normal deriva-
tive thereon. Again, for the Laplace equation in a source
free volume O bounded by a surface G, for example, the
potential fi inside the volume is given by the integral
equation

fi¼
1

4p

Z

G

1

r

@f
@n
� f

@

@n

1

r

� �� �
dG

In most of the relevant EM problems, the governing
equation is not Laplacian and f on the boundary is
unknown. Then the boundary contour is discretized and
f for each boundary element is derived using the method
of weighted residuals where the expansion and weighting
functions are only defined within the boundary cell. The
integral equation is thus transformed into a set of alge-
braic equations at the nodes of the boundary, and the
value for f and its derivatives are found simultaneously
by solving a matrix equation [2].

2. TIME-DOMAIN METHODS

Time-domain methods are important if the time-domain
response of an electromagnetic structure is required.
Lately, time-domain methods have also gained momentum
over frequency-domain methods since they deliver, de-
pending on the excitation, all frequencies of interest
with one computation run without the need for large
matrix inversions. This feature is attractive if a wide
band frequency response is required. One might also add
that a variety of problems are more naturally formulated
in the time domain than in the frequency domain. This is
in particular the case for nonlinear problems.

Some of the frequency-domain methods discussed be-
fore can be formulated also in the time domain. This is a
great advantage if one is already familiar with a particu-
lar method. Extending the formulation from one domain
into the other without leaving the framework of one
method not only minimizes the development effort but
also expands the application range of that method. Among
the many different techniques that can be formulated in
both domains, the finite-difference time-domain (FDTD)
method and the time-domain transmission-line matrix
(TDTLM) method are the most prominent ones. While
the finite-difference method in the frequency domain, the
FDM or FDFDM, has been discussed in a previous section,
the frequency-domain version of the TLM method, the
FDTLM method [32], is not discussed here. However, as in
the framework of the finite-difference methods the duality
between frequency- and time-domain methods exists also
in the framework of the TLM method.

In the FDTD and TDTLM methods of electromagnetic
modeling the continuous field functions that satisfy Max-
well’s equations are approximated by samples of these
functions defined only at discrete points in space and time.
In the most general sense, FDTD and TLM belong to the
method-of-moments (MoM) family. In FDTD the electro-
magnetic field is approximated by a set of local pulse
functions in space and time, while in TLM it is expressed
as a superposition of impulse waves traveling forward and
backward along the coordinate directions, their sum yield-
ing the electric and their difference the magnetic field
values, respectively. Thus, FDTD is formulated in terms of
total electric and magnetic field samples in discretized
space, whereas the TLM formulation employs elementary
incident and reflected waves traveling on a mesh of
transmission lines (scattering formulation).

While both methods can be derived rigorously from
Maxwell’s equations using MoM formalism [33], a more
intuitive approach that is also historically authentic will
be used to formulate the basic FDTD and TLM algorithms.
Their properties and associated errors will be discussed,
and some more recent variations will be mentioned.

2.1. Finite-Difference Time-Domain Method

The finite-difference time-domain (FDTD) scheme is ob-
tained by replacing the partial derivatives (space and
time) in Maxwell’s curl equations by finite differences.
The best approximation is obtained by central differencing
(trapezoidal rule), resulting in an error that is propor-
tional to the square of the space and time step (second-
order accuracy).

The first FDTD formulation was proposed by Yee in
1966 [34] and subsequently applied and developed further
by Taflove and Brodwin [35]. Yee simply replaced the
partial derivatives in Maxwell’s curl equations by central
finite differences. Weiland [36] derived an equivalent
discretization approach using finite integration of Max-
well’s equations in 1977. Fig. 6 shows a unit FDTD cell
(Yee cell) of a Cartesian space grid. Continuous space and
time coordinates (x,y,z,t) are replaced by discrete coordi-
nates l Dx, m Dy, n Dz, k Dt, where l,m,n,k are integers and

Hz

Hx

Hx

Hz

EzEz

EzEz

Ex

Ex

Ex

Ex

Ey

Ey

Ey

Ey

Hy
Hy

z/∆ z

x /∆ x

y/∆ y

(l,m + 1, n)

(l,m, n + 1)

(l,m,n)

(l + 1,m + 1, n)(l + 1,m,n)

Figure 6. Topology of the elementary FDTD cell (Yee cell).
Electric and magnetic field components are interleaved in space
and time.
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Dx, Dy, Dz, and Dt are the space/timesteps. Note that the
three electric field components are defined along the edges
of the cell, while the magnetic field components are
normal to the cell faces. The staggering of the field
components by one-half of the cell dimensions is due to
the central-difference approximation of the differential
operators. For the same reason, electric and magnetic
field components are also staggered in time, the electric
field components being defined at time points k Dt and the
magnetic field components at ðkþ 1

2Þ Dt.
If we assume that Dx¼p Dl; Dx¼ q Dl; Dx¼ r Dl, where

Dl is the unit reference length, and the scaling coefficients
p, q, and r are all smaller or equal to unity, then the finite
difference equations for the electric and magnetic field
components in each cell are given by

kþ 1Exðlþ
1
2;m;nÞ¼ kExðlþ

1
2;m;nÞ

þ sxf½kþ 1=2Hzðlþ
1
2;mþ

1
2;nÞ

�kþ 1=2 Hzðlþ
1
2;m�

1
2;nÞ�=q

þ ½kþ 1=2Hyðlþ
1
2;m;n�

1
2Þ

�kþ 1=2 Hyðlþ
1
2;m;nþ

1
2Þ�=rg

kþ 1Eyðl;mþ 1
2;nÞ¼ kEyðl;mþ 1

2;nÞ

þ syf½kþ 1=2Hxðl;mþ 1
2;nþ

1
2Þ
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ð41Þ

where

sx¼Z0cDt=ðerxDlÞ

sy¼Z0cDt=ðeryDlÞ

sz¼Z0cDt=ðerzDlÞ

sx0 ¼ cDt=ðmrxZ0DlÞ

sy0 ¼ cDt=ðmryZ0DlÞ

sz0 ¼ cDt=ðmrzZ0DlÞ

ð42Þ

In these expressions, c and Zo are the velocity of light and
the wave impedance in vacuo, and erx, ery, erz and mrx, mry,
mrz are the diagonal elements of the relative permittivity
and permeability tensors of the medium, respectively. This
algorithm explicitly updates each field component in a
leapfrog timestepping process. The change in each E-field
component is computed from the four H-field components
circulating around it, and vice versa.

2.1.1. Stability. The process is stable as long as the
timestep is smaller than a maximum value known as the
so-called Courant stability limit. For electrically and
magnetically isotropic media characterized by er and mr

the stability criterion is

Dt �
Dl

ffiffiffiffiffiffiffiffiffi
mrer
p

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

p2
þ

1

q2
þ

1

r2

r ð43Þ

Since in anisotropic media the wave velocity depends on
the (generally unknown) polarization, it is prudent to
enter the smallest of the three m and e values of the
diagonal tensors into the stability condition. For free space
discretized into cubic cells (mr¼ er¼p¼ q¼ r¼ 1), it
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becomes

Dt �
Dl

c
ffiffiffi
3
p ð44Þ

2.1.2. Initial and Boundary Conditions. At the start of a
computation the initial values of all electric and/or mag-
netic field components in the computational domain are
specified before the updating process can begin. By enfor-
cing the field values in certain regions at each timestep,
source functions with arbitrary time and space depen-
dence can be modeled.

Boundary conditions must be enforced at each timestep
as well. Electric and magnetic walls are modeled by
extending the discretized space one cell beyond the bound-
ary and imposing appropriate symmetry conditions on the
field values on each side of the boundary. For example, the
tangential electric field components must be identical on
either side of a magnetic wall (ideal open circuit) and
equal and opposite on either side of an electric wall (ideal
short circuit). A dual condition applies to the tangential
magnetic field components. Lossy resistive boundary con-
ditions call for a fixed ratio between the tangential electric
and magnetic field components at the boundary. More
complex boundary conditions such as wide band absorbing
walls or frequency dispersive boundaries call for special
algorithms, such as one-way absorbing boundary condi-
tions [37,38] or Berenger’s perfectly matched layer [39]. A
detailed discussion of absorbing boundary conditions in
FDTD and TLM can be found in Ref. 40. Similar ap-
proaches are required for the modeling of complex materi-
als and devices.

The books by Kunz and Luebbers [41] and Taflove [42]
are excellent sources of information on all aspects of
FDTD modeling and contain extensive bibliographies on
the theory, implementation, and application of the FDTD
method. Together with Yee’s seminal paper [34] they are
good starting points for exploring the extensive literature
on FDTD theory and applications.

2.2. Transmission-Line Matrix Method

2.2.1. The Expanded Node. The transmission-line ma-
trix (TLM) formulation of Maxwell’s equations was first
proposed in 1971 by Johns and Beurle [43]. In their
seminal paper they describe a novel numerical technique
for solving two-dimensional scattering problems. Inspired
by earlier network simulation techniques [44], they em-
ploy a Cartesian mesh of shunt-connected two-wire trans-
mission lines as a discretized 2D propagation medium.
The nodes of this mesh act as scattering centers for short
voltage impulses. Johns and Akhtarzad [45] extended the
method to three space dimensions (the expanded node
TLM model) in 1974, by creating an intricate 3D lattice of
shunt- and series-connected transmission lines, as shown
in Fig. 7. This model is, in many respects, similar to the
Yee cell in Fig. 6 since it yields identical solutions for the
six field components when the time step in the Yee
algorithm is set to Dt¼Dl/(2c) (free space, cubic cell).
However, in contrast to the strictly mathematical formu-
lation of FDTD, the TLM model is a ‘‘hardwired’’ network

(albeit conceptual rather than material) to which all
known techniques of circuit and transmission line analy-
sis can be applied in both frequency and time domains.

2.2.2. The Symmetric Condensed Node. One of the
shortcomings of these algorithms resides in the compli-
cated topology of their unit cells and in the separate
locations of electric and magnetic field components in
space and time. This makes the modeling of complex
boundary conditions and interfaces between materials
more difficult and may introduce errors. To overcome these
drawbacks, Johns [46,47] introduced the symmetrical
condensed TLM node in 1986. This spawned the develop-
ment of several new TLM formulations, from the hybrid
and supercondensed nodes to the alternating and rotated
alternating [48] TLM models. In the following, the basic
formulation proposed by Johns will be outlined. However,
the port numbering scheme proposed by Russer [48] will
be used since it allows a simpler and more compact
representation of the TLM algorithm than Johns’ original
numbering scheme.

2.2.3. The Symmetric Condensed Node TLM Algor-
ithm. A unit cell of the symmetric condensed TLM model
is shown in Fig. 8. It contains a hybrid junction of 12
transmission lines (the node) that is characterized by a
12 � 12 scattering matrix. The time-domain TLM algo-
rithm is executed in two steps. First, 12 short voltage
pulses are simultaneously injected into the node ports 1–
12. The pulses are scattered and give rise to 12 reflected
voltage pulses. Second, the reflected pulses are trans-
ferred to the neighboring nodes where they become in-
cident pulses at the subsequent timestep, and the process
is repeated. This series of events can be described in
symbolic form as follows

½kvr� ¼S . ½kvi�; ½kþ 1vi� ¼C . ½kvr� ð45Þ

Hx

Hz

Ez Ez

Ez

Ex

Ex

Ex

Ey

Ey

Ey

Hy

z/∆ z

x /∆ x

y/∆ y

(l,m + 1, n)

(l,m, n + 1)

(l + 1,m + 1, n)(l + 1,m,n)

Figure 7. Topology of the expanded TLM node. Electric field
components are modeled by the voltage across shunt connections,
while magnetic field components are modeled by the loop current
in series connections of transmission lines. The positions of the
field components in space and time are identical to those in the
Yee cell.
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where ½kvr� and ½kvi� are the vectors of reflected and
incident pulses at the kth timestep, S is the impulse
scattering matrix of the node, and C is a connection matrix
describing the topology of the network. It governs the
transfer of the reflected pulses to the connected ports of
the neighboring cells and/or the reflection from bound-
aries. The subscripts k and kþ 1 denote the discrete time
points at which the pulses are scattered at the nodes.

For a homogeneous, lossless, and isotropic medium, all
transmission lines of a cubic cell have the same character-
istic impedance. The 12� 12 scattering matrix S is then

S¼

0 S0 ST
0

ST
0 0 S0

S0 ST
0 0

2

6664

3

7775 ð46Þ

where the submatrix S0 is given by

S0¼

0 0
1

2
�

1

2

0 0 �
1

2

1

2

1

2

1

2
0 0

1

2

1

2
0 0

2
666666666664

3
777777777775

ð47Þ

Since the transit time Dt of the pulses is linked to the
space step Dl by the pulse propagation velocity along the
transmission lines, the TLM process is unconditionally
stable. The time step is automatically set to Dt¼Dl/(2c).

2.2.4. Inhomogeneous Materials and Losses. Dielectric or
magnetic materials can be modeled by loading the nodes

situated inside these materials with reactive shunt stubs
of appropriate normalized characteristic admittance and a
length Dl/2 [46]. An open-circuited shunt stub will produce
the effect of additional capacitance at the node, while a
short-circuited series stub creates additional inductance.
The resulting storage of reactive energy reduces the phase
velocity and alters the intrinsic impedance in the struc-
ture. The interface conditions at the boundary between
different materials are automatically fulfilled. Each cell
can have a different set of stubs (three permittivity and
three permeability stubs), thus allowing the modeling of
inhomogeneous anisotropic materials with diagonal per-
mittivity and permeability tensors. The six stubs add six
more ports to the node, and as a result, the S becomes an
18 � 18 matrix. Losses can be modeled by connecting so-
called loss stubs to the nodes. The loss stubs are matched
transmission line sections that extract a fraction of the
energy scattered at the node at each time step. Since no
pulses travel back into the nodes on these stubs, they only
modify the elements of S without increasing its size.

2.2.5. Initial and Boundary Conditions. At the start of a
computation the initial values of all pulses incident on all
field components are uniquely determined in the center of
the nodes by a linear combination of these pulses at the
moment of scattering (47). When the pulses transit from
one cell to the next (t/Dt¼kþ 1/2) the tangential compo-
nents of the fields are obtained in the cell boundaries as
well. By enforcing the pulse values (and hence the corre-
sponding electric and magnetic field values) in certain
regions at each timestep, source functions with arbitrary
time and space dependence can be modeled.

Boundary conditions can be imposed either in the
center of the nodes or in the cell boundaries. In the latter
case, boundaries are represented by means of impulse
reflection coefficients. Electric walls reflect pulses with
‘‘a�1’’ reflection coefficient, while magnetic walls have ‘‘a
þ 1’’ reflection coefficient. Lossy resistive boundaries have
impulse reflection coefficients less than unity in magni-
tude. More complex boundary conditions such as wide-
band absorbing walls or frequency dispersive boundaries
are treated in the same way as FDTD boundaries with the
difference that the boundary operators are applied to
the incident pulses rather than to the field quantities at
the boundaries. It is straightforward to implement
nonrecursive and recursive convolution techniques for
the modeling of frequency dispersive boundaries and for
partitioning large computational domains using time-
domain diakoptics [49]. Similar approaches are required
for the modeling of complex materials and devices [50].

Johns’ seminal papers [43,45–47] are good starting points
for exploring the world of TLM modeling, as are an intro-
ductory chapter on TLM by Hoefer [51] and a book by
Christopoulos [52]. They contain many references and de-
scribe the implementation and applications of TLM in detail.

3. HYBRID METHODS

None of the previous methods is capable of solving all
electromagnetic modeling problems. The methods are
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1

4

7

2

5

Figure 8. Topology of the symmetric condensed TLM node. All
six electric and magnetic field components are defined in the
center of the node, and tangential field components are defined in
the cell boundaries as well.
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either limited by the available computer memory and/or
by computer runtime, or the numerical model can simply
not be applied to the structure at hand. For example, the
method of moments is not applicable to structures with
inhomogeneous or nonlinear dielectrics. The finite differ-
ence method is difficult to implement when fine circuit
details must be resolved within a structure of large
dimensions. The discretization size chosen for the smallest
circuit detail determines the total number of discretiza-
tion cells and thus the total matrix size to be handled may
become too large. This problem is even more pronounced
for the time-domain version of the finite-difference
method, the FDTD, since here also the time is discretized.
Similarly, the finite-element method cannot efficiently
model large radiation problems because of the large
computational space that must be discretized.

In practice, many of these—and more—complicating
factors are encountered. Not all appear in the same
problem and at the same time, thus making it possible
to choose one electromagnetic modeling approach over the
other. But there is a significant number of problems (and
others are emerging) that cannot be solved within the
framework of any of the previous methods.

A solution to those problems is possible by combining
two or more techniques. The task is to apply each method
to the problem domain for which it is best suited. There
are two possible approaches. A two or more step procedure
is utilized in which one part of the problem is solved by one
method and the results are used as input data to solve
remaining parts of the problem with other techniques.
That requires that boundary conditions are established
that must be enforced at the interfaces between the
different regions. This approach is called an explicit
hybrid approach. An implicit hybrid approach is one in
which the advantageous features of one technique are
combined with those of another technique to form a new
standalone algorithm.

Several successful implementations of hybrid methods
have been reported in the literature. Although this re-
search direction does not replace the effort to improve
existing single methods, hybrid methods offer electromag-
netic modeling of a whole new class of problems and may
in particular be important in the area of CAD.

3.1. Combinations of Frequency-Domain Methods

3.1.1. GTD and MoM. The first combinations of elec-
tromagnetic modeling approaches appeared in the analy-
sis of antenna problems and radar cross sections. The
geometric theory of diffraction (GTD) and the method of
moments were used to analyze antenna problems in Ref.
53. The GTD is an extension to geometric optics, which
includes the effect of diffraction. This method is only
accurate if the dimensions of the object being analyzed
is large compared to the wavelength of the field. For that
reason this method is also called a high-frequency
method. In the combination of the GTD and the MoM,
the latter is used to solve the region close to the antenna,
while the GTD is used for the free space surrounding the
antenna.

3.1.2. FEM and GSM Technique. A combination of the
finite-element method (FEM) and the generalized scatter-
ing matrix (GSM) technique was utilized in the study of
scattering from jet engines [54]. The FEM was applied to
the complex part of the scatterer to generate the GSM at
its boundary which can then be interfaced with high-
frequency techniques for computation of the engine’s
scattered fields without reference to the geometry of the
jet engine. One of the methods alone would not have been
able to solve this complex problem.

3.1.3. FEM/FDM and MMT. For the analysis of micro-
wave circuits the combination of the FEM and the mode-
matching technique (MMT) has been proposed to study
large cavities [55]. In Ref. 56 the FEM was applied to
analyze waveguide discontinuities with arbitrary bound-
ary shape. In Ref. 57 the FDM was employed instead of the
FEM to analyze segments of waveguide structures that
are not suitable for a MMT analysis, for example a circular
stub in a rectangular waveguide. In all these papers the
MMT was used to characterize the uniform sections of the
waveguide while the FEM or FDM was employed to
analyze rounded corners or discontinuity shapes that do
not fit into the coordinate system of the MMT. The latter
was then used to derive the scattering parameters of the
overall circuit.

3.1.4. Method of Lines and SDM. For the 3D analysis of
planar waveguide problems a combination of the method
of lines and the spectral-domain method was introduced in
Ref. 58. The purpose of this combination was to eliminate
some of the problems associated with the 2D MoL and the
2D SDM. The problem in the latter was the difficulty to
find 2D basis functions that converge easily, while for the
2D MoL a 2D discretization may not always be able to
satisfy all boundary conditions simultaneously with effor-
table computer memory. The combination of the computa-
tionally very efficient 1D SDM in transverse direction of
the propagating wave with the equally efficient 1D MoL in
propagation direction eliminates these problems.

3.2. Combinations of Time- and Frequency-Domain Methods

3.2.1. Hybrid Finite-Difference–Time-Domain Method.
The hybrid finite-difference–time-domain (HFDTD)
method is a combination of frequency-domain and time-
domain concepts. In its widest sense, the technique uti-
lizes a standard FDTD mesh in the areas of structure
inhomogenity and expansion into a known set of modes in
transversely homogeneous regions of the structure. This
provides substantial savings both in terms of computer
memory and CPU time as was first demonstrated in the
eigenvalue analysis of planar transmission lines [60]. A
conventional FDTD analysis of such a structure requires a
3D mesh, which, depending on the space resolution re-
quired, needs several thousand time iterations before a
Fourier transform can provide the results for the propaga-
tion constant. By replacing the space discretization in
propagation direction (z) by a simple phase shift (note
that the field at location lz is different from that at location
lzþ z by only a factor e� jbz), results in a 2D FDTD mesh
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[59]. Multiplying the field equations furthermore by a
factor j such that

Ex;Ey;Hz¼ jðEx;Ey;HzÞe
�jbz

Hx;Hy;Ez¼ðHx;Hy;EzÞe
�jbz

leads to discretized Maxwell’s equations without complex
quantities. This feature accelerates the computation con-
siderably. Exciting the 2D mesh with a time domain
impulse requires much less time iterations for the impulse
to settle than in the case of a 3D mesh. A Fourier trans-
form provides the frequency at which the assumed value
of b is valid.

The same principle can be applied to the time domain
TLM method, and also here significant savings in compu-
ter resources are possible if only the propagation constant
and related quantities (characteristic impedance, losses)
are of interest.

3.2.2. TDTLM and MMT. In the TDTLM analysis of
complex cascaded discontinuity problems, diakoptics is
used to subdivide the problem into simpler subsections
that are then modeled individually. Interconnecting the
individual solutions requires a node to node convolution at
the interface. This approach tends to be computationally
quite demanding since the number of convolutions in-
creases with N2 (N is the number of branches of interest).
To reduce the computational effort, it was suggested in
Ref. 61 that the uniform sections of the problem domain
are modeled by modal functions treated in the time
domain (time-domain Green function), while the disconti-
nuity region is represented by the TDTLM method for
which the incident fields are superpositions of those
modes. The response of that subvolume to an excitation
is obtained by convolution of the excitation with the time-
domain Green function. This approach leads to a signifi-
cant reduction of the computational resources as com-
pared to the analysis with only the TDTLM. Furthermore,
the complex discontinuity region is now represented by its
generalized scattering matrix (GSM), which makes it easy
to cascade discontinuities.

3.3. Combinations of Time-Domain Methods

3.3.1. FDTD and FEM. The FDTD method is well suited
for applications in Cartesian coordinates. However, as
soon as mixed coordinates are necessary to describe the
problem contour, a staircase approximation must be uti-
lized. For example, a round structure within a rectangular
mesh layout can be described accurately only by a fine
staircase approximation. This leads to a very fine mesh
and consequently a small timestep to satisfy the stability
condition. The computational effort to calculate such a
structure with acceptable accuracy becomes prohibitive.
An alternative solution is to model the arbitrary boundary
with the finite-element method and incorporate this ap-
proach in the FDTD method which is applied elsewhere in
the problem domain [62].

The list of methods that have been combined can be
continued and new combinations appear every month in

the various periodicals. A good starting point to find out
more about hybrid methods and the rationale behind their
combinations is in Ref. 63.

4. SUMMARY

The tremendous increase of computer power since the late
1980s has inspired a new era in the field of electromag-
netic modeling or computational electromagnetics. Nu-
merical codes that ran only on supercomputers
yesterday are running on workstation computers today.
This development will not stop here, and the electromag-
netic modeling problem that appears to be inaccessible by
any of today’s available codes (because the required com-
puter resources are just too large) will be solvable with
tomorrow’s computers and the then available (unlimited?)
computer memory.

Because of this rapid development in computer hard-
ware, electromagnetic modeling has become commonplace
in the world of electrical engineers. Many of the methods
that we have briefly described are already implemented in
commercial simulation tools used in practice to analyze a
wide variety of problems and to design (CAD) a wide range
of circuits and components that would not function other-
wise.

We have divided the methods into frequency-domain,
time-domain, and hybrid methods. They all have advan-
tages and disadvantages depending on the problem range
they are applied to. The aim of this article was not to
provide extensive information on all of these methods but
to introduce the reader to those numerical methods that
have a broad enough application as well as to provide key
references for further reading.

5. LITERATURE

The literature on electromagnetic field modeling is quite
extensive, and only a few key references could be cited
here. For more information on the subject the reader is
referred to the books by R. Sorrentino [65] and E. Miller et
al. [66], who have assembled a collection of reprints of key
papers on the subject, and the book by E. Yamashita [64].
Furthermore, various journals and conferences are de-
voted to the topic of numerical modeling of electromag-
netic fields.
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1. GENERAL ASPECTS

Electromagnetic shielding is an important constraint in
the design of RF and microwave devices consisting in the
mitigation of the emission levels of electromagnetic (EM)
sources and/or in the protection of people or electrical and
electronic apparatus and systems against possible effects
due to external EM fields. Very often the need for electro-
magnetic shielding depends not only on functioning moti-
vations but also on the compliance with standards fixing
the limits of emission or immunity for various classes of
apparatus and systems. Such a limitation or protection is
generally obtained by means of a structure that is often,
but not necessarily, metallic called a shield. Shield perfor-
mance depends on its geometric and electrical parameters
and on the characteristics of the unperturbed EM field (i.e.,
the EM field that would exist without any shielding struc-
ture, often referred to as incident). Various constructive
peculiarities affect the performance of the overall shielding
system. The most important factors in determining the
performance of a shielding structure are the geometric
configuration and the thickness of the shield and its ma-
terials, generally characterized by the values of conductiv-
ity s, permeability m, and permittivity e. Also very
important are the so-called discontinuities of the shield
such as junctions, seams, gaps, and apertures, which are
always present in practical configurations and consider-
ably affect the performance in the radio frequency range.

The performance of a shield configuration is often ex-
pressed synthetically in terms of shielding effectiveness
(SE), which is defined by the IEEE as the ratio of electric
or magnetic field strength (modulus of the vector) at a
point before (Ei or Hi) and after (E or H) the placement of
the shield between a given external source and the obser-
vation point considered. In terms of Cartesian coordinates
x0,y0,z0, the following expressions apply:

SEE¼
Eiðx0; y0; z0Þ

Eðx0; y0; z0Þ
ð1aÞ

SEH ¼
Hiðx0; y0; z0Þ

Hðx0; y0; z0Þ
ð1bÞ

These two figures of merit are usually expressed in deci-
bels, as

SEEðdBÞ ¼ 20 log10

Eiðx0; y0; z0Þ

Eðx0; y0; z0Þ
ð2aÞ

SEHðdBÞ ¼ 20 log10

Hiðx0; y0; z0Þ

Hðx0; y0; z0Þ
ð2bÞ
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In case of sinusoidal sources the electric and the magnetic
fields, expressed as root mean-square (RMS) values in the
expressions above, do not account for polarization and are
local quantities.

Also very important is the evaluation of SE perfor-
mance in terms of EM power (incident) Pi and transmitted
power P:

SEðdBÞ ¼ 10 log10

Piðx0; y0; z0Þ

Pðx0; y0; z0Þ
ð3Þ

Figure 1 shows the configuration leading to the evaluation
of SE.

2. SHIELDING THEORY AND PREDICTION OF
PERFORMANCE

Shielding theory, including analytical formulations, has
been well developed in order to obtain guidance in prac-
tical problems and to firmly grasp the key factors on which
the theory of electromagnetic shielding is based. The ini-
tial studies are due to Maxwell, although King presented
perhaps the first work specifically oriented to the radio-
frequency range [1]. For difficulty in handling real config-
urations by means of exact analytical expressions,
approximate formulations have been developed and im-

proved over the years, while the analysis of the SE of
closed structures, often referred to as enclosures, is gen-
erally performed, in either the frequency or the time do-
main, by using numerical techniques, and can require
significant computational effort, depending on the geomet-
ric configuration, the characteristics of the shield material,
and the source type; the latter aspect is the starting point
of every shielding study.

Among the analytical methods used to solve shielding
problems, the most relevant and successful are the direct
solution of the Maxwell equations governing the system
and the so-called transmission-line approach, proposed by
Schelkunoff [2].

2.1. Direct Solution of Maxwell Equations

The direct solution of the equations governing the shield-
ing problem is available only in a few simple configura-
tions. However, some relevant cases with reasonable
assumptions may be studied in this way. Moreover, such
exact solutions may serve as reference for the validation of
other methods and thus represent a fundamental tool in
shielding analyses. The system configurations for which
an analytical solution of the Maxwell equations has been
found include those characterized by planar shields of in-
finite extent in the presence of straight or circular fila-
mental wire current sources [3–6]. The ideal configuration
of a planar shield of infinite extension and illuminated by
a plane wave provides an exact solution, which is
described in detail below.

2.2. Transmission-Line Approach

This method was initially introduced with reference to a
plane wave impinging with a normal angle of incidence on
an infinite planar shield and successively extended to ac-
commodate other source and shield configurations. The
method is based on the analogy existing between the
equations governing voltage and current in a transmis-
sion line and those describing the electric and the mag-
netic field propagation inside a planar shield subjected to
a plane wave, as shown in Fig. 2. Assuming a sinusoidal
field source, the problem may be solved in the frequency
domain, provided the shield material is linear. For a nor-
mal angle of incidence of a plane wave having only the y
component of the electric field and the z component of the
magnetic field, Maxwell curl equations governing the field
propagation through the shield become

dEy

dx
¼ � jomHz ð4aÞ

dHz

dx
¼ � sþ joeð ÞEy ð4bÞ

It is readily recognized that this equation system de-
scribes the electric and magnetic field propagation as
well as the voltage and current propagation in a trans-
mission line, when expressing voltage and current instead
of Ey and Hz, respectively, and substituting jom and
sþ joeð Þ with the per unit length impedance and admit-

tance of the line, respectively. The electric and magnetic

Real world
source

Incident
wave

Without
shield

Incident
wave

Ei, Hi

Et, Ht

Observation
point

P(x, y, z)

Observation
point

P(x, y, z)

With
shield

Transmitted
wave

Figure 1. System configurations for the evaluation of the shield-
ing effectiveness (SE).
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fields inside the shield material, Ey(x) and Hz(x), at the
generic distance x from the first interface between air and
shield, are expressed as functions of the corresponding
quantities at x¼ 0

EyðxÞ ¼Eyð0Þ coshðgxÞþ ZHzð0ÞsinhðgxÞ ð5aÞ

HzðxÞ¼
1

Z
Eyð0ÞsinhðgxÞ þHzð0Þ coshðgxÞ ð5bÞ

where Z is the intrinsic impedance of the shield given by

Z ¼
jom

sþ joe

� �1=2

ð6Þ

and g is the propagation constant of the electromagnetic
field inside the shield:

g ¼ jom sþ joeð Þ½ � 1=2 ð7Þ

The system is solved by applying the boundary conditions
at the interfaces. Usually, such boundary conditions are
applied considering the continuity of the tangential com-
ponents of the electric and magnetic fields incident on
the shield surfaces, which are also the only components
propagating through the shield by virtue of the Poynting
theorem. In the configuration considered, they are

expressed as

Ei
yþEr

y¼Et
y at x¼ 0 ð8aÞ

Hi
z �Hr

z ¼Ht
z at x¼ 0 ð8bÞ

Et
y¼Eo

y at x¼d ð8cÞ

Ht
z¼Ho

z at x¼d ð8dÞ

where superscripts i, r, t, and o respectively denote the
incident, reflected, transmitted, and outgoing fields and x
¼d is the abscissa of the second interface. The incident
field is due to the source alone, the reflected field is due to
the contribution of the induced currents on the shield sur-
face, the transmitted field is the field propagating through
the shield medium, and the outgoing field is the field that
passes behind the shield.

2.2.1. Uniform Plane-Wave Field Source. A uniform
plane wave is, by definition, a wave in which the electric
and magnetic fields are perpendicular to each other, their
direction of propagation does not vary in time, and their
amplitude is constant in space and in time. This is, of
course, an idealization because the EM field produced by
real sources must decay in space, but if the observation
point is very far from the real source, that is, if its distance
is much greater than the wavelength of the electromag-
netic field, the uniform plane-wave assumption is quite
realistic. In a plane wave both incident and reflected elec-
tric and magnetic fields remain in a fixed ratio, which is
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Figure 2. Shielding of a plane-wave electromagnetic field by means of a planar shield and analogy
with the transmission-line configuration.
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defined as the wave impedance Zw of the EM field, and its
value in vacuum is

Zw¼
Ei

y

Hi
z

¼
Er

y

Hr
z

¼
Eo

y

Ho
z

¼

ffiffiffiffiffi
m0

e0

r
¼ 120pOffi 377O ð9Þ

Equations (8b) and (8d), expressing the continuity of the
tangential components of the magnetic field, are multi-
plied by Zw, and the results are added to Eqs. (8a) and (8c),
respectively, in order to find the relationships between the
incident and the transmitted fields at the two shield in-
terfaces:

2Ei
y¼Et

yþZwHt
z at x¼ 0 ð10aÞ

0¼Et
y � ZwHt

z at x¼d ð10bÞ

In this way the reflected fields, which are generally un-
known and not always easy to evaluate, do not appear in
the boundary conditions. It is evident that Eqs. (10) are
formally identical to those valid for a real voltage source
and a simple load impedance, allowing the use of the anal-
ogy with a transmission line also with respect to the bound-
ary conditions, as shown in Fig. 2. In case of a uniform
plane wave presenting an oblique angle of incidence on a
shield surface, the problem may be solved considering that
an arbitrarily oriented wave may be split up into various
waves, each formed by the orthogonal electric and magnetic
field components propagating along different directions [7].
The use of the superposition principle, provided the shield
material is linear, allows one to easily accomplish all the
possible physical situations. It is worthy noting that, with
reference to the coordinate system shown in Fig. 2, the two
waves constituted by (Ey, Hz) and (Ez,�Hy) propagate to-
ward the shield and must be accounted for in shielding an-
alyses, as they are the other waves responsible for sliding in
directions parallel to the shield. Thus, two wave impedanc-
es are considered to extend the previous formulation to the
oblique incidence case:

Zw1¼
Ey

Hz
ð11aÞ

Zw2¼ �
Ez

Hy
ð11bÞ

These two wave impedances are used to impose the bound-
ary conditions in Eqs. (10) and allow the evaluation of the
total electric and magnetic field components transmitted
beyond the shield.

2.2.2. Near-Field Sources. In order to analyze the per-
formance of shields against near-field sources, it is useful
to introduce the elementary EM field sources known as
the electric and the magnetic dipoles. Although these
sources are ideal (i.e., do not exist in the real world), the
EM field that they produce is easy to determine and very
similar to that of some common real sources. The EM field
produced by these sources depends strongly on the dis-
tance r from the observation point. In fact, the amplitude

of the electric field due to an electric dipole is expressed, in
spherical coordinates as the sum of three terms depending
on 1=r, 1=r2, and 1=r3, respectively, whereas the magnetic
field is a function of 1=r and 1=r2 only:

Ei
rðr;oÞ¼

ffiffiffiffiffi
m0

e0

r
IðoÞL

4p
2 cosðyÞ

1

r2
þ

1

jbr3

� �
e�jbr ð12aÞ

Ei
yðr;oÞ¼

ffiffiffiffiffi
m0

e0

r
IðoÞL

4p
sinðyÞ

jb
r
þ

1

r2
þ

1

jbr3

� �
e�jbr ð12bÞ

Ei
jðr;oÞ¼ 0 ð12cÞ

Hi
rðr;oÞ¼ 0 ð12dÞ

Hi
yðr;oÞ ¼0 ð12eÞ

Hi
jðr;oÞ¼

IðoÞL
4p

sinðyÞ
jb
r
þ

1

r2

� �
e�jbr ð12f Þ

where I(o) is the current flowing in the elementary source
of length L. Therefore, at points far from an electric dipole
(far-field region), at a distance r from the EM source much
greater than the wavelength l, the term proportional to
1=r prevails in the expressions for both the electric and
magnetic fields, so that their ratio, representing the wave
impedance Zw at a distance r, assumes the same value it
assumes in case of a uniform plane wave: 377 O. On the
contrary, in the near-field region, where ðr=lÞ51, the
terms proportional to 1=r3 and 1=r2 are the dominant
ones in the electric and magnetic field expressions, re-
spectively. Consequently, the wave impedance Zw is a
function of both the position and the frequency; its value
is generally greater than 377 O and, because of this char-
acteristic, the electric dipole is termed a high-impedance
source. Magnetic dipoles present characteristics that are
dual with respect to electric ones. The amplitude of the
radiated magnetic field is expressed as the sum of three
terms depending on 1=r, 1=r2, and 1=r3, respectively,
whereas the electric field is a function of 1=r and 1=r2 only

Ei
rðr;oÞ¼0 ð13aÞ

Ei
yðr;oÞ¼ 0 ð13bÞ

Ei
jðr; oÞ¼ �

jom0IðoÞA
4p

sinðyÞ
jb
r
þ

1

r2

� �
e�jbr ð13cÞ

Hi
rðr; oÞ¼

jbIðoÞA
4p

2 cosðyÞ
1

r2
þ

1

jbr3

� �
e�jbr ð13dÞ

Hi
yðr; oÞ¼

jbIðoÞA
4p

sin ðyÞ
jb
r
þ

1

r2
þ

1

jbr3

� �
e�jbr ð13eÞ

Hi
jðr;oÞ¼ 0 ð13f Þ

where I(o) is the current flowing in the loop with surface
A. In the far-field region, the EM field is characterized by
the free-space wave impedance. Conversely, in the near-
field region, the terms proportional to 1=r3 and 1=r2 are
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the dominant ones in the magnetic and electric fields, re-
spectively, and the wave impedance Zw is lower than 377
O. For this reason, the magnetic dipole represents a low
impedance source.

In Fig. 3, the trends of the wave impedances of an elec-
tric dipole and a magnetic dipole are reported, as functions
of the distance, normalized by l, of the observation point
from the source.

These considerations are of great importance in ex-
tending the transmission-line approach to solve near field
source problems. It should be noted that generally the
electric and the magnetic fields are not perpendicular to
each other and the various components directed toward
the shield, according to the Poynting theorem, may be ac-
counted for separately, as described for the oblique inci-
dence of uniform plane waves. According to the studies
carried out for the oblique incidence of a plane wave on a
planar shield, the wave impedances associated with the
various directions may be defined and utilized to deter-
mine the field incident onto a prefixed shield surface. In
fact, the boundary conditions may be imposed following
the procedure described for the plane-wave source, pro-
vided the electric and the magnetic field are considered
space- and frequency-dependent.

2.2.3. Shielding Effectiveness Evaluation. In case of uni-
form plane waves, the electromagnetic field amplitudes
remain constant in space and the shielding effectiveness
may be evaluated as the ratio between the incident field
and the outgoing field. Moreover, SEE and SEH are nu-
merically coincident. SE may be expressed in the following
very compact form

SE¼AþRþB ð14Þ

where the absorption loss A, reflection loss R, and multiple
reflections coefficient B for a planar shield of thickness d

are respectively given (in decibels) by

AdB¼ 20 log10 egd
�� �� ð15aÞ

RdB¼ 20 log10 Zwþ Zð Þ
2
ð4ZwZÞ�1

�� �� ð15bÞ

BdB¼20 log10 1�
Zw � Zð Þ

2

Zwþ Zð Þ
2

e�2gd

�����

����� ð15cÞ

The absorption loss coefficient AdB is a function of the
shield characteristics only; the reflection loss coefficient
RdB depends on the mismatch between the wave imped-
ance and the intrinsic impedance of the shield. The mul-
tiple-reflection coefficient BdB depends on both the
physical characteristics of the shield material and the in-
cident field. Coefficient AdB can be expressed in the fol-
lowing simple form:

AdB¼ 131:44
ffiffiffiffiffiffiffiffiffiffiffiffi
fmrsr

p
d ð16Þ

where mr and sr denote respectively the relative magnetic
permeability and the relative conductivity (with respect to
the conductivity of copper sCu¼ 5.8 107 S/m) of the material.

Different approximate expressions hold for coefficient R
for plane-wave sources, high-impedance sources, and low-
impedance sources, respectively:

RdB¼ 168:1� 20 log10

ffiffiffiffiffiffiffi
fmr

sr

s

ð17aÞ

RdB¼ 321:7� 10 log10

sr

f 3mrr
2

� �
ð17bÞ

RdB¼ 20 log10 5:35

ffiffiffiffiffiffiffi
srf

mr

s

rþ0:0117

ffiffiffiffiffiffiffi
mr

srf

r
1

r
þ 0:5

 !
ð17cÞ

Figure 4 shows the absorption loss coefficient AdB as func-
tion of the frequency for different thicknesses of a copper
shield. Figure 5 shows the frequency dependence of coef-
ficient RdB of copper against typical low- or high-imped-
ance fields, respectively, both located at a distance of
30.48 cm from the shield surface.

It should be noted that in (and sometimes below) the
microwave band of the frequency spectrum, the SE is com-
pletely dominated by the discontinuities, since the con-
ductive materials behave like perfect electric conductors,
present at a skin depth that is much lower than the shield
thickness.

The coefficient BdB in the radiofrequency range is often
negligible. In case of low-impedance sources, the reflection
loss coefficient exhibits values increasing with the fre-
quency, for copper and aluminum, while for ferromagnetic
materials it initially decreases and then increases. For
high-impedance sources, the reflection loss coefficient
always decreases for all the materials. The values of RdB

are much lower in the low-impedance source case, con-
firming the difficulty in shielding magnetic fields in the
low-frequency range. It should also be noted that the
previous expressions are rigorously valid for a plane-
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Figure 3. Trend of the wave impedances associated with electric
and magnetic dipoles, as a function of the normalized distance
from the of the sinusoidal elemental source.
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wave source impinging normally onto a shield that is con-
ductive, infinite, and planar. When extending the trans-
mission-line-approach to waves with an oblique angle of
incidence, another hypothesis is necessary—the electro-
magnetic field propagation inside the shield must occur
normally to the shield surface; this assumption is gener-
ally satisfied in consideration of the high values of con-
ductivity, as stated by Snell’s law of refraction [8]

g0 sinðyiÞ¼ gs sinðysÞ ð18Þ

where g0 and gs are respectively the propagation constant
in air and in the shield medium and yi and ys are the di-
rections of propagation of the electromagnetic field in the
two media, respectively.

2.3. Ideal Enclosures without Apertures

Real enclosures may be analyzed only by means of nu-
merical methods because of their complex shape; however,

some formulations exist allowing an estimation of shield-
ing performance under simplifying hypotheses and ap-
proximations concerning the absence of constructive
defects and discontinuities in the structure and the shape
of the shield configuration. The effect of the discontinuities
such as junctions and apertures may be accounted for at a
successive stage, as reported in the following. An analyt-
ical expression valid, for example, for the SE against a
uniform magnetic field incident transversely onto a cylin-
drically shaped enclosure of infinite length is

SE¼ 20 log10

1

cosh g .dð Þþ
r0 . g
2mr

þ
mr

2r0 . g

� �
cosh g .dð Þ

ð19Þ

where r0 is the radius of the cylindrical shield.
The SE of a spherically-shaped enclosure against an

incident uniform magnetic field is given by the following
expression, where r0 represents the sphere radius:

SE¼ 20 log10

1

cosh g .dð Þþ
r0 . g
3mr

cosh g .dð Þ
ð20Þ

More complex shapes have been also analyzed, and sev-
eral useful expressions are reported in [9,10].

2.4. Shielded Cables

Cables are critical components because they may connect
apparatus sensitive to external radiofrequency EM fields,
or they may radiate unintentionally, becoming sources of
interference. With this twofold motivation, cables are of-
ten shielded in various ways and either compact or perfo-
rated braided shield may be effective in reducing EM
susceptibility or interference [11,12]. Generally, a synthet-
ic parameter termed transfer impedance is introduced to
account for the penetration through the cable shield. The
transfer impedance may be regarded as the per unit
length voltage drop occurring on the external surface of
the cable shield when the inner conductor is driven by a
unit current or, by reciprocity, the effect on the inside of
the shield due to a current on the external shield surface.
Also of particular relevance are the status of ground con-
nections at the ends of the cable, and the type of connec-
tors, apart, of course, from the shield characteristics.

2.5. Numerical Methods for Shielding Analysis

The intrinsic limitations of analytical formulations have
lead to a wide literature concerning studies of the appli-
cation of various numerical methods to shielding problems,
which would be an exhaustive, practically impossible re-
port. However, examples of the application of the method of
moments to shielding configurations may be found in Refs.
13 and 14, while the finite-difference time-domain method
has been applied in Refs. 15 and 16, the boundary element
method in Ref. 17, the transmission-line method in Ref. 18,
and the finite-element method in Ref. 19.
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Figure 4. Frequency dependence of the absorption loss coeffi-
cient AdB for different shield thicknesses. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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3. OTHER FACTORS AFFECTING SHIELDING
PERFORMANCE

The analytical methods described previously are based on
the assumption that no discontinuities (e.g., apertures,
holes, junctions, seams) are present in the shield; never-
theless, such a hypothesis is quite unrealistic because
intentional apertures for various purposes and uninten-
tional defects always exist and may considerably degrade
the performance of real shields. Moreover, the presence
of standing waves in closed enclosures may deteriorate
the shielding performance even in absence of disconti-
nuities.

No general theory is available to account for the dis-
continuities; however, some studies have been conducted
to quantify the EM field transmitted through intentional
apertures of some regular shapes. In fact, when the ap-
erture is electrically small and the shield is perfectly
conducting, its contribution to the EM field beyond the
shield may be represented as that due to a combination of
appropriate elementar electric and magnetic dipoles, lo-
cated in the centre of the aperture with the shield re-
moved [20]. Periodically perforated shields have been
also studied to some extent [21]. Measured data and ap-
proximate formulations have been also presented to
quantify the effect of various types of discontinuity in
EM penetrable shields, and, in particular, in case of sin-
gle or multiple apertures two approaches can be used to
evaluate the overall effect of the aperture(s) in terms of
EM leakage whose value must be subtracted from the SE
value of the ideal shield [10], or to obtain a modified ex-
pression for the SE that individually accounts for various
effects such as the number of openings per unit square,
coupling between apertures, and reduced absorption loss
terms [6].

3.1. Shielding Applications

Several practical rules and solutions are recommended for
the design and evaluation of the SE performance of real
shield configurations and may be found elsewhere [10]. It
is worth mentioning that care must be taken to bond
seams and joints according to their permanent or opera-
tional nature; permanent joints should be riveted or
screwed, and SE performance is influenced by the spac-
ing between the transverse components. Operational
joints should be finished with the so-called gaskets, flex-
ible and elastic conductive components capable of estab-
lishing a good electrical continuity between fixed and
mobile parts of the shield enclosure. Various commercial
gaskets are available, and their performance is generally
good enough to limit efficiently the performance deterio-
ration. Another situation requiring a special treatment is
represented by windows for visualization; because of their
aperture dimensions, their presence may considerably re-
duce the efficiency of an otherwise good structure. It is
highly advisable to apply on the required aperture a con-
ductive optical substrate or a shield realized by means of a
thin wire mesh.

4. SHIELDING PERFORMANCE MEASUREMENT AND
STANDARDS

The most common documents describing the test
procedures recommended for assessment of the shielding
characteristics of enclosures are:

* Military Standard 285: Method of Attenuation Mea-
surements for Enclosures, Electromagnetic Shielding,
for Electronic Test Purposes.

* National Security Agency (NSA) Specification 65-6:
General Specifications for RF Shielded Enclosures for
Communications Equipment.

* National Security Agency (NSA) Specification 73-2:
General Specifications for Foil RF Shielded Enclo-
sures for Communications Equipment.

* IEEE 299: Standard Method of Measuring the Effec-
tiveness of Electromagnetic Shielded Enclosures.

* Several ASTM standards, including D4935-99, pro-
vide the procedures for measuring the SE of a planar
material due to a plane-wave, far-field EM wave, in
the frequency range from 30 MHz to 1.5 GHz.

All these documents describe antenna geometries and
configurations and also delineate some measurement
practices, classifying the source as a type of magnetic,
electric, or plane wave. It is important to mention that the
data obtained from any of the setups described above can-
not be applied to source configurations different from
those used in the experiments. Typical experimental set-
ups are shown in Figs. 6–9. Thus, they have only reference
value and other methods and experimental setups have
been also proposed and applied [22,23].

5. FINAL REMARKS

Some controversial aspects concerning electromagnetic
shielding have to be highlighted; the most important are
represented by the definition itself of the figure of merit
adopted for all the considerations and for design purposes.

Shield

Receiving
loop

2R 0

2R 0

2R 0

2R 0

Transmitting
loop

Figure 6. Experimental configuration for the measurement of
magnetic field shielding effectiveness, according to IEEE 299 and
MIL-STD 285.
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In fact, the SE, as defined, is a local quantity, in the sense
that it represents a field (or power) ratio at a specific point,
giving no information on the situation over a finite surface
or volume. For this reason, it is difficult to extrapolate a
general evaluation of the real performance of the shield
from such limited information. Moreover, the SE measure-
ment may be cumbersome or even impossible in some real
configurations because of either the shield dimensions
(e.g., too small) or the coupling between the enclosure
and the transmitting and receiving antennas. Other
controversial aspects concern the validity of the transmis-
sion-line analogy, which must be assessed case by case,
otherwise possibly leading to incorrect predictions.

6. CURRENT RESEARCH TOPICS

Various aspects of electromagnetic shielding are currently
under investigation. One of the most challenging research

topics is the design of real shielding structures. The need
for significant but measurable quantities is of paramount
importance in the shielding practice, making possible the
experimental verification of predictions, the design of
shielding structures, as well as the promulgation of stan-
dards; in this regard, the search for new figures of merit is
still underway, especially for small enclosures. Of course,
new, reliable, and simple ways to perform measurements
for the characterization of both materials and shielding
structures are always under investigation.

Another important field of research is the development
of new synthetic materials providing good performance in
specific applications.

In addition, active shielding, realized by means of ad-
ditional sources capable of generating an electromagnetic
field opposite that undesired and to be mitigated, is a re-
search topic of great interest, inasmuch as in the design of
optimal configurations.

Finally, since all the abovementioned research topics
necessitate the formulation of work hypotheses and their
successive experimental verification, numerical modelling
and analysis methods must continuously deal with more
complex materials and configurations, and thus their im-
provement in terms of accuracy and efficiency represents a
fundamental research topic in electromagnetic shielding.
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Subsurface electromagnetic (EM) methods are applied to
obtain underground information that is not available from
surface observations. Since electrical parameters such as
dielectric permittivity and conductivity of subsurface ma-
terials may vary dramatically, the response of electromag-
netic waves can be used to map the underground
structure. This technique is referred to as geological sur-
veying. Another major application of subsurface EM meth-
ods is to detect and locate underground anomalies such as
mineral deposits.

Subsurface EM methods include a variety of techniques
depending on the application, surveying method, system,
and interpretation procedure, and thus a ‘‘best’’ method
simply does not exist. Even though each system has its
own characteristics, they still share some common fea-
tures. In general, each system has a transmitter, which
can be either natural or artificial, to send out the electro-
magnetic energy that serves as an input signal. A receiver
is needed to collect the response signal. The underground
can be viewed as a system, which is characterized by the
material parameters and underground geometry. The task
of subsurface EM methods is to derive the underground
information from the response signal.

The EM transmitter radiates the primary field into the
subsurface, which consists of conductive earth material.
This primary field will induce a current, which in turn
radiates a secondary field. Either the secondary field or
the total field will be detected by the receiver. After the
data interpretation, one can obtain the underground
information.

One of the most challenging parts of subsurface EM
methods is interpretation of the data. Since the incident
field interacts with the subsurface in a very complex man-
ner, it is never easy to subtract the information from the
receiver signal. Many definitions, such as apparent con-
ductivity, are introduced to facilitate this procedure.

Data interpretation is also a critical factor in evaluat-
ing the effectiveness of the system. How good the system is
always depends on how well the data can be explained. In
the early development of subsurface EM systems, data
interpretation largely depended on the personal experi-
ence of the operator, due to the complexity of the problem.
Only with the aid of powerful computers and improve-
ments in computational EM techniques is it possible to
analyze such a complicated problem in a reasonable time.
Computer-based interpretation and inversion methods
are attracting more and more attention. Nevertheless,
data interpretation is still ‘‘an artful balance of physical
understanding, awareness of the geological constraints,
and pure experience’’ [1].

In the following sections, we will use several typical
applications to outline the basic principles of subsurface
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EM methods. Physical insight is emphasized rather than
rigorous mathematical analysis. Details of each method
can be found in the references.

1. BOREHOLE EM METHODS

Borehole EM methods are an important part of well-
logging methods. Since water is conductive and oil is an
insulator, resistivity measurements are good indicators of
oil presence. Water has an unusually high dielectic con-
stant, and permittivity measurement is a good detector of
moisture content.

Early borehole EM methods consist of mainly electrical
measurements using very simple low-frequency electrodes
like the short and the long normal. Then more sophisti-
cated electrode tools were developed. Some of these tools
are mounted on a mandrel, which performs measurements
centered in a borehole. These tools are called mandrel
tools. Alternatively, the sensors can be mounted on a pad,
and the corresponding tool is called a pad tool.

One of the most successful borehole EM methods is in-
duction logging. Since Doll published his first paper in
1949 (2), this technique has been used widely with confi-
dence in the petroleum industry. Extensive research work
has been done in this area. The systems in use now are so
sophisticated that many modern electrical techniques are
involved. Nevertheless, the principles still remain the
same and can be understood by studying a simple case.

The induction logging technique, as proposed by Doll,
makes use of several coils wound on an isolating mandrel,
called a sonde. Some of the coils, referred to as transmit-
ters, are powered with alternating current (AC). The
transmitters radiate the field into the conductive forma-
tion and induce a secondary current, which is nearly pro-
portional to the formation conductivity. The secondary
current radiates a secondary field, which can be detected
by the receiver coils. The receiver signal (voltage) is nor-
malized with respect to the transmitter current and rep-
resented as an apparent conductivity, which serves as an
indication of underground conductivity.

To obtain information from the apparent conductivity,
we need to understand how apparent conductivity and
true conductivity are related. According to Doll’s theory,
the relation in cylindrical coordinates is given by

sa¼

Z þ1

�1

dz0
Z þ1

0
dr0gDðr0; z0Þsðr0; z0Þ ð1Þ

where sa is the formation conductivity. The kernel gD(r, z)
is the so-called Doll geometric factor, which weights the
contribution of the conductivity from various regions in
the vicinity of sonde.

We notice that gD(r, z) is not a function of the true con-
ductivity and hence is only determined by the tool config-
uration. The interpretation of the data would be simple if
Doll’s theory were exact. Unfortunately, this is rarely the
case. Further studies show that Eq. (1) is true only in some
extreme cases. The significance of Doll’s theory, however,
is that it relates the apparent conductivity and formation
conductivity, even though the theory is not exact. In the

early development of induction logging techniques, tool
design and data interpretation were based on Doll’s the-
ory, and in most cases it gives reasonable answers.

To establish a firm understanding of induction logging
theory, we need to perform a rigorous analysis by using
Maxwell’s equations as follows:

r�H¼ � ioeEþJsþ sE ð2Þ

r�E¼ iomH ð3Þ

r .H¼0 ð4Þ

r .D¼ r ð5Þ

where r .Js¼ ior.
In the preceding equations, the time dependence e� iot

is assumed, and Js corresponds to the impressed current
source. Parameters m,e,s are the magnetic permeability,
dielectric permittivity, and electric conductivity, respec-
tively. To simplify the analysis, we assume that both the
impressed source and geometry of the problem are axi-
symmetric; consequently, all the field components are in-
dependent of the azimuthal angle. Furthermore, it can be
shown that there is no stored charge under the preceding
assumption. The working frequency of induction logging is
about 20 kHz, so the displacement current � ioeE is very
small compared to the conduction current sE and hence is
neglected in the following discussion. After these simpli-
fications, we have

r�H � sE¼Js ð6Þ

r�E� iomH¼ 0 ð7Þ

r .H¼0 ð8Þ

r .E¼ 0 ð9Þ

where we assume r .Js¼ ior¼ 0.
For convenience, the auxiliary vector potential is intro-

duced. Since r .H¼ 0 and r . (r � )¼ 0, it is possible to
define H¼r � A. To specify the field uniquely, we choose
E¼ iomA, which is true only when there is no charge ac-
cumulation. Substituting these expressions into Eq. (6),
we have

r�r�A� iomsA¼Js ð10Þ

By using the vector identity, we have

r2Aþ k2A¼ � Js ð11Þ

where

k2¼ ioms ð12Þ

To demonstrate how the apparent conductivity and
formation conductivity are related, we first write down
the solution of Eq. (11) in a homogeneous medium as

ELECTROMAGNETIC SUBSURFACE REMOTE SENSING 1257



follows [3,4]:

Aðr; z;fÞ¼
1

4p

Z

V 0

Jsðr0; z0;f
0
Þ

�rr1
eik �rr1 dV 0 ð13Þ

where

�rr1¼fðz� z0Þ2þ r2þ r02 � 2rr0 cosðf� f0Þg1=2 ð14Þ

The volume integration is evaluated over regions contain-
ing the impressed current sources and the coordinate sys-
tem used in Eq. (13), as shown in Fig. 1. Usually, a small
current loop is used as an excitation, which implies that
only Af exists. Hence, Eq. (13) can be furthermore simpli-
fied as

Afðr; zÞ¼
1

4p

Z

V 0
Jfðr0; z0Þ cosðf� f0Þ

eik �rr1

�rr1
dV 0 ð15Þ

When the radius of the current loop becomes infinitely
small, it can be viewed as a magnetic dipole, and thus the
preceding integration can be approximated as

Af¼
m

4p
r
r3

1

ð1� ikr1Þe
ikr1 ð16Þ

where m¼NTI(pa2) is the magnetic dipole moment and NT

is the number of turns wound on the mandrel. At the re-
ceiver point, the voltage induced on the receiver with NR

turns can be represented as

V¼ 2paNrEf

¼
2NTNRðpa2Þ

2I

4p
iomð1� ikLÞ

eikL

L3

ð17Þ

where

Ef¼ iomAfða;LÞ ð18Þ

and L is the distance between the transmitter and the re-
ceiver. Since the voltage is a complex quantity, it can be
separated into real and imaginary parts and expanded in
powers of kL as follows [3]

VR¼ � Ks 1�
2

3

L

d
þ � � �

� �
ð19Þ

VX ¼Ks
d2

L2
1�

2

3

L2

d3
þ � � �

� �
ð20Þ

where

K ¼
ðomÞ2ðpa2Þ

2

4p
NTNRI

L
ð21Þ

and

d¼

ffiffiffiffiffiffiffiffiffi
2

oms

s

ð22Þ

The quantity K is known as the ‘‘tool constant’’ and is to-
tally determined by the configuration of the tool, and s is
the so-called skin depth, which describes the attenuation
of a conductor in terms of the field penetration distance.
The quantity VR is called the R signal. The apparent con-
ductivity is defined as [3]

sa¼ �
VR

K
ffi s 1�

2

3

L

d

� �
ð23Þ

In the preceding analysis, there are some important
facts that need to be mentioned. In Eq. (19), we see that
the apparent conductivity is a nonlinear function of the
true conductivity, even in a homogeneous medium. The
lower the working frequency or lower the true conductiv-
ity, the more linear it will be. The difference between true
conductivity and apparent conductivity is defined as the
skin effect signal:

ss¼ s� sa ð24Þ

The leading term of the imaginary part VX is not a func-
tion of true conductivity. In fact, it corresponds to the di-
rect coupling field, which does not contain any formation
information. What remains in VX is the so-called X signal.
Since the direct term is much larger than the residual part
including VR, it is difficult to separate the X signal. The
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Figure 1. Induction logging tool transmitter and receiver coil
pair used to explain the geometric factor theory. (Redrawn from
Ref. 4.)
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importance of the X signal is seen by comparing Eqs. (19)
and (20), from which we find that the X signal is the first-
order approximation of the nonlinear term in VR, the R
signal. This fact can be used to compensate for the skin
effect.

So far we have introduced the concept of apparent con-
ductivity by studying the homogeneous case. In practice,
the formation conductivity distribution is far more com-
plicated. The apparent conductivity and formation con-
ductivity are related through a nonlinear convolution. As
a proof we derive the solution in an integral form, instead
of directly solving the differential equations. To this end,
we first rewrite Eq. (11) as

r2A¼ � Js � Ji ð25Þ

where Ji¼ �k2A is the induced current. The solution of
Eq. (25) can be written in the integral form as

A¼
1

4p

Z

V 0

Js

�rrs
dV 0 þ

1

4p

Z

V

Ji

�rr2
dV ð26Þ

The first integral is evaluated over the regions contain-
ing the impressed sources, and the second one is per-
formed over the entire formation. Under the same
assumption as we have made in the preceding analysis,
the receiver voltage can be written as [4]

V ¼
i2paNRom

4p

Z

V 0

Jf

�rrs
dV 0

�
2paNRo2m2

4p

Z

V

sðr0; z0ÞAfðr0; z0Þ
�rr2

dV

ð27Þ

The vector potential can also be separated into real and
imaginary parts:

Af¼AfRþ iAfI ð28Þ

Substituting Eq. (28) into Eq. (27) and separating out the
real part of the receiver voltage, we have

VR¼
�ðomÞ2ð2paNRÞ

4p

Z 1

�1

dz0
Z 1

0

dr0sðr0; z0ÞAfR

Z 2p

0

cosðf� f0Þ
�rr2

df0
ð29Þ

Applying the same procedure, we obtain the apparent
conductivity as

sa¼ �
VR

K

¼

Z 1

0

dr0
Z 1

�1

dz0sðr0; z0ÞgPðr0; z0Þ

ð30Þ

where

gP¼
2pLr0

ðpaÞ3NTI
AfR

Z 2p

0

cosðf� f0Þ
�rr2

df0 ð31Þ

The function gP is the exact definition of the geometric
factor. In comparison with Doll’s geometric factor, gP de-
pends not only on the tool configuration but also on the
formation conductivity, since the vector potential depends
on the formation conductivity. The integral form solution
does not provide any computational advantage, since the
differential equation for the vector potential Af,R must
still be solved. But it is now clear from Eq. (30) that the
apparent conductivity is the result of a nonlinear convo-
lution. Equation (30) also represents the starting point of
inverse filtering techniques, which make use of both the R
and X signals to reconstruct the formation conductivity.

Finding the vector potential A is still a challenge. An-
alytic solutions are available only for a few simple geom-
etries. In most cases, we have to use numerical techniques
such as the finite-element method (FEM), finite-difference
method (FDM), numerical mode matching (NMM), or the
volume integral equation method (VIEM). Interested
readers may find Refs. 5 through 8 useful.

Previously, we mentioned that Doll’s geometric factor
theory is valid only under some extreme conditions. In
fact, it can be derived from the exact geometric factor as a
special case [4]. In a homogeneous medium, the vector
potential Af,R can be calculated as

AfR ffi
ðpa2ÞNTI

4p
r0

r3
1

Refð1� ikr1Þe
ikr1 g ð32Þ

The integration with respect to f0 in Eq. (31) can also be
performed for �rr2ba. The final result is

sa¼

Z 1

�1

Z 1

0
sgDðr0; z0ÞRefð1� ikr1Þe

ikr1gdr0dz0 ð33Þ

where

gDðr0; z0Þ ¼
L

2

r03

r3
1r3

2

ð34Þ

It is now clear that Doll’s geometric factor and the exact
geometric factor are the same when the medium is homo-
geneous and the wavenumber approaches zero.

So far we have discussed the basic theory of induction
logging. We now use a simple example to show some prac-
tical concerns and briefly discuss the solutions. In Fig. 2,
we show an apparent resistivity (the inverse of apparent
conductivity) response of a commercial logging tool 6FF40
(trademark of the Schlumberger Company) in the Okla-
homa benchmark. The black line is the formation resis-
tivity, and the red line is the unprocessed data of 6FF40.
We notice that the apparent resistivity data roughly indi-
cate the variation of the true resistivity, but around 4850 ft
the apparent resistivity Ra is much higher than the true
resistivity Rt, which results from the ‘‘skin effect’’ [9].
From 4927 to 4955 ft, Ra is substantially lower than Rt,
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which is caused by the so-called shoulder effect. The shoul-
der effect arises when two adjacent low-resistance layers
generate strong signals, even though the tool is not in
these two regions. Around 5000 ft, there are a number of
thin layers, but the tool’s response fails to indicate them.
This failure results from the tool’s limited resolution,
which is represented in terms of the smallest thickness
that can be identified by the tool.

The blue line is the processed 6FF40 data after skin
effect boosting and a three-point deconvolution. Skin effect
boosting is based on Eq. (19), which is solved iteratively
for the true conductivity from the apparent conductivity.
The three-point deconvolution is performed under the as-
sumption that the convolution in Eq. (30) is almost linear
[10]. These two methods do improve the final results to
some degree, but they also cause spurious artifacts ob-
served near 4880 ft, since the two effects are considered
separately. The green curve is the response of the HRI
(high-resolution induction) tool (trademark of Hallibur-
ton) [11]. A complex coil configuration is used to optimize
the geometric factor. After the raw data are obtained, a
nonlinear deconvolution based on the X signal is per-
formed. The improvement in the final results is signifi-
cant.

In 1991 Schlumberger Company released its AIT (array
induction image tool), which uses eight induction coil ar-
rays operating at different frequencies [12]. The deconvo-
lutions are performed in both radial and vertical
directions, and a quantitative two-dimensional image of
formation resistivity is possible after a large number of
measurements [13,14].

The aforementioned data processing techniques are
based on the inverse deconvolution filter, which is compu-
tationally effective and easily run in real time on a logging

truck computer. An alternative approach is to use inverse
scattering theory, which is becoming increasingly practi-
cal and promising with the development of high-speed
computers [8,15].

Besides the induction method, there are other methods,
such as electrode methods and propagation methods.
Induction methods are suitable for the freshwater mud,
oil-base mud, or air-filled boreholes, since the little or no
conductivity in the borehole has a lesser effect on the
measurement. If the mud is very conductive, it will gen-
erate a strong signal at the receiver and hence seriously
degrade the tool’s ability to make a deep reading. In such a
case, electrode methods are preferable, since the conduc-
tive mud places the electrodes into better electrical con-
tact with the formation. In the electrode methods, very low
frequencies (51000 Hz) are used and Laplace’s equation is
solved instead of the Helmholtz equation. The typical tools
are DLL (dual laterolog) and SFL (spherical focusing log),
both from Schlumberger. The dual laterolog is intended
for both deep and shallow measurements, while the SFL is
for shallow measurements [16–19].

In addition, there are many tools mounted on pads to
perform shallow measurements on the borehole wall.
These may be just button electrodes mounted on a metal-
lic pad. Due to their small size, they have high resolution
but a shallow depth of investigation. Their high-resolution
capability can be used to map out fine stratifications on
the borehole wall. When four pads are equipped with these
button electrodes, the resistivity logs they measure can be
correlated to obtain the dip of a geologic bed. An example
of this is the SHDT (stratigraphic high-resolution dip-
meter tool), also from Schlumberger [20].

When an array of buttons are mounted on a pad, they
can be used to generate a resistivity image of the borehole
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Figure 2. Apparent resistivity respons-
es of a different tool in the Oklahoma
benchmark. The improvement of resolu-
tion ability of the HR1 tool is significant.
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wall for formation evaluation, such as dips, cracks, and
stratigraphy. Such a tool is called a formation microscan-
ner (FMS) and is available from Schlumberger [21].

For oil-based mud the SHDT does not work well, and
microinduction sensors have been mounted on a pad to
dipping bed evaluation. Such a tool is known as the
OBMDT (oil-based mud dipmeter tool) and is manufac-
tured by Schlumberger [22,23].

Sometimes information is needed relating not only to
the conductivity but also to the dielectric permittivity. In
such cases, the EPT (electromagnetic wave propagation
tool), from Schlumberger can be used. The working fre-
quency of EPT can be as high as hundreds of megahertz
to 1 GHz. At such high frequencies, the real part of e0 is
dominant, as follows:

e0 ¼ eþ i
s
o

ð35Þ

EPT measurements provide information about dielectric
permittivity and hence can better distinguish fresh water
from oil. Water has a much higher dielectric constant
(80e0) compared to oil (2e0). Phase delays at two receivers
are used to infer the wave phase velocity and hence the
permittivity. Interested readers can find materials on
these methods in Refs. 24 and 25.

Other techniques in electrical well logging include the
use of borehole radar. In such a case, a pulse is sent to a
transmitting antenna in the borehole, and the pulse echo
from the formation is measured at the receiver. Borehole
radar finds application in salt domes where the electro-
magnetic loss is low. In addition, the nuclear magnetic
resonance (NMR) technique can be used to detect the per-
centage of free water in a rock formation. The NMR signal
in a rock formation is proportional to the spin echos from
free protons that abound in free water. An example of such
a tool is the PNMT (pulsed nuclear magnetic resonance
tool), from Schlumberger [26].

2. GROUND PENETRATING RADAR

Another outgrowth of subsurface EM methods is ground
penetrating radar (GPR). Because of its numerous advan-
tages, GPR has been widely used in geological surveying,
civil engineering, artificial target detection, and some
other areas.

The GPR design is largely application oriented. Even
though various systems have different applications and
considerations, their advantages can be summarized as
follows: (1) because the frequency used in GPR is much
higher than that used in the induction method, GPR has a
higher resolution; (2) since the antennas do not need to
touch the ground, rapid surveying can be achieved; (3) the
data retrieved by some GPR systems can be interpreted in
real time; and (4) GPR is potentially useful for organic
contaminant detection and nondestructive detection
[27–31].

On the other hand, GPR has some disadvantages, such
as shallow investigation depth and site-specific applica-
bility. The working frequency of GPR is much higher than

that used in the induction method. At such high frequen-
cies, the soil is usually very lossy. Even though there is
always a tradeoff between the investigation depth and
resolution, a typical depth is no more than 10 m and highly
dependent on soil type and moisture content.

The working principle of GPR is illustrated in Fig. 3a
[28]. The transmitter T generates transient or continuous
EM waves propagating in the underground. Whenever a
change in the electrical properties of underground regions
is encountered, the wave is reflected and refracted. The
receiver R detects and records the reflected waves. From
the recorded data, information pertaining to the depth,
geometry, and material type can be obtained. As a simple
example, we use Figs. 3b and 3c to illustrate how the data
are recorded and interpreted. The underground contains
one interface, one cavity, and one lens. At a single position,
the receiver signals at different times are stacked along
the time axis. After completing the measurement at one
position, the procedure is iterated at all subsequent posi-
tions. The final results are presented in a two-dimensional
map, which is called an echo sounder–type display. To
locate objects or interfaces, we need to know the wave
speed in the underground medium. The wavespeed in a
medium of relative dielectric permittivity er is

Cs¼
C0ffiffiffiffi
er
p ð36Þ

where C0¼ 3� 108 m/s. Usually, the transmitter and the
receiver are close enough, and thus the wave’s path of
propagation is considered to be vertical. The depth of the
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Figure 3. Working principle of the GPR. (Redrawn from Ref. 20.)
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interface is approximated as

D¼ 0:5� ðCs�TtotalÞ ð37Þ

where Ttotal is the total wave propagation time.
A practical GPR system is much more complicated, and

a block diagram of a typical baseband GPR system is
shown in Fig. 4. Generally, a successful system design
should meet the following requirements [27]: (1) efficient
coupling of the EM energy between antenna and ground,
(2) adequate penetration with respect to the target depth,
(3) sufficiently large return signal for detection, and
(4) adequate bandwidth for the desired resolution and
noise control.

The working frequency of typical GPR ranges from a
few tens of megahertz to several gigahertz, depending on
the application. The usual tradeoff holds—the wider the
bandwidth, the higher the resolution but the shallower
the penetration depth. A good choice is usually a tradeoff
between resolution and depth. Soil properties are also
critical in determining the penetration depth. It is ob-
served experimentally that the attenuation of different
soils can vary substantially. For example, dry desert and
nonporous rocks have very low attenuation (about
1 dBm�1 at 1 GHz) while the attenuation of sea water
can be as high as 300 dBm�1 at 1 GHz. Some typical ap-
plications and preferred operating frequencies are listed
in Table 1 [27].

To meet the requirements of different applications, a
variety of modulation schemes have been developed and
can be classified in the following three categories: ampli-
tude modulation (AM), frequency-modulated continuous
wave (FMCW), and continuous wave (CW). We will briefly

discuss the advantages and limitations of each modulation
scheme.

There are two types of AM transmission used in GPR.
For investigation of low-conductivity medium, such as ice
and fresh water, a pulse modulated carrier is preferred
[32,33]. The carrier frequency can be chosen as low as tens
of megahertz. Since the reflectors are well spaced, a rel-
atively narrow transmission bandwidth is needed. The re-
ceiver signal is demodulated to extract the pulse envelope.
For shallow and high-resolution applications, such as the
detection of buried artifacts, a baseband pulse is preferred

Source and
modulation

Ground (soil,
water, ice, etc.)

Signal sampling
and digitization

Receive
antenna

Transmit
antenna

Data
storage

Targets

Signal
processing

Display

Figure 4. Block diagram showing operation of a typical baseband GPR system. (Redrawn from
Ref. 19.)

Table 1. Desired Frequencies for Different Applicationsa

Material

Typical Desired
Penetration

Depthb

Approximate Maximum
Frequency at Which
Operation May Be
Usefully Performed

Cold pure fresh-
water ice

10 km 10 MHz

Temperate pure ice 1 km 2 MHz
Saline ice 10 m 50 MHz
Fresh water 100 m 100 MHz
Sand (desert) 5 m 1 GHz
Sandy soil 3 m 1 GHz
Loam soil 3 m 500 MHz
Clay (dry) 2 m 100 MHz
Salt (dry) 1 km 250 MHz
Coal 20 m 500 MHz
Rocks 20 m 50 MHz
Walls 0.3 m 10 GHz

aRedrawn from Ref. 19.
bThe figures used under this heading are the depths at which radar prob-

ing gives useful information, taking into account the attenuation normally

encountered and the nature of the reflectors of interest.
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to avoid the problems caused by high soil attenuation,
since most of the energy is in the low-frequency band. A
pulsetrain with a duration of 1 to 2 ns, a peak amplitude of
about 100 V, and a repetition rate of 100 kHz is applied to
the broadband antenna. The received signal is downcon-
verted by sampling circuits before being displayed. There
are three primary advantages of the AM scheme: (1) it
provides a real-time display without the need for subse-
quent signal processing, (2) the measurement time is
short, and (3) it is implemented with small equipment
but without synthesized sources and hence is cost-effec-
tive. But for the AM scheme, it is difficult to control the
transmission spectrum, and the signal-to-noise ratio
(SNR) is not as good as that of the FMCW method.

For the FMCW scheme, the frequency of the transmit-
ted signal is continuously swept, and the receiver signal is
mixed with a sample of transmitted signals. The Fourier
transform of the received signal results in a time-domain
pulse that represents the receiver signal if a time domain
pulse were transmitted. The frequency sweep must be lin-
ear in time to minimize signal degradation, and a stable
output is required to facilitate signal processing. The ma-
jor advantage of the FMCW scheme is easier control of the
signal spectrum; the filter technique can be applied to ob-
tain better SNR. A shortcoming of the FMCW system is
the use of a synthesized frequency source, which means
that the system is expensive and bulky. Additional data
processing is also needed before the display [34,35].

A continuous-wave scheme was used in the early de-
velopment of GPR, but now it is mainly employed in syn-
thetic aperture and subsurface holography techniques
[36–38]. In these techniques, measurements are per-
formed at a single or a few well-spaced frequencies over
an aperture at the ground surface. The wave front extrap-
olation technique is applied to reconstruct the under-
ground region, with the resolution depending on the size
of the aperture. Narrowband transmission is used and
hence high-speed data capture is avoided. The difficulty of
the CW scheme comes from the requirement for accurate
scanning of the two-dimensional aperture. The operation
frequencies should be carefully chosen to minimize reso-
lution degradation [27].

Antennas play an important role in the system perfor-
mance. An ideal antenna should introduce the least dis-
tortion on the signal spectrum or else one for which the
modification can be easily compensated. Unlike the an-
tennas used in the atmospheric radar, the antennas used
in GPR should be considered as loaded. The radiation pat-
tern of the GPR antenna can be quite different due to the
strong interaction between the antenna and ground. Sep-
arate antennas for transmission and reception are com-
monly used, because it is difficult to make a switch that is
fast enough to protect the receiver signal from the direct
coupling signal. The direct breakthrough signals will se-
riously reduce the SNR and hence degrade the system
performance. Moreover, in a separate-antenna system, the
orientation of antennas can be carefully chosen to reduce
further the cross-coupling level.

Except for the CW scheme, other modulation types re-
quire wideband transmission, which greatly restricts the
choice of antenna. Four types of antennas, including ele-

ment antennas, traveling-wave antennas, frequency-inde-
pendent antennas, and aperture antennas, have been
used in GPR designs. Element antennas, such as mono-
poles, cylindrical dipoles, and biconical dipoles, are easy to
fabricate and hence widely used in GPR systems. Orthog-
onal arrangement is usually chosen to maintain a low
level of cross-coupling. To overcome the limitation of nar-
row transmission bandwidth of thin dipole or monopole
antennas, the distributed loading technique is used to
expand the bandwidth at the expense of reduced effi-
ciency [39–42].

Another commonly used antenna type is traveling-
wave antennas, such as long-wire antennas, V-shaped an-
tennas, and rhombic antennas. The traveling-wave anten-
nas distinguish themselves from standing-wave antennas
in the sense that the current pattern is a traveling wave
rather than a standing wave. Standing-wave antennas,
such as half-wave dipoles, are also referred to as resonant
antennas and are narrowband, while traveling-wave an-
tennas are broadband. The disadvantage of traveling-
wave antennas is that half of the power is wasted at the
matching resistor [43,44].

Frequency-independent antennas are often preferred
in the impulse GPR system. It has been proved that if the
antenna geometry is specified only by angles, its perfor-
mance will be independent of frequency. In practice, we
have to truncate the antenna, due to its limited outer size
and inner feeding region, which determine the lower
bound and upper bound of the frequency, respectively. In
general, this type of antenna will introduce nonlinear
phase distortion, which results in an extended pulse
response in the time domain [27,45]. A phase correction
procedure is needed if the antenna is used in a high-
resolution GPR system.

A wire antenna is a one-dimensional antenna that has
a small effective area and hence lower gain. For some GPR
systems, higher gain or a more directive radiation pattern
is sometimes required. Aperture antennas, such as horn
antennas, are preferred because of their large effective
area. A ridge design is used to improve the bandwidth and
reduce the size. Ridged horns with gain better than
10 dBm over a range of 0.3–2 GHz and VSWR lower than
1.5 over a range of 0.2–1.8 GHz have been reported [46].
Since many aperture antennas are fed via waveguides, the
phase distortion associated with the different modulation
schemes needs to be considered.

Generally, antennas used in GPR systems require
broad bandwidth and linear phase in the operating fre-
quency range. Since the antennas work in close proximity
to the ground surface, the interaction between them must
be taken into account.

Signal processing is one of the most important parts in
the GPR system. Some modulation schemes directly give
the time-domain data while the signals of other schemes
need to be demodulated before the information is avail-
able. Signal processing can be performed in the time do-
main, frequency domain, or space domain. A successful
signal processing scheme usually consists of a combina-
tion of several kinds of processing techniques that are ap-
plied at different stages. Here, we outline some basic
signal processing techniques involved in the GPR system.
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The first commonly used method is noise reduction by
time averaging. It is assumed that the noise is random, so
that the noise can be reduced to 1/Nt by averaging N iden-
tical measurements spaced in time t. This technique only
works for random noise but has no effect on the clutter.

Clutter reduction can be achieved by subtracting the
mean. This technique is performed under the assumption
that the statistics of the underground are independent of
position. A number of measurements are performed at a
set of locations over the same material type to obtain the
mean, which can be considered as a measure of the system
clutter.

The frequency filter technique is commonly used in the
FMCW system. Signals that are not in the desired infor-
mation bandwidth are rejected. Thus the SNR of the
FMCW scheme is usually higher than that of the AM
scheme.

In some very lossy soils, the return signal is highly at-
tenuated, which makes interpretation of the data difficult.
If the material attenuation information is available, the
results can be improved by exponentially weighting the
time traces to counter the decrease in signal level due to
the loss. In practice, this is done by using a specially de-
signed amplifier. Caution is needed when using this meth-
od, since the noise can also increase in such a system [27].

3. MAGNETOTELLURIC METHODS

The basic idea of the magnetotelluric (MT) method is to
use natural electromagnetic fields to investigate the elec-
trical conductivity structure of Earth. This method was
first proposed by Tikhonov in 1950 [47]. In his paper, the
author assumed that Earth’s crust is a planar layer of fi-
nite conductivity lying on an ideally conducting substrate,
such that a simple relation between the horizontal com-
ponents of the E and H fields at the surface can be found
[48]

im0oHx ffi Eyg coshðglÞ ð38Þ

where

g¼ ðism0oÞ
ð1=2Þ

ð39Þ

The author used the data observed at Tucson (Arizona)
and Zui (former USSR) to compute the value of conduc-
tivity and thickness of the crust that best fit the first four
harmonics. For Tucson, the conductivity and thickness
were about 4.0 � 10�3 S/m and 1000 km, respectively. For
Zui, the corresponding values are 3.0 � 10�1 S/m and
100 km.

The MT method distinguishes itself from other subsur-
face EM methods because very-low-frequency natural
sources are used. The actual mechanisms of natural sourc-
es have been under discussion for a long time, but now it is
well accepted that the sources of frequency above 1 Hz are
thunderstorms while the sources below 1 Hz are due to the
current system in the magnetosphere caused by solar ac-
tivity. In comparison with other EM methods, the use of a
natural source is a major advantage. The frequencies used

range from 0.001 Hz to 104 Hz, and thus investigation
depth can be achieved from 50 to 100 m to several kilome-
ters. Installation is much simpler and has less impact on
the environment. The MT method has also proved very
useful in some extreme areas where conventional seismic
methods are expensive or ineffective. The main shortcom-
ings of the MT method are limited resolution and difficulty
in achieving a high SNR, especially in electrically noisy
areas [49].

In MT measurements, the time-varying horizontal elec-
trical and magnetic fields at the surface are recorded si-
multaneously. The data recorded in the time domain are
first converted into frequency-domain data by using a fast
Fourier transform (FFT). An apparent conductivity is then
defined as a function of frequency. To interpret the data,
theoretical apparent conductivity curves are generated by
the model studies. The model whose apparent conductivity
curve best matches the measurement data is taken as an
approximate model of the subsurface.

Since it is more convenient and meaningful to repre-
sent the apparent conductivity in terms of skin depth, we
first introduce the concept of skin depth by studying a
simple case. The model we use is shown in Fig. 5, which
consists of a homogeneous medium with conductivity s
and a uniform current sheet flowing along the x direction
in the xy plane. If the density of current at the ground
(z¼ 0) is represented as [50]

Ix¼ cos ot; Iy¼ Iz¼ 0 ð40Þ

then the current density at depth z is

Ix¼ e�z
ffiffiffiffiffiffiffiffi
2oms
p

=2 cosðot� z
ffiffiffiffiffiffiffiffiffiffiffiffi
2oms

p
Þ; Iy¼ Iz¼ 0 ð41Þ

When z increases, we notice that the amplitude of the
current decreases exponentially with respect to z; mean-
while the phase retardation progressively increases. To
describe the amplitude attenuation, we introduce the skin
depth p as [50]

p¼

ffiffiffiffiffiffiffiffiffi
2

oms

s

ð42Þ

where the current amplitude decreases to e� 1 of the cur-
rent at the surface. Since the unit in Eq. (42) is not

σ

O

Y

Z

X

Conductivity:

Current sheet

Figure 5. Current sheet flowing on Earth’s surface, used to ex-
plain magnetotelluric method.
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convenient, some prospectors like to use the following
formula

p¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffi
10rT

p
ð43Þ

where T is the period in seconds, r is the resistivity in O/m,
and the unit for p is km. The skin depth indicates the
depth the wave can penetrate the ground. For example, if
the resistivity of the underground is 10 S/m and the period
of the wave is 3 s, the skin depth is 2.76 km. Subsurface
methods seldom have such a great penetration depth.

The data interpretation of the MT method is based on
the model studies. Earth is modeled as a two- or three-
layer medium. For a two-layer model as shown in Fig. 6,
the general expression for the field can be written as [50]
0rzrh:

Ez¼Aea
ffiffiffiffi
s1
p

zþ be�a
ffiffiffiffi
s1
p

z ð44aÞ

Hy¼ eip=4
ffiffiffiffiffiffiffiffiffiffiffi
2s1T

p
½�Aea

ffiffiffiffi
s1
p

zþBe�a
ffiffiffiffi
s1
p

z� ð44bÞ

hrzrN:

Ex¼ e�a
ffiffiffiffi
s2
p

z ð45aÞ

Hx¼ eip=4
ffiffiffiffiffiffiffiffiffiffiffi
2s2T

p
e�a

ffiffi
s
p

z ð45bÞ

where h is the thickness of the upper layer, and s1, s2 are
the conductivities of the upper and lower layers, respec-
tively. Matching the boundary conditions at z¼h, we have

A¼

ffiffiffiffiffi
s1
p
�

ffiffiffiffiffi
s2
p

2
ffiffiffiffiffi
s1
p e�ahð

ffiffiffiffi
s1
p
þ
ffiffiffiffi
s2
p
Þ ð46Þ

B¼

ffiffiffiffiffi
s1
p
þ

ffiffiffiffiffi
s2
p

2
ffiffiffiffiffi
s1
p eahð

ffiffiffiffi
s1
p
�
ffiffiffiffi
s2
p
Þ ð47Þ

Since we are interested in the ratio between the E and H
field on the surface, Eq. (44) can be rewritten for z¼ 0 as

Ex

Hy
¼

1ffiffiffiffiffiffiffiffiffiffiffi
2s1T
p

M

N
e�iðp=4þfþcÞ ð48Þ

where M, N, f, and c satisfy the following equations:

M cos f¼
1

p1
cosh

h

p1
þ

1

p2
sinh

h

p1

� �
cos

h

p1
ð49aÞ

M sin f¼
1

p1
sinh

h

p1
þ

1

p2
cosh

h

p1

� �
sin

h

p1
ð49bÞ

N cos c¼
1

p1
sinh

h

p1
þ

1

p2
cosh

h

p1

� �
cos

h

p1
ð49cÞ

N sin c¼
1

p1
cosh

h

p1
þ

1

p2
sinh

h

p1

� �
sin

h

p1
ð49dÞ

where p1, p2 are the skin depths of upper and lower layers,
respectively.

For a multilayer medium, after applying the same pro-
cedure, we can obtain exactly the same relation between
Ex and Hy as shown in Eq. (48) except that the expressions
for M, N, f, and c are much more complicated. Because of
this similarity, we have

Ex

Hy

����

����¼
1ffiffiffiffiffiffiffiffiffiffiffi

2saT
p ¼

M

N

1ffiffiffiffiffiffiffiffiffiffiffi
2s1T
p ð50Þ

where sa is defined as the apparent conductivity. If the
medium is homogeneous, the apparent conductivity is
equal to the true conductivity. In a multilayer medium
the apparent conductivity is an average effect of all layers.

To obtain a better understanding of the preceding for-
mulas, we first study two two-layer models and their cor-
responding apparent conductivity curves, as shown in
Fig. 7 (51). At very low frequencies, the wave can easily
penetrate the upper layer, and thus its conductivity has
little effect on the apparent conductivity. Consequently,
the apparent resistivity approaches the true resistivity of
the lower layer. As the frequency increases, less energy
can penetrate the upper layer due to the skin effect, and
thus the effect from the upper layer is dominant. As a re-
sult, the apparent resistivity is asymptotic to r1. Compar-
ing the two curves, we note that both of them change
smoothly, and for the same frequency, case A has lower

h

Z = h

Z = 0

Z

First layer  �1

 Second layer �2

O

Figure 6. Two-layer model of Earth’s crust, used to demonstrate
the responses of the magnetotelluric method.
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Figure 7. Diagrammatic two-layer apparent resistivity curves
for the models shown. (Redrawn from Ref. 43.)
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apparent resistivity than case B, since the conductive sed-
iments of case B are thicker.

Our next example is a three-layer model as shown in
Fig. 8 [51]. The center layer is more conductive than the
two adjacent ones. As expected, the curve approaches r1

and r2 at each end. The existence of the center conductive
bed is obvious from the curve, but the apparent resistivity
never reaches the true resistivity of the center layer, since
its effect is averaged by the effects from the other two
layers.

So far we have only discussed the horizontally layered
medium, which is a one-dimensional model. In practice,
two-dimensional or even three-dimensional structures are
often encountered. In a 2D case, the conductivity changes
not only along the z direction but also along one of the
horizontal directions. The other horizontal direction is
called the ‘‘strike’’ direction. If the strike direction is not
in the x or y direction, we obtain a general relation be-
tween the horizontal field components as [51]

Ex¼ZxxHxþZxyHy ð51aÞ

Ey¼ZyxHxþZyyHy ð51bÞ

Since Ex, Ey, Hx, and Hy are generally out of phase, Zi, j are
complex numbers. It can also be shown that Zi, j have the
following properties:

ZxxþZyy¼ 0 ð52Þ

Zxy � Zyx¼ constant ð53Þ

A simple vertical layer model and its corresponding
curves are shown in Fig. 9 [51]. In Fig. 9b, the apparent
resistivity with respect to E|| changes slowly from r1 to r2

because of the continuity of H> and E|| across the inter-
face. On the other hand, the apparent resistivity corre-
sponding to E> has an abrupt change across the contact,
since the E> is discontinuous at the interface. The relative
amplitude of H> varies significantly around the interface
and approaches a constant at a large distance, as shown in

Fig. 9d. This is caused by the change in current density
near the interface, as shown in Fig. 9f. We also observe
that Hz appears near the interface, as shown in Fig. 9c.
The reason is that the partial derivative of E|| with re-
spect to > direction is nonzero.

We have discussed the responses in some idealized
models. For more complicated cases, their response curves
can be obtained by forward modeling. Since the measure-
ment data are in the time domain, we need to convert
them into the frequency domain data by using a Fourier
transform. In practice, five components are measured.
There are four unknowns in Eqs. (51a) and (51b), but
only two equations. This difficulty can be overcome by
making use of the fact that Zi,j changes very slowly with
frequency. In fact, Zi,j is computed as an average over a
frequency band that contains several frequency sample
points. A commonly used method is given in Ref. 52,
according to which Eq. (51a) is rewritten as

ExA�h i¼Zxx HxA�h iþZxy HyA�

 �

ð54Þ

and

ExB�h i¼Zxx HxB�h iþZxy HyB�

 �

ð55Þ
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Figure 8. Diagrammatic three-layer apparent resistivity curve
for the model shown. (Redrawn from Ref. 43.)
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where A* and B* are the complex conjugates of any two of
the horizontal field components. The cross-powers are de-
fined as

AB�h iðo1Þ¼
1

Do

Z o1 þ ðDo=2Þ

o1�ðDo=2Þ
AB�do ð56Þ

There are six possible combinations, and the pair (Hx, Hy)
is preferred in most cases due to its greater degree of
independence. Solving Eqs. (54) and (55), we have

Zxx¼
ExA�h i HyB�


 �
� ExB�h i HyA�


 �

HxA�h i HyB�

 �

� HxB�h i HyA�

 � ð57aÞ

and

Zxy¼
ExA�h i HxB�h i � ExB�h i HxA�h i

HyA�

 �

HxB�h i � HyB�

 �

HxA�h i
ð57bÞ

Applying the same procedure to Eq. (51b), we have

Zyx¼
EyA�

 �

HyB�

 �

� EyB�

 �

HyA�

 �

HxA�h i HyB�

 �

� HxB�h i HyA�

 � ð57cÞ

and

Zyy¼
EyA�

 �

HxB�h i � EyB�

 �

HxA�h i

HyA�

 �

HxB�h i � HyB�

 �

HxA�h i
ð57dÞ

After obtaining Zi,j, they can be substituted into Eqs.
(51a) and (51b) to solve for the other pair (Ex, Ey), which is
then used to check the measurement data. The difference
is due either to noise or to measurement error. This pro-
cedure is usually used to verify the quality of the mea-
sured data.

4. AIRBORNE ELECTROMAGNETIC METHODS

Airborne EM methods (AEMs) are widely used in geologic
surveys and prospecting for conductive ore bodies. These
methods are suitable for large area surveys because of
their speed and cost-effectiveness. They are also preferred
in some areas where access is difficult, such as swamps or
ice-covered areas. In contrast to ground EM methods, air-
borne EM methods are usually used to outline large-scale
structures while ground EM methods are preferred for
more detailed investigations [53].

The difference between airborne and ground EM sys-
tems results from the technical limitations inherent in the
use of aircraft. The limited separation between transmit-
ter and receiver determines the shallow investigation
depth, usually from 25 to 75 m. Even though greater pen-
etration depth can be achieved by placing the transmitter
and receiver on different aircraft, the disadvantages are
obvious.

The transmitters and receivers are usually 200–500 ft
above the surface. Consequently, the amplitude ratio of
the primary field to the secondary field becomes very small

and thus the resolution of airborne EM methods is not
very high. The operating frequency is usually chosen from
300 to 4000 Hz. The lower limit is set by the transmission
effectiveness, and the upper limit is set by the skin depth.

Based on different design principles and application
requirements, many systems have been built and operated
all over the world since the 1940s. Despite the tremendous
diversity, most airborne EM systems can be classified in
one of the following categories according to the quantities
measured: phase component measuring systems, quad-
rature systems, rotating field systems, and transient re-
sponse systems [54].

For a phase component measuring system, the in-phase
and quadrature components are measured at a single
frequency and recorded as parts per million (ppm) of the
primary field. In the system design, vertical loop arrange-
ments are preferred, since they are more sensitive to the
steeply dipping conductor and less sensitive to the hori-
zontally layered conductor [55]. Accurate maintenance of
transmitter-receiver separation is essential and can be
achieved by fixing the transmitter and receiver at the
two wingtips. Once this requirement is satisfied, a sensi-
tivity of a few ppm can be achieved [54]. A diagram of the
phase component measuring system is shown in Fig. 10
[55]. A balancing network associated with the reference
loop is used to buck the primary field at the receiver.
The receiver signal is then fed to two phase-sensitive
demodulators to obtain the in-phase and quadrature com-
ponents. Lowpass filters are used to reject very-high-
frequency signals that do not originate from the earth.
The data are interpreted by matching the curves obtained
from the modeling. Some response curves of typical struc-
tures are given in Ref. 56.

Reference
loop

Receiving
loop

Bucking
loop

Filter

Amplifier

Amplifier Amplifier

Amplifier Amplifier

Filter

Amplifier

90° phase
shifter DemodulatorDemodulator

Transmitting
loop

Transmitter

Balance
network

Preamplifier

Recorder Recorder

Integrator
and filter

Integrator
and filter

Figure 10. Block diagram showing operation of a typical phase
component measuring system. (Redrawn from Ref. 43.)
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The quadrature system employs a horizontal coil
placed on the airplane as a transmitter and a vertical
coil towed behind the plane as a receiver. The vertical coil
is referred to as a ‘‘towed bird.’’ Since only the quadrature
component is measured, the separation distance is less
critical. To reduce the noise further, an auxiliary horizon-
tal coil, powered with a current 901 out of phase with re-
spect to the main transmitter current, is used to cancel the
secondary field caused by the metal body of the aircraft.
Since the response at a single frequency may have two
interpretations, two frequencies are used to eliminate the
ambiguity. The lower frequency is about 400 Hz, and the
higher one is chosen from 2000 to 2500 Hz. The system
responses in different environments can be obtained by
model studies. Reference 57 gives a number of curves for
thin sheets and shows the effects of variation in depth,
dipping angle, and conductivity.

In an airborne system, it is hard to control the relative
rotation of receiver and transmitter. The rotating field
method is introduced to overcome this difficulty. Two
transmitter coils are placed perpendicular to each other
on the plane, and a similar arrangement is used for the
receiver. The two transmitters are powered with current
of the same frequency shifted 901 out of phase, so that the
resultant field rotates about the axis, as shown in Fig. 11
[58]. The two receiver signals are phase-shifted by 901
with respect to each other, and then the in-phase and
quadrature differences at the two receivers are amplified
and recorded by two different channels. Over a barren
area, the outputs are set to zero. When the system is
within a conducting zone, anomalies in the conductivity
are indicated by nonzero outputs in both the in-phase and
quadrature channels. The noise introduced by the fluctu-
ation of orientation can be reduced by this scheme, but it is
relatively expensive and the data interpretation is com-
plicated by the complex coil system [58].

The fundamental problem of airborne EM systems is
the difficulty in detecting the relatively small secondary

field in the presence of a strong primary field. This diffi-
culty can be alleviated by using the transient field method.
A well-known system based on the transient field method
is INPUT (induced pulsed transient) [59], which was de-
signed by Barringer during the 1950s. In the INPUT sys-
tem, a large horizontal transmitting coil is placed on the
aircraft and a vertical receiving coil is towed in the bird
with the axis aligned with the flight direction.

The working principle of INPUT is shown in Fig. 12
[60]. A half–sine wave with a duration of about 1.5 ms and
quiet period of about 2.0 ms is generated as the primary
field, as shown in Fig. 12a. If there are no conducting
zones, the current in the receiver is induced only by the
primary field, as shown in Fig. 12b. In the presence of
conductive anomalies, the primary field will induce an
eddy current. After the primary field is cut off, the eddy
current decays exponentially. The duration of the eddy
current is proportional to the conductivity anomalies, as
shown in Fig. 12c. The higher the conductivity, the longer
the duration time. The decay curve in the quiet period is
sampled successively in time by six channels and then
displayed on a strip, as shown in Fig. 13. As we can see,

Flight
direction

Transmitter

Receiver

Output

π

π

2

2

Figure 11. Working principle of the rotary field AEM system.
(Redrawn from Ref. 50.)
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2.0 ms

1.5 ms

Time

Current induced in R
by primary field alone

Total field
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Channel sample
periods

1    3 5

Decay curve due to
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Figure 12. Working principle of the INPUT system. (Redrawn
from Ref. 52.)
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the distortion caused by a good conductor appears in all
the channels, while the distortion corresponding to a poor
conductor only registers on the early channels.

Since the secondary field can be measured more accu-
rately in the absence of the primary field, transient sys-
tems provide greater investigation depths, which may
reach 100 m under favorable conditions. In addition,
they can also provide a direct indication of the type of
conductor encountered [58].

On the other hand, this system design gives rise to
other problems inherent in the transient method. Since
the eddy current in the quiet period becomes very small, a
more intense source has to be used in order to obtain the
same signal level as that in the continuous-wave method.
The circuitry for the transient system is much more com-
plicated, and it is more difficult to reject the noise due to
the wideband property of the transient signal.
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ELECTROMAGNETIC SURFACE WAVES

ZHIPENG WU

UMIST
Manchester, United Kingdom

1. INTRODUCTION

In electromagnetic waves, the term ‘‘surface wave’’ has
been used to describe the nonradiating electromagnetic
waves propagating along the interface between two media
[1,2]. It has also been used to describe the electromagnetic
waves propagating along the air–ground interface pro-
duced by an antenna on or near the ground surface [3–10].
Both types of surface wave will be introduced in this ar-
ticle, and the ‘‘surface wave’’ is broadly defined as the
wave propagating along an interface separating two me-
dia, or an interface between air and a layered structure.
The surface waves considered include

1. The Zenneck surface wave

2. Surface wave on a conductor-backed dielectric slab

3. Radial cylindrical surface wave on a flat surface

4. Axial cylindrical surface wave

5. Surface wave on a dielectric-coated conducting cyl-
inder

6. Norton and trapped surface waves on flat ground
interface

7. Surface-wave propagation over an inhomogeneous
flat surface

8. Surface-wave propagation over a spherical ground

The governing equations and properties of these surfaces
waves are presented in the following section.

2. SURFACE WAVES

2.1. Zenneck Wave

The Zenneck wave is a solution of Maxwell’s equations
obtained by Zenneck in 1907 [11]. It is a plane wave that
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travels along an interface between two dielectric media.
Consider the air–dielectric interface with the established
rectangular coordinates shown in Fig. 1. The properties
of the dielectric medium (medium 1) is characterized
by conductivity s1, permeability m0, and permittivity
e1. The vertically polarised Zenneck wave is also a trans-
verse magnetic (TM) plane wave with zero magnetic
field in the propagation direction, z. The field components
of the Zenneck wave above the surface (xZ0) in air
(medium 2) with permeability m0 and permittivity e0, are
given by

Hy2¼Ae�u2xe�gz

Ez2¼ � A
u2

joe0
e�u2xe�gz

Ex2¼A
g

joe0
e�u2xe�gz

ð1Þ

where A is a constant, and u2 and g are the propaga-
tion constants in x and z directions, respectively. The
electromagnetic field components below the surface
(xo0) are

Hy1¼Aeu1xe�gz

Ez1¼A
u1

s1þ joe1
eu1xe�gz

Ex1¼A
g

s1þ joe1
eu1xe�gz

ð2Þ

where u1 is the propagation constant along the x direction
in the dielectric medium. The propagation constants sat-
isfy the following equations

g2þu2
2¼ � o2m0e0

g2þu2
1¼ jom0ðs1þ joe1Þ

u1

ðs1þ joe1Þ
¼ �

u2

joe0

ð3Þ

where o is the angular frequency of the electromagnetic
wave. Solving these equations gives

u1¼a1þ jb1¼
jom0ðs1þ joe1Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jom0ðs1þ joe1Þ � o2m0e0

p

u2¼a2 � jb2¼
o2m0e0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jom0ðs1þ joe1Þ � o2m0e0

p

g¼ aþ jb¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�jom0ðs1þ joe1Þo2m0e0

jom0ðs1þ joe1Þ � o2m0e0

s

ð4Þ

The Zenneck wave propagates along the surface and in the
direction normal to the surface with two different propa-
gation constants. The wave attenuates in both directions,
particularly in the direction normal to the surface. For
example, the attenuation constants a2, a1, and a of a sur-
face wave at 300 MHz propagating over a dry ground of
s1¼ 4 and e1¼ 4e0 are 0.167, 1.008, and 0.083 Np/m
[napers (napiers) per meter], respectively. The equal-am-
plitude contour of the Hy component above and below the
dry ground surface with A¼ 1 is shown in Fig. 2 over the
range �5 moxo5 m and 0ozo20 m. The field attenuates
more rapidly inside the ground. The surface wave above
the surface has less attenuation. The phase velocity of the
Zenneck wave is greater than the speed of light. Hence,
the Zenneck surface wave is a fast wave.

On the surface, the ratio of the tangential electric field
and magnetic field gives the surface impedance [1,2]:

Zs¼Rsþ jXs¼
Ez2ðx¼ 0Þ

Hy2ðx¼ 0Þ
ð5Þ

Y

Z

X

0

Hy2 Ex2 Ez2

Hy1 Ex1 Ez1

Air (�0 �0)Medium 1

Medium 2 lossy ground (�1 �0 �1)

Figure 1. Zenneck wave on a planar surface separating two
dielectric media.
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Figure 2. Contour plot of the |Hy| component of the Zenneck
wave above and below a dry ground of s1¼4 and e1¼4e0 with
A¼1 in range �5 moxo5 m and 0ozo20 m.
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The surface impedance and u2 are related by

Zs¼Rsþ jXs¼ �
u2

joe0
¼

1

oe0
ðb2þ ja2Þ ð6Þ

Hence, the attenuation constant of the surface wave along
the x direction above the surface is determined by the
surface reactance, and the phase constant by the surface
resistance as

a2¼oe0Xs; b2¼oe0Rs ð7Þ

In order to support a Zenneck surface wave, the dielectric
medium has to be lossy so that a240, which is a feature of
a Zenneck wave.

2.2. Surface Wave on a Conductor-Backed Dielectric Slab

A conductor-backed dielectric slab structure, as shown in
Fig. 3, is a typical example of multilayered structures.
This structure is commonly used in microwave printed
circuits. For simplicity, the conductor is treated as a ‘‘per-
fect’’ conductor, and the dielectric of thickness d is as-
sumed to be lossless with a real permittivity e1, or a
relative dielectric constant er. With these assumptions, a
surface wave can propagate along the surface with

g¼ jb; u1¼ jkx; u2¼h ð8Þ

For a TM surface wave, the solutions of the field compo-
nents above the dielectric surface (xZd) are [12,13]

Hy2¼
joe0

h
A sinðkxdÞe�hðx�dÞ e�jbz

Ex2¼ �
jb
h

A sinðkxdÞ e�hðx�dÞe�jbz

Ez2¼A sinðkxdÞe�hðx�dÞ e�jbz:

ð9Þ

where A is a constant, and the fields in the dielectric
slab are

Hy1¼ �
joe1

kx
A cosðkxxÞe�jbz

Ex1¼ �
jb
kx

A cosðkxxÞe�jbz

Ez1¼A sinðkxxÞe�jbz

ð10Þ

The propagation constants satisfy the following equations

� h2þb2
¼ k2

0¼o2m0e0

k2
xþ b2

¼ erk
2
0

ð11Þ

where k0 is the wavenumber in air and kx and h are re-
lated by the transcendental equation

kx tanðkxdÞ¼ erh ð12Þ

with

k2
x þh2¼ ðer � 1Þk2

0 ð13Þ

There exists a sequence of solutions of kx and h, which give
rise to a set of TMn modes. The nth mode, where
n¼ 0,1,2y, has a cutoff frequency of

fc;TMn
¼

nc

2d
ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1
p ð14Þ

Similarly, for a transverse electric (TE) surface wave,
the field components above the dielectric surface (xZd)
are [12]

Ey2¼
jom0

h
A cosðkxdÞe�hðx�dÞe�jbz

Hx2¼ �
jb
h

A cosðkxdÞe�hðx�dÞe�jbz

Hz2¼A cosðkxdÞe�hðx�dÞe�jbz

ð15Þ

where A is a constant, and the fields in the dielectric slab
are

Ey1¼ �
jom0

kx
A sinðkxxÞe�jbz

Hx1¼
jb
kx

A sinðkxxÞe�jbz

Hz1¼A cosðkxxÞe�jbz

ð16Þ

The propagation constants also satisfy Eq. (11), but kx and
h are related by the transcendental equation

kx cotðkxdÞ¼ � h ð17Þ

with

k2
x þh2¼ ðer � 1Þk2

0 ð18Þ

There exists, again, a sequence of solutions of kx and h,
which give rise to a set of TEn modes. The nth mode, where
n¼ 1, 2y, has a cutoff frequency of

fc;TEn
¼
ð2n� 1Þc

4d
ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1
p ð19Þ
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Figure 3. Surface wave on a conductor-backed dielectric slab.
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Hence, the surface wave may propagate above the dielec-
tric slab in a sequence of TM0,TE1,TM1,TE1,y modes if
the frequency of the wave is greater than their cutoff fre-
quencies. The phase velocities of these modes are less than
the speed of light. Hence, the surface wave on a conductor-
backed dielectric slab is a slow wave.

For example, a surface wave of 10 GHz on a microwave
printed circuit board of er¼4.4 and d¼ 0.6 mm can prop-
agate in TM0 mode as the cutoff frequency of the next
mode is 67.8 GHz. The kx and h values of the mode are
385.6 rad/m and 20.6 Np/m, respectively. The surface wave
attenuates slowly along the x axis at a rate of 0.0124 Np
per slab thickness or 0.6 mm. The electromagnetic fields
are not confined within the dielectric slab, as shown in
Fig. 4 for the plot of the equal-amplitude contour of the Hy

component with A¼ 1000 over the range 0oxo20d and
0ozo20d. However, at 50 GHz, the fields are more con-
fined within the dielectric slab with kx¼1783 rad/m and h
¼ 740.5 Np/m or 0.444 Np per slab thickness. The equal-
amplitude contour plot of the Hy component with A¼1000
over the range 0oxo3d and 0ozo20d is shown in Fig. 5.
The fields of the surface wave attenuate more rapidly as
the frequency approaches the cutoff frequency of TE1

mode.

2.3. Radial Cylindrical Surface Wave on a Flat Surface

The Zenneck wave in Section 2.1 is a plane surface wave
on a flat surface with fields in x, y, and z directions. A
similar radial cylindrical surface wave can be set up on a
flat surface with propagation and attenuation in r and x
directions, as shown in Fig. 6. The electromagnetic fields

above the surface (xZ0) are [1]

Hf2¼Ae�u2xHð2Þ1 ð�jgrÞ

Er2¼A
u2

joe0
e�u2xHð2Þ1 ð�jgrÞ

Ex2¼A
g

oe0
e�u2xHð2Þ0 ð�jgrÞ

ð20Þ

where A is a constant, and H0
(2) and H1

(2) are the
Hankel functions of the second kind and orders 0 and 1,
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Figure 4. Contour plot of the |Hy| component of the surface
wave at 10 GHz above and inside the dielectric slab of er¼4.4
and d¼0.6 mm with A¼1000 in the range 0o(x/d)o20 and
0o(z/d)o20.
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Figure 5. Contour plot of the |Hy| component of the surface
wave at 50 GHz above and inside the dielectric slab of er¼4.4
and d¼0.6 mm with A¼1000 in the range 0o
(x/d)o3 and 0o(z/d)o20.
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Figure 6. Planar surface with radial cylindrical surface wave.
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respectively. The fields in the dielectric medium are

Hf1¼Aeu1xHð2Þ1 ð�jgrÞ

Er1¼ � A
u1

s1þ joe1
eu1xHð2Þ1 ð�jgrÞ

Ex1¼A
jg

s1þ joe1
eu1xHð2Þ0 ð�jgrÞ

ð21Þ

where the propagation constants are determined in the
same way as the Zenneck wave. For large r, we obtain

Hð2Þn ð�jgrÞ )
e�grffiffiffi

r
p ð22Þ

Hence, the radial surface wave is a cylindrical wave with
electric and magnetic fields proportional to r� (1/2) at large
distances. The radial cylindrical surface wave is also a fast
wave with phase velocity greater than the speed of light.

2.4. Axial Cylindrical Surface Wave

The axial cylindrical surface wave is also called the So-
mmerfeld–Goubau surface wave [1]. For a cylindrical di-
electric structure, as shown in Fig. 7, with the radius a,
conductivity s1, permeability m0 and permittivity e1, an
axial surface wave may propagate along the air–dielectric
interface in the z direction. The surface-wave fields of a
TM wave outside the surface (rZa) are [1,7]

Hy2¼A
oe0

u2
e�gzHð1Þ1 ðju2rÞ

Ez2¼Ae�gzHð1Þ0 ðju2rÞ

Er2¼A
g

ju2
e�gzHð1Þ1 ðju2rÞ

ð23Þ

where A is a constant and H0
(1) and H1

(1) are the Hankel
functions of the first kind and orders 0 and 1, respectively.

The fields in the dielectric cylinder are

Hy1¼ � A
s1þ joe1

ju1
e�gzJ1ðju1rÞ

Ez1¼Ae�gzJ0ðju1rÞ

Er1¼A
g

ju1
e�gzJ1ðju1rÞ

ð24Þ

where J0 and J1 are Bessel functions of the first kind, or-
ders 0 and 1, respectively, and the propagation constants
are determined in the same way as the Zenneck wave. The
surface impedance of the axial cylindrical surface wave is

Zs¼
u2

oe0

Hð1Þ0 ðju2aÞ

Hð1Þ1 ðju2aÞ
ð25Þ

For a large cylinder in which u2ab1, the surface imped-
ance can be approximated as

Zs �
u2

joe0
ð26Þ

which is the same as that of the Zenneck wave for a flat
surface. Hence, for large cylinders, the axial cylindrical
surface wave has propagation characteristics similar to
those of the Zenneck wave on a flat surface. However, for
small cylinders, the axial cylindrical surface wave may
have characteristics different from those of the Zenneck
wave [1].

2.5. Surface Wave on a Dielectric Coated
Conducting Cylinder

Like the conductor-backed dielectric slab structure de-
scribed in Section 2.2, a dielectric-coated conducting cyl-
inder or wire as shown in Fig. 8 can support a surface
wave [13]. The conductor of radius a is treated as a perfect
conductor. The dielectric layer of thickness d is assumed to
be lossless with a real permittivity e1, or a relative dielec-
tric constant er. The propagation constants, g in the

Hθ1 Ez1 Er1

Hθ2 Ez2 Er2

Air (�0 �0)

Lossy cylinder (�1 �0 �1)

0

a

Z



r

Figure 7. Cylindrical dielectric structure supporting axial cylin-
drical surface wave.
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Dielectric coating
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Figure 8. Dielectric-coated conducting cylinder.
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z direction and u1 and u2 in the r direction in the dielectric
layer and air medium, can be expressed as

g¼ jb; u1¼ jkr; u2¼h ð27Þ

For a TM surface wave, the field components outside the
dielectric surface [rZ(aþd)] are

Ez2¼
A

K0ðhbÞ
J0ðkrbÞ �

J0ðkraÞ

Y0ðkraÞ
Y0ðkrbÞ

� �
K0ðhrÞe�jbz

Er2¼
jbA

hK0ðhbÞ
J0ðkrbÞ �

J0ðkraÞ

Y0ðkraÞ
Y0ðkrbÞ

� �
K
0

0ðhrÞe�jbz

Hf2¼
k0

bZ0
Er2 ð28Þ

where A is a constant; b¼aþd, Y0 and Y1 are the Bessel
functions of the second kind, orders 0 and 1, respectively;
and K0 is the modified Bessel function of the second kind
and order 0. The field components in the dielectric coating
layer are

Ez1¼A J0ðkrrÞ �
J0ðkraÞ

Y0ðkraÞ
Y0ðkrrÞ

� �
e�jbz

Er1¼ �
jb
kr

A J
0

0ðkrrÞ �
J0ðkraÞ

Y0ðkraÞ
Y
0

0ðkrrÞ

� �
e�jbz

Hf1¼
erk0

bZ0
Er1

ð29Þ

where A is a constant, and

� h2þ b2
¼ k2

0¼o2m0e0

k2
r þb2

¼ erk
2
0

ð30Þ

The parameters kx and h are the solutions of the tran-
scendental equation

K
0

0ðhbÞ

K0ðhbÞ
¼ �

erh

kr

J
0

0ðkrbÞY0ðkraÞ � Y
0

0ðkrbÞJ0ðkraÞ

J0ðkrbÞY0ðkraÞ � Y0ðkrbÞJ0ðkraÞ
ð31Þ

with

k2
r þh2¼ ðer � 1Þk2

0 ð32Þ

There exists a sequence of solutions of kx and h, corre-
sponding to TMn modes where n¼ 0,1,2y . The cutoff fre-
quency of the TM0 mode is 0.

Similarly, for a TE surface wave, the field components
outside the dielectric surface (xZd) are

Hz2¼
A

K0ðhbÞ
J0ðkrbÞ �

J
0

0ðkraÞ

Y
0

0ðkraÞ
Y0ðkrbÞ

� �
K0ðhrÞe�jbz

Hr2¼
jbA

hK0ðhbÞ
J0ðkrbÞ �

J
0

0ðkraÞ

Y
0

0ðkraÞ
Y0ðkrbÞ

� �
K
0

0ðhrÞe�jbz

Ef2¼ �
k0Z0

b
Hr2 ð33Þ

and those inside the dielectric layer are

Hz1¼A J0ðkrrÞ �
J
0

0ðkraÞ

Y
0

0ðkraÞ
Y0ðkrrÞ

� �
e�jbz

Hr1¼ �
jb
kr

A J
0

0ðkrrÞ �
J
0

0ðkraÞ

Y
0

0ðkraÞ
Y
0

0ðkrrÞ

� �
e�jbz

Ef1¼ �
erk0Z0

b
Hr1

ð34Þ

The parameters kx and h of the TE wave are the solutions
of the following transcendental equation

K
0

0ðhbÞ

K0ðhbÞ
¼ �

erh

kr

J
0

0ðkrbÞY
0

0ðkraÞ � Y
0

0ðkrbÞJ
0

0ðkraÞ

J0ðkrbÞY
0

0ðkraÞ � Y0ðkrbÞJ
0

0ðkraÞ
ð35Þ

There exists again a sequence of solutions of kx and h,
which give rise to a set of TEn modes, such as that in a
conductor-backed dielectric slab. As an approximation, the
cutoff frequencies of the TEn and TMn modes can be esti-
mated using the same formulas as those for the conductor-
backed dielectric slabs.

For example, a surface wave of 50 GHz on a dielectric-
coated cylinder with d¼ 0.6 mm, er¼ 4.4, and a¼ 10 mm
can propagate in TM0 mode with kr¼ 1762 rad/m and
h¼ 789.4 Np/m or 0.473 Np per dielectric thickness. The
equal-amplitude contour plot of the Hf component with A
¼ 1000 over the range 0oro3d and 0ozo20d is shown in
Fig. 9. The fields of the surface wave attenuate rapidly
with the increase of radial distance r at this frequency.
The plot is very similar to that for a conductor-backed
dielectric slab shown in Fig. 5.

2.6. Norton and Trapped Surface Waves on Flat
Ground Interface

When a short antenna radiates at a point above the
ground surface of Earth, the general solution of electro-
magnetic fields in air consists of both ‘‘space wave’’ and
‘‘surface wave’’ [7–10]. The properties of the ground can be
characterized either by conductivity s1, permeability m0,
and permittivity e1 for a homogenous ground, or by the
surface impedance Zs, or the normalized surface imped-
ance Ds¼Zs/Z0¼ constant D0, where Z0¼ 120p for loaded
ground, corrugated ground [2], and multilayered struc-
tures [7,9]. The surface impedance can be obtained by
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considering a plane-wave incidence onto the ground sur-
face.

The historical development of the solution to such a
radiation problem has not been straightforward since the

work of Sommerfeld in 1909 [1,5,7,14–17]. But the subject
is now well understood [10,17], and the electromagnetic
wave propagation over the ground surface can be accu-
rately predicted [18]. The ‘‘surface wave’’ in the solution
dominates when the antenna is on or close to the ground
surface. For simplicity, the short antenna is considered to
be on the ground surface as shown in Fig. 10. In this case,

the ‘‘space wave’’ component vanishes. The short antenna
is further considered to be vertically orientated so that it
produces a TM wave with a vertical electric field compo-
nent [7–10]

Ez¼A
e�jk0R0

R0
FðwÞ ð36Þ

where A is a constant, k0 is the wavenumber in free space,
R0 is the distance from the antenna to the receiving point
B at height z, and F(w) is the Sommerfeld attenuation
function given by

FðwÞ¼ 1� jðpwÞ1=2e�w erfcðjw1=2Þ ð37Þ

with the numerical distance

w¼ �
jk0R0

2
D2

s 1þ
z

DsR0

� �2

¼ jwjejfw ð38Þ

and the complementary error function,

erfcðjw1=2Þ¼
2ffiffiffi
p
p

Z 1

jw1=2

e�u2

du ð39Þ

The modulus of the numerical distance |w| is proportion-
al to the physical distance R0 and |Zs|

2. Its argument is
related to the argument of Zs as listed below for different
types of ground [8]:

For the range 0rRe(w)r2.4 and � 1rIm(w)r3, the
equal-amplitude contour plots of F(w) in dB and arg(F(w))
in degrees are shown in Fig. 11. Both |F(w)| and
arg(F(w)) have smooth variations when fwo0. However,
when fwo0, several dips appear in the vicinity of those
w values that make |F(w)| small or zero. The amplitudes
of |F(w)| in dB are again shown in Fig. 12 for
10�2r|w|r103 and � 901rfwr801. The variation of
|F(w)| is now examined in terms of series expansion for
large values of |w|.

For � 2prfwr0, or highly capacitive, capacitive, and
inductive ground surfaces, the Sommerfeld attenuation
function for large |w| can be expanded to

FðwÞ¼ �
1

2w
�

1 . 3

ð2wÞ2
�

1 . 3 . 5

ð2wÞ3
�

1 . 3 . 5 . 7

ð2wÞ4
� � � �

¼FNortonðwÞ

ð40Þ

The wave associated with the attenuation function given
in this series [FNorton(w)] is referred to as the Norton sur-
face wave [7–10]. The Norton surface wave or its field
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Figure 9. Contour plot of the |Hf| component of the surface
wave at 50 GHz above and inside the dielectric coating layer of
er¼4.4 and d¼0.6 mm on a conducting cylinder of radius 10 mm
with A¼1000 in the range 0o(r/d)o3 and 0o(z/d)o20.
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components decay as the inverse square of the distance.
However, for 0rfwrp/2 or a highly inductive surface,
F(w) has a different expansion for large |w|

FðwÞ¼FtrappedðwÞþFNortonðwÞ ð41Þ

where

FtrappedðwÞ¼ � 2jðpwÞ1=2e�w ð42Þ

An additional term [Ftrapped(w)] has appeared in the se-
ries. This term dominates at short distances, but it atten-
uates exponentially as the distance increases. FtrappedðwÞ
has a maximum modulus value at |w|¼ 0.5 cos(fw). The
wave associated with this additional term of attenuation
function is referred to as the trapped surface wave [7–10].
The dips in Fig. 11 are therefore the result of interference
between the trapped and Norton surface waves. Unlike
the Norton surface wave, the trapped wave or its field
components decay inversely with the product of the
square root of the distance and the exponential of this
distance. A highly inductive surface impedance can be ob-
tained by loading a metal surface with a thin dielectric

layer or by corrugating a metal surface [2]. Such surfaces
can therefore support a trapped surface wave.

For a normal dry ground with s1¼ 0.01 and er¼ 4, the
predicted electric field Ez of the surface wave at 10 MHz on
the ground surface with transmitted power of 1 kW and
antenna gain Gt¼ 1 using the software package in de-
scribed in Ref. 18 is shown in Fig. 13 over a horizontal
distance of 1–60 km. The amplitude of the electric field
attenuates monotonically against the distance for the ho-
mogeneous (inductive) ground. The surface wave is thus a
Norton surface wave. For comparison, a prediction of the
electric field Ez of the surface wave over a highly inductive
ground with D0¼ 0.01þ j0.09 at the same frequency with
the same transmitted power and antenna gain is shown in
Fig. 14. It can be seen that |Ez| does not decrease mono-
tonically, but varies against distance as a result of the in-
terference of Norton and trapped surface waves.
Comparison between Figs. 13 and 14 shows that the sur-
face wave on the ground surface is much stronger when
the surface impedance is highly inductive.

The surface wave on the ground surface has a height
gain factor when the receiving point is considered to move
from the ground surface to a height z. The height gain

Figure 11. |F(w)| and arg(F(w)) contour plots for 0rRe(w)r2.4
and �1rIm(w)r3. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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versus horizontal distance.

ELECTROMAGNETIC SURFACE WAVES 1277



factor is given by

G¼ 1þ jk0D0z ð43Þ

For a highly capacitive or capacitive ground, the electric
field tends to increase when the receiving point is raised.
On the other hand, for a normal homogeneous ground or a
highly inductive ground, the electric field tends to
decrease as the receiving height is increased.

2.7. Surface Wave Propagation over an Inhomogeneous
Flat Surface

If the flat ground surface is inhomogeneous along the path
of propagation as shown in Fig. 15, the normalised surface
impedance Ds will not be a constant, but a function of po-
sition. For the TM wave considered in Section 2.6 with the
antenna on the ground surface, the Sommerfeld attenua-
tion function in Eq. (36) has to be replaced by an attenu-
ation factor F(d), where d is the distance to the antenna,
which takes into account the effect of boundary disconti-
nuities along the propagation path. The vertical electric
field on the inhomogeneous ground surface then becomes
[7,9,10]

Ez¼A
e�jk0R0

R0
FðdÞ ð44Þ

The attenuation factor is given by the integral equation

FðdÞ ¼1�
jk0d

2p

� �1=2 Z d

0

DsðyÞFðyÞ
dy

½yðd� yÞ�1=2
ð45Þ

where y is the distance from a point on the propagation
path to the antenna. The integral equation can be solved
numerically [10]. F(d) can also be expressed in other forms
of the integral equation, or in closed forms for special cases
[10]. The propagation of the surface wave along the inho-
mogeneous path can thus be predicted.

Figure 16 shows an example prediction of the surface-
wave propagation along a land–sea–land–sea–land mixed
path over a range of 30 km using the software package in
described in Ref. 18. The surface wave has a frequency of
10 MHz. Each mixed-path section has a length of 6 km.
The electrical properties of the land are s¼ 0.01 and er¼ 4,
and those of the sea are s¼ 4 and er¼ 80. The well-known
‘‘sea gain’’ phenomenon in ground-wave propagation can
be seen from the prediction.

2.8. Surface-Wave Propagation over a Spherical Ground

If the curvature of Earth’s surface is taken into consider-
ation, the surface wave guided along the curvature of
Earth as shown in Fig. 17 can also be modeled [7,10,19–
26]. For the TM wave considered in Section 2.6 with the
antenna and the receiving points both on the ground sur-
face, the electric field normal to the surface of the spher-
ical Earth model with radius a at angle y away from the
antenna at y¼ 0 can be expressed as

ErðyÞ¼A
e�jk0ay

ay
FðyÞ ð46Þ

where F(y) is the attenuation factor given by the residue
series [7,10]

FðyÞ¼ e�jðp=4ÞðpxyÞ
1=2
X1

s¼ 1

e�jxts

ts
ð47Þ
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Figure 14. Prediction of surface-wave propagation at 10 MHz
over a highly inductive ground surface with D0¼0.01þ j0.09:
|Ez| in dB versus horizontal distance.
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In the equation above, the electrical distance xy is defined
as

xy¼
k0a

2

� �1=3

y ð48Þ

and ts (s¼ 1,2,y) are given by

ts¼ jtsje
�jp=3 ð49Þ

with

jt1j ¼ 1:01879; jt2j ¼ 3:24820; jt3j ¼ 4:82010;

jt4j ¼ 6:16331; jt5j ¼ 7:37218
ð50Þ

and

jtsj ¼ ½1:5ðs� 0:75Þp�2=3 ð51Þ

for s45. The correction due to the effect of Earth’s curva-
ture becomes necessary if the distance from the receiving
point to the antenna is greater than 5� 103(l0)1/3 or
104(l0)1/3 meters [24].

Figure 18 shows an example prediction of the surface-
wave propagation along the surface of a spherical Earth
with s¼ 0.01 and er¼ 4 at 10 MHz over a range of
1–500 km. The electric field normal to the surface atten-
uates at 26 dB per 100 km, as the surface wave is guided
along the curvature of the spherical Earth, compared with
6 dB per 100 km for a flat Earth model shown in Figs. 18
and 19. Earth’s curvature therefore causes the surface
wave to attenuate more quickly as it propagates.

3. DISCUSSIONS

In this article, the ‘‘surface waves’’ guided along an inter-
face between two media, or an interface between air and a
multilayered structure in planar, cylindrical, and spheri-
cal geometries have been introduced. Several examples
have been used to illustrate the propagation of surface
waves in these geometric structures. In some cases,
only TM surface waves are considered, but TE waves
can be treated in a similar way. For propagation over a
flat or spherical Earth, TE Norton surface waves tend to
attenuate much more rapidly than do TM waves. Details
of the formulation of both TM and TE waves over flat,
spherical, homogeneous, and inhomogeneous ground
can be found in Ref. 10, and the prediction of such prop-
agation can be made using the software package described
in Ref. 18.

The propagation of radio surface waves along Earth’s
surface can be utilized for long-distance wireless commu-
nications and remote sensing. On the other hand, the sur-
face waves on microwave printed circuits and microstrip
antenna systems should be avoided to minimize the elec-
tromagnetic coupling between circuit elements, or power
loss in the systems. The understanding and control of sur-
face waves are thus important in radio systems.

Z

a

B(r, , �)A



Spherical Earth

Antenna

Figure 17. Short antenna radiation on a homogeneous spherical
ground surface.
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Figure 18. Prediction of surface-wave propagation at 10 MHz
over a dry spherical ground surface with s1¼0.01 and er¼4: |Ez|
in dB versus arc distance.
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Figure 19. Prediction of surface-wave propagation at 10 MHz;
the same path as Fig. 18, but without curvature correction.
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1. INTRODUCTION

1.1. Historical Perspective

Electromagnetic waves play a major role in remote sen-
sing and communication systems. The equations govern-
ing electromagnetic wave propagation were first
established by J. C. Maxwell (1831–1879) in 1864. How-
ever, one should not overlook previous contributions of
many scientists over the centuries, especially in optics.
Speculations regarding the nature of light date since
ancient Greece, when philosophers were already ac-
quainted with the rectilinear propagation, reflection, and
refraction of light [1]. The major contributions to the field,
however, initiated during the Renaissance, on the founda-
tions of the experimental method introduced by Galileo
(1564–1642). Some examples are the law of refraction
discovered by Snell (1580–1626) in 1621, the principle of
least time established by Fermat (1601–1665) in 1657, the
observation of light diffraction by Grimaldi (1618–1663)
and Hooke (1635–1703) circa 1665, and Huygen’s (1629–
1695) envelope construction (leading to the principle
named after him) in 1678 [1]. Such observations and
experiments lead to the development of a wave theory to
explain the nature of light as luminous sources vibrating
in adjacent portions of an ethereal medium, an interpreta-
tion similar to that of acoustic waves. The wave theory of
light was, however, later rejected by Newton (1642–1727),
who proposed a corpuscular interpretation instead [1].

Many years passed until new experiments reinforced
the wave theory of light. Among the leading scientists
responsible for that is Fresnel (1788–1827), who developed
the theory of light reflection and refraction in a more
quantitative way and as well as a firmer mathematical
basis for the interpretation of light as a transverse wave.
Fresnel’s work temporarily obscured the corpuscular the-
ory of light, which regained strength only after Planck
(1858–1947) and Einstein (1879–1955) started to unveil
the quantum aspects of light in the beginning of the 1900s.
The nineteenth century also witnessed the efforts of many
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physicists to experimentally determine the speed of light,
such as Michelson (1852–1931).

Apart from the developments in optics, many scientists
dedicated efforts to establish the physical nature of
magnetism and electricity. Among them, it is worth
mentioning Coulomb (1736–1806), who demonstrated
the inverse square law for electrical forces in 1785;
Oersted (1777–1851), who was perhaps the first to observe
experimentally the effect of electrical currents on the
magnetic field in 1820; and Ampère (1775–1836), who
formulated the circuit force law and postulated magnet-
ism as an electrical phenomenon. The milestone experi-
ment for the unification of magnetism and electricity,
however, was carried out by Faraday (1791–1867), who
discovered electromagnetic induction in 1831. The
electromagnetic theory known at that time was put
on analytical ground by Maxwell (1831–1879) in 1855/56.
He further developed a model to explain electromagne-
tics as a mechanical phenomenon, which lead into the
concept of displacement currents and the consequent
generalization of Ampère’s law in 1861. The mechanical
model was finally abandoned and Maxwell, in 1864,
published his third paper on the subject, establishing
the basis of the electromagnetic theory [2]. Besides
postulating the displacement current, Maxwell was the
first to predict the propagation of electromagnetic waves
and to postulate light itself as an electromagnetic radia-
tion. This provoked strong opposition from scientists at
that time, as no evidence of such waves had been observed
by experiments.

Maxwell did not survive to see his ideas been accepted
by the majority of the scientists, which came just after the
first experimental observation of electromagnetic wave
propagation by Hertz, published in 1888. After that, the
use of electromagnetic waves for practical purposes was
just a matter of time, and in 1901 Marconi (1874–1937)
achieved the first transmission of radio signals across the
Atlantic. Today, electromagnetic waves permeate most of
modern technologies.

In this article, we will briefly discuss some fundamen-
tal aspects of the electromagnetic wave propagation.
Further details on this vast subject can be found in several
books, such as Refs. 1 and 3–11.

1.2. The Electromagnetic Wave Spectrum

Electromagnetic waves can propagate at different fre-
quencies. It is common to classify electromagnetic waves
according to their frequency range as 3–30 Hz, ELF (extra-
low-frequency or extremely-LF) waves; 30–300 Hz, SLF
(super-low-frequency) waves; 300 Hz–3 kHz, ULF (ultra-
low-frequency) waves; 3–30 kHz, VLF (very-low-fre-
quency) waves; 30–300 kHz, LF (low-frequency or long)
waves; 300 kHz–3 MHz, MF (medium-frequency or med-
ium) waves, which include most AM radiowaves; 3–
30 MHz, HF (high-frequency or short) waves, which in-
clude most of shortwave radio; 30–300 MHz, VHF waves,
which include FM radio and TV signals; 300 MHz–3 GHz,
UHF waves, which include TV signals, radar waves at L
and S bands, and microwave oven radiation; 3–30 GHz,
SHF (centimeter) waves, which include radars at C, X, Ku,

and K bands, satellite communication links, and aircraft
landing systems; and 30–300 GHz, EHF (millimeter)
waves, which include radars at Ka band.

Electromagnetic waves can also be classified by their
wavelength. For an electromagnetic wave propagating in
air or vacuum, the wavelength l and frequency f are
related by l¼ c/f, where cE3�10� 8 m/s is the speed of
light in vacuum. Microwaves correspond to electromag-
netic waves with l around 1 cm–1 m (300 MHz–30 GHz).
Millimeter and submillimeter waves have l around 1 mm–
1 cm (30–300 GHz) and just below it, respectively. Visible
light is a form of electromagnetic wave with l¼ 0.38–
0.72 mm. Wavelengths just below visible light correspond
to ultraviolet waves, while wavelengths just above visible
light correspond to near-infrared waves (0.72–1.3mm) and
thermal infrared waves (7–15 mm). At even smaller wave-
lengths (higher frequencies) one encounters X and gamma
rays [10].

2. MAXWELL’S EQUATIONS AND THE WAVE EQUATION

The propagation of electromagnetic waves is governed by
Maxwell’s equations, which in SI units and for macro-
scopic field quantities are

r�E¼ �
@B

@t
r .D¼q

r�H¼Jþ
@D

@t
r .B¼ 0

ð1Þ

These four equations are supplemented by constitutive
relations that relate D and B to E and H. We shall
assume propagation in simple media, with vacuum as a
special case. The term simple media in this context
denotes linear, homogeneous, and isotropic materials,
which will be assumed lossless for the time being. The
constitutive relations in this case are expressed as (see
MAXWELL’S EQUATIONS article)

D¼ eE and B¼ mH ð2Þ

where e is the permittivity (e¼ e0E8.85418782� 10�12

F/m in vacuum) and m is the permeability (m¼ m0¼ 4p�
10�7 H/m in vacuum), constant scalar numbers for simple
media. The electric current J and charge q densities can
be interpreted as the sources of the electromagnetic field
and are interrelated by the continuity equation:

r .J¼ �
@q

@t
ð3Þ

which is implicit in (1) (see MAXWELL’S EQUATIONS article).
From (1) one can also derive a law for the conservation of
electromagnetic energy, the Poynting theorem (see MAX-

WELL’S EQUATIONS article). For our purposes, we just need to
emphasize the Poynting vector, defined as

S¼E�H ð4Þ
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This vector gives the magnitude and direction of power
flow density (watts per square meter).

We will discuss the relations between sources ðJÞ and
fields (E andH) later. For now, we shall only investigate
simple characteristics of the electromagnetic propagation.
In regions of a simple media where no source is present
(i.e., J¼ q¼ 0) the (homogeneous) wave equations below
can be derived from (1) (see MAXWELL’S EQUATIONS article):

r2E�
1

c2

@2E

@t2
¼ 0

r2H�
1

c2

@2H

@t2
¼ 0

ð5Þ

where c¼ 1=
ffiffiffiffiffi
me
p

is the speed of light in the medium (c¼
c0¼ 299,792,458 m/s in vacuum, by definition). From (5)
one can readily show that each Cartesian component of E
and H also satisfies the following homogeneous (scalar)
wave equation

r2c�
1

c2

@2c
@t2
¼ 0 ð6Þ

where c represents one of such components. This wave
equation governs the behavior of c with respect to both
position (x,y,z) and time (t). For simplicity, let us consider a
one-dimensional problem (i.e., with no variation in x or y),
such that (6) simplifies to

@2c
@z2
�

1

c2

@c
@t
¼ 0 ð7Þ

It can be easily verified that a solution to (7) is

c¼ f ðz� ctÞþ gðzþ ctÞ ð8Þ

where f and g are arbitrary real functions [12]. These are
called D’Alembert’s solutions, where f(z� ct) represents an
arbitrary waveform propagating in the positive z direction
with speed equal to c, while g(zþ ct) represents another
waveform with the same speed but propagating in the
negative z direction.

Although (8) represents the solution of an idealized
problem, it illustrates one fundamental property of the
solutions of (6); namely, for unbounded simple media they
represent a wave traveling with the speed of light. In real-
life situations, obstacles (ground, vegetation, human-pro-
duced constructions, etc.) are present and impose addi-
tional constraints (boundary conditions) on the solutions
of (6). In general, the presence of obstacles complicates the
problem and simple analytical solutions can be found only
for simple geometries.

2.1. Time-Harmonic Regime

Most RF and microwave applications deal with time-
invariant linear media [6]. In this case, the use of a
time-harmonic representation is often more convenient
for dealing with electromagnetic wave phenomena. As-
suming a ejot time variation, where o is the angular

frequency, Maxwell’s equations (1) are rewritten as [6]

r�E¼ � joB r .D¼ r

r�H¼Jþ joD r .B¼ 0
ð9Þ

where the functions (of space only) in (9) are now complex
phasor representations of the corresponding quantities in
(1), according to

E¼ReðEejotÞ ð10Þ

Here Re denotes the real part. A similar relation holds for
the other fields (and sources). For simple media and from
(2), the constitutive relations are then

D¼ eE and B¼ mH ð11Þ

The wave equations (5) also assume a simpler represen-
tation [6]:

r2Eþ k2E¼ 0

r2Hþ k2H¼ 0
ð12Þ

known as the (homogeneous) Helmholtz equations, where
k¼o

ffiffiffiffiffi
me
p

is the wave number.
It is useful to define time-average powers when dealing

with time-harmonic fields. For instance, from (4) and the
definition in (10) one can define the complex Poynting
vector

S¼
1

2
E�H� ð13Þ

The real part of the complex Poynting vector is the time
average of S [4]. Equation (13) stresses an important
characteristic of electromagnetic wave propagation. In-
phase components of E and H contribute to ReðSÞ, repre-
senting the power density propagating in the direction of
ReðSÞ [6]. On the other hand, components of E and H in
phase quadrature contribute to the imaginary part of S,
representing a (stationary) reactive power density.

In the time-harmonic regime, (7) becomes

d2C
dz2
þ k2C¼ 0 ð14Þ

where C is the complex representation of c according to
(10). The solution of (14) is

C¼p1ejðkzþf1Þ þp2e�jðkzþf2Þ ð15Þ

Consequently, from (10) and observing that for simple
media k¼o/c, we obtain

c¼p1 cos½kðzþ ctÞþf1� þp2 cos½kðz� ctÞþf2� ð16Þ

which is a particular time-harmonic solution of (7) and (8)
known as a plane wave.
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3. PLANE, TEM, AND STATIONARY WAVES

The plane wave is the simplest solution of the homoge-
neous wave equation. Many important properties of elec-
tromagnetic wave propagation can be inferred from this
fundamental solution. Moreover, an arbitrary electromag-
netic wave in sourceless linear media can be decomposed
in terms of plane waves (e7jkz in one dimension) in a
manner similar to the decomposition of a time-domain
signal in terms of its spectral components ejot [13].

The complex representation of a plane wave in (15)
specifies an amplitude (p) and phase (kzþf). Moreover,
since C represents a Cartesian component of E or H, it
also indicates the orientation (i.e., the polarization) of the
vector field.

The plane-wave solution of C in three dimensions is
written as e�jðkxxþ kyyþ kzzÞ, where kx,y,z/k can be understood
as the cosine directors of the wavefront. By defining the
propagation vector k¼ kxx̂xþ kyŷyþ kzẑz and putting the
components of E and H back together, we arrive at a
more general complex representation for plane waves [6]

E¼E0e�jk . r and H¼H0e�jk . r ð17Þ

where r¼ xx̂xþ yŷyþ zẑz denotes the obervation point, and
amplitudes and phases of each component are incorpo-
rated in the constant complex vectors E0 and H0 (which
also determine the wave polarization). Substituting (17)
into (12), one obtains the characteristic equation or dis-
persion relation (for simple media):

k2¼o2me¼ k2
x þ k2

y þk2
z ð18Þ

The plane-wave relations for E and H in simple media are
obtained by substituting (11), (17), and (18) into (9) with
no sources present

k�E¼omH k .E¼ 0

k�H¼ � oeE k .H¼ 0
ð19Þ

from which one observes that for sourceless simple media
Ampère’s and Faraday’s laws are independent equations.
Actually, this is also true for any wave solution in such
media, which can be inferred from (9) and (11) [6].

Note that kx,y,z can be complex and still satisfy (18).
Consequently, it is useful to regard k as a complex vector

k¼ b–ja ð20Þ

where a and b are real vectors [6]. Since both a and b are
real, they can be interpreted geometrically. Substituting
(20) into (17), one verifies that the plane-wave spatial
variation in complex notation is of the form e�a

. re�jb . r,
representing the variations of the amplitude (first term)
and phase (second one) of the wave as it propagates
through the medium. Consequently, the constant ampli-
tude and phase surfaces are planes (hence the name plane
waves), with a and b pointing to their normal directions,
respectively. If such planes coincide (i.e., ajjb), then the
plane wave is denoted as a uniform plane wave. Other-

wise, it is denoted as nonuniform. Furthermore, b̂b (i.e.,
unit normal vector to the equiphase surface) denotes the
direction of propagation of the plane wave.

For uniform plane waves, one can show from (18) and
(20) that k¼ kk̂k, where k̂k¼ b̂b is the direction of propaga-
tion. Now k has a geometrically defined direction and one
can inspect from (19) that Ampère’s and Faraday’s laws
reduce to

H¼
k

om
k̂k�E¼

1

Z
k̂k�E

E¼
�k

oe
k̂k�H¼ � Zk̂k�H

ð21Þ

where Z¼
ffiffiffiffiffiffiffi
m=e

p
is the intrinsic impedance of the medium

(Z¼ Z0E376.730313O in vacuum). So, a uniform plane
wave has E, H, and k̂k mutually orthogonal to each other
(which is not the case for nonuniform plane waves). Waves
with such characteristics, that is, obeying the relations in
(21), are called transverse electromagnetic (TEM) waves,
the simplest example of which is the plane wave.

3.1. Wavelength and Phase Velocity

For simplicity, let us consider a uniform plane wave
propagating in the k̂k¼ ẑz direction. Consequently,
k . r¼ kz. Since k̂k .E¼ 0, let us further consider
E¼E0e�jkzx̂x with E0¼pejf. Consequently, from (21),
H¼ ðE0=ZÞe�jkzŷy. Note that this is a one-dimensional pro-
blem; specifically, the components of E and H satisfy (14),
with constant amplitude and phase planes perpendicular
to ẑz.

To obtain corresponding expressions in time domain,
we apply the definition in (10):

E¼p cos ðot� kzþfÞx̂x

H¼
p

Z
cos ðot� kzþfÞŷy

ð22Þ

So, for a certain instant of time, the spatial variation of E
and H is sinusoidal with a period equal to l¼ 2p/k, the
wavelength of the electromagnetic wave. Since k¼o/c,
then

l¼
c

f
ð23Þ

where f is the frequency. For such sinusoidal variation,
o/k¼ c is called the phase velocity (vp) of the TEM wave.

3.2. Polarization

In the previous example we have assumed Ejjx̂x, but any
combination between x and y components also satisfies
k̂k .E¼ 0 for k̂k¼ ẑz. In this situation, such components are
said to be orthogonal to each other and their phase and
amplitude relationships describe the nature of the wave
polarization. Wave polarization plays an important role in
RF and microwave systems, as the interaction between
fields and obstacles can strongly depend on it. In principle,
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it is possible to transmit and receive orthogonal polariza-
tions in a communication channel independently, thus
doubling the capacity of the channel. In practice, depolar-
ization effects (partial conversion of energy in one polar-
ization to another) often occur. This effect can cause, for
instance, cochannel interference in wireless communica-
tions. Orthogonal polarizations can also be used in closely
spaced radiolinks to minimize cochannel interference.

According to (21), TEM wave polarization can be
fully characterized by E and k̂k. So, let us assume
E¼ ðpxejfx x̂xþpyejfy ŷyÞe�jkz. Then, from (10), we obtain

E¼px cosðot� kzþfxÞ x̂xþpy cosðot� kzþfyÞ ŷy ð24Þ

If the x and y components are in phase (i.e., fx¼fy), then
(24) can be rewritten as

E¼ ðpxx̂xþpyŷyÞ cosðot� kzþfxÞ ð25Þ

and, for any position and time, E is always parallel to the
plane containing ẑzð¼ k̂kÞ and pxx̂xþpyŷy. Then, the wave is
said to have a linear polarization, as depicted in Fig. 1.
Note that fx¼fy7p also provides a linear polarization.
Now, let us assume that px¼py¼p and fy�fx¼7p/2.
Then, from (24), we have

E¼p½cosðot� kzþfxÞx̂x	 sinðot� kzþfxÞŷy� ð26Þ

and the wave has a circular polarization, as the tip of E
describes a circular helix in space with an axis in the
direction of ẑz. This is depicted in Fig. 2. For k̂k¼ ẑz, fy�

fx¼ p/2 (¼ �p/2) defines a left (right)-hand circular
polarization. For any other combination between fx,fy

and px,py, the wave polarization is elliptical. Finally, from
the discussion conducted here it should be clear that any
circular or elliptical polarization can be decomposed into
two orthogonal linear polarizations with appropriate am-
plitude and phase relations. For pictorial depictions of the
different wave polarizations, the reader is referred to, for
instance, the text by Balanis [14].

3.3. Complex Poynting Vector and Stationary Waves

We will now investigate in further detail the behavior of S
for uniform plane waves.

From (13) and (21) we can verify that for a TEM plane
wave

S¼
jEj2

2Z
k̂k¼

ZjHj2

2
k̂k ð27Þ

indicating that (in a lossless simple media) S is real (i.e., a
pure active power density) and, consequently, the direc-
tion of propagation of a uniform plane coincides with the
direction of energy flux. For instance, in the examples of
Sections 3.1 and 3.2, one immediately observes that
ReðSÞjjẑz.

So, let us now extend the example of Section 3.1 to
investigate the case of a stationary wave, which is de-
scribed here as a superposition of two TEM plane waves
propagating in opposite directions (i.e., k̂k¼ � ẑz)

E¼ Eþ0 e�jkzþE�0 ejkz
� �

x̂x

H¼
1

Z
Eþ0 e�jkz � E�0 ejkz
� �

ŷy
ð28Þ

where H was directly obtained from (21), noting that each
individual wave has its k̂k pointing in the opposite direction
of the other. Substituting (28) into (13), we obtain

S¼
jEþ0 j

2

2Z
�
jE�0 j

2

2Z
þ j
jEþ0 jjE

�
0 j

Z
sinð2kz� fþ þf�Þ

� �
ẑz

ð29Þ

where f7 are the corresponding phases of E�0 . So, (29)
indicates that S has real (corresponding to the net flux of
power density) and imaginary (corresponding to the sta-
tionary reactive power density) parts. This is the case, for
instance, of fields on a transmission line terminated by a
load that does not match the line impedance. If jEþ0 j ¼ jE

�
0 j

the wave of (28) is purely stationary and there is no
average power flux [i.e., Re(S)¼0, that occurs when the
line is terminated, for example, by a short circuit].

py

px

y

z

x

�

�

Figure 1. Snapshot of the electric field vector of a linearly
polarized wave traveling in the z direction.

p
y

z

x

�

�

Figure 2. Snapshot of the electric field vector of a circularly
polarized wave traveling in the z direction.
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4. WAVES AND SOURCES

Until this point, we have focused on wave propagation
through regions of simple media where no source is
present. We shall now present relations describing fields
produced by elementary electric current sources in simple
media. The most common way to accomplish this objective
is by obtaining the so-called Green’s functions. For a
systematic treatment, the reader is referred to Collin’s
text [7] (for guided-wave examples) and Silver’s treatise
[9] (for radiation examples with applications to antenna
theory). The approach adopted here is more restricted and
can be found in most of the Bibliography.

Observing from (1) that r .B¼ 0, one can define the
magnetic vector potential A such that r�A¼B. In
simple media, and after applying the Lorenz gauge condi-
tion given by c2

r �A¼ � @F/@t, where F is the electric
scalar potential, it can be shown that A satisfies a wave
equation as follows [4]:

r2A�
1

c2

@2A

@t2
¼ � mJ ð30Þ

For time-harmonic fields, this equation can be represented
in complex notation as

r2Aþ k2A¼ � mJ ð31Þ

A solution of these equations can be written in a generic
form as [4]

A¼ m
ZZZ

V

Jðr0ÞGðr; r0Þdv0 ð32Þ

where V denotes the volumetric region encompassing
J; r0 and r denote source and observation points, respec-
tively; and Gðr; r 0Þ is the Green’s function. Gðr; r0Þ can be
interpreted physically as the field produced by a point
source, namely, the solution of

r2Gþ k2G¼ � dðr� r0Þ ð33Þ

satisfying the appropriate boundary conditions [4]. For
instance, for bounded sources in unbounded simple media
(free space), it can be shown that

Gðr; r0Þ ¼
e�jkjr�r 0 j

4pjr� r0j
ð34Þ

which is known as the free-space Green’s function.
Furthermore, the time-harmonic electromagnetic field
can be written in terms of A as [4]

H¼
1

m
r�A

E¼ � jo Aþ
1

k2
rðr .AÞ

� � ð35Þ

Use of the Lorenz condition in the derivation of (30) has
an important consequence—one does not need to explicitly
consider the charge densities to obtain the field. That
should come as no surprise, since charges are related to
currents by the continuity equation (3). In the time-
harmonic regime their effects become implicit in (35). In
any event, it is important to mention that (in a classical
sense) gauge conditions other than those due to Lorenz
can be applied [4].

As a simple example, we consider a uniform time-
harmonic electric current distribution over a small seg-
ment (wire) ‘ along the z axis, centered at the origin
(z¼ 0). The length ‘ is assumed very small, such that
‘5l. The electric current flows along ẑz , with a constant
phasor I0 for jzj � ‘=2 (I0¼ 0 for jzj > ‘=2). This source
distribution is called infinitesimal electric dipole. If the
dipole radiates in free space, then the resulting vector
potential A is given by (32) and (34). Since r0 ¼ z0ẑz with
jz0j � ‘=25l, then kjr� r0j � kr and, consequently,
Gðr; r0Þ � e�jkr=ð4prÞ. The integral in (32) can then be
readily evaluated to give [9]

A¼
mI0‘

4p
e�jkr

r
ẑz ð36Þ

where I0‘ is the electric dipole moment. The expressions for
the associated electric and magnetic fields are obtained by
substituting (36) into (35). The result can be easily ex-
tended to arbitrary dipole’s locations and orientations [9].

Note from (35) and (36) that the dipole radiation
depends on the length ‘ multiplied by k, that is, on the
ratio ‘=l (also called the electrical length). Any bounded
source distribution in a simple medium can be written as a
superposition of infinitesimal dipoles. As a result, the
free-space radiation properties of any bounded source
distribution depend on its electrical dimension, namely,
its dimension relative to the wavelength. This is also the
case for scattering by bounded obstacles immersed in
simple media.

We note that the integral (32) is generally difficult to
evaluate except for simple current distributions and sim-
ple Green’s functions (such as the free-space Green’s
function described above).

4.1. Far-Field (Radiation) Region

In free space and for observation points located sufficiently
far away from (bounded) sources, (34) and, consequently,
(32) can be simplified by means of a Taylor expansion on
jr� r0j for small values of jr0j with respect to |r|. By
keeping just the first few terms on this expansion, one
ends up with a simplified relation valid for the so-called
radiation (or far-field) region [9]

A �
m
4p

e�jkr

r

ZZZ

V

J ðr0Þe jkr̂r . r 0dv0 ð37Þ
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where r¼ jrj, in which case relations (35) simplify to

E � �jo½A� ðA . r̂rÞr̂r�

H �
1

Z
r̂r�E

ð38Þ

4.2. Spherical and Cylindrical TEM Wavefronts

A closer look at (37) and (38) reveals some interesting
properties of the far-field radiation of bounded sources in
simple media. The field dependence on the radial distance
r is of the form e–jkr/r. This indicates that the surfaces of
constant phase are concentric spheres and that the field
intensity decays with 1/r. Also, the propagation direction
(normal to the equiphase surface) is r̂r. Furthermore, E, H,
and r̂r are mutually orthogonal. This characterizes a
spherical TEM wave, for which the basic TEM relations
of Section 3 still hold, but now with k̂k¼ r̂r. For instance, a
complex E-field notation of the form E¼pðy;fÞ
ðŷy� jf̂fÞ expð�jkrÞ=r characterizes a spherical TEM wave
with a circular polarization, according to the basic defini-
tions of Section 3.2. For such a wave, the complex Poynting
vector is given by S¼ k̂kjEj2=ð2ZÞ¼ r̂rjpðy;fÞj2=ðZr2Þ, accord-
ing to (27).

Such observations show that the average power density
of a spherical TEM wave decays with 1/r2 in lossless
simple media. This result is also expected from simple
considerations about energy conservation. Since total
radiated power in a lossless medium is conserved and
the spherical area of the wavefront increases with r2, the
power density of the spherical wavefront must decay with
1/r2. Furthermore, note that a spherical TEM wave be-
haves locally as a plane wave when krb1, so that, in free
space, the field close to a receiver antenna located suffi-
ciently far away from the transmitter antenna can be
locally approximated as a plane wave.

Apart from plane and spherical waves, another simple
kind of wavefront is the cylindrical one. It is useful to
picture a cylindrical wave as the field produced by an
infinitely long line current [6]. For observation points far
away from the current axis, the corresponding wavefronts
can be approximated as cylindrical surfaces with a cross-
sectional area that increases linearly with distance (the
cylindrical r-coordinate). Consequently, from considera-
tions on energy conservation, the radiating field decays
with r�1/2 [6]. It can also be shown that such cylindrical
wave is also a TEM field obeying those basic relations of
Section 3, now with k̂k¼ q̂q. Furthermore, for krb1 the
cylindrical wavefront can also be locally approximated as
a plane wave.

4.3. Ray Optics Limit

The discussion in the previous section leads toward the
picture of TEM wavefronts propagating far away from the
radiating sources, with directions of propagation normal
to the corresponding equiphase surfaces. As stressed
previously, distances and dimensions are to be considered
large or small vis-à-vis the wavelength of operation. In the
limit of l-0 or, alternatively, k-N, the electromagnetic

field is expected to behave locally as a TEM wave (i.e., far
away from sources). This is often called the geometric
optics (GO) limit, where diffraction effects are neglected
and a number of simplifications of the nature of electro-
magnetic wave propagation can be made, such as those in
(21) [15].

The GO principles are directly related to the classical
treatment of light. The developments date from ancient
Greece and are intrinsically related to those of Euclidean
geometry [1]. Obviously, such studies were not based on
Maxwell’s equations, but, as expected, the GO principles
can be derived from Maxwell’s equations. The usual start-
ing point for this derivation is to assume a monochromatic
wave (i.e., a time-harmonic field) governed by (12) in
complex notation. Adopting the notation of Section 2.1,
we let C be a Cartesian component of E or H (a function of
position only). Consequently

r2Cþ k2C¼ 0 ð39Þ

From the TEM waves discussed up to here, it can be
assumed, as a first-order ansatz, that [1]

C � pðrÞe�jk0FðrÞ ð40Þ

where p represents the (complex) amplitude variation, F
represents the phase variation with position only, and k0 is
the wavenumber for vacuum. For other simple media one
can define the index of refraction

n¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmeÞ=ðm0e0Þ

p
ð41Þ

such that k¼nk0. In (40), n is accounted for by FðrÞ.
Furthermore, the wavefront is given by the surfaces of
constant FðrÞ (equiphase surfaces). Consequently, the
direction of propagation is k̂k¼rF=jrFj. The equation
that establishes the optical path (trajectory) in terms of
the wavefront properties is accomplished by substituting
(40) into (39) and, in the k0-N limit, assuming that any
variation of p(r) with position is negligible with respect to
that of k0F(r). After some algebraic manipulations, one
arrives at the so-called eikonal equation [1]:

jrFj2¼n2 ð42Þ

This equation can be used to derive Fermat’s principle [1]

Fðr2Þ � Fðr1Þ¼

Z r2

r1

n d‘¼

Z tðr2Þ

tðr1Þ

c dt ð43Þ

where Fðr2Þ � Fðr1Þ is the optical arc length (along the
optical path ‘) between points r1 and r2, as illustrated in
Fig. 3. This principle states that light (or, more precisely,
electromagnetic waves in the GO limit) follows the path
corresponding to the shortest travel time [1]. For simple
media, both n and c are constants, but (43) holds for
inhomogeneous media as well. From (43) one can also
derive the laws of reflection and refraction [1], or establish
approximate trajectories of radiowave propagation
through Earth’s atmosphere [16].
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GO principles are useful (although approximate) tools
for the characterization of electromagnetic wave propaga-
tion not only at optical frequencies but also often at RF
and microwave frequencies. For instance, such approxi-
mation can be used (possibly augmented by small correc-
tions) for characterization of some radio channels at UHF
or higher frequencies [17]. The range of validity of such
approximation can depend on many factors, but it is fair to
say that GO can be used as long as the characteristic
lengths of the problem (obstacle feature sizes, mutual
distances, etc.) are much larger than l.

5. WAVES IN LOSSY AND DISPERSIVE MEDIA

So far, we have considered the propagation of electromag-
netic waves in simple media without losses or dispersion.
This assumption implies that the permittivity and perme-
ability in the constitutive relations (2) and (11) are con-
stant scalar parameters. In general, however, constitutive
relations are not that simple. For example, ferroelectric
and ferromagnetic materials are an example of nonlinear
media, where the constitutive parameters at a point
depend on the field strength at that point [4]. Even
dielectrics can exhibit nonlinear effects under sufficiently
large field strengths (e.g., breakdowns inside capacitors or
transmission lines). On the other hand, crystals present a
well-organized atomic structure, where the field response
is highly dependent on wave polarization. Crystals are an
example of anisotropic materials, where the permittivity
(or permeability) has a tensorial nature [18]. The iono-
sphere is another example of anisotropic medium at radio-
frequencies, although due to very different reasons [4].

Wave propagation on nonlinear or anisotropic media
will not be considered here; The interested reader may
consult Refs. 4 and 18 for further details. We shall con-
tinue to assume simple (linear, homogeneous, and isotro-
pic) media, but now accounting for the presence of losses
(lossy simple media).

In simple media and for a time-harmonic regime, losses
in the medium cause a phase delay between the electric
displacement ðDÞ and the electric field ðEÞ, such that, in
complex notation, we obtain

D¼ eðoÞE¼ ½e0ðoÞ � je00ðoÞ�E ð44Þ

where e0 and � e00 are the real and imaginary parts of the
complex permittivity e, respectively. The negative imagin-
ary part of e indicates the phase delay on D. Here, we still
assume that (11) applies for the magnetic relation, since
for conductors and dielectrics mEm0 at radiofrequencies,
although, in general, a complex permeability of the form
m(o)¼ m0(o)� jm00(o) can also be defined [6].

For dielectrics, the ratio e00/e0 defines the loss tangent,
where tan� 1(e00/e0) is the phase difference between E and D
due to the polarization inertia of the atomic structure
(macroscopic interpretation). For conductors, net free
charges are present and generate a conduction current
Jc whenever an external field is applied. For most con-
ductors, Jc is given by Ohm’s law [4]

Jc¼ sE ð45Þ

where s is the material conductivity of the medium
(approximately constant for frequencies below the infra-
red region). For conductive media, Jc and the correspond-
ing net charge density rc can be subtracted from J and r in
(9), respectively, and Maxwell’s equations in complex
notation can be rearranged in the same form as in (9),
but now with the permittivity replaced by the complex
permittivity of (44), where e0 is the real permittivity and
e00 ¼ s/o [6]. After that, J and r in (9) correspond to the
impressed (external) sources only, as Jc and rc are im-
plicitly taken into account by the complex e.

It is important to note that, once the complex permit-
tivity in (44) is adopted, k¼o

ffiffiffiffiffi
me
p

and Z¼
ffiffiffiffiffiffiffi
m=e

p
are

complex quantities as well. These quantities now depend
on o but are still spatially uniform (for homogeneous
media). Therefore, all the results derived from Maxwell’s
equations (in complex notation) in previous sections still
hold true, except for those where one had to deal with
conjugate or absolute values (i.e., relations regarding
average energy and power densities). For instance, (4) is
still valid, since it is a general definition. However, for a
TEM wave propagating in a lossy simple medium, (27)
must account to the fact that Z is now complex and hence
generalizes to

S¼
jEj2

2Z�
k̂k¼

ZjHj2

2
k̂k ð46Þ

5.1. Wave Attenuation and Frequency Dispersion

One of the important consequences of losses is the at-
tenuation of electromagnetic waves inside the medium. To
illustrate this, we revisit the problem of Section 3.1, where
a uniform plane wave propagates in the ẑz direction, but
now in a lossy simple medium. From (20), and as the wave
is considered uniform, then akbkẑz and, consequently,
k¼ kẑz¼ kk̂k, where k is a complex-valued quantity. So, if
one defines

k¼ b� ja ð47Þ

Wavefront
Optical
path

r2

r1

k

Origin

∧

Figure 3. Wavefront and optical path in the geometric optics
approximation.
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where a and b are nonnegative real quantities, then a¼ ak̂k
and b¼ bk̂k. Such definition is valid for any TEM wave
propagating through a lossy simple medium in the direc-
tion k̂k. The expressions for a and b are obtained from the
definition k¼o

ffiffiffiffiffi
me
p

and (44):

a

b

( )
¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
me0

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
e0 0

e0

� �2
s

� 1

0
@

1
A

vuuut ð48Þ

The plane-wave complex representation of Section 3.1 now
becomes

E¼E0e�aze�jbzx̂x

H¼
E0

Z
e�aze�jbzŷy

ð49Þ

Note that Z is now complex. We observe from (49) that the
phase factor b controls the phase variation with distance,
whereas the attenuation factor a controls the amplitude
attenuation as the wave propagates (i.e., as z increases).
Despite the attenuation effect, the surfaces of constant
amplitude and phase are still planes perpendicular to ẑz,
characterizing a uniform plane wave.

Note that the oscillatory behavior is controlled by e� jbz,
and this factor defines the wavelength and phase velocity,
now represented as

l¼
2p
b

and vp¼
o
b

ð50Þ

To have a better picture of the wave behavior, we apply the
definition in (10) to (49) in order to obtain E in time
domain. Assuming E0¼pe� jf, we obtain

E¼pe�az cosðot� bzþfÞx̂x ð51Þ

So, the picture here is that of a sinusoidal function (with
spatial period l) multiplied by an envelope variation given
by |pe� az|. The field behavior is sketched in Fig. 4 for a
fixed instant of time.

By extending the present analysis to the spherical wave
solution of Section 4.1, one arrives at a field dependence
with the radial distance r according to e� are� jbr/r. The
definitions in (50) still apply in this case. Besides the
original (algebraic) amplitude attenuation caused by the
spherical spreading factor 1/r, the presence of losses pro-
duce an additional (exponential) attenuation factor e� ar.

Equation (48) indicates that both b and a have a non-
linear variation with o, due to e0(o) and e00(o). Conse-
quently, one observes from (50) that vp varies with o, that
is, different frequency components travel at different
phase velocities. This causes the dispersion of an electro-
magnetic wave composed by several frequencies. In RF
and microwave applications, electromagnetic waves often
have a certain frequency bandwidth, and dispersion may
cause waveform distortion as the wave propagates. In
general, losses can significantly decrease the signal-to-
noise ratio (SNR) over RF and microwave links, and need

to be minimized and/or compensated (by using, e.g.,
repeaters through long-distance links).

5.2. Group Velocity

In a dispersive (simple) medium, the phase velocity vp

depends on o. In this case, it becomes necessary to define
the velocity of a wavepacket (i.e., a wave composed by
different spectral components) for vp is no longer ade-
quate. To better understand this aspect, let us assume a
wavepacket composed of two time-harmonic TEM compo-
nents, propagating in a lossy simple medium in the ẑz
direction and with the same linear polarization, such that

E¼ ½p1e�a1z cosðo1t� b1zþf1Þ

þp2e�a2z cosðo2t� b2zþf2Þ�x̂x
ð52Þ

For the sake of simplicity, we assume p1¼p2¼p, f1¼f2¼

0, and small losses, so that a1Ea2E0. Furthermore, we
define oc¼ (o1þo2)/2, such that o1,2¼oc8do, where
do¼ (o2�o1)/2. By so doing, (52) can be rewritten as

E¼ 2p cos oct� ðb2þ b1Þ
z

2

h i
cos dot� ðb2 � b1Þ

z

2

h i
x̂x ð53Þ

which corresponds to the envelope distribution depicted in
Fig. 5. The first cosine (representing, e.g., a carrier with
angular frequency oc) propagates with a velocity equal to
2oc/(b2þ b1). In the limit do-0, (b2þ b1)/2Ebc (where bc is
the phase constant at oc) and, consequently, the carrier’s
velocity tends to the phase velocity at oc. The second
cosine in (53) modulates the amplitude of the carrier (see
Fig. 5) and propagates with a velocity equal to do/db, where
db¼ (b2� b1)/2 corresponds to the variation of b around oc.
We then define the group velocity

vg¼ lim
do!0

do
db
¼

@b
@o

� ��1
�����
o¼oc

ð54Þ

as the velocity of the wavepacket envelope, which can also
be interpreted as the velocity of the signal (information)

Vector Field 

z

vp  = �/�

|pe−�z|

 �

Figure 4. Uniform plane wave propagating in a lossy medium.
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that modulates the carrier. A spectral analysis will de-
monstrate that (54) still holds for more arbitrary but
bandlimited wavepackets propagating through a medium
with little dispersion (i.e., with relatively small variations
of b) [4]. As the wave energy is intrinsically related to the
field strength (amplitude), for bandlimited signals vg is
also defined as the velocity of energy flow [4]. Obviously,
vg¼ vp¼ c for a TEM propagating through a lossless
simple medium. More detailed discussions on wave velo-
cities can be found in Refs. 4 and 5.

6. ELECTROMAGNETIC WAVE INTERACTION WITH
OBSTACLES

6.1. Boundary Conditions

Boundary conditions are needed for the proper solution of
Maxwell’s equations at the interface between two dissim-
ilar media (due to the discontinuity on their physical
properties) or at discontinuous source distributions.

One boundary condition is associated with each one of
(1) [6]. For a time-invariant interface between two regions
1 and 2, the four boundary conditions read as

n̂n� ðE2 �E1Þ¼ 0 n̂n . ðD2 �D1Þ¼ qs

n̂n� ðH2 �H1Þ¼Js n̂n . ðB2 �B1Þ¼ 0
ð55Þ

where n̂n is the unit normal to the interface pointing
toward region 2 and Js and qs denote surface (or line)
current and charge distributions over the interface, re-
spectively. In (55), the field components are evaluated
right next to each side of the interface, at region 1 or 2,
respectively. In the time-harmonic regime, the complex
representation of the boundary conditions have the same
form as (55). If both regions represent simple media, then

(11), (44), and the complex representation of (55) gives

n̂n� ðE2 � E1Þ¼ 0 n̂n . ðe2E2 � e1E1Þ¼ rs

n̂n� ðH2 �H1Þ ¼Js n̂n . ðm1H2 � m1H1Þ¼ 0
ð56Þ

where mj and ej refer to region j (j¼ 1, 2).
In simple media and if no surface currents or charges

are present at the interface, both (55) and (56) indicate
that the tangential (to the interface) components of the
electric and magnetic fields must be continuous across the
interface, and these are the only boundary conditions that
must be imposed for the proper wave solution, as at
regions of a simple medium without sources only Fara-
day’s and Ampère’s laws are needed [6]. A particular case
of interest is that at the interface of a perfect electric
conductor, which will be discussed in Section 6.3.

6.2. Reflection and Refraction of Plane Waves

The plane-wave reflection and refraction at a planar
interface is a canonical problem in electromagnetic wave
theory and provides many useful insights into the beha-
vior of waves in the presence of more general obstacles
[19–22]. Consider a plane interface between two simple
media (lossy or not), characterized by their (complex)

z

Vector Field Envelope 

vp

vg  

Figure 5. Group and phase velocities for a wave with two
spectral components with distinct frequencies.
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Figure 6. Plane-wave incidence on a plane interface: (a) perpen-
dicular and (b) parallel polarizations.
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permeabilities (m1 and m2) and permittivities (e1 and e2), as
shown in Fig. 6. An incident plane wave (index i) impinges
on the interface from medium 1, generating a reflected
plane wave (index r), propagating back into medium 1,
and a transmitted plane wave (index t) into medium 2. The
exact reflected and transmitted energies of the corre-
sponding waves depend on the media properties and on
the direction of propagation and polarization of the
incident wave.

Any arbitrary polarization can be decomposed into two
linear and orthogonal ones in simple media (see Section
3.2). For the present analysis, the most commonly used are
the perpendicular (no E-field component normal to the
interface) and parallel (no H-field component normal to
the interface) linear polarizations, as depicted in Figs. 6a
and 6b, respectively. The formulas to be presented are
valid for any incident plane wave, uniform or not. Accord-
ing to the discussion in Section 3, the geometric inter-
pretation illustrated in Fig. 6 (i.e., with real-valued y
angles) is valid only for uniform waves. Depending on
the case, some y angles may come out complex, indicating
that the corresponding plane wave is nonuniform. In any
event, Fig. 6 is indeed useful for establishing the tangen-
tial (and normal) components of the fields at the interface,
necessary for the application of the pertinent boundary
conditions and, consequently, the solution of the problem.
For uniform waves, Fig. 6 also provides a nice picture of
the problem.

We will assume a time-harmonic regime (i.e., mono-
chromatic waves) and use the complex phasor notation.
According to (19), we can assume, without loss of general-
ity, that the incident propagation vector ðkiÞ has no
component in the ŷy direction. The boundary conditions
will further prove that the same occurs for the reflected
ðkrÞ and transmitted ðktÞ propagation vectors. With that
we can define the xz plane in Fig. 6 as the plane of
incidence. For uniform plane waves, that is in conformity
with Fermat’s principle; specifically, the trajectories are
rectilinear (in simple media) and corresponding to the
least travel time (see Section 4.3).

Starting with the perpendicular polarization and with
the help of (17) and Fig. 6a, we define the electric fields of
the plane waves as

Ei¼E0e�jki
. rŷy

Er¼G?E0e�jkr
. rŷy

Et¼T?E0e�jkt
. rŷy

ð57Þ

where G> and T> are Fresnel’s reflection and transmis-
sion coefficients for the perpendicular polarization, respec-
tively, relating the amplitude and phase of the
corresponding field to those of the incident one. The
propagation vectors are written as

ki¼ k1ðsin yi x̂xþ cos yi ẑzÞ

kr¼ k1ðsin yr x̂x� cos yr ẑzÞ

kt¼ k2ðsin yt x̂xþ cos yt ẑzÞ

ð58Þ

where kj¼o ffiffiffiffiffiffiffiffimjej
p

(with j¼1,2). Note that (58) is in agree-
ment with (18). From (19), (57), and (58) one immediately
obtains the H-field expressions, observing that
Z¼ Zj¼

ffiffiffiffiffiffiffiffiffiffi
mj=ej

q
with j¼ 1 for the incident and reflected

waves and¼ 2 for the transmitted wave.
Enforcing the boundary conditions (i.e., the continuity

of the tangential E- and H-field components) at the inter-
face plane z¼ 0, one comes up with Snell’s law

k1 sin yi¼ k1 sin yr¼ k2 sin yt ð59Þ

and also with

G? ¼
Z2 cos yi � Z1 cos yt

Z2 cos yiþ Z1 cos yt

T? ¼
2Z2 cos yi

Z2 cos yiþ Z1 cos yt

ð60Þ

Snell’s law (59) comes from the matching of the phase
variation of the fields at the interface. For a uniform
incident wave (with a real-valued yi), (59) imposes that
yr¼ yi (i.e., the reflected wave is also uniform), which is the
law of reflection known for centuries in optics and in
conformity with Fermat’s principle [1]. The Snell law for
refraction is given by the second equality in (59), which
can be rewritten with the help of (41)

n1 sin yi¼n2 sin yt ð61Þ

where n1,2 are the indices of refraction at regions 1 and 2,
respectively. Equations (59) and (61) provide the value of
yt with respect to yi and the physical properties of the
medium. If one obtains a complex-valued yt, this indicates
simply that the transmitted wave is nonuniform. That
may happen even for a uniform incident wave if losses are
present in one of the media (resulting in a complex index
of refraction) or at total reflection.

The analysis of the parallel polarization follows along a
line similar to that of its perpendicular counterpart and a
comparison between Figs. 6a and 6b provides the neces-
sary insights. After enforcement of the boundary condi-
tions at the interface, one comes up with (59) and (61) once
more (i.e., Snell’s law is valid for any plane-wave polari-
zation) and

Gjj ¼
Z2 cos yt � Z1 cos yi

Z2 cos ytþ Z1 cos yi

Tjj ¼
2Z2 cos yi

Z2 cos ytþ Z1 cos yi

ð62Þ

which are the Fresnel’s reflection and transmission coeffi-
cients for the parallel polarization, respectively.

For simplicity, we shall assume next that both media
are lossless simple dielectrics (i.e., m1Em2Em0 and real-
valued e1 and e2) and that the incident plane wave is
uniform (yi is real). The incidence is defined external if
e24e1 (e.g., the incidence of a radiowave on ground in a RF
link). For real-valued yt, (61) provides that ytoyi for
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external incidences. Otherwise, the incidence is internal
(e.g., a refraction from water into air).

The behavior of |G| and |T| with respect to yi is
sketched in Figs. 7a and 7b for external and internal
incidences, respectively. From the figures one observes
two particular angles of incidence: the Brewster (or polar-
izing) angle yB, for which jGkj ¼ 0, and the critical angle yC,
such that, at internal incidence and for yiZyC, |G|¼ 1 and
total reflection occurs. For lossless and simple media, the
Brewster angle just occurs for the parallel polarization [1].
Its value can be determined from (61) and (62) by setting
Gk ¼ 0:

tan yB¼
n2

n1
ð63Þ

If losses are present, then Gk is complex and jGkj ¼ 0 is
never met for any yi. Instead, |G8| passes through a
minimum, and that defines an effective Brewster angle.
In any event, one can infer from Fig. 7 that |G8|r|G>|

for 0oyiop/2. For this reason, polarizing glasses are
designed to block horizontally polarized light reflected by
the ground. For this reason also, vertically polarized RF
waves are preferred when attempting to obtain a uniform
coverage of a urban cell in mobile communications at UHF
(due to reflections from vertical buildings).

In lossless simple media, the critical angle yC occurs
just at internal incidence. This is established from (61)
and from the fact that n14n2 for internal incidence,
yielding yt4yi for yiryC with yt¼p/2 when yi¼ yC by
definition. Besides, yt becomes complex for yCoyirp/2,
indicating that the transmitted wave is nonuniform for
incidence angles greater than yC. The primary conse-
quence is |G|¼ 1 for yiZyC, as depicted in Fig. 7b.

To better understand the behavior of the transmitted
wave at total reflection, let us recall the propagation
vector kt of (58). For the present scenario and from (59)
one will verify that the x component of kt is real-valued
while its z component is purely imaginary, such that the
transmitted wave propagates along the x̂x direction while
its intensity dies off exponentially from the interface. So,
the transmitted wave is strongly localized near the inter-
face and propagates parallel to it, characterizing a surface
wave. Also, if one obtains the E- and H-field compo-
nents—with the help of (21) and (58)—and substitutes
them into (13), it will be shown that the complex Poynting
vector has a purely imaginary ẑz component and, conse-
quently, there is no average flux of active (real) power
through the interface (i.e., the incident power is totally
reflected by the interface). In practical situations, losses
will prevent such idealized conditions from occuring and a
(small) amount of energy will eventually be transmitted
through the interface [4]. The critical angle and the
consequent total reflection helps in providing a nice
picture of how light is guided throughout an optical
fiber [23].

6.3. Waves on Good Electric Conductors

The equations of Section 6.2 can also be used to investi-
gate the behavior of a plane wave incident on the surface
of a good electric conductor. Let us assume that region 1 in
Fig. 6 is a lossless simple medium (i.e., m1 and e1 are real-
valued constants), while region 2 is a good conductor, in
which case m2Em0 and e2 is complex and according to (44).
By definition, for good conductors sboe, such that
e2E� js/o for our purposes, where s is the conducti-
vity of region 2. Consequently, k2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�jm0s=o

p
and

Z2 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jom0=s

p
.

Applying such definitions to (59), one should observe
that yi¼ yr, as expected, and that ytEp/2 as s-N. Be-
sides, from (58) it is verified that kt � k2ẑz �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�jm0s=o

p
ẑz.

So, we come to the conclusion that the transmitted plane
wave tends to behave as a uniform one inside the good
conductor, propagating in the direction normal to the
conductor’s surface. The corresponding amplitude factor
a2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðm0sÞ=ð2oÞ

p
has a considerably large value, so that

the field intensity dies off very rapidly away from the
surface (tending to zero when s-N, as expected). Thus, a
skin depth (d) is defined as the propagation distance
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needed for the field intensity to decay by e�1, namely,
d¼1=a2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2oÞ=ðm0sÞ

p
.

As a consequence, Et is highly concentrated nearby and
parallel to the surface. So, from (45) we end up concluding
that there will be a volumetric conduction current highly
concentrated nearby and flowing parallel to the conduc-
tor’s surface. In the limit of a perfect electric conductor
(i.e., s-N), such a current behaves as a surface one ðJsÞ,
in which case (55) and (56) apply with null fields inside
region 2 (note that n̂n¼ ẑz in Fig. 6).

It is interesting to stress that the results presented
here are valid for any angle of incidence yi and for any
wave polarization. So, according to the discussion in the
beginning of Section 3, the results are valid for any
electromagnetic wave impinging on the surface of a good
electric conductor.

The limiting case of a perfect electric conductor is not
useful just for good conductors. As an example, let us
assume an horizontally polarized radiowave propagating
over ground and at grazing incidence (i.e., with yi-p/2,
which is generally the case in a long-distance UHF radi-
olink). This corresponds to a perpendicular polarization
and, according to (60), G>-� 1. Note also from (60) that
G>-� 1 as well for incidences on a good electric conduc-
tor, as |Z2|-0 in this case. So, it is often used to
approximate the ground as a perfect (or good) electric
conductor to simplify the analysis [16]. For vertical polar-
ization the approximation to be adopted also depends on
other factors (such as the value of yB) [16].

6.4. Scattering and Diffraction

The scattering of an electromagnetic wave by an arbitrary
obstacle is a difficult problem to solve using purely analy-
tical techniques. Usually, numerical methods are em-
ployed. Among these, one can cite the method of
moments [24], the finite-element method [25], and the
finite-difference time-domain method [26].

However, if the incidence wave is locally TEM and if the
obstacle is immersed in a simple medium and has a
smooth surface, the concepts discussed in Sections 4.3
and 6.2 can be adopted (as approximations), to the extent
that the obstacle’s dimensions are large compared to the
wavelength. Corrections to account for the curvatures of
the incident wavefront (in case it is not a plane wave) and
of the obstacle surface can be derived from GO principles
and included in G of (60) and (62), according to the wave
polarization [15,27]. The procedure is then conducted by
tracing rays from the transmitter point to the receiver,
such that any reflection on the obstacle must obey Fer-
mat’s principle, according to which the trajectories are
rectilinear (in simple media) and yi¼ yr with respect to the
surface’s normal. The difficulty of such technique gener-
ally appears in the determination of the specular points
(where reflection occurs) over the surface of the obstacle.

If the obstacle presents curvature discontinuities (such
as, e.g., at the edge of a wedge or at the border of a reflector
antenna), then the propagation mechanisms associated
with the incidence on such regions is classified as a
diffraction (as the diffraction of a laser beam by a metallic
slit). Asymptotic (in the sense of k-N) techniques based

on the geometric theory of diffraction (GTD) can be applied
to account for diffraction [27]. Such techniques are also
based on ray tracing and can be accommodated together
with GO principles to characterize the wave propagation
through regions with several obstacles, such as a urban
scenario in mobile communications [18].

7. GUIDED WAVES

Electromagnetic waves can propagate either in open space
or through guiding structures such as transmission lines
and waveguides. The choice of transmission lines depends
on characteristics such as frequency of operation, band-
width, power-handling capability, and losses. Some of the
most usual transmission lines are two-wire lines, coaxial
cables, rectangular and circular waveguides, microstrips,
and striplines. These structures are discussed in more
detail elsewhere in this encyclopedia in the article titled
HIGH FREQUENCY TRANSMISSION LINES.

Some authors employ the waveguide denomination for
guiding structures that allow propagation only of trans-
verse electric (TE) and/or transverse magnetic (TM) waves,
as described below, while the term transmission lines is
used for guiding structures that allow propagation of TEM
waves as well. Other authors use these terms interchange-
ably, as we will do here. We discuss TE and TM waves
next.

7.1. TE and TM Waves

We will assume that the waves are guided in the
z direction. TE and TM waves are a class of solutions of
Maxwell’s equations. As we are looking for propagating
fields, their z dependence will be assumed on the form
e�jkzz. In this case, the transverse components of the
electric and magnetic fields can be written as [20]

Et¼
1

k2 � k2
z

½�jomðrtHzÞ� ẑz� jkzrtEz�

Ht¼
1

k2 � k2
z

½joeðrtEzÞ� ẑz� jkzrtHz�

ð64Þ

where rt stands for the transverse (to the z direction)
portion of the r operator. The electric field of the TE
component is entirely transverse (Ez¼ 0), while the mag-
netic field has a longitudinal component (Hza0). From
(64), the TE field is given by Hz and the corresponding
transverse components Et and Ht. On the other hand, the
magnetic field of the TM component is entirely transverse
(Hz¼ 0), while the electric field has a longitudinal compo-
nent (Eza0). From (64) the TM field is given by the
longitudinal electric field Ez and the corresponding trans-
verse components.

TE and TM waves are supported by waveguides con-
taining one or more perfect conductors and a homoge-
neous dielectric. In this case, each wave (or mode) satisfies
the boundary conditions at the waveguide walls, and these
waves are decoupled from each other. A useful example of
such structure is the rectangular waveguide, formed by
four metallic walls (perfect conductors), as shown in Fig. 8.
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In general, a rectangular waveguide may be empty inside
or loaded, that is, partially or completely filled with a
dielectric. We will consider homogeneous (i.e., empty or
completely filled with a uniform dielectric) rectangular
waveguides next.

For TE modes (also known as H modes), the long-
itudinal component Hz(x,y,z) is given by the solution of
the scalar wave equation that satisfies the appropriate
boundary conditions at the four metallic walls (in this
case, @Hz/@n¼ 0)

Hz¼H0 cos
mpx

a

� �
cos

npy

b

� �
e�jkzz ð65Þ

where kz¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � ðmp=aÞ2 � ðnp=bÞ2

q
, m¼ 0,1,2y, n¼

0,1,2y (but not m¼n¼ 0). The transverse components
of the electric and magnetic fields can be obtained directly
from (64). These modes are denoted TEmn, in reference to
the indices m and n of (65). According to the frequency of
operation, the TEmn modes may propagate or not inside
the waveguide. A propagating mode is characterized by a
real kz. The parameter kz is real only if k24(mp/a)2

þ

(np/b)2. Otherwise, the mode is evanescent (exponentially
decaying). The threshold frequency (where kz¼ 0) is called
cutoff frequency and is given by

fmn¼
1

2
ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

a

� �2
þ

n

b

� �2
r

ð66Þ

For TM modes (also known as E modes), the longitudi-
nal component of the electric field is obtained from the
solution of the scalar wave equation satisfying the bound-
ary conditions at the four metallic walls (in this case,
Ez¼0)

Ez¼E0 sin
mpx

a

� �
sin

npy

b

� �
e�jkzz ð67Þ

where m¼ 1,2y, n¼ 1,2y, and kz is the same as above.
The transverse components of the fields are obtained by
substituting (67) into (64). Again the TMmn modes propa-
gate only for frequencies above the cutoff frequency fmn

given by (66).

Assuming that a4b, the first mode that propagates
(i.e., the one with smallest cutoff frequency) is the TE10,
which is called the dominant (or fundamental) mode.
Usually, waveguides are designed to operate in a fre-
quency range where only the dominant mode can propa-
gate. This avoids intermodal dispersion [7] that results
from the different phase velocities of two or more propa-
gating modes. Note that if the waveguide is filled with a
lossy dielectric, the modes are attenuated even above
cutoff.

Mathematically, TE and TM modes are orthogonal
to each other and form a complete set. This means that
any field distribution inside the waveguide can be repre-
sented as a superposition of TE and TM modes
[7]. However, when the finite conductivity of the metallic
walls are considered, this orthogonality is no longer valid,
and the modes become coupled. Also, when the dielectric
is not homogeneous, the propagating modes become
a combination of TE and TM fields, also called hybrid
modes [7].

7.2. Surface and Leaky Waves

Surface waves were introduced in Section 6.2, under
the condition of total internal reflection. This type of
wave exhibits an exponential decay away from a guiding
interface, while propagating in a direction parallel to it.
Such a wave is also supported by dielectric waveguides,
where no conductor is needed to guide the fields. A simple
example of this kind of waveguide is the dielectric slab
waveguide, formed by a dielectric layer (infinite in x̂x and ẑz
directions), surrounded by air, as shown in Fig. 9. In the
air, surface-wave modes are evanescent, and there is no
average power flow from the dielectric to the air. TE and
TM modes can be obtained for dielectric waveguide by
following a procedure similar to the one described in
Section 7.1 [6]. For TE and TM modes, there is also a
possibility of even and odd modes. For example, even TM
modes are given by [6]

Ez¼

Ed cosðbyyÞe�jkzz for jyj �
d

2

E0e�ayjyje�jkzz for jyj 
d

2

8
>><

>>:
ð68Þ

The associated transverse field components are obtained
by substituting (68) into (64). The characteristic equations
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Figure 8. Rectangular waveguide geometry.
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Figure 9. Dielectric slab waveguide.
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in the dielectric and in air are given by k2
z þ b2

y ¼o2m0ed

and k2
z � a2

y ¼o2m0e0. The boundary conditions at the
dielectric interfaces provides the relation between
the amplitudes ½Ed cosðbyd=2Þ¼E0e�ayd=2� and require
that [6]

by cot
byd

2
¼
�ayed

e0
ð69Þ

which is the transcendental equation for kz, and conse-
quently by and ay. Multiple solutions of this transcenden-
tal equation are often identified by a subscript n (TMn

mode).
These modes present surface waves properties when ay

is real and positive. The cutoff frequency of the TMn mode
is the lowest frequency for which it propagates with no
attenuation ½ay¼ 0; by¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0ðed � e0Þ

p
�. In this case, (69)

results in

fn¼
n

2d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0ðed � e0Þ

p ;with n¼ 1; 3; 5; . . . ð70Þ

For frequencies below the cutoff, the power is no longer
confined within the dielectric, and part of it is radiated
into air. As a consequence of this radiation loss, the modes
propagate with attenuation, having complex kz¼ bz� jaz.
This kind of wave is called a leaky wave [7]. A simple
interpretation of these waves comes from the plane-wave
expansion of a field within the dielectric. As mentioned
earlier, any field can be written as a superposition of
plane waves in a sourceless linear medium. From the
dielectric interface problem, it is known that the plane
waves with incidence angles above the critical angle will
be totally reflected back to the dielectric, forming a sur-
face wave. But those plane waves with incidence angles
below the critical angle will be refracted into the air
(radiation), forming a leaky wave. Odd TM modes and
both even and odd TE modes can be obtained similarly,
and present the same properties as described for even TM
modes.

An important example of dielectric waveguide is the
optical fiber [23], which is extensively used in long-dis-
tance and high-bandwidth communications. An optical
fiber is formed by a dielectric rod, called core, and one or
more surrounding cylindrical dielectric layers, called
claddings. In the simplest format, only one cladding is
used. Usually the refraction index of the core is slightly
above that of the cladding, allowing the propagation
of surface waves. When the refraction index of the core
is constant, the configuration is known as a stepped-index
fiber. Otherwise, it is known as a graded-index fiber.
The modes that propagate in the fiber are, in general,
hybrid (combination of TE and TM), and the domi-
nant mode is called the HE11 mode, with no cutoff
frequency [23].

8. COHERENT AND INCOHERENT WAVES

Electromagnetic waves can also be classified as coherent
or incoherent [1]. Coherent waves have definite phase

fronts (for each wavelength), while incoherent waves do
not. Coherent waves are produced by sources that emit
energy through a collectively dependent process such as
antennas. Most electromagnetic waves produced by syn-
thetic devices at RF and microwave frequencies are co-
herent, as we have been considering here. Lasers are also
an example of coherent wave sources.

On the other hand, incoherent waves result from the
radiation of many collectively independent sources. In this
case, the wavefront is not well defined and random phase
fluctuations occur across space (spatial incoherence) and
with varying wavelengths at random intervals (temporal
incoherence). Incoherent sources include most natural
sources of radiation such as the sun, light from fluorescent
lamps and lightbulbs, and LEDs (light-emitting diodes). In
general, electromagnetic waves exhibit some partial de-
gree of coherence. As such, this classification corresponds
to two ideal extremes. In reality, electromagnetic waves
are at most highly incoherent (in one extreme) or mostly
coherent (in the other extreme).

9. FURTHER REMARKS

In this article, we have focused mainly on classical
aspects of electromagnetic wave propagation in simple
media. For the vast majority of RF and microwave appli-
cations, this classical description is sufficient. However,
the detailed interaction and propagation of electromag-
netic waves in material media, including molecular and
atomic effects, depends on quantum aspects that are not
covered by a strictly classical description. The theory
of electromagnetic interaction that takes into account
the laws of quantum mechanics is called quantum
electrodynamics (QED) [28,29]. The development
of QED was the basis for the 1965 Nobel Prize in Physics,
shared by Tomonaga (1906–1979), Schwinger (1918–
1994), and Feynmann (1918–1988), who followed earlier
developments by Dirac (1902–1984). When averaged
at a macroscopic level, QED reduces to Maxwell’s equa-
tions augmented by phenomenological equations that
can be expressed in terms of macroscopic constitutive
laws.

As a final side remark, it should also be noted here that
Maxwell’s equations in their classical form are invariant
to Lorentz transformations [30] and already incorporate
special relativity. Indeed, the need to preserve the form of
Maxwell’s equations in any nonaccelerated frames of
reference (special relativity principle) was a major moti-
vation to the development of special relativity theory by
Einstein [31].
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ELECTROMAGNETIC WAVE SCATTERING

RANDALL L. MUSSELMAN

USAF Academy
Colorado Springs, Colorado

1. TYPES OF ELECTROMAGNETIC SCATTERING

Fundamentally, there are three types of electromagnetic
scattering mechanisms: reflection, refraction, and diffrac-
tion. These scattering mechanisms can radiate specularly
or diffusely. Specular scattering, caused by electrically
large flat objects, means that electromagnetic reradiation
travels in parallel rays. Diffuse scattering, caused by ir-
regular or electrically small objects, means that the elec-
tromagnetic reradiation spreads as it propagates away
from the scattering object.

1.1. Specular Scattering

Of the three fundamental scattering mechanisms, the
most familiar are specular reflection and refraction. If
any corners or bends that exist at the boundary are very
gradual compared to the wavelength of the incident field,
then the boundary tends to cause specular scattering. Op-
tical scattering is often assumed to be specular because
most obstructing bodies that are smooth are electrically
large compared to optical wavelengths. Specular scatter-
ing can be modeled with the specular law of reflection and
Snell’s law of refraction.

1.1.1. Reflection. A familiar example of specular reflec-
tion is the common reflection of a visible image in a mirror,
since the dimensions of the mirror would be huge com-
pared to the wavelength of visible light. Other examples
are the radar return from a large flat target, cellular tele-
phone multipath from a water tower, or a parabolic dish
used to reflect microwave energy to the antenna at its fo-
cal point. The ratio of the reflected electric field Er, to the
incident electric field Ei, is called the reflection coefficient:

G¼
Er

Ei
ð1Þ

If the electric field in Fig. 1 is parallel to the plane of
incidence containing all three propagation paths (i.e., in-
cident, reflected, and transmitted paths), then it is has
parallel polarization. When the electric field is perpendic-
ular to the plane of incidence (the x–z plane in Fig. 1), then
it has perpendicular polarization. The reflection coeffi-
cients for parallel and perpendicular polarizations are

Gjj ¼
Z2 cos yt � Z1 cos yi

Z2 cos ytþ Z1 cos yi
ð2aÞ

G? ¼
Z2 cos yi � Z1 cos yt

Z2 cos yiþ Z1 cos yt
ð2bÞ
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where Z¼ ðm=eÞ1=2 is the intrinsic impedance for each me-
dium.

1.1.2. Refraction. The energy that is not reflected from
the electrically large boundary is transmitted through the
boundary. The ratio of the transmitted field strength to
the incident field strength is called the transmission coef-
ficient:

t¼
Et

Ei
ð3Þ

The transmission coefficients for parallel and perpen-
dicular polarizations are

tjj ¼
2Z2 cos yi

Z2 cos ytþ Z1 cos yi
ð4aÞ

t? ¼
2Z2 cos yi

Z2 cos yiþ Z1 cos yt
ð4bÞ

Equations (2) and (4) are known as Fresnel’s equations.
In the process of propagating from one electrical medi-

um to the next, the speed of propagation changes. This
change in speed causes a change in the propagation angle
at the boundary, known as refraction. This phenomenon is
commonly seen with visible light at the surface of a calm
pool of water. The fact that an object extending from the
air into the water appears bent is due to the increase in
the propagation velocity of light as it leaves the water and
enters the air. This phenomenon can be modeled with
Snell’s law of refraction.

1.2. Diffuse Scattering

The laws for specular scattering are valid only for electri-
cally large scattering bodies. If the object causing the elec-

tromagnetic scattering is small compared to the
wavelength of the incident electromagnetic field, the in-
duced currents would tend to radiate around the contour
of the object, creating diffuse scattering. Unlike specular
scattering, diffuse scattering results when the electromag-
netic energy spreads outward as it radiates from the scat-
tering object. The smaller the object, the more the energy
will spread as it reradiates.

A simple example of diffuse scattering is an electro-
magnetic field incident on a very thin cylindrical conduc-
tor of length L along the z axis. At frequencies at or below
the microwave region of the electromagnetic spectrum
(fr20 GHz), a thin copper wire will have an electrically
small radius. A first approximation is to assume that the
cylinder is a uniform line source [1], with a current dis-
tribution of

IðzÞ ¼
I0ejb0z � L

2 ozo L
2

0 elsewhere

(
ð5Þ

assuming that the source of the incident field is sufficient-
ly far away that the induced current magnitude is approx-
imately constant across the entire cross section and along
the length of the wire. The phase angle b0z along the
length of the wire, is a result of the angle of incidence,
where b0 is the phase shift per unit length along the wire.
The scattered or reradiated field from this wire is similar
to the field radiated from a wire antenna and will radiate
as

E¼ jom
e�jbr

4pr
sin y

Z L=2

�L=2
I0ejb0z ejbz cos y dz ð6Þ

The radiation pattern of this scattered field is of the
form ðsin uÞ=u, where u¼ ðb0þ b cos yÞL=2. The total field
around the wire is the superposition, or vector sum at each
point in space, of the scattered field and the original inci-
dent field that would have existed without the wire
present. The scattered field added to the incident field
creates a pattern with constructive reinforcement in some
directions, and destructive cancellation in other direc-
tions. This is the function of the passive elements found
on the Yagi–Uda antenna, common in television and other
VHF and UHF communications.

In the Yagi–Uda antenna, only one set of elements is
active. A half-wavelength dipole antenna usually makes
up the active (or driven) element. The other elements are
simply conductive cylinders or wires that reradiate some
of the energy incident on them from the active element.
Depending on the relative lengths of these passive ele-
ments, each of their re-radiated fields will add to the in-
cident field of the active element, to create an overall
pattern of power flow [2]. This focusing of energy is called
directivity or antenna gain. Other forms of diffuse scatter-
ing by electrically small bodies are not so intentional.

1.3. Diffraction

Another form of scattering that cannot be accounted for by
reflection or refraction is diffraction. For electrically large

x

Ei

θt

θi

θr

Et

Ht

Er

Hr

Hi

z

µ1, ε1, σ1

µ2, ε2, σ2

Figure 1. Illustration of Snell’s law. A plane-wave electromag-
netic field obliquely incident onto a plane boundary, separating
medium 1 (m1,e1,s1) from medium 2 (m2,e2,s2). A reflected field and
a transmitted field scatter from this discontinuity in electrical
constants.
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scattering bodies, diffraction appears to occur at geometric
discontinuities such as edges and corners. A first approx-
imation is that currents induced only at these discontinu-
ities reradiate electromagnetic energy. Diffraction is the
scattering mechanism that accounts for radiation filling in
the region that would have been completely blocked (shad-
owed) by an opaque obstruction.

Diffraction and reflection are important scattering
mechanisms in communications. Whether in an urban or
rural environment, a cellphone user will rarely have di-
rect line of sight to the cell base station. Often, the com-
munication link can be established only by energy
reflecting off of a nearby building, or energy diffracted
around a building or over a hill. Since these obstructions
are typically electrically large, ray tracing techniques,
which incorporate the laws for specular reflection and dif-
fuse diffraction at edges, are often used to model the prop-
agation characteristics of the communication channel.

2. THE LAWS OF SPECULAR REFLECTION AND
REFRACTION

In many applications, an electromagnetic field can be as-
sumed to be a plane wave. A plane wave is a convenient
approximation amounting to the assumption that the elec-
tromagnetic field does not vary over the plane perpendic-
ular to the direction of propagation. This approximation is
similar to assuming that over small geographic areas, the
planet Earth is flat. For wave propagation, this assump-
tion is valid for a small observation area at a great dis-
tance from the source of a spherically propagating wave.

Figure 1 shows a plane-wave electromagnetic field in-
cident on a boundary in the x–y plane. The generalized
electric field will have components in the x, y, and z direc-
tions, that is

E¼ ðx̂xExþ ŷyEyþ ẑzEzÞe
�jbðsin yxþ cos yzÞ ð7Þ

where b¼oðmeÞ1=2 is the phase constant or wavenumber in
units of radians per meter, m is the permeability in henries
per meter, and e is the permittivity of the material in far-
ads per meter. Imposing the tangential boundary condi-
tion for the electric field, the sum of the tangential
components of the incident and reflected fields must equal
that of the transmitted field [3–5]:

ðx̂xEi
xþ ŷyEi

yÞe
�jb1 sin y1xþ ðx̂xEr

xþ ŷyEr
yÞe
�jb1 sin yrx

¼ ðx̂xEt
xþ ŷyEt

yÞe
�jb2 sin ytx

ð8Þ

This equality can be true for all x only when the expo-
nents, or phases, are equal:

b1 sin yix¼ b1 sin yrx¼ b2 sin ytx ð9Þ

Equation (9) proves the well-known specular law for re-
flection, namely

yi¼ yr ð10Þ

which simply states that the angle of reflection equals the
angle of incidence. Equation (9) also leads to Snell’s law of
refraction:

sin yi

sin yt
¼

m2e2

m1e1

� �1=2

ð11Þ

For most materials, the permeability is the same as that
of free space, m¼ m0. Assuming m1¼ m2, Eq. (11) reduces to
n1 sin y1¼n2 sin y2, where n¼ ðerÞ

1=2 is the index of refrac-
tion and er is the relative permittivity or dielectric con-
stant.

3. ELECTROMAGNETIC THEOREMS

Few electromagnetic scattering problems lend themselves
to the simple application of the laws of reflection and re-
fraction. To develop more sophisticated analysis tools, a
discussion of some basic electromagnetic theorems will be
useful.

3.1. Uniqueness Theorem

Knowledge of the sources (currents) induced on the sur-
face of a scattering body S enables unique solutions of the
fields reradiated by those induced sources. Conversely, the
known fields allow a unique calculation of the induced
sources. The electric field E and magnetic field H are
uniquely determined if [6,7]

1. n̂n� ~EE, the tangential component of E, is specified
on S.

2. n̂n� ~HH, the tangential component of H, is specified
on S.

3. n̂n� ~EE is specified on part of S, and n̂n� ~HH is specified
on the remaining part of S.

3.2. Induction Theorem

In general, sources, such as conduction, displacement, and
polarization currents, are induced at electrical disconti-
nuities in the medium through which the incident field is
propagating. Figure 2 shows a typical discontinuity rep-
resented by region 2. Region 2 represents a scattering
body of material consisting of a permittivity e, permeabil-
ity m, and conductivity s, different from those of the sur-
rounding region 1. Region 2 is bounded by a surface S.
Assume that an electric field E1 and its associated mag-
netic field H1, originate from a source current density J0.
This source could simply be the current oscillating in a
transmitting antenna. These fields propagate undis-
turbed, through region 1, until they become incident
upon the scattering body of region 2. As the fields cross
the boundary between regions 1 and 2, they will be per-
turbed, that is, E2 and H2 in region 2 will generally not be
equal to the fields E1 and H1 propagating in region 1.
This abrupt change or discontinuity in electric and mag-
netic field strength results in currents that are induced
at the discontinuity. In general, these currents will be
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distributed through the volume of regions 1 and 2, de-
pending on their electrical constants.

According to the induction theorem, whenever there is
a discontinuity of the E and H fields crossing a boundary S
between two media with different electrical constants, one
can assume that induced currents at S cause the discon-
tinuities in the fields. The induced current can be an elec-
tric current sheet [6–8]

~JJs¼ n̂n� ð ~HHs � ~HHtÞ¼ � n̂n� ~HHi ð12aÞ

or a fictitious, but mathematically useful, magnetic cur-
rent sheet

~MMs¼ � n̂n� ð~EEs � ~EEtÞ¼ n̂n� ~EEi ð12bÞ

The superscripts ‘‘i,’’ ‘‘s,’’ and ‘‘t’’, pertain to the
incident, outwardly scattered (reflected), and transmitted
fields, respectively, and n̂n is the normal unit vector
pointing out of the scattering body. If the scattering ob-
ject is a perfect conductor, the transmitted fields vanish,
leaving

~JJs¼ � n̂n� ~HHi¼ n̂n� ~HHs ð13aÞ

and

~MMs¼ n̂n� ~EEi¼ � n̂n� ~EEs ð13bÞ

The induction theorem alleviates the problem of
knowing the exact distribution of current densities
throughout the volume of the scattering body. The
assumed currents exist only on the boundary S between
the two media. Furthermore, the induced currents can be
calculated directly from knowledge of the incident field
that would have existed in the absence of any scattering
object.

3.3. Equivalence Principle

If two different sources produce the same radiating field
within a region, these sources are equivalent [8]. If both
regions have the same electrical constants, only an in-
wardly scattered (transmitted) field exists. It follows from

Eq. (13) that the fields that are incident on the boundary S
can be replaced by the equivalent current sheets

~JJs¼ n̂n� ~HHs¼ n̂n� ~HHi ð14aÞ

and

~MMs¼ � n̂n� ~EEs¼ � n̂n� ~EEi ð14bÞ

where in this case, n̂n is pointing in the direction of the
transmitted or scattered wave. The equivalence theorem
is useful for modeling radiation through apertures, such
as a slot in a conductive plane or a horn antenna.

4. DIFFRACTION

Diffraction is the scattering mechanism that neither re-
flects off nor transmits through an obstruction. Even with
opaque material allowing no transmission, diffraction ac-
counts for radiation into the geometric shadow region.
This scattering mechanism cannot be modeled with the
specular laws of reflection and refraction, such as Snell’s
law. To analyze diffraction exactly would require more
knowledge about the induced current distribution around
the scattering structure than would typically be feasible.
Therefore approximations must be made to simplify
the analysis. Two common approaches to analyzing dif-
fraction are the use of geometrical optics and physical
optics.

4.1. Geometrical Optics

Geometrical optics (GO) is a ray tracing technique that
assumes that the electromagnetic energy travels in
straight parallel lines or rays that are perpendicular to
the wavefront. These rays travel from the point of reradi-
ation to the observation point. While relatively easy to
implement [9,10], GO is an approximation that relies on
some important assumptions, primarily that the wave-
length of the electromagnetic field must approach zero.
Clearly, GO is an asymptotic technique valid only for suf-
ficiently high frequencies, such that the wavelength is in-
finitesimal compared to the dimension of the obstruction.
Since GO assumes infinite frequency, it ignores the wave
nature of the electromagnetic scattering field, thus ignor-
ing diffraction. The GO model creates an abrupt change in
energy at the transition from the illuminated region to the
shadow region. The abrupt change in field strength, with-
out currents or charges to account for this discontinuity,
violates boundary conditions. Therefore, GO provides only
the crudest model, accounting only for reflection and re-
fraction, but not for diffraction.

The geometrical theory of diffraction (GTD) extends GO
to account for diffraction, by introducing a diffraction co-
efficient D, analogous to G for reflection and to t for trans-
mission [11–13]. The total electric field ET around the
obstruction is

ET¼EgþEd ð15Þ

E2, H2

E1, H1

n̂ S

µ1, ε1, σ1

µ2, ε2, σ2

Js

Ms

Mo

Jo

Figure 2. A scattering body. The incident field propagates from
the source current, J0, through region 1. As this field strikes re-
gion 2, the currents Js and Ms are induced at the surface S of the
scattering body.
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where Eg is the electric field predicted by GO and is zero in
the shadow region. The diffracted field for a plane wave of
incidence is given by [14]

EdðrÞ¼DE0ðrÞ
�1=2e�jbr ð16Þ

Figure 3 shows a plane wave incident on a perfectly ab-
sorbing half-screen. The diffraction coefficient can be quite
involved even for this simple scattering structure. How-
ever, away from the shadow boundary [15]

Ed¼ �
1

2
E0
ðlÞ1=2r

px
e�jbr ð17Þ

In the shadow (� x), the diffracted field given in Eq.
(17) is the only field present. In the region of GO illumi-
nation (þ x), the magnitude of the diffracted field of Eq.
(17) subtracts from the incident field. Figure 4 illustrates
the sum of the diffracted field and the GO incident field for
(a) z¼ 2l and (b) z¼ 20l. Clearly, there is a discontinuity
at the transition between the GO illumination and shadow
regions, around x¼ 0. This is an obvious limitation of the
GTD, since there should be a smooth transition. One crude
solution would be to simply draw a smooth curve connect-
ing each side of the discontinuity through the point x¼ 0,
E¼E0/2. A more sophisticated method is the uniform the-
ory of diffraction (UTD), which is an extension of GTD that
forces a smooth transition between the GO illumination
and the shadow boundary [16].

Many common diffraction problems, such as hilltops
and buildings, can be modeled with this half-screen or
knife-edge approximation. However, the GTD still relies
on several assumptions. The diffracted ray is assumed to
depend entirely on the incident ray and the characteristics
of the discontinuity itself, such as an edge of a scattering

structure [17]. The GTD is still a high-frequency asymp-
totic approximation because it assumes that the structure
is electrically large and conductive [18]. Furthermore,
GTD suffers from the unrealistic discontinuity problem
at the GO illumination–shadow boundary.

4.2. Physical Optics

The edge diffraction problem of Fig. 3 can also be analyzed
using the concept of physical optics (PO), which relies on
Huygen’s principle. Huygen’s principle states that each
point of a primary wavefront acts as a secondary point
source. Each of these secondary sources radiates a spher-
ical wave [14]. The primary difference between PO and
GTD is that GTD assumes rays connect from the geomet-
ric discontinuity to the observation point, while PO as-
sumes that secondary spherical waves radiate from the
unobstructed primary wavefront. Figure 5 shows Huygen
sources radiating into the GO shadow region behind the
absorbing half-screen. The elemental electric field due to

z

r

wavefront 

Conducting
Half-plane 

GO shadow

x 

Figure 3. Half-screen diffraction using GTD. The currents
induced at the edge, of the conducting half-screen, radiate into
the GO shadow region.

Figure 4. Simulation of half-screen diffraction by GTD. The solid
straight line represents the GO incident field. The oscillating
curve is the diffracted field, calculated by GTD, added to the GO
field, at a distance behind the screen of (a) z¼2 wavelengths and
(b) z¼20 wavelengths. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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each secondary point source is

dE¼
E0

rþ d
e�jbðrþ dÞ ð18Þ

where E0 is the electric field incident on the half plane, r is
the distance from the observation point to the absorbing
half plane, and d is the additional distance to the second-
ary sources. From Fig. 5, we obtain

ðrþ dÞ2¼ r2þ 2rdþ d2
¼ x2þ r2 ð19Þ

Clearly, the secondary sources closest to the half-screen
will dominate the amplitude term in Eq. (18). Therefore, one
could assume that r > d in the amplitude term and r2 > d2 in
the phase term of Eq. (18). Thus, Eq. (19) reduces to

d¼
x2

2r
ð20Þ

and Eq. (18) for the total electric field becomes

E¼
E0

r
e�jbr

Z 1

xo

e�jbðx2=2rÞ dx ð21Þ

where r is a constant of integration. Letting u¼ ð2=lrÞ1=2x,
and u0¼ ð2=lrÞ1=2x0, Eq. (21) becomes

E¼
l
2r

� �1=2

E0e�jbr

Z 1

u0

e�jðpu2=2Þ du ð22Þ

The limits of integration can be split into two terms:

E¼
l
2r

� �1=2

E0e�jbr

Z 1

0

e�jðpu2=2Þ du�

Z uo

0

e�jðpu2=2Þ du

� �

ð23Þ

which has the form of Fresnel cosine and sine integrals.
Equation (23) can be written as

E¼
l
2r

� �1=2

E0e�jbr 1

2
þ j

1

2
� Cðu0Þþ jSðu0Þ½ �

� 
ð24aÞ

where C(u0) and S(u0) are the Fresnel sine and cosine in-
tegrals, respectively [19–21]. The solution to Eq. (24a) is
similar to the GTD solution found in Fig. 3, with the ex-
ception that Eq. (24a) for PO does not suffer the disconti-
nuity of Eq. (17) for GTD. In fact, Eq. (18a) has an analytic
solution in the GO illumination–shadow transition region.
The total electric field at x0¼0 is

Eðx0¼ 0Þ¼
l
2r

� �1=2

E0 e�jbr 1

2
þ j

1

2

� �
ð24bÞ

and has a magnitude of ðE0=2Þðl=rÞ
1=2.

5. DIFFRACTION THROUGH AN APERTURE

The equivalence principle can be combined with PO to
analyze scattering through an aperture. Let an electro-
magnetic plane wave be incident normal to the a�b ap-
erture in a thin conducting screen of infinite extent, shown
in Fig. 6. While this assumption of a screen with infinite
extent may not be realistic, it can provide a good approx-
imation for an aperture in an electrically large conductive
plane. From the equivalence principle, the reradiated field
appears to be generated by the current sheets described in
Eq. (12). Starting from Maxwell’s equations, the electric
and magnetic fields radiated from the electric and mag-
netic current sources are

~EE¼ � j
om
4p

ZZ

S0

~JJ0
e�jbR

R
dx0 dz0�

r�
1

4p

ZZ

S0

~MM0
e�jbR

R
dx0 dz0

� � ð25aÞ

and

~HH¼ � j
oe
4p

ZZ

S0
M0

e�jbR

R
dx0 dz0 þ

r�
1

4p

ZZ

S00

~JJ0
e�jbR

R
dx0 dz0

� � ð25bÞ

where the primed terms refer to the source, rather than
the field. The equivalence principle allows the electric field
in the aperture to be replaced by the magnetic current
sheet Ms over a continuous conducting screen [7]. The ap-
erture is essentially short-circuited, which cancels Js.

x 

δ

r

wavefront 

Absorbing
Half-plane

GO shadow

Secondary
sources

Figure 5. Half-screen diffraction using PO. The unblocked sec-
ondary sources radiate into the GO shadow region, accounting for
diffraction.

1300 ELECTROMAGNETIC WAVE SCATTERING



From image theory, it appears as though an identical im-
age of Ms lay on the opposite side of the screen. Since these
two current sheets nearly coincide, the entire problem can
be replaced with 2Ms at the aperture location, and no
screen at all. Then Eq. (25b) becomes

~HH¼ � j
oe
2p

ZZ

S0
M0

e�jbR

R
dx0 dz0 ð26Þ

Rather than solving the integrodifferential equation
(25a), Ampere’s law can be used to obtain directly the
scattered electric field in the source-free region:

r� ~HH¼ joe~EE ð27Þ

The distance R from each elemental source to the field
point can be obtained from the law of cosines

R¼ ½r2þ ðr0Þ2 � 2rr0 cosc�1=2 ð28Þ

where r0 cosc¼ x0 sin y cosfþ y0 sin y sinf. Equation (26)
would be difficult to integrate with a direct substitution of
Eq. (28). However, if the scattered field is observed in the
far-field Fraunhofer region, R and r will be virtually par-
allel. The far-field limit is usually taken to be

r 
2D2

l
ð29Þ

where D is the largest dimension of the aperture, in this
case, the length of the diagonal [19]. The far-field assump-
tion allows for the approximation R � r� r0 cos c for the
phase, and R � r in the amplitude. Furthermore, in the far
field, E¼ ZH, where Z¼ ðm=eÞ1=2 is the intrinsic impedance
of the surrounding medium. This eliminates the need to
solve Eq. (25a) or (27). Since in this case the incident plane
wave is normal to the aperture, it will not vary over the
aperture. Therefore, it can be brought out of the integral.
Then the equation for the scattered magnetic field
becomes

H¼ � j
oe
2pr

E0

Z a=2

�a=2

Z b=2

�b=2
e�jbðx0 sin y cos fþ y0 sin y sin fÞ dx0 dz0

ð30Þ

While appearing messy, Eq. (30) is a straightforward
integral. After integrating the two exponential terms, sub-
stituting the limits, and applying the identity

sin a¼
e ja � e�ja

j2

the scattered magnetic field in Eq. (30) becomes

H¼ j
abe�jbr

Zlr

sinðXÞ

X

� �
sinðYÞ

Y

� �
ð31aÞ

where

X ¼
ba sin y cos f

2
ð31bÞ

and

Y ¼
bb sin y sin f

2
ð31cÞ

Figure 7 is a plot of Eq. (31), with the amplitude nor-
malized. The x dimension is a¼ 6l, the y dimension
is b¼ 3l, and the observation screen is z¼ 100l from the
aperture.

The normal angle of incidence was chosen for this prob-
lem to illustrate the concept, while keeping the mathe-
matics simple. However, Eq. (31) can be extended to
oblique incidence by modifying the current source Ms. As-
suming that the source of the incident field is far from the
aperture, the amplitude will not vary significantly across
the aperture. However, the phase of each differential ele-
ment of Ms will vary. The procedure is the same as for this
analysis, except that some angle terms for the incident
field will be added to X and Y in Eq. (25). The integration
then follows in a similar manner [22].

6. BABINET’S PRINCIPLE

Scattering from a conductive plate can be modeled in a
manner that virtually parallels the preceding solution to
the aperture. In the case of scattering from a conductive
plate, the current sources are obtained using the induction
theorem. In fact, scattering through the aperture is the
exact complement to the scattering off of the conductive
plate that was essentially cut out of the conductive screen
to create the aperture. If every electric parameter and ev-
ery magnetic parameter were swapped, the solutions
would be identical. Babinet’s principle originally stated

θ
r’ 

r 

z 

R

y 

x 

φ

Figure 6. Coordinate system for the aperture diffraction prob-
lem. R is the vector pointing from the differential element dx dy to
the field point, and is the resultant vector sum of r and r0. The
position vector from the origin to the secondary source in the
aperture plane is r0 ¼ ðx0Þ2þðy0Þ2

� �1=2
.
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that the sum of the intensities from an obstruction and its
complement (i.e., a similarly shaped aperture in the infi-
nite screen) is equal to the intensity that would have ex-
isted if no obstruction existed at all

SaþSc¼S0 ð32Þ

While this relationship works for optics, it does not take
into account polarization. To apply Babinet’s principle to
vector fields, it must be modified to [23]

Ha

Hi
þ

Ec

Ei
¼ 1 ð33Þ

The first term in this equation is the ratio of the field
diffracted by the aperture to the field with no screen
present at all, and the second term is the ratio of the field
produced by the complementary screen to the conjugate
source. The conjugate source refers to the opposite field
rotated by 901. In vector form, Eq. (33) can be rewritten as

Ec¼Ei � ZHa ð34Þ

which indicates that the electric field scattered from a
conductive plate can be calculated from the field scattered
from the aperture, by subtracting the latter from the
incident field [22].

7. SPECIAL CASES OF ELECTROMAGNETIC WAVE
SCATTERING

7.1. Rayleigh Scattering

If the scattering object is much smaller than a wavelength,
its scattered energy varies inversely as the fourth power of
the wavelength [1,24,25]. Therefore, for a given subwave-
length object, higher frequencies will scatter more than
will lower frequencies. This is the basis behind the concept
of Rayleigh scattering for small scatterers. In fact, Ray-
leigh scattering answers the proverbial question: Why is
the sky blue? Since the blue end of the visible spectrum
has the shortest wavelength, blue light scatters more than
does the rest of the visible spectrum from dust, water, and
even air molecules. As the scattering objects become larg-
er, they fall into the category called Mie scattering.

7.2. Radar Cross Section

Electromagnetic wave scattering is the basis by which ra-
dar signals are returned to the radar receiver from a target.
Since the typical radar system employs a collocated trans-
mit/receive antenna, the source and observation points are
the same. This scenario is a specific case of electromagnetic
wave scattering, known as monostatic scattering.

As the transmitted power PT propagates through space,
it spreads over an increasing surface area A, resulting in
decreased power density ST¼PT=A. If PT spreads spheri-
cally as with a point source or isotropic radiator, then
A¼ 4pd2, where d is the distance from the transmitter. A
target can intercept part of the transmitted power and
scatter it in various directions. The radar cross section

(RCS) is the effective area of the target that would return
the monostatic power density back to the source, if this
target scattered the power isotropically [1,26,27]. The
amount of power returned to the source is

PR¼
PTG2l2

ðRCSÞ

ð4pÞ3d4
ð35Þ

where G is the antenna gain and l is the wavelength of the
radar signal. The RCS is related to the physical cross-sec-
tional area of the target but also depends on factors such
as the frequency and polarization of the radar signal as
well as the target’s shape, material, and orientation with
respect to the transmitter.

Bistatic radar differs from monostatic radar in that the
receiver and transmitter are not collocated. In the case of
bistatic radar, we obtain

PR¼
PTGTGRl

2
ðRCSÞ

ð4pÞ3d2
1d2

2

ð36Þ

where GT and GR are the gains of the transmitting and
receiving antennas, respectively, and d1 and d2 are the
distances from the transmitter to the scatterer and the
distance from the scatterer to the receiver, respectively.
This can be a useful model for determining the power
density and thus the electric field scattered off of an object
when the transmitter power and antenna gain are known.
[The product of transmitter power and antenna gain is
known as effective isotropic radiated power (EIRP).] The
scattered power density (in Watts per square meter) is

S ðin ðW=m2
Þ¼

PTGTðRCSÞ

4pð Þ2d2
1d2

2

ð37Þ

and the RMS electric field (in volts per meter) is
E¼ ðZSÞ1=2. If the EIRP is not known, Eq. (37) can be
modified by substituting a measured power density S0

Figure 7. Normalized scattering pattern through the aperture.
The dimensions of the aperture are 6�3 wavelengths; the obser-
vation screen is 100 wavelengths from the plane of the aperture.
The scattering pattern is wider in the x direction, since the x di-
mension of the aperture is twice that of the y dimension. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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measured at a distance d0 from the original source. In
terms of the measured power density, the scattered power
density is

S ðin ðW=m2
Þ¼S0

d0

d1

� �2
ðRCSÞ

4pd2
2

ð38Þ

8. SUMMARY

Since electromagnetic scattering perturbs the incident
field, it can create interference, both constructive and
destructive. The three main mechanisms of scattering
are reflection, refraction, and diffraction. Reflection and
refraction are the most common, and since these scatter-
ing mechanisms tend to be specular, they are easiest to
analyze. Diffraction is much more difficult to analyze, and
is typically not as dominant as the other two. Various
approximations can lead to solutions of diffraction
problems. The two main approximations covered were
the GTD, which takes advantage of ray tracing, and
PO, which relies on Huygen secondary sources. Slight
modifications to the PO solution for the aperture problem
can lead to solutions for backscattering, and forward
scattering from a conductive plate. This simple structure
can serve as a building block for more complicated struc-
tures, which can be modeled as composites of conductive
plates.
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Although the emphasis of this encyclopedia is on the high-
er frequencies in the radio spectrum, the importance of the
solar–terrestrial environment on radiowaves of all fre-
quencies is of considerable importance to engineers de-
signing radio systems for various services. An idealized
representation of the solar–terrestrial environment is
shown in Fig. 1.

It is interesting to note that EM waves over a very large
spectral range interact with the terrestrial ionosphere and
with radio receivers on Earth’s surface or in space: (1) so-
lar radiation, including the extreme ultraviolet (EUV:
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measured at a distance d0 from the original source. In
terms of the measured power density, the scattered power
density is

S ðin ðW=m2
Þ¼S0

d0

d1

� �2
ðRCSÞ

4pd2
2

ð38Þ

8. SUMMARY

Since electromagnetic scattering perturbs the incident
field, it can create interference, both constructive and
destructive. The three main mechanisms of scattering
are reflection, refraction, and diffraction. Reflection and
refraction are the most common, and since these scatter-
ing mechanisms tend to be specular, they are easiest to
analyze. Diffraction is much more difficult to analyze, and
is typically not as dominant as the other two. Various
approximations can lead to solutions of diffraction
problems. The two main approximations covered were
the GTD, which takes advantage of ray tracing, and
PO, which relies on Huygen secondary sources. Slight
modifications to the PO solution for the aperture problem
can lead to solutions for backscattering, and forward
scattering from a conductive plate. This simple structure
can serve as a building block for more complicated struc-
tures, which can be modeled as composites of conductive
plates.
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Although the emphasis of this encyclopedia is on the high-
er frequencies in the radio spectrum, the importance of the
solar–terrestrial environment on radiowaves of all fre-
quencies is of considerable importance to engineers de-
signing radio systems for various services. An idealized
representation of the solar–terrestrial environment is
shown in Fig. 1.

It is interesting to note that EM waves over a very large
spectral range interact with the terrestrial ionosphere and
with radio receivers on Earth’s surface or in space: (1) so-
lar radiation, including the extreme ultraviolet (EUV:
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102.7–111.8 nm), soft X rays, Lyman Alpha (121.5 nm);
hard X rays (0.2–0.8 nm) and cosmic rays produce the
ionospheric layers; (2) solar radio noise of frequencies
B20 MHz up to 1 GHz penetrates the terrestrial iono-
sphere and can degrade the signal-to-noise ratio (SNR)
received on various radio services; (3) radio signals fom
ELF through low VHF (B10 Hz to B35 MHz) propagate
over long terrestrial paths by reflection and refraction by
the ionosphere.

The main ionizing agents are listed in the preceeding
paragraph. At high geomagnetic latitudes, energetic elec-
trons and protons also can produce areas of high ioniza-
tion density. The terrestrial ionosphere is a roughly
spherical shell of weakly ionized plasma that surrounds
Earth. A plasma is a gas that has been ionized by radia-
tion or by charged particles, so that it consists of free elec-
trons, ions, and neutrals; it is sometimes referred to as the
fourth state of matter [1], the characteristics of various
plasmas are displayed in Fig. 2.

This spherical shell is stratified into distinct layers; the
lowest region is the D layer, starting at about 50 km
height; the E region, starting at about 100 km; the F1 lay-
er (during the day) near 250 km; and the F2 layer at about
350 km. At high geomagnetic latitudes, solar energetic
charged particles are also important ionizing agents.
Figure 2 is a plot of log density versus log kinetic temper-
ature showing the relative state of ionization of various
plasmas, and Fig. 3 illustrates the various ionospheric
layers and their ionizing agents.

1. THE RADIO SPECTRUM

A considerable portion of the radio spectrum (ELF
through HF) is affected by our ionosphere, and the ITU

nomenclature for the frequency bands, along with the
principal modes and uses, are shown in Table 1. The so-
called wireless frequencies lie in the UHF and SHF bands.
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2. IONOSPHERIC INTERACTION WITH EM WAVES

The basic interaction mechanism between radio- (EM)
waves and the ionosphere involves the oscillation of the
electric component of the wave acting on free electrons,
which are 1800 times less massive than the ionospheric
neutrals or ions. The E wave induces motion of the elec-
trons, and at the same time the ionosphere abstracts en-
ergy from the electrons, resulting in a bending of the radio
wave and in some energy loss from the wave. Figure 4

illustrates the attenuation of radiowaves in the iono-
sphere as a function of frequency from 1 Hz to 30 MHz.

As may be seen in Fig. 4, there is a variation in radio-
wave attenuation from day to night. The virtual height
(the height at which radiowaves at vertical incidence are
reflected) varies with time of day, with season of the year,
and with geomagnetic activity. The most regular variation
is the local time variation, as shown in Fig. 5.

There are many techniques used to investigate the
characteristics of the ionosphere [2–4]. The propagation
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of radio waves in the ionosphere is described in consider-
able detail in Ref. 5, and solar–terrestrial relations and
their effects on radio propagation are covered in Ref. 6.
Radiowave propagation at all frequencies depends to dif-
ferent degrees on the geographic and geomagnetic latitu-
dinal region of the ionosphere. The most benign
latitudinal region is the midlatitudes; the most disturbed
regions are the auroral, equatorial, and polar regions, as
described in detail in Ref. 4.

In the next section we describe qualitatively the salient
propagation modes and ionospheric effects on radiowaves
as a function of frequency. The section after provides a
mathematical description and the physical principles of
the interaction of radiowaves with the ionosphere. The fi-
nal section will introduce the reader to the frontiers
of ionospheric research at the start of the twenty-first
century.

3. EFFECTS ON SPECIFIC RADIO SERVICES

3.1. Extremely Low and Very Low Frequencies (ELF and VLF)

As indicated in Table 1, at the lowest frequencies (ELF–
VLF) the basic propagation mode is a spherical waveguide
mode, with the D and E regions of the ionosphere forming
the upper boundary, and Earth’s surface the lower bound-
ary. A simplified Earth–ionosphere waveguide geometry is
shown in Fig. 6. A schematic diagram of the first two
waveguide modes in an ideal earth-ionosphere mode is
presented in Fig. 7.

In reality, the ELF–VLF waveguide mode is consider-
ably more complicated because of its spherical nature and
the electrical characteristics of the upper and lower
boundaries. At ELF frequencies, the wavelength is of the
same order of magnitude as the transverse dimensions of
the waveguide, and the signal propagates deeply into both
land and sea because of the skin-depth effect.

At global distances, the signal is very stable, but ex-
tremely long antennas and high transmitter powers are
required and the signaling rate is extremely slow. One
unique advantage of ELF is the ability of the signal to
penetrate relatively deeply into seawater (at 100 Hz, the
attenuation in seawater is 0.3 dB/m, which is � 1
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Figure 4. Night–day variation of attenuation on radio paths
as a function of frequency from 1 Hz to 30 MHz. (Courtesy of
D. Llanwyn Jones.)

Table 1. The Radio Spectrum as Defined by the International Telecommunications Union (ITU); Primary Modes of
Propagation, and Effects of the Terrestrial Ionosphere

ITU Designation Frequency Range Principal Propagation Modes Principal Uses

Extralow frequency (ELF) 30–300 Hz Ground wave and Earth–ionosphere
waveguide mode

Submarine communication

Very low frequency (VLF) 3–30 kHz Same as above Navigation, standard-frequency and
-time dissemination

Low frequency (LF) 30–300 kHz Same as above Navigation LORAN-Ca

Medium frequency (MF) 300–3000 kHz Primarily ground wave, but sky
waveb at night

AM broadcasting, maritime, aero-
nautical communication

High frequency (HF) 3–30 MHz Primarily sky wave, some ground
wave

Shortwave broadcasting, amateur,
fixed services

Very high frequency (VHF) 30–300 MHz Primarily LoS,c some sky wave at
lower VHF

FM broadcasting, television, aero-
nautical communication

Ultrahigh frequency (UHF) 300–3000 MHz Primarily LoS, some refraction and
scattering by the ionosphere

Television, radar, navigation,d aero-
nautical communication

Superhigh frequency (SHF) 3–30 GHz Same as above Radar, space communication

aThe LORAN-C system will probably be superseded by the GPS system.
bSky wave denotes the Earth–ionosphere–Earth reflection mode.
cLine of sight.
dGlobal Positioning System satellite constellation.
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attenuation in the Earth–ionosphere waveguide). The
attenuation of ELF signals penetrating normal Earth is
approximately 1

10th that in seawater, so ELF signals can
also be used to probe or communicate into the solid Earth.
There is also some evidence that high-latitude effects such
as D-region irregularities can cause some phase anomalies
in ELF and VLF transmissions [7–9].

VLF (3–30 kHz) transmissions also require large an-
tennas and high-power transmitters, but are used more
than ELF for time- and frequency-standard dissemination
and navigational systems. VLF signals are also influenced
by anomalies on Earth’s surface [10] and in the high-
latitude ionosphere [4].

3.2. Low Frequencies (LF)

Moving up in frequency to the LF band (30–300 kHz), the
basic propagation mode below E100 kHz is by the ground

(surface) wave, which follows Earth’s curvature, and
above 100 kHz is the sky wave and the waveguide mode.
The sky wave is, of course, influenced by the ionospheric
diurnal, seasonal, and latitudinal variations.

3.3. Medium Frequencies (MF)

Propagation during the daytime in the MF (300–
3000 kHz) band is by ground wave, and for frequencies
above 500 kHz, at night by sky wave. At geomagnetic lat-
itudes greater than 551, the auroral ionosphere introduces
some anomalous sky-wave propagation modes [10].

3.4. High Frequencies (HF)

The ionosphere has the most profound effect on signals in
the HF (3–30 MHz) band, making the sky-wave mode the
dominant means of propagation. The ground wave at HF
is sometimes used in the frequency range of 3–6 MHz, es-
pecially over seawater, whose conductivity is much great-
er than that of ordinary land. At HF wavelengths
relatively high efficiency, gain, and directivity can be
achieved in the antenna systems, so directive communi-
cations and broadcasting are realizable. Above 6 MHz, the
sky wave is dominant, so one must really understand
ionospheric behavior and phenomenology in order to pre-
dict propagation. Since the ionosphere varies with time of
day, season, solar activity, and sunspot cycle, predicting
HF propagation over a specific path can be somewhat
complicated. Propagation paths up to E10,000 km are
quite common for shortwave (SW) broadcasters, who use
antennas with gains of up to 20 dBi (dBi is gain referenced
to an isotropic source) and transmitter powers of 250 kW
and higher. With much less reliability, amateur radio op-
erators (hams) sometimes also achieve two-way commu-
nications over similar pathlengths using antenna gains of
3–12 dB and transmitter powers of 5–1000 W.

The ionosphere also behaves differently in the equato-
rial, midlatitude, auroral, and polar latitudinal regions.
Fortunately, several fairly reliable and easy-to-use HF
propagation prediction programs are now available to
HF system planners for PCs (ASAPS, VOACAP, PropLab-
Pro, etc.). The sources of these programs may be found
in more recent books and articles [4,5,12,13] and in the
amateur radio magazines (QST, CQ, Worldradio, etc.).

Unfortunately, none of the existing prediction pro-
grams gives very reliable results at equatorial and high
latitudes. They are based on climatological data, so they
are not intended for forecasting. A following section de-
scribes the mathematical essentials of ionospheric propa-
gation in considerable detail.

3.5. Very High Frequencies (VHF)

Propagation in the VHF band (30–300 MHz) is primarily
by line of sight (LoS) to the optical horizon, so if the an-
tenna patterns direct most of the RF power in the hori-
zontal plane, there are essentially no ionospheric effects.
For Earth–space propagation paths, however, the iono-
sphere can affect the signal adversely by refraction,
diffraction, scattering, or reflection. These effects can be
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especially important when the path traverses the equato-
rial, auroral, and polar ionosphere. The amplitude,
phase, and polarization of the signal may change measur-
ably. These effects will be quantified in the following
section.

3.6. Ultra High Frequencies (UHF)

At UHF and above, propagation is primarily LoS, and
because of the higher frequencies (fZ300 MHz), these

signals are less affected by the ionosphere than lower
frequencies. On Earth–space paths that traverse the
equatorial and/or high-latitude ionosphere, however, the
signal quality can be significantly degraded at certain
times. At ‘‘wireless’’ frequencies (fE800 MHz–20 GHz) so-
lar radio bursts can sometime seriously degrade certain
wireless systems. Figure 8 shows the variation of peak
flux density of solar radio noise with frequency and time,
and Fig. 9 shows the total number of events per day as a
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function of time in years for two different solar flux
levels [14].

In a 2002 paper [15], the ionospheric effects on satellite
land–mobile services tabulated the estimated maximum
ionospheric effects on these services as shown in Table 2.
The complete report may be seen at http://www.utex-
as.edu/mopro/.

To summarize, the radio services most affected by the
ionosphere lie in the frequency range of 1–150 MHz [fixed
communication services, AM (amplitude modulation) and
SW (shortwave) broadcasting, amateur radio]. To a lesser
degree, services in the 20 kHz–300-MHz region (mainly
some of the navigation services) also suffer some iono-
spheric perturbation effects.

There is a plethora of radio instrumentation currently
deployed globally that operates routinely or on a campaign

basis to measure characteristics of the terrestrial iono-
sphere. It is beyond the scope of this article to describe
these techniques, but they have been described in consid-
erable detail in the literature [2–4].

4. PHYSICAL PRINCIPLES AND MATHEMATICAL
DESCRIPTION OF ELECTROMAGNETIC INTERACTION
WITH THE IONOSPHERE

Because of the complexity of the terrestrial ionosphere (a
weakly ionized plasma with a superimposed magnetic
field in which electric currents flow), we must utilize the
magnetoionic theory to quantify the ionosphere physical
parameters. The most successful formulation of the ap-
propriate magnetoionic theory was derived by Appleton
and others in the mid-1920s [15–18]. We can obtain some
first-order properties of the ionosphere by ignoring the
magnetic field [19,20]. A simple dispersion equation for
electromagnetic (EM) waves in the ionosphere is

m¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
Ne2

pmf 2

s

ð1Þ

where

m ¼ refractive index of the ionosphere (real part of com-
plex refractive index n)

N ¼ electron number density of the ionosphere (electrons/
cm3 or electrons/m3)

e ¼ electronic charge¼ 1.6� 10�19 C
m¼mass of the electron¼ 9.1�10�31 kg
f ¼ frequency of the radiowave in the ionosphere (Hz)

For reflection at vertical incidence, m¼ 1 and

N¼
mpf 2

e2

¼ 1:24� 104f 2 ðelectrons=cm3 and f in MHzÞ

¼ 1:24� 1010f 2 ðelectrons=cm3 and f in MHzÞ

ð2Þ

Table 2. Estimated Maximum Ionospheric Effects (Elevation Angle of 301, One-Way Traversal)

Effect Frequency Dependence 0.1 GHz 0.25 GHz 0.5 GHz 1 GHz 3 GHz 10 GHz

Faraday rotation f� 2 30 rot.a 4.8 rot. 1.2 rot. 1081 121 1.11
Time (group) delay f� 2 25ms 4 ms 1 ms 0.25ms 0.028ms 0.0025ms
Refraction f� 2 o11 o0.161 o2.40 o0.60 o400 o0.3600

Change in direction of arrival f� 2 200 3.20 4800 1200 1.3300 0.1200

Absorption (auroral and/or polar cap) f� 2 5 dB 0.8 dB 0.2 dB 0.05 dB 0.006 dB 0.0005 dB
Absorption (mid-latitude) f� 2 o1 dB o0.16 dB o0.04 dB o0.01 dB o0.001 dB o0.0001 dB
Dispersion f� 3 400 ps/kHz 26 ps/kHz 3.2 ps/kHz 0.4 ps/kHz 45 ts/kHz 0.4 ts/kHz

aRotations.

Note: Extrapolated from 1-GHz values given by the former CCIR Study Group 6 in Table VII of Report 263, and based on a total electron content (TEC) of 1018

electrons/m2, which is a high value of TEC encountered at low latitudes in daytime with high solar activity. A similar chart may be found in Recommendation

ITU-R P.618-6 of Study Group III.
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Figure 9. Total number of events/day as a function of time in
years (a) for peak flux 4103 SFU and (b) for peak flux 4104 SFU.
The frequency ranges are 1–2, 2–4, and 4–10 GHz.
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Another useful quantity is the plasma frequency,

Fn¼

ffiffiffiffiffiffiffiffiffi
Ne2

pm

r

¼ 9
ffiffiffiffiffi
N
p
ðf in kHz and N in electrons=cm3

Þ

¼ 9� 10�3
ffiffiffiffiffi
N
p
ðf in MHz and N in electrons=cm3

Þ

ð3Þ

4.1. The Virtual Height Concept

If we consider an RF pulse traveling vertically upward
into the ionosphere at the speed of light, v¼ c, it will be
reflected at the virtual height, h0. The time required for
the pulse to be reflected from an ionospheric layer and
return to Earth is

t¼
2

c

Z h

0

dz

m
ð4Þ

then the virtual height can be found from h(f)¼ 1
2 ct, or

h0ðf Þ¼

Z h

0

dzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� f 2

n =f
2

p ð5Þ

Since the pulse always travels more slowly in the layer
than in free space, the virtual height of a layer is always
greater than the true height. The true height and virtual
height are related by the integral equation

h0ðf Þ¼

Z Zmax

0

dz

mðf ; zÞ
ð6Þ

where z is the true height, Zmax is the maximum height
reached by the frequency f, and n is the refractive index at
Zmax for the frequency f. A good discussion of the relation
between true height and virtual height is given in Ref. 20.

4.2. Vertical and Oblique Propagation

Before considering the behavior of a radio signal in a mag-
netoionic medium, we will state three theorems that relate
oblique and vertical incidence propagation as depicted in
Fig. 10. The first is the secant law, which relates the ver-
tical-incidence frequency fv reflected at B to the oblique-
incidence frequency fob reflected at the same true height.
A typical derivation of this relation is given in Ref. 5, and
it is usually written as

fob¼ fv sec j0 ð7Þ

The secant law, then, relates the two frequencies fv and fob

reflected from the same true height (the distance BD in
Fig. 10).

In order to determine sec j and fob values from vertical-
incidence soundings (which measure the virtual height
h0), we need two more theorems. Breit and Tuve’s theorem
states that the time taken to traverse the actual curved
path TABCR in Fig. 10 at the group velocity vg equals the

time necessary to travel over the straight-line path TER
at the free-space velocity c. Referring to the geometry
shown in Fig. 10, we can write the expression

T¼
1

c

Z

TER

dx

sin j0

¼
D

c
sin j0

¼
TEþER

c

ð8Þ

Martyn’s theorem may be written concisely as

h0 ¼h0v ð9Þ

Smith [21] devised a set of logarithmic transmission
curves, parametric in range, for the curved earth and ion-
osphere. They are shown in Fig. 11 and are sufficiently
accurate for the distances shown.

4.3. Radio Propagation in a Magnetized Plasma

Before proceeding with a discussion of the Appleton (mag-
netoionic) equations, we need to define two quantities con-
tained explicitly in the equations. The first is n, the number
of collisions per second (collision frequency) between elec-
trons and heavier particles (ions and neutrals). Another
quantity, the gyromagnetic frequency or gyrofrequency, is
the natural frequency (Hz) of gyration of an ion or electron
in a magnetic field of strength B0 (Wb/m2) and is given by

fH¼
ej j

2pm
B0 � 2:80� 1010 B0 ð10Þ

and the angular gyrofrequency is given by

oH¼
ej j

m
B0 � 1:76� 1011B0 ð11Þ

Since electrons are much less massive than ions, the elec-
tron gyrofrequency affects the propagation of HF waves in
the ionosphere more than the ion gyrofrequencies. For ex-
ample, since BE0.5� 10� 4 Wb/m2, the electron gyrofre-
quency is E1.40 MHz, which falls at the upper end of the
medium waveband.

E
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A 

�O

�O

�

F

T R

D

B

D

Figure 10. Plane geometry describing vertical and oblique iono-
spheric propagation.
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4.4. The Dispersion Relation

Using the recommended URSI (International Union at
Radio Science) notation, the magnetoionic dispersion
equation for a radiowave in a homogeneous, partially ab-
sorbing ionized gas on which a constant magnetic field is
impressed is given by

n2¼ 1�
X

ð1� jZÞ �
Y2

T

2ð1� X � jZÞ

� �

�
Y4

T

4ð1� X � jZÞ1=2
þY2

L

" #1=2

ð12Þ

where

n ¼ complex refractive index¼ (m� jX)
o ¼ angular frequency of the exploring wave (rad/s)
oN¼ angular plasma frequency
oH¼ angular gyrofrequency¼Bo|e|/m (rad/s)
oL ¼ longitudinal angular gyrofrequency¼ (Bo|e|/m)

cos y
oT ¼ transverse angular gyrofrequency¼ (Bo|e|/m) sin y
X ¼oN

2 /o2

Y ¼oH/o
YL ¼oL/o
YT ¼oT

Z ¼ n/o
y ¼ angle between the wave-normal and the magnetic

field inclination

4.5. The Polarization Relation

We begin by defining the polarization ratio R as

R¼
�Hy

Hy
¼

Ex

Ey
ð13Þ

Then we can write the double-valued polarization equa-
tion as

R¼

�
j

YL

1

2

Y2
T

ð1� X � jZÞ
	

1

4

Y2
T

1� X � jZð Þ
2
þY2

L

� �1=2
" #

ð14Þ

In the upper F region of the ionosphere where the elec-
tron–ion collision frequency is very low, we may simplify
the dispersion and polarization equations by dropping the
Z term (since nE0). Equations (12) and (14) then become
(for no absorption)

n2¼ 1�
2Xð1� XÞ

2ð1� XÞ � Y2
T � ½Y

4
Tþ 4Y2

Lð1� XÞ2�1=2
ð15Þ

and

R¼ �
Hy

Hx
¼ �

j

YL
1þ

X

n2 � 1

� �
ð16Þ

If we further simplify Eq. (12) by dropping the Y terms (no
magnetic field), then we obtain n2

¼ 1�X, which is equiv-
alent to Eq. (1).

According to magnetoionic theory, a plane-polarized
EM wave traveling in a medium like the terrestrial ion-
osphere will be split into two characteristic waves. The
wave that most closely approximates the behavior of a
signal propagating in this medium without an imposed
magnetic field, is called the ordinary wave, and the other
is called the extraordinary wave. These terms are taken
from the nomenclature for double refraction in optics, al-
though the magnetoionic phenomena are more complicat-
ed than the optical ones. The ordinary wave is
represented by the upper sign in the polarization
Eq. (14), except when the wavenormal is exactly along
the direction of the magnetic field. Anomalous absorption
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Figure 11. Logarithmic transmis-
sion curves for curved Earth and ion-
osphere, parametric in distance
between transmitter and receiver.
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occurs for the extraordinary wave when its frequency
equals the electron gyrofrequency (fH¼|B|e/meE0.8–
1.6 MHz). These frequencies lie in the medium-frequency
(MF) band; consequently the absorption of the extraordi-
nary wave [AE(f�fH)2] is large and the polarization of
the transmitted wave is important in the determination of
the fraction of the incident power that goes into the ex-
traordinary wave. This is especially true near the mag-
netic dip equator, where the magnetic field is nearly
horizontal.

In addition to anomalous absorption effects near the
electron gyrofrequency, the wave may also experience
significant lateral deviation. This is illustrated for verti-
cal and oblique propagation in Sections 11.2.2–11.2.4 of
Ref. 4.

If Eq. (16) is recast as a function of o and we define
f ðyÞ¼ 1

2 (sin2 y)/cos y and oc¼ (B0|e|/m) f(y), then it will be
seen to describe an ellipse. The quantities f(y) and oc play
an important part in the description of the polarization
behavior of waves in magnetoionic theory. The magnitude
of oc is independent of frequency, but varies with the angle
between the wavenormal and the magnetic field y, where-
as the sign of oc depends on the sign of the charge e and
the direction of the magnetic field. For longitudinal prop-
agation oc¼ 0, and for transverse propagation oc-N. In
the case where X¼ 1, the quantity ow primarily deter-
mines the polarization of the wave. A very complete dis-
cussion of R as a function of X and of the variation of the
polarization ellipse is given in Ref. 22.

A more complete understanding of the behavior of EM
waves in the terrestrial ionosphere may be obtained by
employing two approximations. The quasilongitudinal
(QL) approximation applies when the wave is propagat-
ing nearly parallel to the geomagnetic field, and the qua-
sitransverse (QT) approximation applies when the wave
propagates in a direction nearly normal to the geomag-
netic field. References 22 and 23 contain extended discus-
sions of the QL and QT approximations:

QT : Y4
Tb4ð1� XÞ2Y2

L

QL : Y4
T54ð1� XÞ2Y2

L

4.6. Absorption of Radiowaves in the Ionosphere

The refractive index n is modified when one introduces
collisions between the electrons and heavy particles, and
the wave then experiences absorption, which physically is
due to the conversion of ordered momentum into random
motion of the particles after collision. For each collision,
some energy is transferred from the EM wave to the neu-
tral molecules and appears as thermal energy. We
will follow the standard treatment of absorption of radio
waves in the ionosphere presented by Davies [23] and
Budden [24].

For the propagation of an EM wave in an unmagne-
tized plasma, we can define the absorption index (or coef-
ficient) as

K ¼
o
c

X ð17Þ

where X is the imaginary part of the refractive index n.
For a magnetized plasma without collisions, we can write

K ¼
e2

2e0mcm
.

Nn
o2þ n2

ð18Þ

On this basis, we can conveniently divide absorption into
two limiting types, commonly called nondeviative and
deviative absorptions. Nondeviative absorption occurs in
regions where the product Nn is large and mE1, and is
characterized by the absorption of HF waves in the D re-
gion. Deviation absorption, on the other hand, occurs near
the top of the ray trajectory or anywhere else on the ray
path where significant bending takes place (for small Nn
and mo1).

When the refractive index E1, there is essentially no
bending of the ray and we can write

K � 4:6� 10�2 Nn
mðo2þ n2Þ

dB=km ð19Þ

We can further simplify Eq. (19) for the VHF case, since
o2

bn2; as

K ¼ 1:15� 10�3 Nn
f 2

dB=km ð20Þ

In the MF and HF bands, Eq. (19) may be written as

K ¼ 4:6� 10�2 N

n
dB=km ð21Þ

Unlike nondeviative absorption, deviative absorption oc-
curs when the wave experiences significant group retar-
dation and consequently spends a relatively long time in
the absorbing layer and there is considerable curvature of
the ray path. The general expression for the absorption
index in a deviating region of a nonmagnetic plasma is

K ¼
n

2cm
ð1� m2 � X2Þ ð22Þ

In the ionosphere, Eq. (22) reduces to

K ¼
n

2c
m0 ð23Þ

where m0 is the group refractive index. For large values of
m0, we can write the preceding equation as

K ¼
n

2c

Xffiffiffiffiffiffiffiffiffiffiffiffiffi
1� X
p ð24Þ

We should remember that the concepts of deviative and
nondeviative absorption are limiting cases, and that as a
wave approaches the reflecting level, ray theory breaks
down, so we must employ full wave theory to obtain a
complete description of the behavior of the wave. Extend-
ed discussions of application of the QL and QT approxi-
mations to ionospheric absorption may be found in Refs. 5
and 23.
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4.7. Scattering of Radiowaves in the Ionosphere

The principles of scattering of radiowaves in general are
discussed in the articles on electromagnetic wave scatter-
ing in this encyclopedia. One can qualitatively describe
ionospheric scattering as either strong or weak in terms of
the received signal strength of the scattered signal at the
receiving radar antenna. An example of the former is
VHF–UHF backscatter echoes received from electron den-
sity gradients in the auroral E region, and an example of
the latter is incoherent backscatter received by a VHF–
UHF radar from the undisturbed E or F layer.

Another way of classifying scattered echoes is in terms
of their backscatter cross section (using a pulsed radar
system) and their temporal stability. A coherent echo
exhibits a statistical correlation of the amplitude and
phase from one pulse to another and emanates from qua-
sideterministic gradients in electron density, which have
correlation times usually greater than 1 ms, correspond-
ing to a spectral width of the radar echo of less than
1000 Hz (sometimes less than 100 Hz). It also has a back-
scatter cross section 104–109 times greater than that from
an incoherent echo. Other important considerations in
the case of coherent backscatter are the relation between
the scattering irregularity size relative to the backscatter
sounder free-space wavelength, the mean fractional
deviation in electron density of the scatterer, and the
aspect angle between the radar line of sight and the
major axis of the irregularity. On the other hand, an in-
coherent echo arises from random thermal fluctuations in
the ionosphere, which have typical correlation times of
E20 ms, corresponding to a radar echo spectral width
of E50 kHz.

The physical principles governing coherent and
incoherent scattering from the ionosphere are covered
in Refs. 2, 5, and 6, while plasma wave theory is covered
in detail in Ref. 5, and extended descriptions of tech-
niques for studying the ionosphere using coherent- and
incoherent-scattering sounders are given in Refs. 2,3,5,
and 6.

Because of charged particle precipitation of solar ori-
gin, ionospheric electric currents and fields, and plasma
dynamics, there exists a wide spectrum of scale sizes of
ionospheric irregularities, as shown in Fig. 12. Irregular-
ities are most prevalent at auroral, polar, and equatorial
latitudes, although they also exist at midlatitudes [23].
The global morphology of ionospheric irregularities is cov-
ered in Refs. 4–6.

4.8. Ionospheric Scintillation

Ionospheric scintillations are fluctuations of amplitude,
phase, and angle of arrival of a VHF–UHF signal passing
through irregularities located mainly in the F region.
Ionospheric scintillations can have deleterious effects on
satellite-based communication and navigation systems.
Either extragalactic sources (such as radio stars) or sat-
ellite beacon transmitters may be used as the signal sourc-
es for Earth-observed studies of ionospheric scintillations,
and both geostationary and orbiting satellite beacons have
been used. There is a voluminous body of literature since

1970 describing the theory, technique, and results of iono-
spheric scintillation measurements [2–6].

4.9. Faraday Rotation

One physical principle that makes possible the determi-
nation of ionospheric columnar electron content is Fara-
day rotation. This effect (for optics) was discovered by
Michael Faraday in 1845, when he subjected a block of
glass to a strong magnetic field. He observed that a plane-
polarized monochromatic beam of light passing through
the glass in a direction parallel to the imposed magnetic
field has its plane of polarization rotated. The amount of
rotation is given by the expression

O¼KHl ð25Þ

where O is the angle of rotation, K is a constant associated
with each substance, l is the pathlength of light through
the substance (m), and H is the magnetic field intensity
(A/m).

The Faraday rotation of the electric vector of a radio-
wave (see Ref. 45) propagating from a satellite radio bea-
con in a direction parallel to Earth’s magnetic field (as
seen by an observer looking up, in the Northern Hemi-
sphere) is counterclockwise, as shown in Fig. 13.
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Figure 12. Composite spectrum of ionospheric irregularities as a
function of wavenumber over a large spatial scale. (Courtesy of
H. G. Booker.)
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Ignoring refraction, the Faraday rotation of the electric
vector is given by

O¼
pf

2c

Z S

R

X

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Y4

Tþ 4ð1� XÞ2Y2
L

ð1� XÞð1� Y2
L � Y2

TÞ

s

ds ð26Þ

where

O ¼Faraday rotation (rad/s)
f ¼wave frequency (Hz)
c ¼ 2.998� 108 m/s
X ¼ kN/f2

k ¼ 80.61
N¼ electron density (electrons/m3)

and YL,YT are as previously defined.
The integration is between the receiver R, and the sat-

ellite S. For VHF frequencies the QL approximation holds
and we can express Eq. (26) as

O¼
pK

cf 2

Z S

R

fLN ds ð27Þ

where N ds is the ionospheric electron content. Evaluating
the constants yields the relation

O � 8:447� 10�7f�2

Z S

R

fL N ds rad ð28Þ

where fL¼ 2.80� 1010 BL, the electron gyrofrequency cor-
responding to the longitudinal component of the geomag-
netic field along the ray path. Details of the application of
Faraday rotation theory and other techniques to deduce
ionospheric columnar electron content may be found in
Refs. 2, 5, and 6.

4.10. Whistlers

Whistlers are bursts of EM radiation at VLF that are ini-
tiated by lightning discharges and then travel though the
ionosphere and magnetosphere in ducts approximately
parallel to geomagnetic lines of force. When translated
into sound waves, whistlers are distinguished by tones of
decreasing (or sometimes increasing) frequency, and they
may easily be detected by connecting a suitable antenna to
the input of a very sensitive audio amplifier. In fact, whis-
tlers were first observed in the last years of the nineteenth

century, and were also heard on the primitive field tele-
phone systems used in World War I. They have been stud-
ied intermittently since 1898, basically as a diagnostic
probe of the ionosphere and magnetosphere [2,26]. A
graphical representation of whistler behavior is shown
in Fig. 14, and the somewhat rarer nose whistler behavior
is illustrated in Fig. 15.

The dispersion relation for whistlers is

T¼
1

2c

Z

S

ðfNfLdsÞ

f 1=2ðfL � f Þ3=2
¼

D

f 1=2
ð29Þ
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Figure 14. Sketch of basic manifestations of a whistler and its
initiating disturbance: (a) the frequency spectrum; (b) frequency–
time curve of a typical whistler; (c) curve of

ffiffiffiffiffiffiffiffi
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p
with time. Ini-

tiating disturbance and multiple hops when the source and re-
ceiver are at the same end of a magnetic line of force. (After
Helliwell [26].)
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Figure 15. Idealized sketch of the frequency–time characteris-
tics of a nose whistler. (After Davies [5].)
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Figure 13. Simplified plane geometry of satellite–Earth propa-
gation path in the Northern Hemisphere to explain Faraday ro-
tation effects.
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where D is dispersion ¼ (1/2c)
R

sðfN=f
1=2
L Þds, fN is plasma

frequency, and fL is a longitudinal component of the plas-
ma frequency. This is the time T for a signal burst to go
from one hemisphere to its conjugate point in the opposite
hemisphere.

Other natural VLF emissions (called ‘‘dawn chorus,’’
‘‘risers,’’ ‘‘hiss,’’ etc.) that are thought to originate in the
ionosphere can also be heard on whistler detection equip-
ment. Since the 1960s, high-power VLF transmitters have
been used to generate whistlers to study properties of the
magnetosphere [27–29].

5. FRONTIERS OF IONOSPHERIC RESEARCH

The use of radiowaves to explore the terrestrial iono-
sphere began with the pioneering efforts of Appleton and
of Breit and Tuve in 1926, when they independently used
different techniques to detect the ionospheric layers. Their
work was founded on Marconi’s demonstration of transat-
lantic radio transmission and on the hypotheses of Ken-
nelly and Heaviside, who independently in 1922
postulated that there must be radio-reflecting layers in
the upper atmosphere to explain certain experimental re-
sults. The foregoing discoveries rested on the bedrock of
the experimental and theoretical work of Heinrich Hertz
(1893) and James Clerk Maxwell (1873), respectively.

There seems to have been several crests in the history
of ionospheric research: (1) in the 1920s, following World
War I; (2), starting shortly after the end of World War II;
and (3) perhaps starting in the mid-1970s with the advent
of digital techniques, and (4) more recently with the ad-
vent of the National Space Weather Program (see Ref. 30
or http://www.geo.nsf.gov/atm/).

While much of the ionospheric research up until about
1960 was in support of HF communications, the advent of
satellite communications changed the emphasis to iono-
spheric research concerning the effects of the ionosphere
on transionospheric propagation and research relating the
ionosphere to the magnetosphere. Most current ionospher-
ic research is related to the interrelationship and coupling
between regions over the entire height region of the ter-
restrial atmosphere from the troposphere to the magneto-
sphere and through interplanetary space to the sun.

There are several areas of ionospheric research that
currently seem to be producing exciting new results, and
these areas will probably continue to be emphasized in the
twenty-first century. These areas include (not necessarily
in order of importance) satellite sensors, ionospheric mod-

ification by using high-power HF transmissions, iono-
spheric imaging, coherent radars operating from HF
through VHF, and incoherent scatter radars [2–5]. Most
of these techniques are employed at high geomagnetic lat-
itudes as part of the Space Weather Program [31], but
some are also deployed in equatorial regions. We will
briefly describe the essentials of each of these areas of
current ionospheric research emphasis.

5.1. Satellite Sensors

The total number of currently operational solar-terrestrial
environment satellite probes is too numerous to list in this
article, but examples of representative satellite sensors
may be found at http://www.nasa.gov, and http://www.e-
sa.int. These satellites probe the solar physical properties,
the solar wind, the interplanetary magnetic field, and the
terrestrial magnetosphere and ionosphere and provide
realtime data to aid in forecasting and describing solar–
terrestrial conditions.

5.2. Ionospheric Modification

In the late 1960s the availability of military surplus equip-
ment such as very-high-voltage and -current power sup-
plies and HF vacuum tubes capable of many kilowatts of
RF output, together with advances in antenna array the-
ory and practice, induced experimenters to design systems
to heat or otherwise modify the ionosphere. As a result of
experiments performed in the early 1970s at the Plattev-
ille, Colorado HF high-power heating facility [32], some 10
new ionospheric modification facilities were established
and have produced significant information on ionospheric
physics. (see Chapter 14 of Ref. 5). The various modifica-
tion facilities are listed in Table 3. Other ionospheric mod-
ification facilities are located in Russia and Ukraine at
Kharkov, Moscow, Zimenki, and Monchegorsk. More in-
formation on the HAARP and other heaters may be ob-
tained on the Internet at http://www.haarp.alaska.edu.

5.3. Ionospheric Imaging by Radio

For over three decades now (as of 2003), ionospheric sci-
entists have investigated using radio methods to image
the ionosphere. Rogers [33] was probably the first to sug-
gest using the wavefront reconstruction method for this
purpose. Many attempts have been made to produce ho-
lographic images of the ionosphere, but it has not proved
to be a very successful technique––probably because of the
difficulty in uniformly illuminating a sufficiently large

Table 3. Ionospheric Modification Facilities (1970–1978)

Facility First Used Latitude Longitude
Geomagnetic

Latitude
Transmit

Power
Frequency Range

(MHz)
Antenna
Gain (dB)

Platteville, CO 1970 40.21N 104.71W 491 1.6 MW 2.7–25 18
Arecibo, PR 1980 181N 671W 321 800 kW 3–15 25
SURA, Russia 1980 56.11N 46.11E 711 750 kW 4.5–9 26
Tromsoe, Norway 1980 69.61N 19.21E 671 1.5 MW 2.5–8 28
HIPAS, Alaska 1977 64.91N 146.81W 651 800 kW 2.8, 4.5 17
HAARP,a Alaska 1997 62.41N 145.21W 621 3.6 MWa 2.8–10 30a

aHAARP is currently under construction. Values given are for the completed facility.
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horizontal slab of the ionosphere, not using a sufficient
number of receivers, and the inability to achieve precise
enough measurements of amplitude and phase of the re-
flected wave.

On the other hand, another technique (borrowed from
medical technology), computerized ionospheric tomo-
graphy (CIT), has produced quite significant results in
imaging the regular (and some irregular) features of the
ionosphere. Basically, this technique utilizes radio bea-
cons on satellites in near-polar orbits and a latitudinal
chain on the Earth subsatellite path of carefully calibrated
TEC receivers, to make many measurements of total elec-
tron content (TEC). The basic geometry is illustrated in
Fig. 16.

Currently, VHF–UHF beacons on the TRANSIT,
GLONASS, and GPS satellites are the most used as sig-
nal sources to measure TEC to use in CIT ionosphere
reconstructions. One must also use some a priori informa-

tion (ionospheric models) and ionosonde data in the algo-
rithms in order to achieve realistic results. Some recent
results are summarized in Refs. 34–39 and on the Internet
at http://www.nwra-az.com/iitc, and at http://sideshow.
jpl.nasa.gov:80/gpsiono.

Another ionospheric imaging technique is the IRIS sys-
tem (imaging riometer–ionospheric studies) [46], which
uses an antenna array of up to 64 elements to provide
images of enhanced auroral absorption structure in the D
region.

5.4. Coherent Radars

As described in the Section 4.7, HF–UHF coherent back-
scatter from ionospheric irregularities can provide very
useful information on the morphology and physics of a
wide range of irregularity scale sizes. At this time there
are about 20 of these backscatter sounders deployed, op-
erating on frequencies from 8 to 200 MHz, distributed
mainly in the high-latitude and equatorial regions. These
radars are sited so that the main antenna lobe is directed
to intercept irregularities at near-normal incidence at
E- and F-region heights.

The HF coherent radars are mainly grouped into a
large network, which covers approximately half of the
northern polar cap ionosphere––the SuperDARN network
[40], which is shown on the map in Fig. 17. Much infor-
mation has been gained on the F-region plasma convection
patterns in the polar cap, atmospheric gravity waves, and
other ionospheric phenomena related to ionosphere mag-
netosphere interaction; see Refs. 40–43 or http://sd-www.

40 45 50 55
Latitude (deg)

Figure 16. Basic satellite–Earth geometry for computer iono-
spheric tomography, illustrating the multiple ray paths on which
the total electron content is measured.
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Figure 17. Map of Northern Hemisphere showing
coverage of SuperDARN high-frequency radars.
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jhuapl.edu/RADAR. The VHF–UHF coherent radars are
documented in Refs. 2–5, and a useful Internet sources is
to be found at http://www.dan.sp-agency.ca/www/
canopus_home.html.

5.5. Incoherent Scatter Radars

One of the most powerful Earth-based radio methods for
studying the ionosphere is the incoherent scatter radar
(ISR) technique, which has been in use since the early
1960s. ISRs can reveal the electron density, electron and
ion temperature, plasma velocity, and other ionospheric
parameters, even during very disturbed conditions [2–5].
At the present time there are some seven ISRs in opera-
tion, located from the north polar cap to the magnetic
equator and spread longitudinally from Scandinavia to
Japan. The newest ISR is located at Svalbard, Norway
[44]. Data from ISRs are essential in studying the relation
between the magnetosphere, ionosphere, and middle at-
mosphere at high and equatorial latitudes [47,48].

5.6. Large–Scale Ionospheric Data Assimilation

At this time there is a staggering amount of solar terres-
trial and ionospheric data available from many diverse
sources––especially from the ‘‘Space Weather’’ sensors,
and there are several sophisticated ionospheric computer
models [49].
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1. INTRODUCTION

1.1. Electromagnetics Overview

The modeling, design, and optimization of RF/microwave
structures is a very challenging and time-consuming task
because of the difficulties in predicting the high-frequency
effects (multimoding, loss mechanisms, parasitics) for spe-
cific devices and their interaction with other devices in
close proximity. Even if a single component is well char-

acterized in isolation, effects such as surface waves and
parasitics lead to signal corruption and degraded perfor-
mance when the element is placed in a circuit with other
components. The study of electromagnetic interaction is
key to properly understanding the operation of any RF or
microwave device. In these devices, it is often better to
think in terms of electromagnetic fields rather than volt-
ages and currents, as is usually done in lower-frequency
circuits. The characterization of low-frequency circuits by
voltage and current is possible because Maxwell’s equa-
tions, which govern electromagnetic interaction, can be
approximated with circuit equations when a structure is
significantly smaller than the maximum wavelength sup-
ported by the device. As the wavelength approaches and
becomes comparable to the size of the device being stud-
ied, as in RF devices (and, as another example, in low-fre-
quency power transmission lines), these approximations
are no longer valid. When electromagnetic interactions
are not evaluated in these devices, performance degrada-
tion often results. For example, when digital circuitry and
RF components are used in close proximity, digital switch-
ing noise can corrupt RF signals, rendering the device
useless. Proper consideration of electromagnetics in this
case can account for this interaction and lead to the cre-
ation of a successful design.

To analyze these components and their interaction
mechanisms, it is often necessary to use electromagnetic
simulation software. There are a number of commercial
simulation packages, and significant research is ongoing
to find new methods and to solve new classes of problems
such as MEMS (microelectromechanical systems), period-
ic structures, and metamaterials. These tools allow the
characterization of RF and microwave devices before the
fabrication stage, which can save considerable time and
money in the design process. In addition, they can be used
to optimize devices, allowing hundreds or thousands of
configurations to be tested. Because of the complexities of
modern microwave structures, it would be impossible to
design many modern RF devices and modules without the
use of electromagnetic simulators.

Electromagnetics is the study of the fields created from
the motion of charge. If these charges are stationary, a
static, or unchanging, electric field results. If these charg-
es are moving with constant velocity, a static magnetic
field results. If these charges accelerate (change speed or
direction with time), then the result is a coupled electro-
magnetic field. This is because a changing electric field
creates a magnetic field, and a changing magnetic field
creates an electric field. The result is a propagating elec-
tromagnetic wave. The equations that govern electromag-
netic phenomena are called Maxwell’s equations.

Because of the difficulty of applying the necessary
boundary conditions on arbitrary structures, Maxwell’s
equations cannot be solved analytically for most cases of
interest to the RF or microwave designer. Beyond special
cases no analytic expressions can be found that relate the
fields in the structure to a specific source condition. In-
stead, the equations that represent electromagnetic inter-
action must be discretized (expressed as simple arithmetic
equations) so that they can be solved numerically. Al-
though it is possible to solve these equations by hand, the
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number required to accurately characterize a typical RF
device is usually in the millions or billions, necessitating
the use of computers. As these methods use computers to
perform mathematical operations on numbers, they are
referred to as computational or numerical electromagnetic
methods. Numerical methods are a branch of mathematics
in their own right, and are used in all of science and en-
gineering, from quantum mechanics to meteorology. These
techniques are chosen and applied largely according to the
type of differential equation modeled. In electromagnetics,
they are often split into two categories: time-domain and
frequency-domain methods.

Maxwell’s equations are usually expressed in terms of
either time or frequency. The time form of the equations
shows the propagation of electromagnetic fields as they
could be observed by recording the time variation of the
electromagnetic fields at any point in space. Another
method of representing electromagnetic phenomena is by
considering the response to a harmonic (single sinusoidal
frequency) or ‘‘monochromatic’’ source. Maxwell’s equa-
tions can be transformed to give frequency-domain solu-
tions in this case. The choice of the domain of the
simulator depends on whether the response of the device
has to be modeled over a wide or narrow frequency band
and whether the field variation changes significantly for
different bands (multimode propagation). Results in either
domain can be transformed to the other, but computation-
al requirements vary.

In the world of electromagnetics, there are distinct ad-
vantages to both time- and frequency-domain simulations.
Each frequency-domain simulation is valid for only a sin-
gle frequency. If the response of the device over a band is
desired, then several frequency points over the band must
be simulated. Time domain simulations, on the other
hand, can be transformed to give results over a wide fre-
quency band. A drawback of time-domain techniques is
that it is more difficult to apply the effects of materials that
have characteristics that change with frequency, such as
dispersive media. These materials are common in RF cir-
cuits, and thus complicated methods must be used to allow
their accurate modeling in the time domain. Likewise, it is
difficult to extract transient data from a frequency-domain
simulation.

The two major computational criteria for the selection
of a specific numerical simulator are speed and accuracy.
These are not independent parameters, all simulators can
be made more accurate at the expense of speed. It is not
possible to choose a simulator that is the best for all sit-
uations. Many comparisons have been made between sim-
ulators [1,2], and depending on the problem type, certain
techniques are often preferred.

The purpose of this article is to give an overview of the
most widely used time-domain simulation techniques. In
addition, specific advantages and weaknesses of each
method are highlighted, along with some references that
can provide more details about each method. With the in-
formation presented here, the reader should be able to
understand how the different simulation techniques can
be applied to specific problems and how the features of
that problem place restrictions on the simulation tech-
niques. The article begins with a quick overview of elec-

tromagnetics and then uses this information to explain
the simulation methods.

2. THEORY

2.1. Maxwell’s Equations

The differential form of Maxwell’s equations in the time
domain can be expressed as

r�EðtÞ¼ �
@BðtÞ

@t
ð1Þ

r�HðtÞ ¼
@DðtÞ

@t
þJðtÞ ð2Þ

r �DðtÞ¼ rðtÞ ð3Þ

r �BðtÞ¼ 0 ð4Þ

where E is the electric field (V/m), H is the magnetic field
(A/m), D is the electric flux density (C/m2), B is the mag-
netic flux density (Wb/m2), r is charge density (C/m3), and
J is the electric current density (A/m2). These equations
relate the electric and magnetic fields at points in space.
Likewise, these equations can be expressed in integral
form that relates the fields over contours and areas. In
isotropic, nondispersive linear media the constitutive
equations are

DðrÞ¼ eðrÞEðrÞ ð5Þ

BðrÞ¼ mðrÞHðrÞ ð6Þ

where r is the position vector. In general, the relationship
between the fields and their flux density is dependent on
the media parameters in tensor form and is a convolution
due to frequency dependence.

An alternative frequency-domain representation of
Maxwell’s equations that is often presented in the litera-
ture makes use of the phasor form of the fields, assuming a
harmonic time dependence (ejot). While equations (3) and
(4) remain the same (with the exception that t is trans-
formed to o), the time derivatives in (1) and (2) disappear,
giving

r� ~EEðoÞ¼ � jo ~BBðoÞ ð7Þ

r�H
^

ðoÞ¼ jwD
^

ðoÞþJ
^

ðoÞ ð8Þ

This representation is often used to derive frequency-do-
main methods. The form of the equations given in (1)–(4) is
usually used as the starting point for the derivation of
time-domain computational methods. However, deriva-
tions have been given for several techniques using the in-
tegral form of Maxwell’s equations as well as the
differential form.

Maxwell’s equations, with the appropriate constitutive
equations and boundary conditions at media interfaces,
can be used to solve for the electric and magnetic fields
due to any source fields, charges, and currents in any
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given structure. For a general material interface, the
boundary conditions are

n̂n � ðD2 �D1Þ¼ rs ð9Þ

n̂n �B2¼ n̂n �B1 ð10Þ

n̂n �E2¼ n̂n �E1 ð11Þ

n̂n� ðH2 �H1Þ¼Js ð12Þ

where rs and Js are the charge and electric current den-
sities on the interface and n̂n is the normal unit vector to
the interface. In the more specific case of a dielectric in-
terface, no charge or surface currents exist. As such, (9)–
(12) simply state that the normal components of the elec-
tric and magnetic fluxes are constant across the boundary,
while the tangential electric and magnetic fields are con-
stant across the boundary. Likewise, on a perfect electrical
conductor (PEC) interface the tangential electric field and
normal magnetic flux are zero, while the normal electric
flux and tangential magnetic field are equal to the charge
and current densities, respectively, on the PEC. While (1)–
(12) can be used to create a system of equations that can be
solved for the fields in any problem, in most cases the re-
sulting partial differential equations have no closed-form
solution, requiring the use of numerical methods.

The first simulation technique presented is the finite-
difference time-domain (FDTD) [3] technique. It is one of
the oldest and most widely used electromagnetic simula-
tion techniques. Many methods, such as finite-volume
time-domain (FVTD) [4], finite-element time-domain
(FETD) [5], and multiresolution time-domain (MRTD) [6]
techniques, which are also presented in this article, have
advantages over the FDTD technique at the expense of
added complexity. Also presented in this article is the
transmission-line matrix (TLM) [7] technique. Mathemat-
ically it can be shown to be similar to FDTD while pos-
sessing unique advantages. Another interesting feature of
TLM is that it is directly based on a physical model of
wave propagation, instead of a mathematical discretizat-
ion of Maxwell’s equations. The purpose of this article is to
give a basic overview of the operation of these techniques,
a summary of the limitations of each, and an overview of
how they can be used to determine useful device charac-
teristics such as S parameters and radiation patterns.

3. TIME-DOMAIN NUMERICAL TECHNIQUES

3.1. FDTD

The finite-difference time-domain (FDTD) technique was
originally proposed by K. S. Yee in his seminal 1966 paper
[3]. The defining factor of the Yee FDTD scheme is the ar-
rangement of the FDTD gridpoints that became known as
the ‘‘Yee cell.’’ This scheme is sometimes referred to as the
‘‘Yee leapfrog scheme,’’ for the manner in which the elec-
tric and magnetic gridpoints are interleaved in both space
and time, as shown in Fig. 1 for three-dimensional grids.
In this field arrangement, the electric field Cartesian com-
ponents are located half a cell width apart along their axis

from each gridpoint. Similarly, the magnetic field compo-
nents are located half a cell width in both directions nor-
mal to their axis from each gridpoint. This arrangement
places the electric field components along the edges of the
cells and the magnetic fields in the faces. The importance
of this arrangement becomes clear when the FDTD update
scheme is examined.

The FDTD update scheme can be derived by applying
central differences to Maxwell’s curl equations [8]. Specif-
ically, Faraday’s and Ampere’s laws, (1) and (2), in differ-
ential form are used. The Yee cell field arrangement is
convenient in this case because it defines the fields at dis-
crete points, and the differential form of Maxwell’s equa-
tions relates the fields at a point instead of an area or loop.

Equations (1) and (2) are vector equations, which can
be easily split into three scalar equations. For example, (2)
can be written as

@Ex

@t
¼

1

e
@Hz

@y
�
@Hy

@z
� Jx

� �
ð13Þ

@Ey

@t
¼

1

e
@Hx

@z
�
@Hz

@x
� Jy

� �
ð14Þ

@Ez

@t
¼

1

e
@Hy

@x
�
@Hx

@y
� Jz

� �
ð15Þ

if the constitutive relationship for linear, isotropic, non-
dispersive media, (5), is used. Central differences can then
be applied to discretize the time and space derivatives of
these equations. A central-difference discretization of a
first derivative

@F

@x
¼

FxþDx=2 � Fx�Dx=2

Dx
ð16Þ

approximates the derivative of a function F at the point x
by using the ratio of the difference of two surrounding
points, FxþDx=2 and Fx�Dx=2, and the distance between
those points, Dx.

Observing the field configurations in Fig. 1 it is clear
that each E-field component is surrounded by the H-field
components that appear in its scalar equation, and vice
versa. Furthermore, they are separated from each H com-
ponent by half a cell in the direction of differentiation of
the H component. The time offset between the E and H
components can similarly be set to Dt/2. If (13) is expanded
in finite differences, ignoring the current terms (loss and
source currents), we obtain

EtþDt
x;i;j;k � Et

x;i;j;k

Dt

¼
1

e

H
tþDt=2
z;i;jþDy=2;k �H

tþDt=2
z;i;j�Dy=2;k

Dy

2

4

�
H

tþDt=2
y;i;j;kþDz=2 �H

tþDt=2
y;i;j;k�Dz=2

Dz

3
5

ð17Þ
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where i,j,k specify coordinates in a grid of Yee cells (x,y,z¼
iDx,jDy,kDz).

In (17) the value of the Ex component at time tþ 1 is
given in terms of prior values of the surrounding H-field
components and the prior value of the Ex field at the same
point. Solving for EtþDt

x;i;j;k

EtþDt
x;i;j;k ¼Et

x;i;j;k

þ
Dt

e

H
tþDt=2
z;i;jþDy=2;k �H

tþDt=2
z;i;j�Dy=2;k

Dy

2
4

�
H

tþDt=2
y;i;j;kþDz=2 �H

tþDt=2
y;i;j;k�Dz=2

Dz

3
5

ð18Þ

gives a discrete update equation for Ex that requires only
the surrounding fields at the previous timestep. Similar
equations can be found for the other E- and H-field com-
ponents, and a time-marching scheme results. If the cur-
rent terms are not neglected a scheme that includes
source currents and Ohmic losses results. It is important
to reinforce that the E and H fields are not evaluated at
the same time instant; they are separated by half time-
step.

The derivation of the FDTD update equations present-
ed do not provide a method for choosing the temporal and
spatial steps. It has been shown [8] that the spatial step
required for accurate results with an acceptable numerical
dispersion performance is related to the spectrum of the
excitation waveform and is at maximum one-tenth of the
smallest wavelength in the excited waveform. For this
reason, the input waveform must be bandlimited. Gauss-
ian pulses, the derivative of Gaussian pulses, and other
easily parameterized waveforms are popular choices.
Using these functions it is possible to simulate the fre-

quency band of interest without generating nonphysical
results.

In the FDTD update equations, such as (18), the value
of e and m are specified by gridpoint. PEC structures are
represented by setting electric field components tangen-
tial to PEC structures to zero. In order to accurately sim-
ulate a structure, several gridpoints must be used across
each feature. Most RF structures have features that are
significantly smaller than the wavelength at their fre-
quency of operation, and thus the spatial step is con-
strained by the structure.

The timestep used in FDTD must be specified as a
function of the spatial step [8]. In order for the scheme to
be stable

Dt¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

me
1

Dx2
þ

1

Dy2
þ

1

Dz2

� �s ð19Þ

is the maximum value of Dt [known as the Courant-Fried-
richs-Levy (CFL) Limit] that can be used in the simula-
tion. One other important rule of thumb for the
application of FDTD is that Dx, Dy, and Dz should differ
by a factor of r10.

Because of the discrete nature of the FDTD grid, the
numerical propagation velocity of a wavefront becomes
frequency-dependent, an effect that is called numerical
dispersion. This places a limitation on cell size (usually it
must be smaller than 1

10th of the wavelength) and the
timestep. Often fine grids are required because of the fea-
tures of the modeled structure, leading to a large number
of gridpoints and a small timestep. One modification to the
FDTD technique that has been created to address this
limitation is the ADI (alternating-direction-implicit)
FDTD [9] technique. In this technique the timestep is no
longer fixed by stability requirements and can be made
larger than the CFL limit, although the fact that ADI is an
implicit technique complicates its application. Still the
size of the timestep affects the numerical accuracy of ADI
simulations.

3.2. Transmission-Line Matrix

The transmission-line matrix (TLM) method is a powerful
technique that is unique because of its historical basis and
its derivation from Huygens’ principle. Before modern
computers were available to simulate wave propagation
problems, methods were developed that utilized the rela-
tionship between electromagnetic propagation and voltag-
es and currents in lumped-element networks [10,11]. As
modern computers were made available that could repre-
sent these circuits, it became possible to translate these
physical simulators to computer models. In this way, the
TLM method is a digital representation of an analog sim-
ulator. Both of the models are based on a discretization of
Huygens’ principle.

The TLM method was first suggested by Johns and Be-
urle [7]. Huygens’ principle states that a propagating
wavefront consists of an infinite number of radiating
sources, and the sum of the radiation from these sources

Ey

Ez

Hz

x

y

Hy

Ex

Hx

z

Figure 1. Yee cell in three dimensions.
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forms the new wavefront. This principle is rarely present-
ed mathematically, but can be used as the basis of a nu-
merical method that describes radiation through a
discrete grid. A two-dimensional discretization of the
TLM method is presented here; a number of references
provide a 3D representation as well as a broader overview
of the method [12,13].

In order to discretize Huygens’ principle in two dimen-
sions, a Cartesian grid is chosen such that the distance
between elements, Dl corresponds to the distance that the
electromagnetic wave will propagate in one timestep Dt;
therefore

Dt¼Dl=c ð20Þ

A pulse incident on a node in this grid must be equally
radiated in all four directions. The grid and pulse radia-
tion on a node are demonstrated in Fig. 2. From this it can
be seen that this matrix of nodes acts like a network of
transmission-line elements. If these pulses are thought of
as voltages in the transmission-line matrix, then the fol-
lowing equation represents the radiated pulses on the
lines surrounding a node at timestep nþ 1 based on the
incident pulses at timestep n [14].

nþ 1

V1

V2

V3

V4

0
BBBBB@

1
CCCCCA

r

¼

�1 1 1 1

1 �1 1 1

1 1 �1 1

1 1 1 �1

0
BBBBB@

1
CCCCCA

n

V1

V2

V3

V4

0
BBBBB@

1
CCCCCA

i

ð21Þ

As the radiated pulses become the incident pulses on the
neighboring nodes, the incident pulses for the next time-

step are computed as

kþ 1V i
1ðx; zÞ¼ kþ 1V i

3ðx; z� 1Þ

kþ 1V i
2ðx; zÞ¼ kþ 1V i

4ðx� 1; zÞ

kþ 1V i
3ðx; zÞ¼ kþ 1V i

1ðx; zþ 1Þ

kþ 1V i
4ðx; zÞ¼ kþ 1V i

2ðxþ 1; zÞ

ð22Þ

if the distance between the gridpoints is normalized.
These equations can be used to in a timestepping fashion
by setting an initial condition on the TLM grid and then
using (21) and (22) to update the values on each node in
the grid.

The grid presented in Fig. 2 and the update equations
given in (21) and (22) demonstrate the propagation of any
wave. The derivation of the TLM technique will be pre-
sented for the two-dimensional TE simulations, utilizing
the Ey, Hx, and Hz fields. It was already stated that this
network of grids acts like an electrical network of inter-
connected transmission lines, so it is natural to develop a
transmission-line network in which the field values can be
determined from the currents and voltages in the net-
work. This unit cell is presented in Fig. 3. The equations
that represent signal propagation on these transmission
lines are very similar to Maxwell’s equations. In fact,
there is a simple relationship [14]

Ey � Vy

Hz � Ix

Hx � �Iz

m � L

e � 2C

ð23Þ

that equates the electromagnetic fields to voltages and
currents in the network.
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Figure 2. Mesh demonstrating incident (dashed) pulse and ra-
diated pulses (solid).
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Figure 3. Lumped-element unit cell for TLM [12].
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In order to apply the algorithm to a physical problem, it
is important to understand the conditions under which it
can be used. The line matrix does not represent a contin-
uous space, but rather a tightly spaced periodic structure.
As such, electromagnetic waves cannot propagate in any
direction, as they can in nature, but only along the lines of
the grid. By reducing the spacing between the gridpoints,
the space can be made to closely represent natural prop-
agation. However, because of the nature of the discrete
grid, the speed of wave propagation through the grid will
not match the speed through a physical medium. Further-
more, this difference between physical and numerical
propagation speeds is a function of both frequency and
propagation direction, and is thus referred to as grid dis-
persion. For diagonal propagation, the grid experiences no
dispersion. The maximum dispersion occurs in the axial
direction and the velocities are related as [12]

vn

c
¼

o
bnc
¼

b
bn

¼
pDl=l

arcsin
ffiffiffi
2
p

sinðpDl=lÞ
� � ð24Þ

The TLM grid propagation velocity is naturally c/21/2 for
square cells in the diagonal direction [12] (as the grid rep-
resents a medium with a permittivity twice that of free
space); but for a Dl that is a quarter a-wavelength, the
network velocity is c/2 in the axial direction. Therefore, for
an accurate simulation, a grid size much smaller than l/4
must be chosen. In practice, however, the grid size is often
constrained by the structure being simulated, resulting in
grids significantly smaller than this limit.

A major advantage of the TLM method is that it sim-
ulates actual electromagnetic wave propagation; no ap-
proximations are applied to the wave equations. This
makes it more computationally intensive than other meth-
ods (although on the same order as others presented here),
an aspect that becomes apparent in the requirement that
is placed on the grid size. However, the advantage of this
method is that it can be used to simulate almost any
structure. The model that has been presented thus far
only allows free-space propagation, but can be easily ex-
tended to simulate structures such as perfect electrical
conductors (PEC), perfect magnetic conductors (PMC), di-
electric interfaces, and lossy metals.

By modifying the unit cell presented in Fig. 3, the ef-
fects mentioned above can be modeled. All of these tech-
niques have been presented in the literature [12]. PEC
interfaces can be modeled with short circuits; PMC inter-
faces, with an open circuit. In a similar way, the reflection
from a lossy boundary can simply be represented by set-
ting the reflected field to be equal to the incident field
multiplied by a loss parameter r (which is, of course, less
than 1). Homogeneous materials other than free space can
be modeled by simply setting the values of m and e to match
the desired materials. Of course, it is also possible to mod-
el inhomogeneous and dispersive materials, but their
treatment is beyond the scope of this article.

3.3. Conformal Mesh Techniques

The FDTD and TLM techniques that have been presented
are the two most widely used time-domain simulation

techniques. Both techniques have proved to model an ex-
tremely wide variety of cases from radar cross sections of
aircraft to circuits in broadband communications devices.
Nevertheless, there are many structures that cannot con-
form to a Cartesian grid. When these structures, such as
circular metal and dielectric elements, are encountered,
they are typically treated in FDTD and TLM by staircas-
ing a fine grid around the nonconformal shape. When
staircased finely enough, it is often possible to accurately
simulate the structure. However, this can lead to extreme-
ly fine grids and thus excessive execution time. Further-
more, some structures cannot be accurately modeled with
a staircase configuration [15]. To more accurately repre-
sent these structures, methods have been developed that
use conformal, nonorthogonal meshes with fewer cells, al-
though the update of each cell is more computationally
intensive. As an added benefit, a number of codes produce
unstructured meshes that are compatible with these
methods. As all of these methods are quite complex, com-
plete derivations will not be presented here. However, the
major points and differences of three of the most popular
methods, the generalized Yee scheme [16,17] and the fi-
nite-volume time-domain (FVTD) [4] and finite-element
time-domain (FETD) [5] techniques will be briefly pre-
sented.

The Yee FDTD technique presented earlier in this ar-
ticle has been actively researched since the early 1970s.
As such, a number of methods have been developed that
allow FDTD to be used to model structures that do not
conform to the fixed Cartesian grid. One of the simplest of
these methods is the variable-grid technique [18]. A sim-
ilar method has been presented for the TLM technique
[19]. This grid is very easy to use with any existing code,
as the orthogonality between the grid directions is main-
tained. By simply varying the Dx, Dy, and Dz values as a
function of position along their respective axes, a much
wider variety of structures can be modeled. In addition,
the grid can be dense in the area of fine features while
remaining relatively sparse in large homogeneous areas.
Figure 4a depicts a two-dimensional variable grid. In this
grid the two coordinate directions are independently var-
ied, thus allowing a much finer grid to be used in a local-
ized region.

Another simple extension to FDTD is subgridding [20].
In these methods, the resolution is increased in a subset of
the grid, as shown in Fig. 4b. This allows fine features to
be locally matched while adding no additional computa-
tional demands away from the finely detailed region. The
difficulty of applying this method comes from the interface
between the subgrided region and the surrounding mesh.
At these interfaces, cells intersect where there are no
gridpoints. In these regions the fields must be interpolated
to obtain values where gridpoints do not exist, introducing
nonphysical dispersion and numerical velocity mismatch.
The subgridding method allows the fine grid to be applied
in a more local fashion than variable gridding. However,
as with the variable grid method, the timestep is con-
strained by the smallest cell; whereas the simulation uses
fewer gridpoints (and is thus faster), it requires the same
number of timesteps as a grid made entirely of the small-
est cell.
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A final extension that will be mentioned here is a meth-
od of local conformal modeling where individual cells are
modified such that an interface that intersects a cell is
modeled while the surrounding cells are treated as normal
FDTD cells [21]. An example of this grid is presented in
Fig. 4c, where a circle is inscribed into the Cartesian grid.
Cells that are intersected by the circle approximate the
curve with a diagonal edge. These methods can allow the
modeling of curved elements with significantly fewer cells
than staircasing, and they converge more accurately to the
actual shape as the cell size is reduced. For more complex
structures a grid that is conformal everywhere, such as in
Fig. 5, is appropriate. This method can be viewed as a lo-
cal, limited version of the generalized Yee scheme.

The generalized Yee scheme [16,17] is so named be-
cause it extends the use of the Yee cell, which is based on a
Cartesian grid, into a scheme where the space is filled
with interlocking polyhedra, the faces and edges on which
the field values are constant. As the polyhedra that rep-
resent the electric fields intersect at the centroids of the
magnetic field polyhedra, the resulting field orientation is
similar to the conventional Yee scheme. However, in the
generalized scheme the points do not have to be regularly
spaced, and the edges that connect them are not orthog-
onal. Furthermore, all the polyhedra do not have the same
shape. Removing the structure of the grid adds significant

complexity to the method. However, there are several ben-
efits to using the technique: (1) as in traditional FDTD, the
electric and magnetic fields are offset, allowing a second-
order representation while remaining explicit; (2) complex
shapes can be modeled with fewer cells than conventional
FDTD because the need for staircasing has been eliminat-
ed; and (3) the update of each field point is still dependent
only on the nearest neighbors, allowing the technique to
be efficiently parallelized.

Another technique that uses a conformal mesh is the
finite-volume time-domain (FVTD) method [4]. While it
uses a similar grid as the generalized Yee scheme, it has a
very different derivation and characteristics. The FVTD
method is derived using the integral form of Maxwell’s
equations on contours made in the grid and collocates all
the fields in both time and space (as opposed to the leap-
frog arrangement of the Yee scheme). One difference be-
tween this method and FDTD is that it is not dispersive,
but rather dissipative [4].

The final conformal method that will be reviewed here
is the finite-element time-domain (FETD) technique [5].
Finite-element schemes are very different from the tech-
niques presented thus far because the fields are repre-
sented on elements on which a field distribution is
assumed and coefficients representing the magnitude of
the fields on these elements are determined. Like the
FVTD and generalized Yee scheme, the FETD method
can use a conformal mesh and thus represent complex
structures with larger cells than can the FDTD method.
The FETD method can be complicated in a full 3D scheme,
but, as it is an important and widely used time-domain
method, a brief derivation is presented here.

3.4. Finite-Element Time Domain

A multitude of algorithms apply finite-element techniques
to time-domain electromagnetic modeling. The technique
presented here is the point-matched time-domain finite-
element method [5], which was developed in the mid-
1980s. It is one of the earliest finite-element methods in
the time domain, and is representative of the techniques
used in finite-element time-domain (FETD) modeling.

FETD shares many similarities to FDTD. As in FDTD,
Maxwell’s equations in differential form, Eqs. (1)–(4) are
used as a starting point. However, instead of discretizing
the equations using finite differences, the electric and
magnetic fields in the equations are replaced with a sum

(a) (b) (c)

Figure 4. Alternate gridding methods for
Yee FDTD: (a) variable gridding; (b) subg-
ridding; (c) locally conformal mesh.

Figure 5. Conformal mesh using triangular elements, created
with HFSS (high-frequency structure simulation) [22].
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of coefficients multiplied by basis functions chosen by the
user. The electric and magnetic fields are expressed as

Eðr; tÞ¼
XM

i¼ 1

jiðrÞEiðtÞ ð25Þ

Hðr; tÞ¼
XN

j¼ 1

cjðrÞHiðtÞ ð26Þ

where M and N are the number of nodes (ri and rj, re-
spectively) used to represent the fields over the simulated
space. These nodes are not necessarily collocated. It is im-
portant to note that, unlike in the finite-difference tech-
nique, all components of each field are collocated at their
respective gridpoints. The characteristics of the resulting
simulator are dependent on the basis functions, j and c,
chosen.

The basis functions are restricted such that

jiðrÞ¼
1 r¼ ri

0 all other nodes

(
ð27Þ

cjðrÞ¼
1 r¼ rj

0 all other nodes

(
ð28Þ

The domain of each basis function ends at the neighboring
grid locations. The effect of the functions is to interpolate
the fields over the cell. The electric and magnetic grid-
points are offset, in much the same way as in the FDTD
method, so that the locations of the magnetic gridpoints
are in the center of the electric field cells. With this ar-
rangement, update equations very similar to the FDTD
update equations can be developed. The basis functions for
the electric or magnetic gridpoints located at the points ri

and rj, respectively, will only overlap the neighboring
gridpoints of the corresponding magnetic or electric field.
If each element has K nodes, and (25) and (26) are inserted
into (1) and (2) (ignoring the current term), the following
results

@HjðtÞ

@t
¼ �

1

mðrjÞ

XK

l¼1

rjlðrjÞ�ElðtÞ ð29Þ

@EiðtÞ

@t
¼

1

mðriÞ

XK

l¼ 1

rclðriÞ�HlðtÞ ð30Þ

where the points denoted by the index l correspond to the
points where the basis functions overlap.

The coefficients Ei(t) and Hj(t) in (25) and (26) are dis-
crete functions of time. They can be used to determine the
magnitude of the electric and magnetic fields at integer
multiples of the timestep Dt. The size of the timestep re-
quired for a stable simulation is limited by the grid, but its
calculation will not be covered here. In (29) and (30) the
time derivative is not discretized. If central differences are

used, we obtain

H
nþ 1=2ð Þ
j ¼H

n� 1=2ð Þ
j �

1

mðrjÞ

XK

l¼ 1

rjlðrjÞ�ElðtÞ ð31Þ

Enþ 1
i ¼Enþ1

i þ
1

mðriÞ

XK

l¼ 1

rclðriÞ�HlðtÞ ð32Þ

where n is the timestep index. As in the finite-difference
technique, the E and H fields are interleaved in time, and
an explicit time-marching scheme results. The only step
remaining to determine the time-marching scheme is to
calculate the derivatives in (31) and (32), which is an easy
task once the basis functions have been chosen.

While the scheme presented seems relatively straight-
forward, several details involved in implementing the
method can be quite daunting. First, the grid used in
this method, unlike that in FDTD and TLM, does not have
to be rectangular. Each element can be shaped differently.
This is an advantage of the method, but the grid genera-
tion can be challenging. A common method is to use a
rectangular mesh everywhere except at material bound-
aries. This significantly simplifies grid generation. There
are several existing codes and algorithms that can be used
for mesh generation. The creation of an effective meshing
algorithm can be at least as complicated as the FETD
technique itself. Similar grids are used for finite-element
discretizations in a variety of applications, such as me-
chanics, aerodynamics, and frequency-domain electro-
magnetics.

The second difficulty that must be mentioned is the in-
tricacy of representing boundary conditions in the finite-
element method. A system of equations that can be used to
solve for the fields on the boundary of a PEC are

n
_
�E1

¼ � n
_
�E2

ð33Þ

r0 � ðn
_
�HtotalÞ¼ � en

_
�
@Etotal

@t
ð34Þ

where r0 is the surface divergence (derivatives are taken
only along the surface). In the finite-difference time-do-
main method, only (33) is used. This is because the com-
ponents of the electric field are offset in space, and only the
tangential fields ever contact a PEC surface. Thus, instead
of simply zeroing components, such as in the FDTD meth-
od, a system of equations must be solved at each timestep.
Similar considerations must be taken when implementing
dielectric boundaries.

3.5. Multiresolution Time Domain

The multiresolution time-domain (MRTD) technique [6]
was originally introduced by M. Krumpholz and L. P. B.
Katehi in 1996. The MRTD method is derived through the
application of wavelets to the space discretization of Max-
well’s equations (multiresolution analysis). Time differen-
tiation is modeled using central differences as in FDTD.
One of the advantages of using MRTD is that the resolu-
tion of the discretization can be altered as a function of
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time and space. This timespace-adaptive grid can result in
a significant reduction in operations per timestep and sig-
nificantly quicker simulations. Another advantage of the
MRTD method is that, depending on the wavelet basis
functions used, the numerical dispersion relationship can
allow the use of significantly fewer basis functions per
wavelength than required in the FDTD method [23]. The
adaptive nature of wavelets and their ability to efficiently
represent complex waveforms has led to their use in sev-
eral frequency- and time-domain techniques.

Many wavelet bases are commonly used in electromag-
netics, each with distinct advantages and challenges in its
implementation. Several of these techniques allow not
only adaptive resolution but also the use of fewer points
per wavelength and are comparable to high-order FDTD
techniques. For simplicity, a 2D derivation of MRTD using
the relatively simple Haar wavelets is presented here.
This set of basis functions has the same dispersion prop-
erties as FDTD, and thus requires the same number of
basis functions per wavelength [24]. The Haar basis func-
tions are chosen over other wavelet basis functions for
several reasons: (1) they are based on pulses and thus are
simpler to apply than other basis functions and (2) when
the basis functions are summed to determine the field
values, they form regions of constant field value. There-
fore, when set to zero, they form a finite region of zero field
value. This enables efficient modeling of PECs. The main
advantage of Haar MRTD over FDTD is the timespace
adaptive gridding capability. The Haar scaling function
and mother wavelet are presented in Fig. 6.

The Haar scaling function is a simple pulse function in
space. If the MRTD update derivation is followed using
only the Haar scaling functions, the FDTD scheme results
[25]. All wavelets used in the Haar MRTD scheme are
based on the mother wavelet. With each increase in reso-
lution level, the number of wavelets is doubled, the domain
of each is halved, and the magnitude is increased so that
the norm (integral of the function multiplied by itself over

its entire domain) of each function is 1. The wavelet basis
functions for resolution 1 and 2 are presented in Fig. 7.

MRTD update equations can be determined by expand-
ing Maxwell’s curl equations in terms of wavelets and
scaling coefficients in space and pulses in time and then
applying the method of moments. Maxwell’s curl equa-
tions, in the 2D TEz mode, are given by
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Ex can be expanded as
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following the notation in Ref. 6. In this case
jiðxÞ¼jðx=Dx� iÞ and cr

i;pðxÞ ¼2r=2c0ð2
r=2ðx=Dx� iÞ � pÞ,

and h(t) is a simple pulse of duration Dt. The maximum
level of wavelet resolution is rmax. The four groups of
terms in the equations above represent the product of the
x- and y-oriented wavelet expansions. The terms are the x-
scaling/y-scaling, x-wavelet/y-scaling, x-scaling/y-wavelet,
and x-wavelet/y-wavelet terms, respectively. In each cell,
represented by (i,j) in 2D, there is a set of 2Dðrmax þ 1Þ coef-
ficients, where D is the dimension of the simulator
[22ðrmax þ 1Þ in the 2D case]. It has been noted [24,25] that
an offset of 1=2rmax þ 2 between the E and H cells in space
leads to a true doubling of resolution for each increase in
rmax, and dispersion performance equivalent to an FDTD
grid that has cell spacings of the MRTD equivalent grid-
points. For this scheme, there are 22ðrmax þ 1Þ equivalent
gridpoints per cell, distributed evenly in the cell. These
gridpoints exist at each independent field value that can
be determined by summing all of the basis functions in a
cell. It should be noted that there are as many of these
points as there are basis functions.

The MRTD update equations can be determined by in-
serting the scaling/wavelet function expansions of the
fields into Maxwell’s equations and applying the method
of moments. The method of moments is applied by multi-
plying both sides of the equation by user chosen testing
functions and then taking an integral over their domain.
In MRTD, Galerkin’s method is normally used, where the
testing functions are the same as the basis functions. For
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Figure 6. Haar basis scaling function f and mother wavelet c0.
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example, time localization (limiting the time coefficients
required for an update to the current and previous time
step) is achieved by multiplying both sides of the equation
by the time pulse, positioned at the point of the fields in
the space derivative of the equation. As in FDTD, the co-
efficients for the field values are interleaved in time, using
(38), the electric field coefficients are calculated at times
nDt, and in a similar expansion the magnetic fields are
calculated at times ðnþ 1

2ÞDt. The method of moments can
be applied to discretize time as

Z
h½nþ ð1=2Þ�Dt

@Ex

@t
@t¼

Z
h½nþ ð1=2Þ�Dt

1

e
@Hz

@y
@t ð39Þ

where h[nþ (1/2)]Dt represents a pulse of duration Dt cen-
tered at time ðnþ 1

2ÞDt. The integral

Z
h½nþ ð1=2Þ�DthmDt@t ð40Þ

which appears on the left hand side of (39), evaluates to 1
when n¼m and n¼m� 1 and 0 elsewhere. Thus, the only
electric field components that are needed to update the
coefficients are the current and previous timesteps. On the
right hand side of (39), the integral

Z
h½nþ ð1=2Þ�Dth½mþ ð1=2Þ�Dt@t ð41Þ

is nonzero only when n¼m. Thus, the magnetic field com-
ponents are only required at one location in time. A sim-
ilar procedure can be applied for each of the wavelet and
scaling coefficients, so that each the update of each wave-
let/scaling coefficient is in terms of its previous value and
the values of the wavelet/scaling values of the surround-
ing fields.

Using a vector notation similar to [25], the following
results are derived
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This vector representation appears very similar to its
FDTD analoge. To give an example of the vectors in
(42)–(44), if the maximum resolution rmax¼ 0, then
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The U matrices represent the results of the inner products
from the method of moments. For the rmax¼ 0 case, we
obtain

UHEŷy
ðrmax¼ 0Þ¼

�1 �1 0 0 1 1 0 0

1 �3 0 0 �1 �1 0 0

0 0 �1 �1 0 0 1 1

0 0 1 �3 0 0 �1 �1

2
666664

3
777775

ð46Þ

The MRTD method has a timestep requirement similar to
that of FDTD:

Dt¼
1

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2rmax þ 1

Dx

� �2

þ
2rmax þ 1

Dy

� �2
s ð47Þ

In the case of Haar wavelets, the resolution rmax is
equivalent to having 2rmax þ 1 FDTD gridpoints per cell.

As an alternative to the Haar techniques presented
here, other wavelet bases are commonly used with the

−21/2

21/2

−2

2

0.50 1

�1

�2

Figure 7. Haar wavelets for resolution levels 1 and 2.
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MRTD technique. Two of the most popular are the Battle–
Lemarie [6] and CDF wavelets [26]. These techniques
have the advantage of requiring the use of fewer basis
functions per wavelength than FDTD or Haar MRTD. One
disadvantage of these techniques is that it is difficult to
apply hard boundary conditions, such as PECs and PMCs
using these basis functions. Extending these techniques to
allow the modeling of more structures is currently a busy
research area.

3.6. Parallelization

One common method of decreasing the execution time of
these computationally intensive codes is parallelization.
Code parallelization allows programmers to rewrite code
to distribute the problem over the several processors in a
multiprocessor system. This is becoming especially popu-
lar with the advent of low-cost computer clusters. These
clusters, sometimes referred to as Beowulf clusters (as
named by their developers at NASA) or workstation clus-
ters, allow the combination of several off-the-shelf com-
puters into a networked supercomputer. These computers
are significantly cheaper than traditional supercomput-
ers, and several rank among the fastest in the world.
While the slower interconnects between the computers
can limit their application, most time-domain methods are
ideal for workstation cluster parallelization.

Most of the time-domain methods presented here are
explicit, meaning that the fields are updated directly from
other field values and no matrices are inverted. Further-
more, they are nearest-neighbor techniques; the field up-
date at any given point depends only on the fields at the
neighboring points. Therefore, these techniques can be
parallelized by dividing the computational space into sub-
grids. The only data that needs to be exchanged between
the processes are the data on the edges of the subgrids. As
these data are two-dimensional, and the data to be updat-
ed are three-dimensional, the computation time grows on
the order of the number of gridpoints faster than the time
taken to pass data between grids. As the problem size in-
creases, the communication time becomes less of a hin-
drance, resulting in excellent performance on workstation
clusters.

4. IMPORTANT FEATURES OF TIME-DOMAIN
SIMULATION TECHNIQUES

4.1. Performing Simulations and Analyzing Output

All the simulators that have been presented in this article
are full-wave simulators. They are so named because they
simulate Maxwell’s equations without approximations,
and thus give the electric and magnetic fields over the
entire simulation domain as they evolve in time. For most
applications, the quantities of interest from simulation are
not the values of the fields, but rather macroscopic pa-
rameters of the devices being simulated (such as S pa-
rameters, input impedance, and bandwidth). In addition,
while the methods that have been presented here allow for
the simulation of field propagation through various media,
no mention has been made of how to terminate the com-

putational space, or introduce a source condition. This
section contains information about how to use the infor-
mation obtained from these simulators.

It is important to remember when using these tools
that they simulate actual physical phenomena. As such,
when an excitation is introduced, it should closely match
the source condition in the physical circuit. This may in-
clude introducing a gap voltage in a dipole antenna or a
current on a wire in a waveguide probe feed. In many ways
not only the circuit but also the measurement environ-
ment are simulated. A network analyzer, for example, ex-
cites a field on a feedline and then analyzes the output of
the device. In simulation, fields can be probed in response
to an excitation. By doing this in as close a fashion to ac-
tual measurement as possible, useful information can be
obtained. Of course, simulated fields can be injected and
measured at any point in space, even where it would be
physically impossible in practice. Used wisely, this allows
for results that are independent of many common sources
of measurement error.

An example structure that can be used to explain many
of these concepts is presented in Fig. 8. The presented
structure is a microstrip coupled-line filter. The physical
structure being simulated consists of metal lines printed
on a dielectric substrate. This is a two-port structure, with
ports 1 (input) and 2 (output) labeled in the figure. If this
structure were to be fabricated and measured, connectors
would have to be added at the ports to allow connection to
the network analyzer. These could be either coaxial or co-
planar waveguide depending on the measurement equip-
ment. In either case, the input and output lines would
be made long enough to prevent coupling between the
measurement ports and the structure. In the case of

Absorber

PEC Line

Excitation

Probe location

2

1

Figure 8. Example simulation structure showing location of ab-
sorbers, excitations, and probes.
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simulation, these connectors are not required. Instead, a
microstrip excitation is impressed on the grid. To prevent
reflections of the impressed signal from the input and out-
put ports, an absorber is placed around the structure. This
numerical absorber is analogous to the absorbing materi-
als used in antenna measurement systems. The voltage
under the microstrip is then measured at the input and
output ports. By simulating the structure over the entire
frequency band of interest and transforming the probed
voltages to the frequency domain, S parameters and other
important parameters such as input impedance and band-
width can be determined. Field plots, showing the field
distribution in a 2D cross section of the grid, in both the
time and frequency domains, can also be used to optimize
structures by highlighting areas that cause unwanted
crosstalk, radiation, loss, and maximum coupling.

4.2. Source Conditions

When exciting a structure it is necessary to consider both
the spatial distribution of the excitation (how much of the
grid is covered and which mode is excited) and the fre-
quency content of the source signal. As most methods are
numerically dispersive, there is a grid-dependent maxi-
mum frequency that can be accurately simulated. For the
simulation of RF and wireless circuits, it is usually desir-
able to provide an excitation over a small portion of the
grid to represent a physical incident source condition. The
frequency content of the pulse is chosen to cover the fre-
quencies of operation of the device. For many structures,
such as rectangular and circular waveguides, there are
closed-form expressions for the modes that can propagate.
These expressions give relative field magnitudes as a func-
tion of space that are dependent on the structure. To excite
these structures, the mode shape must be discretized, and
then the field values can be set to match the mode shape.
Due to discretization error, it is often difficult to excite just
the modes of interest, and mode decomposition must be
performed when the output is analyzed. For other struc-
tures, such as microstrip lines, no exact closed-form ex-
pressions exist. In this case, the mode shape is
approximated [8]. As the signal propagates through the
circuit, it will automatically assume the proper mode
shape. It also possible to build a library of these nonana-
lytic excitations by simulating lines and storing the mode
shapes created on the line by a simpler excitation.

To restrict the excitation to a specific frequency band,
its waveform must be shaped in time. The frequency con-
tent of the input signal can then be determined by Fourier-
transforming the time-shaping function. As the simula-
tion time must be finite, the actual frequency response of
any time waveform is infinite. As such, pulse shapes that
have quickly decreasing magnitude as frequency is in-
creased are necessary. In order to accurately control the
frequency content of the pulse, expressions with well-
defined Fourier transforms are often chosen. Commonly
chosen waveforms are Gaussian pulses, Gaussian deriva-
tive pulses, sinusoidal pulses, and modulated Gaussians
(Gaussians multiplied by sinusoids). It is important to re-
mark that while sinusoidal pulses will give the response to
a single frequency, this is not a very efficient use of time-

domain methods. One of the chief advantages of time-
domain methods is that they simulate a broad band in
comparable time to a single frequency in a frequency do-
main code. For this reason it is usually best to use a
broadband excitation.

Alternatives to these excitations are plane-wave sourc-
es. For many applications, such as illuminating targets for
radar cross section evaluation or modeling bulk material
properties [e.g., electronic bandgap (EBG) and metamate-
rials], the response to a plane-wave illumination is de-
sired. In FDTD it is often useful to use a total-field/
scattered-field formulation [27]. In this formulation the
computational domain is divided into total-field region
that is surrounded by a scattered-field region. A connect-
ing surface is developed that effectively removes the inci-
dent field from the scattered region. An alternate method
is a pure scattered-field formulation [28], in which the in-
cident wave is not impressed on the grid, but rather the
response of the surface of the scatterer is applied, and thus
the scattered field is generated. As the scatterer responses
must be calculated analytically, this can be a difficult
method to apply, however, there is no error due to the in-
cident field propagating through the numerical grid.

4.3. Numerical Absorbers

For all of the presented methods, the fields at any one
point in time and space are dependent on the fields at
previous timesteps and neighboring spatial points. The
computational domain, however, must be finite. In order
to update the field points, the fields on the boundaries
must be known. Two conditions on which the fields are
always known are perfect electrical conductors (PECs)
and perfect magnetic conductors (PMCs). On these sur-
faces the tangential electric or magnetic fields, respective-
ly, are zero. In techniques with staggered grids, such as
FDTD and TLM, these conditions can be applied by simply
zeroing the appropriate field values. In collocated grid
techniques, such as FVTD and FETD, these conditions
must be applied using all the field values. For either type
of simulator, these boundaries will cause total reflection of
an incident signal. If the response of a structure is to be
known to an incident signal, then the reflection from the
boundaries will combine with the response of the struc-
ture, and the results will be useless. To use these hard
boundary conditions, the computational space must be
sufficiently large for the time response of the device to end
before reflections interfere. This can easily result in im-
practically large grids. Therefore, another technique, an
absorbing (sometimes called radiating) boundary condi-
tion (ABC), must be applied. The goal of these techniques
is to absorb incoming waves with a minimum of numerical
reflection.

There are several techniques for applying absorbing
boundary conditions (ABCs), most of which can be applied
to the methods presented here. A number of these methods,
usually referred to by the surnames of their developers,
such as Bayliss–Turkel [29], Mur [30], and Ramahi [31],
can often reduce reflections by 50–80 dB. Another tech-
nique, which has become the standard for numerical ab-
sorbers, is the perfectly matched layer (PML). Introduced
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by Berenger in 1994 [32], the PML is manifested in a sim-
ulator as a physical material with very specific properties.
It offers excellent performance over a wide frequency band
and range of incident angles. It has been shown to be
equivalent to a similar method, the uniaxial perfectly
matched layer (UPML) [33]. The UPML is the numerical
representation of a uniaxial anisotropic medium with both
electric and magnetic permittivity tensors, that offers nu-
merical reflection coefficient lower than � 100 db for most
RF open structures.

4.4. S Parameters

The output of a time-domain simulator is the values of the
electric and magnetic fields at all points in space over the
time period simulated. To calculate useful characteristics
of the device being simulated, these responses must be
transformed into meaningful parameters. The S parame-
ters are frequency-domain characteristics that provide the
response at a port of a structure due to an incident signal.
As such, in time-domain simulators, the input and output
voltages/currents on a structure can be recorded, convert-
ed to the frequency domain, and postprocessed to give S
parameters. The structure in Fig. 8 can be used as an
example for determining S parameters.

The nature of the input and output signal depends on
the type of device being simulated. For a quasi-TEM struc-
ture, such as the microstrip of Fig. 8, the voltage from
ground to signal line and the current in the signal line can
be used to determine S parameters. The voltage can be
determined by summing the electrical fields normal to the
line from the ground to the signal line, numerically inte-
grating

V ¼ �

Z b

a

E � ds ð48Þ

Likewise, the current on the line can be determined using

I¼

I
H � dl ð49Þ

which is numerically equivalent to summing the magnetic
fields tangential to a contour surrounding the conductor.

These parameters are then transformed to the frequen-
cy domain using either a fast or discrete Fourier trans-
form. In order for the Fourier transform to be accurate, the
simulation must run until the fields at the measurement
points go to zero (or a very small value relative to their
peaks, usually less than 0.1%). Once the frequency domain
voltages/currents are determined, they can be processed to
determine the S parameters. The general formula for an S
parameter is to divide the output signal at port m by the
incident signal on port n:

SmnðoÞ¼
Vm;outðoÞ
Vn;inðwÞ

ZnðoÞ
ZmðoÞ

� �1=2

ð50Þ

The expression in (50) is valid for the general case where
the impedance of the input and output ports are not equal.

It should be noted that this is not always the ratio of the
total signal at the input and output probes.

The fields recorded during the simulation are the total
fields. For example, the input probe of Fig. 8 will record
the incident field from the excitation as well as the reflec-
tion from the filter. For the computation of S21, however,
voltage used in (50) must be only the incident. In this case
the incident voltage can be determined by performing a
separate simulation with an identical probe on an identi-
cal transmission line (without the filter). To compute S11,
the output field can be computed by subtracting the inci-
dent from the total field.

One other parameter that can be easily calculated us-
ing voltage and current probes is the characteristic im-
pedance of a transmission line. For a signal traveling
through a transmission line, the characteristic impedance
can be determined as the ratio of the voltage to the current
on the line. It is important to note that to measure these
values, only one signal should propagate on the line, with
no reflections. For most simulators, exciting a transmis-
sion line terminated with PML on both ends will suffice.
For a simulator that has electric and magnetic field collo-
cated in time and space, the impedance formula is

Z
^

ðoÞ¼
V
^

ðoÞ

I
^

ðoÞ
ð51Þ

while, for other simulators, the offset must be accounted
for. In FDTD, for example, the half-space-cell offset can be
accounted for by using the geometric average of two cur-
rent probes that surround a voltage probe, and an expo-
nential multiplier can be used to compensate for the half-
timestep offset. For FDTD, the impedance formula is [34]

Z
^

0ðxÞ¼
V
^

ðxÞe�joðDt=2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I
^

ðxþ 1
2Þ I
^

ðx� 1
2Þ

q ð52Þ

This discussion has focused on microstrip structures;
however, it can easily be extended to more general lines.
For any given structure, it is necessary to determine what
output voltage can be used to characterize the device. For
a coplanar waveguide, for example, the energy is also car-
ried between the signal and ground lines; however, they
are in the same plane and thus the recorded voltage is
tangential to the lines. Similarly, stripline, slotline, and
coaxial structures can be characterized by determining
the voltage between the appropriate conductors. Finally,
using the S parameters, other important parameters such
as input impedance, insertion loss, and bandwidth can be
directly calculated.

4.5. Near-Field/Far-Field Transformation

Antennas are often simulated with time-domain simula-
tors. The techniques presented in the previous section can
be used to calculate antenna parameters such as input
impedance and bandwidth, but they do not give the po-
larization, directivity, gain, and many other antenna pa-
rameters. To analyze the antenna in terms of these
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parameters, it is necessary to know the far-field radiation
pattern of the antenna. The far field is often tens of wave-
lengths away from the antenna structure, and an enor-
mous grid is required for accurate simulation.
Fortunately, there is another method that can be used to
determine the far-field radiation pattern, the near-to-
far-field (NFF) transform.

The far-field radiation pattern is calculated by first re-
ducing the radiation problem to one set of electric and
magnetic equivalent sources on a closed surface surround-
ing the radiating structure. The problem of an antenna
radiating into free space is demonstrated in Fig. 9, in
which the entire antenna and feeding structure are sur-
rounded by free space. This space is terminated with an
absorbing boundary condition, such as PML. A transfor-
mation surface is placed in between the antenna and the
absorber. This surface has no effect on the simulation; it is
used only to record fields.

The surface equivalence theorem [35] states that the
problem in Fig. 9 can be represented by electric and mag-
netic current sources placed on the NFF transformation
surface. Using these current sources, the fields outside the
surface are the same as those produced by the radiator,
and the radiation at any point outside the contour can be
determined mathematically. The first step in performing
the NFF transformation is to determine the equivalent
currents on the transformation surface.

If the electric and magnetic fields on the surface are
known, the sources can be calculated as

J
^

s¼n�H
^

ð53Þ

M
^

s¼ � n�E
^

ð54Þ

where n is the unit vector normal to the transformation
surface. Of course, the antenna pattern has meaning only
as a function of frequency, and thus the fields on the
transformation surface must be transformed to the fre-
quency domain. To Fourier-transform the fields, the field

values at all timesteps are required. As the surface com-
pletely surrounds the antenna, and thus consists of a very
large number of points, the Fourier transform is per-
formed during simulation to avoid the burden of storing
the field values for all points on the surface at all time-
steps. Once the currents are known, they can be used to
solve for the far (or near)-field radiation pattern. The
equation that gives the radiation at any point in space
due to these sources can be simplified to give results for
only the far field. For these simplifications, the distance
from any point on the radiating surface to an observation
point is assumed to be the same, except for the phase
terms. This is possible because the source is very far from
the observation point.

Using these approximations, the electric field in the far
field is [35]

E
^

r � 0 ð55Þ

E
^

y � �
jke�jkr

4pr
ðL
^

fþ Z0N
^

yÞ ð56Þ

E
^

f � �
jke�jkr

4pr
ðL
^

y � Z0N
^

fÞ ð57Þ

where

N
^

¼

Z

S

Z
J
^

se
jkr
0
cos cdS ð58Þ

L
^

¼

Z

S

Z
M
^

se
jkr0 cos cdS ð59Þ

where r0 is the distance between the origin and the source
point on the contour and c is the angle between the vector
to the surface and the vector to the observation point.

This procedure yields the far electric and magnetic
fields at any position on a sphere surrounding the anten-
na. By normalizing these fields, one can plot the radiation
pattern. The total radiated power can be found by calcu-
lating the Poynting vector and integrating over the sur-
face. Using the total radiated power and the field values,
directivity and gain can be determined. This technique
demonstrates that while the electromagnetic simulation
techniques discussed here are powerful tools, analyzing
the output can also be a difficult, time-consuming task.

5. SUMMARY

An overview of the purpose and application of time-
domain electromagnetic simulation methods has been pre-
sented. These methods serve as powerful tools for RF
designers if used correctly. The reader should take from
this section not a complete understanding of time-domain
computational methods, but rather an appreciation of how
they can be applied and, hopefully, where mistakes can be
avoided in simulation. Often the choice of simulator de-
pends on software already at hand, and this article should
help the reader gain confidence in determining how dif-
ferent packages can be applied. In addition, this article

Antenna

ABC

NFF transformation surface

Figure 9. Diagram demonstrating setup of antenna simulation.
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provides a strong background that can be used as a start-
ing point for further research in time-domain electromag-
netic methods. Through the discussion not only of the
techniques but also how to analyze the results, the use-
fulness of time-domain simulation techniques has been
demonstrated. Almost any problem can be simulated us-
ing these techniques, and understanding their operation
is the first step in using them properly.
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Electronic warfare (EW) is the systems discipline that ex-
ploits an adversary’s use of the electromagnetic spectrum
to overcome threats that use communications, navigation,
and radar systems. It is an important tool in pursuing
military objectives and advancing national policy and sov-
ereignty. EW provides the means to counter, in all battle
phases, hostile actions that use the electromagnetic spec-
trum—from the beginning, when enemy forces are mobi-
lized for an attack, through to the final engagement. EW
exploits the electromagnetic spectrum through electro-
magnetic sensing, analysis, and countermeasures to
establish operational advantage in a hostile encounter.

The use of electronic warfare accelerated rapidly dur-
ing World War II, and it has been used in most military
conflicts since. The aircraft used by Nazi Germany to
bomb the fog-shrouded British Isles were guided by radio
beacons from the European mainland. By using false guid-
ance signals, the British were able to redirect the German
bombing attacks from densely populated urban areas to
less populated rural areas. In this same conflict, U.S.
bombers used chaff (packets of tinfoil cut into thin strips)
jettisoned from the attacking U.S. aircraft to reflect anti-
aircraft radar signals, thereby reducing the effectiveness
of the German antiaircraft batteries and bomber force at-
trition. In the Pacific theater of operations during World
War II, U.S. Navy submariners detected and determined

the bearing and location of Japanese ship radio transmis-
sions for weapons targeting. In the Korean conflict, detec-
tion and location of North Korean antiaircraft radar
signals provided targeting data for subsequent air strikes.
In Vietnam, the exploitation of antiaircraft and missile
radars was refined with the use of U.S. Air Force Wild
Weasel weapons—suppression aircraft that used sensors
to detect and locate the weapons-associated threat signals
to provide targeting information for ordnance delivery.
Electronic warfare applications are described extensively
in military accounts of the past half century.

Military operations use EW as one means to gather
tactical intelligence from noncooperative forces and to
counter their electromagnetic, radio-, and radar-con-
trolled weapons. Land, sea, and air forces use the electro-
magnetic spectrum for command and control, weapons
targeting, and weapons control. Figure 1 shows multiple
land, sea, and air platforms in a typical tactical environ-
ment. Also indicated are links for sensing, communica-
tions, and navigation in support of the military mission.

Electronic warfare provides use of the electromagnetic
(EM) spectrum by the host force and denial or limitation of
its use by an adversary. Realization of this goal occurs
when host force systems use the EM spectrum while ad-
versary systems are denied its use. Countermeasures
(CM) to threat systems that use the EM spectrum can be
selectively applied on a time- and/or frequency-multi-
plexed basis so that host force use of the EM spectrum is
uninhibited.

Electronic warfare includes the operational functions of
electronic support (ES), electronic self-protection (EP),
and electronic attack (EA). ES provides surveillance and
warning information for EW system use. CM to threat
systems, including jamming, false-target generation, and
decoying, are performed for EP (protection of the host
platform against an electronically controlled threat). EA
performs these same CM functions to protect a battle force

Figure 1. Tactical operational concept indi-
cating systems that use the EM spectrum.
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composed of several platforms or battle units. The ES, EA,
and EP functions are interrelated because EA and EP can
be queued using ES information, and EA and EP can use
some of the same sensing and CM equipment for distinct
operational objectives.

This article includes a description of the EW timeline
and the various phases of conflict. Also provided is a sum-
mary description of the signal environment in which EW
systems operate. Those interested in more detailed de-
scriptions of the EM communications, radar, and naviga-
tion technology against whose signals EW systems
operate are referred to the appropriate sections of this en-
cyclopedia. A discussion of EW functional areas ES, EP,
and EA provides a functional framework for supporting
EW technologies.

1. ELECTRONIC WARFARE TIMELINE

Electronic warfare is used in a layered operational interac-
tion with electronically controlled threat systems. The elec-
tronic warfare system provides its own force with data for
self-protection and threat weapons suppression. Figure 2
graphically illustrates the EW functional timeline.

Electronic support provides operational intelligence re-
lating to electronically controlled threat systems and com-
munications systems in the battle group or theater
environment. Electronic threat-warning information de-
rives from ES surveillance data, recognizing that hostile
force deployments or weapons-related transmissions con-
stitute a threat. Air defense combines electronic and radar
surveillance with tactics and countermeasures to control
the air battle. EA and active EP, using countertargeting
(CTAR) jamming, false target generation, and/or decoying,
attempt to deny target acquisition by adversary sensors.
CTAR endeavors to deny weapon’s sensors use of the spec-
trum, and decoys dispersed into the environment provide
preferred target signatures to the threat weapon’s sensor.

The EW battle timeline provides the general context in
which the discipline of EW is used in the tactical environ-

ment. The EW timeline stage in a specific engagement
depends on the deployment of forces and the perceived
imminence of hostile engagement. Note that the technol-
ogies used in the various stages of the engagement are
dynamic, and EW systems and weapon systems technol-
ogies evolve to overcome susceptibilities. The boundaries
and definitions of EW timeline stages are redefined with
each new advance in weapon and EW technology.

1.1. Electronic Support

Electronic support provides operational intelligence that
is related to radiated signals in the battle group or theater
environment. Surveillance includes monitoring of both
combatants and commercial transports. Control of contra-
band and critical materials is an EW surveillance mission
that provides critical intelligence data to the area com-
mander. Surveillance of noncooperative combatant forces
provides deployment intelligence in the area of observa-
tion. Early threat-warning information extracted from
surveillance data occurs by recognizing hostile force weap-
ons-related transmissions.

Within the lethal range of hostile force weapons, battle
space surveillance updates are required rapidly. Deploy-
ment and operational modes of hostile forces are moni-
tored closely to determine imminence of hostile activity. In
some environments, potentially hostile forces remain
within weapons’ lethal range and a high level of vigilance
is necessary to maintain security.

1.2. Air Defense

Air defense is used to maintain control of the battle group
airspace and defend against threat aircraft and missiles.
Battle group surveillance, implemented by the combina-
tion of EW, infrared/electrooptic (IR/EO), and radar sen-
sors, provides environmental data required for air
defense. Electronic combat techniques and weapons are
used to counter an airborne threat.

Air defense is an extensive, complex, electronic combat
interaction between hostile forces. EW assets are a key
tool of the battle force commander and of the individual
elements within the command. These assets provide in-
formation for developing tactical intelligence in all phases
of the engagement. The outcome of the air battle is by no
means established by the quantity of EW assets possessed
by each of the opposing forces, but depends greatly on how
the EW assets are used in conjunction with other sensor
systems, weapons, and air defense tactics.

Aircraft ships and/or battlefield installations partici-
pate in air defense. Own force aircraft operating at alti-
tude can engage a threat force at long line-of-sight ranges.
Aircraft, together with ship and battlefield installations,
provide coordinated air defense as the hostile force ap-
proaches own force locations. The EW objective in the ear-
ly air defense or outer air battle is to prevent threat force
detection and location of own force. Electronic combat ac-
tions that prevent or delay own force detection provide a
distinct advantage by allowing additional time to develop
tactics to counter the threat force. In addition, the threat
force battle timeline and interplatform coordination are
perturbed. Fragmentation or dissolution of the hostile

Surveillance and warning

Air defense

Countertargeting

Missile
defense

Own force
Hostile force

Figure 2. Electronic warfare battle situation showing various
phases of the engagement timeline.
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force attack can occur if own force electronic combat is ef-
fective in the outer battle.

As the hostile force overcomes the outer battle elec-
tronic attack and approaches the own force within weap-
ons range, air defense assumes the role of denying
targeting information to the hostile sensors. The EW ob-
jective at this stage of the engagement is to prevent hostile
force weapons launch by denying targeting data to their
sensors. Electronic combat surveillance, warning, and
countermeasure assets are used for countertargeting. Sur-
veillance sensors assess hostile force deployment and pro-
vide information about the adversarial tactics being used.
Warning sensors indicate the status of threat sensors as
they attempt to acquire targeting data for weapons sys-
tems handoff. Countermeasure assets, including jamming,
spoofing, and decoying, continue to provide a virtual en-
vironment to threat platform sensors to prevent own force
target acquisition by the hostile force.

The terminal phases of an air defense engagement are
characterized by heightened activity. The combatants,
both hostile and own force, are confined to a smaller por-
tion of the battle space. Weapons and decoys in flight add
to the physical and EM signal density. Electronically, both
own force and hostile forces struggle to exploit the EM
environment to achieve their respective operational objec-
tives. Countermeasures jamming and spoofing are used
with full appreciation that coordinated jamming produces
degradation of hostile force sensors, but that weapons
with home-on-jam (HoJ) capability can exploit this action
to the destructive detriment of the radiating platform.

1.3. Countertargeting

Countertargeting (CTAR) is a subset of radar electronic
countermeasures (ECM) used in electronic attack. CTAR
provides specially modulated radiofrequency (RF) signal
transmissions to counter hostile force longrange surveil-
lance or targeting radar. The transmission modulation can
be amplitude-modulated (AM) or frequency-modulated
(FM) noise, or combinations of these, and they can be
pulsed or continuous-wave. CTAR transmission is used
both to disrupt and interfere with the threat radar oper-
ation, thereby preventing it from correctly locating and
identifying own force target(s).

Countertargeting success criteria includes mission
completion prior to threat force interdiction or weapon
launch. Realistically, the results of a CTAR electronic at-
tack against a hostile force are probabilistic, in that some
opposing forces at some time during the battle timeline
succeed in launching missiles. CTAR can delay and reduce
the coordination of hostile missile firings and, consequent-
ly, reduce the number of missiles fired and the attrition of
personnel, ships, and aircraft.

1.4. Terminal Defense

Terminal defense against electronically controlled mis-
siles and guns is the final phase of the EW battle time-
line. Weapons are launched in the terminal phase of
hostile force engagement, and EP and EA capability is
brought to bear on the weapons and their electromagnetic
(EM) guidance and control signals. Onboard jamming and

false-target radiation that is effectively used for counter-
targeting is less effective for terminal defense. Jamming or
false-target radiation makes the target platform vulnera-
ble to missiles with home-on-jam capability. Home on jam
is an electronic counter-countermeasure that exploits the
target countermeasure’s radiation to steer the missile to
the target. Consequently, offboard countermeasures, or
decoys, are used to lure the missile away from the high-
value target.

2. THE ELECTRONIC WARFARE ENVIRONMENT

2.1. Threat Systems

Electronic warfare interacts with an adversary’s EM sys-
tems for signal exploitation and potentially for electronic
attack. Threat systems of EW interest include radar, com-
munications, and weapons control. Some of the threat
systems exploited by EW are briefly described in the fol-
lowing.

2.1.1. Radar. Radar uses radiofrequency transmissions
ranging from high frequency (HF) to millimeter waves
(from 30 MHz to 40 GHz) in pulsed and continuous-wave
(CW) modes to illuminate targets and collect reflected ech-
oes. Radar-transmission-reflected echoes are used to mea-
sure target characteristics and determine target location.
Military forces use radar for both offensive and defensive
weapon systems. Radar functions include target detection
and identification, target acquisition, target tracking, and
navigation. Weapons systems using radar may be land-
based, airborne, shipboard, or in space. A typical radar
system contains a transmitter that produces a high-pow-
ered RF signal, tunable over a band of frequencies; an an-
tenna system that radiates energy and collects reflected
echoes; a receiver that detects signal return; and signal
processing electronics that extract target measurements,
such as range, bearing, and speed. Target location infor-
mation is provided to a weapon system to control and
direct the weapon onto the target.

Land-based radars function as ground-controlled inter-
cept (GCI) systems, surface-to-air missile (SAM), antiair-
craft artillery (AAA) batteries, and space tracking
systems. GCI is used to direct interceptor aircraft against
attacking aircraft and to coordinate the air battle. SAM
sites use early warning/surveillance radar, target acquisi-
tion radar, target tracking (TT) radar and/or illuminators
for missile guidance, beam-riding systems. AAA radars
have operating frequencies and data rates similar to those
of SAM tracking radars and usually receive targeting in-
formation from SAM surveillance and target acquisition
(TA) facilities. Advanced SAM systems handle ballistic
missile defense with higher data rates against high-speed
targets. Airborne intercept and control (IC) radars provide
early warning and information for the command and con-
trol of forces operating in the tactical environment. Space
surveillance and tracking radars usually use large, fixed,
phased arrays operating in the HF (3–30 MHz) to 1 GHz
frequency range. Table 1 gives parameters of typical ra-
dars categorized by radar function. The reader is referred
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to radar and electromagnetic wave propagation articles
within this encyclopedia.

Radar advancements can be expected in the areas of
phased-array antennas, complex modulations on the ra-
dar pulse, improved signal processing to extract enhanced
data from the radar return, and frequency diversity to
cover the less used regions of the spectrum. Advanced de-
signs from the U.S., European, and Russian inventories
can be expected because of operational needs for enhanced
sensor performance and the availability of affordable tech-
nologies to provide additional capability.

2.1.2. Communications. Communications systems pro-
vide information exchange for command and control to
coordinate between surveillance sites and between combat
units. Communications networks range from basic field
radio networks to long-distance, wide-area systems and
point-to-point, high-data-rate installations. Communica-
tions systems cover the spectrum from very low frequency
(5 Hz) to the frequencies of visible light, and they can be
either free-space transmissions or confined to a transmis-
sion line. Free-space transmission links may be line of
sight or cover longer distances by reflecting from the ion-
osphere, atmospheric layers, or troposcatter, or by relay-
ing via satellite.

Command and control communication links, using HF
direct microwave and satellite relay, disseminate voice and
digital data transmissions to land forces, air forces, and
ships. Land combat units use ultrahigh frequency (UHF)
(300 MHz–3 GHz), very high frequency (VHF) (30–
300 MHz), landlines, and cellular phones over shorter dis-
tances mainly for voice transmissions. Surveillance activ-
ities and weapons sites may exchange data via voice or
digital data link over a transmission path appropriate for
the link span. Such links are used to transmit surveillance
radar reports to an operations center or directly to a SAM
battery. Communication link data rates depend on link
bandwidth, modulation technique, and signal-to-noise ra-
tio. Individual transmission link throughput rates are in
the range of hundreds of megabytes per second. Computer
technology has enabled increased communication link ca-
pacity for handling and processing data. The high data
rates attainable permit transmission from airborne observ-
ers and between precision weapons and launch platforms.

Communications in hostile environments are trans-
mitted via protected cable between fixed sites, thus
providing protection from physical damage, security
from intercept, and immunity from jamming. Mobile com-
munications require free-space transmissions that are
susceptible to intercept and jamming. Communications
counter-countermeasures, complex modulation, encryp-
tion, and spatial radiation constraints are used to miti-

gate the effects of EA. The use of modulation techniques
increases privacy, reduces interference, improves recep-
tion, and reduces the probability of detection. Spread-
spectrum communication systems that use four categories
of signal modulation [direct sequence-modulated, frequen-
cy hopping, intrapulse FM (chirp), and time hopping] pro-
vide some level of signal protection from detection,
demodulation, and interference. However, this is at the
expense of increased bandwidth.

2.1.3. Passive Weapons Sensors. Electrooptical and in-
frared (EO/IR) systems sense spectral energy that is ra-
diated by an object or reflected from an object from a
source such as the sun, moon, or stars. The electrooptical
spectral regions are categorized according to atmospheric
propagative characteristics or spectral transmittance. The
EO/IR spectrum used for passive weapons sensors spans
the 0.2–15 mm wavelength range.

Electrooptical/infrared guidance provides angle target
tracking information only. EO/IR weapons system guid-
ance sensors fall into three classes: nonimaging, pseudo-
imaging, and imaging. Generally, countermeasure
techniques exhibit preferential effectiveness against guid-
ance approach. Some countermeasures techniques may be
effective against pseudoimaging sensors and less effective
against nonimaging and imaging sensors. Other counter-
measures techniques may be preferentially effective
against nonimaging and imaging sensors. Figure 3 illus-
trates the most common seeker design approaches. These
approaches are quadrant, spin scan, conical scan (con-
scan), transverse-line scan, and rosette scan. In the quad-
rant approach, an intentionally defocused spot images on
a four-element square array. Tracking is achieved by bal-
ancing the signal on all four detectors. In spin scan, a
spinning reticle provides phase and amplitude informa-
tion with respect to a fixed reference. With conscan, the
target image is nutated by using a scanning mirror or op-
tical wedge imaged onto a fixed reticule or pattern of de-
tectors. The nutated target image generates a modulated
frequency proportional to the angular and radial offset
from the center. In the transverse-line scan approach, a
rotating or reciprocating mirror at a depressed elevation
angle generates a scanline transverse to the missile axis,
and the forward motion of the missile creates the orthog-
onal axis of the search pattern. With the rosette scan, a
petal pattern is scanned over a small instantaneous field
of view (IFoV) by two counterrotating optical elements.

Rosette-scan tracking is accomplished by balancing the
signal output from all petals with the target present in the
central apex of the rosette. The small IFoV of the trans-
verse-line scan and rosette scan provide high spatial
resolution and the ability to resolve multiple sources

Table 1. Parameter Ranges Associated with Radar Functions

Radar Function

Radar Parameter GCI IC Surveillance TA TT, AA Space Surveillance

Frequency range 30 MHz–3.0 GHz 3.0–10.0 GHz 30 MHz–3.0 GHz 3.0–8.0 GHz 6.0–10.0 GHz 30 MHz–1.0 GHz
PRF range 100–500 pps 1000–3000 pps 100–500 pps 1000–2000 pps 2000–4000 pps —
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within the scanned field of view. Focal plane arrays, scan-
ning-linear arrays, or two-dimensional arrays of detectors
in the image plane provide high-resolution ‘‘pictures’’ of
the target space. Many image-processing algorithms are
available to classify targets and establish track points.
Figure 3 illustrates the basic features of common seekers.

Passive electro-optic sensors are desirable targeting
and weapons guidance systems because they radiate no
energy to warn the target of an impending attack. These
sensor systems are vulnerable to decoys, with thermal
signatures similar to true targets and to high-intensity
sources that can saturate the electro-optic sensor detector
or cause physical damage.

3. ELECTRONIC WARFARE FUNCTIONAL AREAS

Threat systems use the EM spectrum extensively.
This section discusses functional aspects of EW. The

relationships that govern their systems’ application are
described in the following section. These functional areas
are electronic support (ES), electronic protection (EP), and
electronic attack (EA). Electronic attack uses countertar-
geting (CTAR), jamming, false-target generation, and de-
coys to defeat the threat sensors. Electronic protection
uses electronic support and electronic attack for own-plat-
form self-protection.

3.1. Electronic Support

Electronic support provides surveillance and warning in-
formation to the EW system. ES is a passive, nonradiat-
ing, EW system function that provides a fast, accurate
assessment of the EM radiating environment. ES is the
aspect of EW that involves techniques to search for, inter-
cept, locate, record, and analyze radiated energy for ex-
ploitation in support of military operations. Electronic
support provides EW information for use in EA and EP
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and in tactical planning. ES directly provides threat iden-
tification/detection and early warning. It also provides
data for electronic countermeasures (ECM), electronic
counter-countermeasures (ECCM), threat avoidance, tar-
get acquisition, and homing.

Electronic support provides timely EM environment
information for the EW system. The spatial and spectral
environment over which ES operates may span a hemi-
spherical spatial segment and a spectrum of tens of giga-
hertz. In tactical EW systems, signals in the environment
are analyzed and reports of environment activity are
provided on the order of a second after threat signal
reception.

3.2. Electronic Attack

As an EW function, EA provides an overt active response
capability against enemy combat systems with the intent
of degrading, deceiving, neutralizing, or otherwise render-
ing them ineffective or inoperative. EA responds to threat
systems to protect multiple platform or battle group units.
EA includes measures and countermeasures directed
against electronic and electrooptical systems by using
the electromagnetic spectrum (radio, microwave, infrared,
visual, and ultraviolet frequencies). EA technical func-
tions include radio and radar signal jamming, false target
generation, and the use of decoys for threat system con-
fusion and distraction.

Electronic attack is reactive to environment threats. To
function effectively, therefore, the EA system requires
threat information from the environment, including
threat classification, bearing and, if possible, range. These
functions are performed by the ES system or by other sur-
veillance systems such as radar or infrared search and
track (IRST). Effective EA response selection requires
knowledge of the threat class and operating mode. Threat
signal data are derived from measuring signal parameters
(frequency, scan type, scan rates, pulse repetition frequen-
cy, or continuous-wave radiation characteristics). Absence
of radiation may indicate that the threat uses a passive RF
or an electrooptical sensor. The detected threat electronic
parameters are compared to an extensive emitter
database. The EW database, derived from intelligence
sources, is used to identify the threat and correlate the
threat and operating mode with effective EA techniques.
Operational threat exploitation is often impeded by intel-
ligence gaps and/or threat use of parameters reserved
for wartime.

3.2.1. Nondestructive Electronic Attack. Nondestructive
EA produces electromagnetic signals at a predetermined
radio, infrared, visual, or ultraviolet frequency with char-
acteristics that temporarily interfere with the threat’s re-
ceiving system, that is, power level, frequency, and
polarization. EA degrades or overcomes threat system op-
eration by overpowering the target signal at the threat
sensor. ‘‘Dazzling’’ is laser or high-power lamp EO/IR jam-
ming. Dazzling saturates the detectors or focal plane ar-
rays of electrooptical (infrared, visual, ultraviolet) guided
missiles and target tracking systems. Deceptive EA pre-
sents a confusing signal to the threat sensor that degrades

its performance to the point where it is no longer effective.
Power levels used for deception are less than those re-
quired for jamming because deception does not require
threat sensor saturation.

3.2.2. Destructive Electronic Attack. Destructive EA
physically damages or destroys the threat electronic sys-
tem. Specially designed missiles such as the HARM (high-
speed antiradiation missile) missile, shown being released
from an A-6 aircraft in Fig. 4, are equipped with radar-
homing seekers that attack the threat radar antenna and
nearby electronic equipment within the blast radius of the
missile warhead. More recently, similar seekers have been
fitted to loitering remotely piloted vehicles for a similar
purpose. Advances in high-power microwave and laser
technology have made directed energy more practical. At
very high power levels, microwave energy destroys the
components in a missile seeker or threat radar, rendering
them inoperative, High-power lasers also physically dam-
age both RF and electrooptical threat systems.

3.3. Electronic Protection

Electronic protection provides EW protection for the host
platform. Key environment surveillance and threat-warn-
ing information is provided by the ES system function (as
it is for EA). EP responds to threats in the environment
with information for evasive action and with the counter-
measure responses described previously. EP is primarily
directed against the terminal threat targeted on the host
platform, and preferred EP techniques use decoys that are
less susceptible to the home-on-jam weapon mode.

4. ELECTRONIC WARFARE TECHNICAL AREAS

Technical areas that support the ES, EA, and EP func-
tional EW systems areas are discussed in this section. All
aspects of EW are addressed by modeling and simulation
because this is the most practical means for functional

Figure 4. HARM missile (shown after separation from an EA-6B
aircraft) is an EW weapon for physically destroying the source of
hostile radiation.
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evaluation. System architectural analyses address the for-
mulation of efficient EW system configurations to provide
the operational functions required within the constraints
of available equipment, techniques, and technology. Tech-
nical areas that address ES primarily are signal detection,
measurement, and processing issues that deal with
environment surveillance and warning. Technical areas
associated with EA and EP include CTAR jamming and
false-target generation, EO/IR CM, and decoys. Also
included in these technical area discussions are technol-
ogy challenges to EW technologies for future capability.

4.1. Modeling and Simulation for Electronic Warfare

Electronic warfare uses modeling and simulation exten-
sively in three areas of investigation: research into new
hardware, threat domination/exploitation, and tactics de-
velopment. The effectiveness of an EW architecture or
equipment suite is assessed by using a computer model
and parametric studies run against the model. Estimates
of a threat system’s capabilities are incorporated into the
model as environment sources because acquiring foreign
hardware and measuring its performance is difficult. En-
vironment signal models stimulate the EW system model.
The EA effectiveness modeled against the threat is mea-
sured, and tactics are developed to further reduce threat
system efficiency.

Modeling and simulation (M&S) combine detailed an-
tiship missile models with ship models, antiair missile
models with aircraft models, electromagnetic propagation
models, and chaff RF decoy models. (Chaff RF decoys are
described later.) Chaff effectiveness evaluation considers
the spatial relationship between the missile seeker and
the ship while accounting for radar clutter and multipath
returns. Signals at the missile are processed through the
seeker receiver and missile guidance and tracking logic. A
chaff cloud(s) injected into the simulation provides a false
radar target signal at the missile seeker. By varying the
amount of chaff and/or the chaff round spatial relationship
with respect to both the defended ship and the threat
missile, chaff effectiveness and tactics can be evaluated.
However, the accuracy of the M&S results depends on the
accuracy of the models used. An accurate missile sensor
and control model is necessary to determine the effects of
the complex signal returns from the target ship and the
chaff on the missile controls and resultant flight path. In a
simulated engagement, detailed missile functions are re-
quired to provide an accurate assessment of chaff effec-
tiveness. These functions include monopulse antenna
processing, range and angle tracking, missile guidance,
and aerodynamics. Multiple threat seeker modes, such as
acquisition, reacquisition, track, home-on-jam (HoJ), and
simulated coherent combinations of signal segments are
also required in the model.

Target ship, aircraft, and chaff radar cross section
(RCS) must be accurately modeled. Typically, a multire-
flector target simulation is used to represent the RCS sig-
nature. Ideally, a model of thousands of scatterers would
provide greater accuracy. However, careful selection of
several hundred scatterers is adequate.

The accuracy of the missile and target interaction de-
pends on the propagative environment model including
multipath. Typically, a ray-tracing algorithm models the
propagation of RF energy. Useful models rely on a sto-
chastic representation of clutter as a function of wind-
speed, grazing angle, frequency, polarization, and ducting.
Modeling of an ocean environment can be extended to in-
clude reflection from wave segments. Models are verified
by using measured field test data.

4.1.1. Electronic Warfare System Architectures. The EW
system architecture ties system functional elements into
an efficient configuration optimized to the operational mis-
sion. Figure 5 shows a typical EW system architecture. The
system performs signal acquisition and parameter mea-
surement, direction finding, countermeasure generation,
and decoy deployment. The system central processing unit
(CPU) provides sensor and countermeasure coordination
and EW system interface with other onboard systems.

Fusing the measurements of EW sensors and proces-
sors is a complex technological challenge. This informa-
tion includes radar, communications, EO/IR, direction
finding, and signal analysis. Data fusion within the EW
system requires algorithmic development and significant
enhancement in computational throughput. The EW sys-
tem includes antenna(s), receiver(s), and processor(s) ele-
ments that provide data on signals in the environment.
System sensors detect and measure threat signal charac-
teristics. Multiple sensor subsystems measure the char-
acteristics of the signal. For example, a signal acquisition
detects the presence of a signal and measures the envelope
characteristics (frequency, time of arrival, and signal du-
ration). Another sensor that may include multiple anten-
nas and receivers provides signal bearing-angle data.
Separate subsystem sensors measure intrapulse signal
modulation and/or received polarization.

A countermeasures receiver may use an independent
electromagnetic environment interface. The countermea-
sures receiver accepts signals from the environment and
provides them to the techniques generator. Target signals
designated by CPU algorithms are selected for counter-
measure generation as are the countermeasure modulation
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Figure 5. Electronic warfare system architecture indicating sys-
tem functional elements required to provide ES, EA, and EP
functions to the host platform and operational battle group.
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techniques to be applied. The resulting jamming signals
are amplified to the desired power levels and radiated into
the environment.

Decoys are part of the EW system architecture. This
subsystem is controlled by the CPU based on sensor in-
puts. Decoys provide the important function of separating
the countermeasure signal source from the host platform.
In this operational mode, decoys provide alternative high-
ly visible targets to divert a weapon from its intended tar-
get. Also required are the means, such as the coordination
of jamming with the use of decoys, to neutralize the HoJ
weapons threat.

4.2. Surveillance and Warning

Electronic support surveillance and warning perform the
functions of noncooperative intercept and exploitation of
radiated energy in the EM environment. Surveillance and
warning detection relationships are those associated with
communications systems. Additional signal detection con-
straints result because the signal’s spatial location and its
characteristics may not be known. Signal unknowns re-
quire tradeoffs of detection sensitivity and environment
search. Once detected and measured, environment signals
require sophisticated signal processing for signal sorting,
formation, and characterization before they can be corre-
lated with signal intelligence libraries for classification.
Some fundamental tradeoff relationships for detection and
warning are discussed below.

4.2.1. Threat Signal Detection. Threat signal detection
occurs as the electronic support system is illuminated
above the system sensitivity level with signals that satis-
fy the single-pulse detection criteria. Detection is per-
formed as the ES system scans the environment.
Detection metrics include incident radiation sensitivity,
detection probability, false detection probability, corrup-
tion probability, simultaneous detection, and throughput
rate.

Aircraft are often used to carry electronic warfare bat-
tlefield surveillance equipment. The operating altitude of
surveillance aircraft provides a long line-of-sight range to
the horizon. The range to the electromagnetic horizon ac-
counting for nominal atmospheric refractions is given by

R¼
3

2

� �
h

� �1=2

ð1Þ

where h is the aircraft sensor altitude in feet and R is the
observer-to-horizon range in statute miles.

The time required to survey the environment depends
on the surveillance alert status, system sensitivity, instan-
taneous observation segment, and rate of environment
search. The number of instantaneous environment seg-
ments in frequency and bearing establish the number of
environment dwell periods required for an environment
scan. The larger the environment segments, the more rap-
idly the system performs the scan. The dwell at given en-
vironment segment is scheduled to span the signal event

period. Time to intercept is modeled by

TI¼
ðTDNMÞ

PT
ð2Þ

where TI, is the time required to survey the environment,
TD is the EW support system dwell period, N is the number
of frequency segments in the environment, M is the number
of spatial segments in the environment, and PT is the prob-
ability that the signal occurs above the sensitivity level.

In Eq. (2), spatial environment segmentation, spectral
environment segmentation, and detection probability
combine multiplicatively to define the time required to
survey the environment. Wide instantaneous bandwidths
and a large instantaneous field of view reduce environ-
ment survey time unless equipment choices reduce system
sensitivity and the corresponding probability of signal de-
tection. Equations (3) and (4) describe receiver sensitivity
and aperture gain functional relationships:

S¼ ðNFÞðSNRÞðkTBÞ ð3Þ

where S is receiver sensitivity, NF is receiver noise factor,
SNR is the required sensitivity for detection and false
alarm criteria, k is Boltzmann’s constant, T is tempera-
ture in degrees kelvin, and B is bandwidth in hertz

G¼ 2Kp=y ð4Þ

where G is antenna gain, K is antenna efficiency (less than
unity), and y is antenna beamwidth in steradians.

A tradeoff between sensitivity and time to intercept is
implied in Eqs. (3) and (4). By using multichannel pro-
cessing, the tradeoff can be resolved in either domain. A
wideband channelizer provides instantaneous spectral
coverage equal to the span of the channelizer frequency
coverage, and receiver sensitivity is established by the
bandwidth of an individual channel. Multichannel spatial
processing provides the instantaneous spatial coverage of
the sum of the channels being processed. System antenna
gain is based on channel beamwidth.

Detection sensitivity requires consideration of the de-
sired detection range. Equation (5) defines the electronic
support detection range in terms of the threat signal pa-
rameters and the electronic support antenna, receiver,
and processor system parameters:

RMAX¼
PtGtGrl

2

ð4pÞ3
S

N

� �

MIN

kTBnL

2
664

3
775

1=2

ð5Þ

where RMAX is the maximum detection range, Pt is the
threat signal transmit power, Gt is the threat signal an-
tenna gain, Gr is the antenna gain of the electronic support
subsystem, l is the wavelength of the threat signal trans-
mission, (S/N)MIN is the minimum signal-to-noise ratio re-
quired by the electronic support subsystem for detection, k
is Boltzmann’s constant, T is absolute temperature, Bn is
the effective noise bandwidth of the electronic support
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receiver, and L represents the combined feed losses of the
threat transmitter and the electronic support receiver.

The probabilistic characteristic of signal detection is il-
lustrated by considering the intercept of a threat at a sig-
nal level considerably above the receiver threshold level.
Detection probability arises primarily from the indepen-
dent probabilities that the ES system observes the envi-
ronment in the spatial and spectral location of the threat
emitter and that the threat emitter illuminates the re-
ceiver with the required power for detection.

Also of importance is the probability of signal detection
once the ES system is steered to the signal spatial and spec-
tral location. Then detection probability PD is based on the
signal characteristics, that is, the probability that the threat
signal illuminates the EW system during the observation
period. The time required to perform a detection TI is de-
rived from the scan internal TS and is given by TI¼TS/PD.

False reports from the electronic support receiver are
highly undesirable. Limited computational resources are
needed to process each pulse received in an attempt to
form an association with other pulse reports. The rate of
false reports is established by the proximity of the detector
threshold level to the noise level. Figure 6 shows the re-
lationship between the single-event probability of detec-
tion, the probability of false signal report generation, and
the signal-to-noise ratio. This figure shows that both the
probability of detection and the probability of false gener-
ation are strong functions of the signal-to-noise ratio.

The probability of pulse interference POL depends on
the duration TD of the signal and the rate R at which sig-
nals are expected. A reduction in POL results from adding
parallel measurement channels. The functional relation-
ship approximating POL is

POL¼

ðTDRÞN

N!

1þ
PN

N¼1

TDR

N

� � ð6Þ

where TD is the event duration, R is the event repetition
rate, N is the number of parallel measurement functions
provided, and POL is less than 0.9.

4.2.2. Electronic Support Signal Processing. The ES sig-
nal processor derives signal information from the multi-
tude of environment event measurements. Signal
processing is the focal point of the ES subsystem where
operationally relevant sense is made of large data inputs.
ES processing includes sorting event data and correlating
sorted event data with emitter libraries to establish the
class or family of signals to which the emitter belongs.
Beyond sorting, intensive processing is applied to identify
intercepted emitters specifically and to locate them pre-
cisely within the battle space.

Sorting, a key electronic support signal processing
function, correlates event descriptors from the same emit-
ter. Correlation is performed on the basis of both instan-
taneous and temporal signal parameters. Instantaneous
parameter sorts are less computationally demanding than
temporal deinter-leaving.

The initial signal sorting is histogramming based on
instantaneous signal parameters. The signal parameters
used for histogram-based sorting are those available from
a single event or pulse measurement. They include exter-
nal signal parameters, such as signal frequency, start
time, duration, power level, and angle of arrival. Other
instantaneous parameters used are measurements of sig-
nal modulation. Signals measurements with like param-
eters are binned together, and it is postulated that each
bin contains event descriptor data from the same emitter.

After sorting, event descriptors are placed in individual
emitter-associated groups. The monopulse and interpulse
characteristics of the event group measurements are
quantified into a signal descriptor. The signal descriptors
are classified into an emitter class by correlation with a
library database.

In some instances, high-resolution signal measure-
ments identify specific emitters. As might be expected,
identification parameter sets and the processing required
to establish them are significantly in excess of that re-
quired for classification. Here, as in the case of classifica-
tion, detailed signal descriptors are correlated with a
library to define a specific emitter.

The spatial distribution of threat signals in the envi-
ronment is operationally important. Determining the
threat signal bearing angle with respect to own platform
is a key step toward establishing threat signal position
information. Conventional techniques used for direction-
finding measurements include the use of differential am-
plitude processing of squinted antennas (antennas aimed
in different directions), differential phase measurements
from a phased-array antenna, and differential time of
arrival measurements from spatially separated receivers.

Both hostile and benign operational scenarios require
information about the location of both noncooperative
fixed and mobile emitter installations. Electronic warfare
target location exploits direction-finding data and naviga-
tional data to provide a signal location solution. Single or
multiple platforms are used to generate location data.
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Figure 6. Detection probability and false detection probability
for various signal-to-noise ratio conditions.
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The accuracy of target location depends on the preci-
sion of the direction-finding data and the navigation mea-
surement and on the length of the baseline between
measurements and the range to the target. Figure 7 shows
target location geometry. The major error location axis A is
modeled by

A¼Rj csc
c
2

� �
ð7Þ

where R is the range from observer to the target emitter, j
is the direction-finding measurement error, and c is the
angle subtended by the maximum difference in observa-
tion bearings with respect to the target, which provides
location measurement error for the condition cop/2. The
range R from the observer to the target is given by

R¼L
sin ðp� y� gÞ

sin y
ð8Þ

where L is the separation between observations, y is the
angle between the baseline and the opposite bearing
angle, and g is the angle between the baseline and the
adjacent bearing angle.

4.2.3. Electronic Support Digital Signal Processing
Technology. Electronic warfare system processing, both
dedicated and programmable, assimilates environment
data from the receivers and wideband processors. It uses
these data to sort, classify, and identify the sources of
emissions to represent the environment relevantly. The
digital signal processor provides the means for applying
an array of algorithms to both predetection and detection
signal data to extract threat information for EW system
use. Digital signal processing metrics include high-rate
signal throughput processing in a compact module.

Digital signal processing is the heart of the ES func-
tion. It provides the flexibility of applying an extensive
array of algorithms to system data. Critical digital signal
processing technology challenges include processing
throughput and developing efficient processing algo-
rithms. Although signal data can be refined by applying
sequential algorithms, the ES response is time-critical; it

must provide the most accurate assessment of available
data within the required response time. Great potential
exists for advancing digital signal processing technology,
but optimum ES performance can be expected from judi-
cious allocation of processing tasks between wideband
processors and the digital signal processor.

An example of digital signal processing technology is L-
MISPE (little monopulse information signal processing el-
ement), a special-purpose signal processor designed to op-
erate with high-quality superheterodyne RF receiver
systems. L-MISPE provides extremely accurate pulse
analysis and parameter extraction for signal classification
and specific emitter identification (SEI). It is contained in
a single rack-mounted enclosure.

4.2.4. Surveillance and Warning Technology. Surveil-
lance and warning are the sensor and environment pro-
cessing functions for the EW system. Speed and accuracy
of measurements and processing functions are the prima-
ry metrics for ES. Accurate throughput is important in
providing sufficient time for effective threat response to
the EA or platform commander. In addition, precision
threat assessment provided to the EA subsystem facili-
tates optimum technique selection and conservation of EA
power resource for engaging multiple threats. The ES per-
formance challenge is further constrained by space limi-
tations aboard platforms, particularly aircraft. Receiver
technology performs environment sensing for the EW
application.

4.2.5. Receiver Technology. Electronic support through-
put and physical displacement metrics are addressed in
developing wideband, small-size monolithic microwave in-
tegrated circuit (MMIC) technology. MMIC monolithic in-
tegrated analog processing at multigigahertz operating
frequencies provides a capability suited to ES receiver ap-
plications. Advantages sought in the exploitation of this
technology base include economies of size, weight, power,
and cost. Increased receiver dynamic range for continuous
environment intercept during active countermeasures
transmission remains a receiver technology challenge.
The MMIC receiver shown in Fig. 8 is an example of this
technology.

4.2.6. Wideband Processing. Wideband receivers pro-
vide high probability of signal intercept. Wide spectral
segment processing is necessary to increase signal detec-
tion sensitivity and to provide copulse reception of multi-
ple simultaneous signals and rejection of interference
signals. Requirements for wide instantaneous bandwidth,
rapid throughput, and small modules are wideband pro-
cessing metrics.

Acoustooptic channelization technology is being devel-
oped for wideband processing as a compact, economical
means for performing high-resolution environment seg-
mentation. Wide-band signal frequency demultiplexing is
performed using Bragg regime acoustooptic diffraction
and electronic signal detection and encoding. Functions
performed by these acoustooptic processors include chan-
nelized correlation, convolution, and spectral processing.

Observer

Baseline
L

Target
R

Range

R  /2ϕ
/2ϕ

Figure 7. Emitter location geometry supporting Eq. (7), with
observer track and signal measurement angles indicated.
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Acoustooptic channelizers are based on Bragg diffrac-
tion of light (Fig. 9). The Bragg cell serves as the optical
deflection or optical modulator element within the proces-
sor. The Bragg cell is an optically transparent medium,
such as a crystal, that is driven at the applied RF fre-
quency by using a piezoelectric RF-to-acoustic transducer.
The Bragg cell transduces the RF signal into acoustic
waves that are collimated into the Bragg cell crystal. The
propagating acoustic wave creates sequential regions of
crystal compression and extension that correspond to the
period of the acoustic wave. The acoustically induced dif-
fraction grating in the Bragg cell interacts with a coherent
optical source to perform RF input frequency demultiplex-
ing. The deflected lightbeams output from the Bragg cell
are focused onto a detector array where light is detected to
indicate energy in segments of the applied RF spectrum.

4.2.7. Wideband Interconnections. Electronic warfare
sensors require broad access to the electromagnetic

environment to provide quick response to hostile electro-
magnetic activity. For convenience and efficiency, central
stowage of signal processing functional elements is impor-
tant. To assure signal visibility, environment apertures,
antennas, and EO/IR sensors must occupy locations on the
periphery of the aircraft, ship, or land vehicle. Wideband
interconnects transmit electromagnetic environment data
from the EW system apertures to processing subsystems.

With the current RF bandwidth of the electronic war-
fare environment expanding through tens of gigahertz,
just finding a medium that supports that level of frequen-
cy coverage is a challenge. At light frequencies, however, a
100-GHz spectrum spans less than a third of 1% of light
frequency. In addition, low-loss-transmission optical fibers
provide a nearly lossless means to transfer wide spectra
across a platform. Indeed, wideband interconnect technol-
ogy is developing the use of fiberoptics.

Usable optical fiber bandwidth is limited by dispersion.
Conventional fiber exhibits dispersion of 20 ps/km/nm of
bandwidth. A typical signal operating within a 10 MHz
bandwidth would exhibit dispersion of less than 0.11.
Clearly, bandwidth limitations are elsewhere in the link.

Detectors have also been developed to provide
bandwidths on the order of tens of gigahertz. High RF
operating frequency detection is performed by using
small-geometry detectors that exhibit maximum power
limitations. Limitation in maximum power levels applied
to the detector restricts the output signal intensity range.
More recent developments in distributed detector ele-
ments are extending detector power-handling capabilities.

Dynamic range is a significant fiberoptic link metric
because the EW sensor system must process low-power
signals on the horizon in an environment with high-power
local transmissions. Modulator and detector attenuation
reductions are technological issues being addressed to
enhance the dynamic range performance of fiberoptic
links.

4.3. Countertargeting

Countertargeting (CTAR) is the technical area that pro-
vides the means for protecting the host platform or force
from weapons targeting by a hostile force. CTAR functions
include obscuration, false-target generation, and confu-
sion. Associated techniques include jamming and onboard
and offboard false-target generation.

Countertargeting operates against radars that feature
a target, locating or surveillance mode, as shown in the
functional sequence of Fig. 10. Airborne surveillance ra-
dar is generally used against ship and ground forces be-
cause the aircraft altitude provides extended surface
target detection range. Conversely, when defending
against aircraft with CTAR, the radar could be ground-
based. Some radars are designed with the sole purpose of
surveillance, whereas others are multimode and can track
targets. By using imaging processing, modern surveillance
radars that include synthetic aperture, inverse synthetic
aperture, high range resolution, and moving target indi-
cation processing can accurately determine target location
and identify the type of target.

Figure 8. The MMIC receiver, a combination of monolithic
microwave, analog, and digital circuits, performs signal selection
and conversion to a convenient intermediate frequency.
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Figure 9. The acoustooptic Bragg regime signal transform pro-
cessing principle used for signal frequency analysis, sensitivity
enhancement, and direction-finding functions.
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4.3.1. Countertargeting Techniques. Figure 10 shows
the CTAR functional sequence. CTAR EA techniques are
categorized as environment obscuration and jamming and
false-target signal generation. CTAR provides either con-
fusing or ambiguous data to adversary surveillance and
targeting radar displays to confuse the human operators
who interpret these presentations. Radar displays include
plan position indicators (PPIs), A or B scopes, or combi-
nations of these. Obscuration screens targets over selected
portions of the display with a jamming signal power above
that of the target signal in environment segments span-
ning both range and azimuth (see radar articles for de-
scriptions of radar displays). The amplitude of the
obscuration CTAR signal exceeds that of any target-re-
flected signal in the screened sector.

Experienced operators can recognize obscuration and
radar jamming and initiate procedures to mitigate its

effects. The false-target CTAR technique, however, is a
more subtle form of EA that is less apparent to the oper-
ator. Here, the CTAR signal creates false indications on
the radar display that appear as real targets to the oper-
ator. When the display is cluttered with false targets, ra-
dar operator time is consumed sorting through them.
Selecting a false target for missile engagement dissipates
an expensive weapon.

CTAR EA systems can be used to protect an entire mil-
itary force. CTAR force protection systems are generally
large and use human operators for system control. An ex-
ample is the AN/ALQ-99 system installed on the EA-6B
(Fig. 11), and EF-111 EW aircraft. Some EA systems, such
as the AN/SLQ-32 installed on surface ships (Fig. 12), are
for self-protection and support EA functions.

The EA system selects a specific technique from a large
EA technique library. Selection is based on knowledge of
the threat location, class, electronic parameters, and op-
erating mode. The EA system, using an embedded receiver
subsystem, rapidly adapts to threat signal operating mode
changes. The threat changes operating mode as either a

Figure 11. EA-6B aircraft equipped with the AN/ALQ-99 EA
system for airborne CTAR.

Figure 12. Shipboard installation of the AN/SLQ-32 EW equip-
ment used for CTAR.
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Figure 10. CTAR functional diagram showing sequence used in
engaging a surveillance or targeting radar signal.
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counter-countermeasures technique to circumvent EA or
as part of the hostile targeting and homing sequence.
Adaptive EA provides rapid changes in techniques as
the threat sequences through operating modes.

Both jamming and deception CTAR techniques may be
used. RF jamming techniques are either ‘‘barrage’’ or
‘‘spot.’’ Barrage jamming covers a wider frequency band
at lower power density levels and is used to jam either
several radars at once or spread-spectrum systems where
the precise frequency of the threat is uncertain. Spot jam-
ming concentrates the entire jamming power within the
bandwidth of a single threat radar receiver with corre-
spondingly better results. In both cases, a radial jamming
strobe will appear on the threat radar PPI scope, as shown
in Fig. 13. If the ratio of jamming signal power to the re-
flected radar signal power (J/S) is insufficient, the real
target will ‘‘burn through’’ the jamming signal and become
visible within the jamming strobe. For greater jamming
effectiveness, it is desirable to have sufficiently large J/S to
prevent burn through in the mainbeam and the principal
sidelobes (see jam-to-signal calculations later).

Deception techniques are more varied and are gener-
ally threat-specific. Many deception techniques are direct-
ed against threat-tracking radars or missile-seeker
radars. These techniques attack the threat radar target-
tracking loops in range, angle, or Doppler. Deception tech-
niques are often used in combinations and can be
sequenced as the threat modes vary, or they can sequence
according to a programmed pattern. False-target decep-
tion techniques are generated to emulate true target re-
turns. The threat-radar operator, in response to deception,
may conclude that all detected targets are genuine and
simply select false targets for weapons engagement, or, if
deception is suspected, time and computational resources
must be used to identify the true target prior to engage-
ment. In automated weapons systems, the EA subsystem
may create so many false targets that the radar computer
becomes overloaded. Because Doppler radar and missile
seekers process large numbers of ambiguous radar re-
turns to fix the true target, they are particularly vulner-
able to coherent false-target techniques. An effective
CTAR approach combines jamming and deception. Jam-
ming creates a radial strobe that obscures the true target,
whereas the deceptive CTAR provides false targets that
project through the jamming strobe.

4.3.2. Countertargeting Effectiveness. Countertargeting
effectiveness is assessed by comparing threat system per-
formance in benign and CM environments. The ability of
the threat system to detect, acquire, and target true tar-
gets, including parameters, such as target acquisition
time and weapon release range, is assessed by evaluating
threat performance against live targets on test ranges.
Evaluating missile-seeker countermeasure effectiveness
presents a more difficult problem. Computer simulations
model the missile flyout from an actual or surrogate threat
system against a live target. A measure of CTAR effec-
tiveness (MoE) is the ratio of the number of missiles that
approach their target outside of the missile lethal range to
those missiles that approach the target within lethal
range. Software simulates multiunit engagements. U.S.
Navy ship EA is evaluated by flying test aircraft carrying
captive instrumented seekers against the ships and re-
cording the threat system performance.

A statistical technique to assess CTAR effectiveness
compares the number of missiles required to defeat an EA-
equipped aircraft versus the number required to defeat a
non-EA-equipped aircraft. Similar statistics assess the
number of antiradiation missiles fired versus the number
of radar systems defeated. Additional effectiveness infor-
mation can also be gleaned from intelligence sources.

4.3.2.1. Obscuration Burnthrough. A measure of CTAR
obscuration effectiveness is the range at which the radar
displays the target in the presence of jamming. This is
called the burnthrough range. At this range, the radar is
sufficiently close to the target that the processed target-
reflected radar power exceeds the jamming signal display
masking. The real target becomes visible superimposed on
the jamming signal. Burnthrough is modeled in Eq. (9) by
using the radar range equation and free-space propaga-
tion. The radar range equation provides the signal power
S that is received at the radar after being transmitted to
and reflected from the target. The free-space signal prop-
agation equation models the jammer power J that is re-
ceived at the radar from the jammer. The quotient of
jammer to signal power constitutes a figure of merit
known as the jam-to-signal (J/S) ratio. This ratio is unique
for each radar and depends on radar processing gain and
on the display format and screen phosphor. Operator pro-
ficiency also plays a significant role. Rearranging the
terms of this equation to solve for range yields the burn-
through equation

Rb¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J

S

PRsBJ

PJ4pBR

� �s

ð9Þ

where Rb is the burn through range, J/S is the ratio of
jammer-to-signal power required to jam the victim radar,
PR is the effective radiated power of the radar, PJ is the
effective radiated power of the jammer, s is the radar cross
section of the target, BJ is the jamming signal bandwidth,
and BR is the processing bandwidth of the radar receiver.
This equation models the case with the jammer located on
the radar target platform.

Figure 13. PPI radar scope without and with jamming, showing
the effects of CTAR jamming on the threat radar display.
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4.3.2.2. Jammer-to-Signal-Power Relationships. The J/S
power ratio at the threat radar is a concept central to pre-
dicting EA effectiveness. To degrade the threat radar, an
interfering jammer power J of sufficient strength is re-
quired to overcome the target-reflected signal at the radar
S. For effective EM noise jamming, the J/S required is 0–
6 dB minimum, depending on the noise modulations used
and the detailed characteristics of the threat. The mini-
mum J/S ratio required for effective CTAR deception tech-
niques varies from 0 dB for false targets, to 0–6 dB for
range deception, to 10–25 dB for angle-tracking deception,
and to 20–40 dB for monopulse deception. Equations (10)–
(12) are based on two typical EA tactical situations. Self-
protection CTAR [Eq. (10)] addresses the case with the
target in the threat radar mainbeam. Support CTAR [Eq.
(11)] addresses the case of the target in the threat main
radar beam but with the EA jamming emanating from a
separate platform and radiating into an arbitrary bearing
of the threat radar antenna pattern. In both cases, the
radar is assumed monostatic (i.e., the radar receiver and
transmitter are collocated):

J/S for self-protection EP CTAR:

J=S¼
4pPjGjBrR

2

PrGrsg2Bj
ð10Þ

where Pj is jammer power output; Gj is gain of jammer
antenna in direction of radar; Br is radar receiver noise
band-width; R is radar-to-jammer range; Pr is radar power
output; Gr is gain of radar antenna in target direction; s is
target radar cross section; g2 is propagation one-way pow-
er gain (square of the ratio of field strength to free-space
field strength due to direct and reflected ray combination),
0og2o4 (interferometer lobing); and Bj is the jammer
noise bandwidth.

J/S for support EA:

J=S¼
4pPJGjrGrjBrR

4
t g2

j

PrG2
rsBjR2

j g4
t

ð11Þ

where Gjr is the gain of the jammer antenna in the direc-
tion of the radar, Grj is the gain of the radar antenna in the
direction of the jammer, Rt is the radar-to-target range, gj

is the jammer-to-radar propagation factor, Rj is the radar-
to-jammer range, and gt is the radar-to-target propagation
factor. The remaining terms are as defined previously.

Effect of target radar cross-sectional reduction:

S¼
PrGrsl

2g4

ð4pÞ3R4
ð12Þ

where l is the wavelength of the radar operating frequen-
cy. All the remaining terms are as defined previously.

Equation (12) defines the signal at the receiver of a
mono-static radar. Note that the power received at the ra-
dar is directly proportional to the target radar cross sec-
tion s and inversely proportional to the fourth power of the
range R (R is the separation between the target and ra-
dar). Therefore, as the radar cross section is reduced, the

signal at the radar is correspondingly reduced. If the cross
section is sufficiently reduced, the target becomes indis-
tinguishable from the radar noise and background clutter.
Low observable platforms, such as the B-2 and F-117 air-
craft, provide sufficiently low radar cross section to make
radar detection difficult. The implication of radar cross-
sectional reduction technology to CTAR is twofold: first,
with sufficiently low radar cross section, EP may not be
necessary, and secondly, if the cross section merely lowers
the signal power at the radar, then a lower power, low-cost
CTAR transmitter becomes sufficient to provide the J/S
necessary to achieve the desired level of survivability.

4.3.3. Countermeasure Technology. Countermeasure
technology addresses the evolving threat in addition to
the need for economic force protection. Significant ad-
vances in radar, communications, EO/IR weapons’ sen-
sors, and weapons control present heightened
challenges to maintaining effective EA capability.

4.3.3.1. Radar Countermeasures Technology. Counter-
targeting equipment for use against advanced synthetic
aperture radar (SAR) or inverse synthetic aperture (ISAR)
surveillance and targeting radar requires wide instanta-
neous bandwidths and high processing speeds. Further-
more, because these radars use coherent processing,
CTAR effectiveness consequently requires coherent radar
signal storage and reproduction to enhance effectiveness.
Digital RF memory (DRFM) technology is being developed
to convert the analog radar RF signals into a digital for-
mat for convenient storage. As required, the radar signal
is retrieved from storage and converted to RF for use in
countermeasure waveform generation. Technology limita-
tions and costs constrain currently available DRFM de-
signs, each optimized for a specific application.

Radiofrequency-tapped delay lines provide precise tim-
ing between portions of the CTAR waveform. Analog RF-
tapped delay lines use surface acoustic wave (SAW) and
acoustic charge transport technology. Research is under-
way to create digital tapped delay lines. Noise modulation
is commonly applied to CTAR signals, and high-quality
tunable noise sources are required. The output EA stage is
the transmitter/antenna combination that generates and
radiates the CTAR signal. Antennas for EA applications,
once considered a dedicated asset, are currently envi-
sioned as multifunction phased-array antennas with ele-
ments fed by solid-state amplifiers.

Radio-frequency isolation between the countermea-
sures transmitter and the receiver is a common problem
of countermeasures-equipped platforms. The countermea-
sure signal appears at the receiver antenna. When the
transmitter and receiver are insufficiently isolated, the
countermeasure signal interferes with lower level threat
signal reception from the environment. Interference de-
mands careful attention to antenna design, isolation, and
platform siting.

4.3.3.2. Radar Countermeasure Signal Source Technology.
Electronic attack transmitters require signal sources that
can be rapidly switched in azimuth, elevation, frequency,
and polarization to generate multiple high-power beams
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with low sidelobes over large multioctave bandwidths.
CTAR requirements for economical compact transmitters
are challenged by the lack of appropriate low-cost EM
power sources. Furthermore, few commercial applications
exist for wideband EM power source technology. Research
and development in this area is limited primarily to EA
applications. Original EW power sources, tunable mag-
netrons, and cross-field amplifiers provided only narrow
operating bandwidths. Traveling-wave tubes (TWTs)
evolved to fill the need for wide, instantaneous bandwidth.
Over time, TWT bandwidths grew from a single-octave 2–
4 GHz band to multiple octaves at frequencies beyond
40 GHz. However, TWTs are expensive and unreliable. Al-
though new mini-TWTs and microwave power modules
have become available, their basic design remains vacu-
um-envelope-based. MMIC technology is steadily advanc-
ing, and it now provides solid-state chips with multioctave
signal generation capability, wide instantaneous band-
width, and signal power levels approaching 5 W. With
MMIC technology, solid-state active aperture arrays be-
come achievable, and such arrays for EA applications are
now being developed. Although MMIC active aperture
array signal source promises good performance and
reliability, the system remains expensive.

4.4. Passive Electrooptic/Infrared Electronic Warfare

Electronic warfare in a passive EO/IR target acquisition
and weapons sensors environment applies to a growing
threat capability. The open-ocean blue-water scenario re-
quires EO/IR EA and EP ship protection, typically 200
nautical miles or more from shore, against massive and
coordinated attack. EO/IR EA applications have more re-
cently focused on littoral scenarios involving amphibious
operations in support of peacekeeping operations for re-
gional conflicts, providing humanitarian assistance in po-
litically and militarily unstable regions; evacuating

civilians from regions of conflict, and ensuring safe pas-
sage of commerce through disputed littoral waters and
choke points.

The traditional EO/IR threat, the long-range antiship
missile, has been intensified in the littoral areas by a large
variety of air-to-surface, air-to-air, and surface-to-air EO/
IR missile weapons. These missiles can inflict severe dam-
age to the smaller craft used for littoral warfare.

Electrooptic system target detection range depends on
detector sensitivity and resolution. A target image is de-
fined by contrast with the background. Sensitivity deter-
mines whether the contrast is discernible. Resolution
depends on the spatial environment angle illuminating
the detector, which is a function of detector surface area
and focusing optics. The distance at which target features
are resolvable determines the maximum operating range
of the system.

The target signature detectability is determined not by
the absolute temperature of the object but rather by the
contrast between the target and background within a giv-
en spectral band. Environment backgrounds range from
the cold, uniform background of space to thermally clut-
tered land areas. Solar interaction with the target and
background reflection and heating further degrade the
background contrast with the target. Typical target con-
trasts range from about 1 kW/sr (kilowatt per steradian)
in the 2–3 mm atmospheric window for an aircraft engine
to tens of kilowatts per steradian for ships in the 8–12 mm
window. Target aspect, especially the location of hotspots,
greatly influences the signature.

4.4.1. Electrooptic/Infrared Countermeasures. Electro-
optic/infrared countermeasures are constrained by specu-
lar atmospheric propagative characteristics, as is the
threat (Fig. 14). The contrast of the target to the back-
ground within the weapon sensor’s specular passband,
the type of seeker spatial localization processing, and

Figure 14. EO/IR atmospheric transmission spectral segments and laser and laser harmonics
countermeasures source spectral regions.
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available practical radiation sources are also prime con-
siderations.

The missile flyout and CM sequence of events occurs in
several seconds. As part of an integrated electronic war-
fare suite, the EO/IR EA system is designed to engage a
large number of missiles launched in a coordinated attack.
Figure 15 shows a typical timeline of the CM response to
an attack by a subsonic antiship missile. The time line
indicates the interaction of EO/IR EA with other ship de-
fense systems.

To preclude detection by a threat EO/IR sensor, target
signature can be reduced through a combination of con-
vective, conductive, and radiative mechanisms. Exterior
surfaces of ship stacks are cooled by convective air flow
between the engine exhaust ports and the outer stacks.
Engine plume and exhaust gases from all types of engines
can be cooled by dilution with air. Radiation from hotspots
can be reduced by spectral emissivity modifications or by
obscuring the hot areas from view. On new platforms, low-
observability design criteria have led to low-signature air-
craft and ships.

Onboard aircraft CM sources initially generated false-
target location and/or guidance degradation through
weapon automatic gain control (AGC) manipulation.
This technique remains highly effective against many
threats. The onboard jammer sources can be chemically
fueled IR sources or electrically powered incandescent and
metal vapor lamps. As the wavelength passbands of anti-
air and antiship seekers gradually migrate to longer wave-
lengths, out to the 8–14 mm window, noncoherent sources
will no longer be practical.

Basic spin scan and conical scan (conscan) ‘‘hotspot’’
seekers are vulnerable to flare decoys. Almost universally,
these flares are composed of magnesium and
polytetrafluoroethylene and are designed with a radiant
intensity several times that of the target. In the distrac-
tion mode, the decoy is an excellent target; in the seduc-

tion mode, the weapon’s seeker control signal is biased by
the decoy or transferred to it. Because pseudoimaging
seekers exhibit spatial and temporal processing capabili-
ties, simple flares are relatively ineffective, and simple
flares perform even more poorly against imaging sensors.
Newer decoys overcome advanced seeker-discriminating
processing with improved spectral characteristics that
more closely match the target platform spectral emissions.
Improved decoy spatial distribution in the form of clouds
and multiple hotspots, temporal risetimes, and persis-
tence match target signature increase rates and lifetimes,
thus preventing time–history discrimination. Kinematics
model realistic target movement.

The small beam divergence of lasers can result in high-
radiance, low-power sources that provide the J/S power
ratios needed for effective EA. Two laser sources, primary
lasers and nonlinearly shifted lasers, are available for CM
applications. Lasers shifted by nonlinear conversion in-
clude harmonic generation and tunable optical paramet-
ric oscillators (OPOs). Primary lasers do not produce
spectral lines in all the potential threat passbands of in-
terest and are susceptible to notch-filter counter-counter-
measure techniques. Although harmonic generating EA
techniques provide additional wavelengths, they are also
subject to counter-CM. Promising sources for IR/EO CM
are tunable OPOs pumped by diode-pumped, solid-state
lasers. Two nonlinear materials currently demonstrating
the highest potential are periodically poled lithium nio-
bate (PPLN) and zinc germanium phosphide (ZnGeP2).
Figure 14 shows the primary lasers of interest and the
wavelength coverage possible with PPLN and ZnGeP2

OPOs.
Although noncoherent sources provide wide angular

protection, high-resolution detection is necessary to point
and track the threat system and effectively use laser pow-
er. Timely threat detection and warning ES is essential to
the success of all nonpreemptive EA.
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Figure 15. Missile attack timeline showing launch, acquisition, and homing phases of the missile
as well as the CM attack on missile sensors and control circuits.
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4.4.2. Electrooptic/Infrared Countermeasure Technology.
Key EO/IR EA technologies required to counter threat
performance improvements include higher throughput
data processing using more capable algorithms, laser
beamsteering, and decoy launcher design. Needed pro-
cessing improvements include faster signal processing,
more efficient image processing, and false alarm reduc-
tion. High-performance, high-speed beamsteering, prefer-
ably nonmechanical, is required to reduce response time in
multiple threat environments. Improved decoy launchers
to position decoys quickly and accurately within the sce-
nario are also needed.. Low observability technologies are
being developed to decrease or mask the IR/EO signatures
of targets. Target signature reduction increases the effec-
tiveness of conventional countermeasure responses by re-
ducing the jamming power required to counter the missile
system effectively. Low observability enables application of
new technologies to IR/EO counter-measures by reducing
the size, weight, and power requirements of decoy and la-
ser CM sources. For example, diode laser and diode-
pumped nonlinear optical sources can be integrated with
unmanned aerial vehicles to produce new classes of CM
devices and tactics. Large-area spectrally selective sources
and obscurants provide advanced capability against spa-
tially and spectrally discriminating threats. Primary laser
and laser-pumped nonlinear sources are important evolv-
ing technologies. Launchers and vehicles that provide rap-
id and precise CM placement with realistic kinematic
performance are areas of increasing importance.

4.5. Decoy Countermeasures

Decoys are EW devices, usually expendable, deployed
from the platforms to be protected. Decoys generate a
jamming response to the threat or false targets. In either
case, the decoy lures the threat away from the intended
target toward the decoy. A jamming decoy generates a
cover signal that masks the target signal. Thereby the
threat sensor signal fidelity is degraded, making detection
and tracking of the intended target more difficult. A jam-
ming signal may also activate the antijam home-on-jam
mode of the weapon system. As false targets, the decoys
generate credible target signatures to provide weapon sys-
tem seduction or distraction. Decoys create confusion that
causes weapons to attack false targets.

Decoys may be either passive or active. A passive decoy
generates a countermeasure response without the direct,
active amplification of the threat signal. Principal exam-
ples of passive decoys are chaff and corner reflectors in the
RF spectrum and flares in the EO/IR spectrum.

4.5.1. Decoy Operational Employment. Decoys provide
EA capability across the entire EW battle timeline. Decoys
are used primarily for EP missile defense and self-protec-
tion missile defense but also for countersurveillance and
countertargeting applications.

Jamming is used in conjunction with decoys to obscure
the target signal at the threat radar during decoy deploy-
ment. As decoys are deployed, jamming ceases and the
threat radar acquires the decoy as a target or transfers
radar tracking from the target to the decoy. Threat radar

acquisition of the decoy as a target is probable because
decoys present prominent signatures.

Decoys used for missile defense perform either seduc-
tion, distraction, or preferential acquisition functions. A
single-decoy type may perform multiple functions, de-
pending on deployment geometry with respect to the
launch aircraft or ship and the stage of electronic combat.

Decoys are used in a seduction role as a terminal de-
fense countermeasure against missile weapons systems. A
seduction decoy transfers the lock of the missile guidance
radar or EO/IR sensor from the defending platform onto
itself. The decoy that generates a false-target signature is
initially placed in the same threat tracking gate, missile
sensor range, and/or angle segment as the defending tar-
get and is subsequently separated from the launching plat-
form. The decoy signature captures the missile guidance
sensor, and the target lock is transferred from the ship or
aircraft to the decoy. Typically, the decoy is separated in
both range and angle from the defending target to assure
target-to-missile physical separation greater than the mis-
sile warhead’s blast range. The seduction decoy missile in-
teraction is typically initiated within 10 s of deployment.
Distraction decoys are deployed prior to missile-seeker ac-
quisition and provide multiple false targets from which the
seeker may select. Deployed distraction decoys provide a
confusing environment to the missile seeker, causing it to
attack a decoy rather than the intended target.

The ALE-129 chaff decoy (Fig. 16) is representative of
RF seduction decoys for aircraft defense. The NATO Sea
Gnat MK-214 cartridge shown fired from a shipboard
launcher in Fig. 17 provides surface defense against
radar-guided weapons. Figure 18 shows a TORCH decoy
deployed at sea for IR defense.

Distraction decoys are observed for extended periods in
the engagement scenario. Consequently, the distraction
decoy must generate a credible signature that is sufficient
to preclude short-term and extended missile decoy dis-
crimination.

The AN/SLQ-49 inflatable corner reflector (Fig. 19) and
the rocket-launched NATO Sea Gnat MK-216 chaff
cartridge (Fig. 20) are representative of distraction decoys
for surface ship defense. The TALD decoy (Fig. 21) is an
example of a distraction decoy used for aircraft defense.

Figure 16. ALE-129 RF chaff round with the bundle of reflector
elements partially deployed from the canister.
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Frequently, persistent seduction decoys perform a dis-
traction function after separating sufficiently from the de-
fended platform. This ‘‘residual distraction’’ further
minimizes the number of distraction decoys required in
an engagement.

An EA preferential acquisition decoy provides a signa-
ture to the missile seeker such that during acquisition the
missile seeker senses the real target only in combination
with the decoy signature. In the endgame, the decoy sig-
nature in the missile field of view biases the aim point of
the missile tracker away from the intended target.

The preferential acquisition concept requires decoys
positioned close to the defending platform. Decoys can be
towed behind the target aircraft or tethered to the defend-
ing ship. The AN/ALE-50 (Fig. 22) is a towed decoy used
for air defense preferential acquisition, and the EAGER
decoy (Fig. 23) is being developed for ship defense prefer-
ential acquisition.

4.5.2. Chaff Decoys. A chaff decoy is composed of mul-
tiple—tens of thousands to millions—of electrically con-
ductive dipole filament elements deployed in the air to
reflect and scatter radar signal radiation and create a
false-target radar response. Figure 24 shows a typical de-
ployed chaff decoy. The chaff decoy frequency response is
determined by the length of the dipole elements, and the
chaff radar cross-sectional (RCS) magnitude results from
the number of dipoles deployed. Figure 25 shows a radar

PPI display of an environment containing numerous chaff
clouds.

The RCS of a chaff cloud is tuned for a given frequency
(with the dipole length one-half the wavelength of the in-
cident radar signal), and its RCS can be approximated by

RCSðm2Þ¼
0:018c2N

f 2
ð13Þ

where c is the speed of light (3 � 108 m/s), f is the fre-
quency in hertz, and N is the number of dipoles in the
cloud.

4.5.3. Corner Reflector Decoys. Corner reflectors are
conductive geometric structures that are typically shaped
in the form of a perpendicular triangular corner. The
shape maximizes the reflection of incident radar signals
and provides a large apparent target signature. Figure 26
shows a multifaceted triangular corner reflector that pro-
vides wide angular coverage.

The apparent RCS normal to a triangular corner re-
flector is given by

RCSðm2Þ¼
4pL4f 2

3c2
ð14Þ

Figure 18. TORCH EO/IR decoy deployed at sea.

Figure 19. AN/SLQ-49 inflatable corner reflector decoy deployed
at sea.

Figure 20. NATO Sea Gnat MK-216 distraction decoy deployed
from a rocket launcher.

Figure 17. NATO Sea Gnat MK-214 seduction RF decoy de-
ployed from a shipboard rocket launcher.
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where L is the length from the outside corner to the apex
of the reflector, f is the frequency in hertz, and c is the
speed of light (3 � 108m/s). The 3 dB beamwidth of this
type of corner reflector is 401.

4.5.4. Flare Decoys. Flares are typically incendiary de-
vices that produce EO/IR radiation to generate a false
target. Figure 27 is an IR image of a magnesium–Teflon
flare deployed from an aircraft.

4.5.5. Active Decoys. An active decoy uses direct threat
signal amplification to generate the countermeasure re-
sponse. In the case of RF systems, it is generally an RF
amplifier (transistor or tube). In the EO/IR spectrum, a
laser or flash tube amplifies the threat signal. Jammer
and repeater decoys are active decoys.

Repeater decoys receive, amplify, and retransmit the
received signal to generate a false target. Multiple signals
may be retransmitted to generate multiple target returns.
Modulation techniques (amplitude and frequency) may
also be applied to the signal before retransmission to en-
hance effectiveness. The apparent radar cross section of an
active RF decoy is given by

RCSðm2Þ ¼
ðPdGd4pR2Þ

PrGr
ð15Þ

Figure 21. TALD decoy distraction decoy.

Figure 22. AN/ALE-50 towed decoy deployed from a tactical air-
craft in flight.

Figure 23. EAGER shipboard-tethered decoy in field trials.

Figure 24. Deployed chaff round shown as a burst of reflector
elements against a sky background.

Figure 25. Radar PPI display showing target reflections from
multiple chaff decoys.
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where PdGd is the effective radiated power (ERP) of the
decoy, R is the range between the decoy and the radar in
meters, and PrGr is the effective radiated power (ERP) of
the radar.

For a decoy operating with linear gain, that is, a decoy
whose transmission signal power is directly proportional
to the input signal level (up to the signal compression
level), the RCS relationship simplifies to the relationship
given by

RCSðm2Þ¼
ðGtc

2Þ

4pf 2
ð16Þ

where Gt is the combined electronic and antenna gains
(receive and transmit) of the decoy, c is the speed of light
(3� 108 m/s), and f is the frequency in hertz.

4.5.6. Decoy Effectiveness. A distraction decoy is de-
ployed at an extended range from the defending platform
and provides an alternate target for seeker lockon. Dis-
traction decoys require deployment before seeker lockon to
engage the radar in its acquisition process. Usually more
than one distraction decoy is used to defend a platform. An
estimate of the effectiveness of the distraction decoy is
given by

Ps¼ 1�
1

Nþ 1
ð17Þ

where Ps is the probability that the missile will be dis-
tracted to the decoy and N is the number of distraction
decoys deployed.

Equation (17) assumes that all of the distraction decoys
exhibit viable target signatures and are equally likely to
be acquired by the missile sensor. The number of decoys
deployed can be reduced with the same probability of suc-
cess with knowledge of the seeker acquisition logic, for
example, a near-to-far/right-to-left acquisition search.

Seduction decoy effectiveness is primarily determined
by the intensity of the decoy signature compared with the
target being defended. However, the radar track bias, for
example, leading-edge tracker and discrimination algo-
rithms, can significantly impact decoy effectiveness. In
some cases, the radar track bias can be exploited to in-
crease decoy seduction effectiveness.

4.5.7. Decoy Countermeasure Technology. Diverse tech-
nologies are required to support decoy launch and station-
keeping and countermeasure generation. Because most
decoys are single-event, short-term items, cost plays a
major role in selecting and developing technology for de-
coy use. Furthermore, because the defending platform
must generally deploy a number of decoys throughout an
engagement, decoy size and weight criteria also are crit-
ical. Attendant decoy platform technologies include aero-
dynamics, aircraft/projectile design, propulsion systems,
avionics, and mechanical structures. Decoy payload tech-
nologies that will have significant importance in future
systems include broad-bandwidth microwave and milli-
meter-wave components (e.g., antennas and amplifiers).

Microwave and millimeter-wave output power sources
are required with high power, efficiency, and duty cycle to
support the projected threat environments. The future RF
threat environment is expected to be densely populated
with long-pulse radar. Higher decoy radiated power at
higher duty cycles will be needed to prevent decoy satu-
ration as the number of simultaneous threat signals in the
environment increases.

Ultra-high-speed countermeasure frequency set on cir-
cuitry is necessary to queue jammer frequency rapidly.
Signals with rapid frequency hopping and frequency
chirping require rapid activation for effective countermea-
sures. Spatially large and efficient spectrally matched IR
materials and radiating structures are needed to counter
multispectral, imaging IR seekers. Safe, nontoxic, highly
opaque, broad-spectrum IR and electrooptical obscuration
materials are required to mask targets and confuse image
processing seekers. Efficient, primary power sources ca-
pable of high peak power and dense energy storage are
needed to provide the increasing demand for electrical
power used in decoy systems.
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1. INTRODUCTION

Real electrical signals are usually composed of an infinite
number of components of various frequencies. Each single
component occurs at a single frequency has a distinct
magnitude and phase. An electrical filter will be defined as
an electrical network that processes electrical signals on
the basis of the individual frequencies of the signals com-
posing that signal. The signal processing can affect both
the magnitude and phase of each component. For example,
the output signal of an antenna may represent an electri-
cal signal that requires processing by a receiver. The sig-
nal may have a fairly wide spectrum, is composed of
signals at a wide range of frequencies, but it is often de-
sired that the receiver process a small range of these fre-
quencies, or channel, where important information is
contained. One solution is to use a bandpass filter in one
of the stages following the antenna. The filter would pro-
cess the signal so that the range or band of frequencies
containing the desired information would pass through to
the output, and the signals outside the range would be
rejected. From here, signal processing of the desired in-
formation may take place. Although this example is great-
ly simplified in comparison to what actually happens in a
receiver, it nonetheless illustrates the general idea of
filtering.

Over time, several ‘‘standard’’ types of filters, or signal-
processing schemes for filters, have evolved. These are

lowpass, highpass, bandpass, band-reject, and all-pass fil-
ters. Lowpass filters strive to allow frequencies below a
specific ‘‘passband frequency’’ to pass, while rejecting
those frequencies above the passband frequency. High-
pass filters strive to allow frequencies above a specific
passband frequency to pass, while rejecting those frequen-
cies below the passband frequency. Bandpass filters allow
a range or band of frequencies to pass, while rejecting fre-
quencies outside of that band. Band-reject filters reject a
band of frequencies, allowing frequencies outside that
band to pass. The main objective of these four types of fil-
ter is to process the magnitude of the signal as a function
of frequency in a particular way. The all-pass filter lets all
signals pass through, but selects a band of frequencies for
phase angle processing, while not affecting the magni-
tudes. Time delay of the input to the output is an impor-
tant consideration for all-pass filters. The overall choice of
filter type depends on the application.

Filter design can be broken down into two broad stages.
The first stage is the selection of a transfer function pos-
sessing the mathematical properties of filtering that will
meet a set of specifications that are determined from the
particular application. A transfer function is a mathemat-
ical description that describes the relationship between
the input signal and the output signal of a network. We
will use it in the sense that for a given input signal, we will
have a specific output signal that is determined by the
transfer function. Since filters process electrical signals
according to the frequency content, the transfer function
for a filter is a function of s¼ jo¼ j2pf, where o is the fre-
quency in rad/s (radians per second) and f is the frequency
in hertz.

The second stage of filter synthesis is the realization of
a circuit that possesses the same transfer function as the
mathematical function selected to do the filtering. In gen-
eral, the circuit may be an analog, digital, or a mixed an-
alog–digital circuit depending on the application.
However, to date, most filters used at RF and microwave
frequencies are of the analog type.

2. THE APPROXIMATION PROBLEM

When filtering, engineers usually desire ideal filters. For
example, when deciding to use a lowpass filter, the engi-
neer typically desires that all frequencies above a specified
passband or cutoff frequency be rejected by the filter. An
ideal lowpass transfer function magnitude with a pass-
band frequency, op¼ 1 rad/s, is shown in Fig. 1, and the
ideal lowpass transfer function phase characteristics are
shown in Fig. 2. For the magnitude–frequency plot, all
frequencies below op are passed, with a gain of 1 V/V, and
all frequencies above op are rejected. It is a ‘‘brick wall’’
function. It is intuitively obvious that this is an ideal mag-
nitude characteristic for a lowpass filter. The ideal phase
characteristics are not so intuitive. The important feature
of the ideal phase characteristics are not the values of the
phase, but that the phase response is linear. A transfer
function that has linear phase characteristics means that
a signal composed of two different frequencies applied at
the same instant of time at the input of the filter will
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arrive, after processing, at the output of the filter at the
same time. If the two input signals add together to create a
distinct waveform in the time domain, it may be important
that they reconstruct together at the output to maintain
the ‘‘shape’’ of the input signal. Sometimes this is impor-
tant, and sometimes it is not. A deviation from the linear
phase response results in phase distortion.

The characteristics depicted in Figs. 1 and 2 are for a
normalized filter; that is, they have passband frequencies
op equal to 1 rad/s and the magnitude–frequency charac-
teristics have a maximum gain of 0 dB, or 1 V/V, in the
passband. It is conventional to begin a lowpass filter de-
sign with a normalized filter. This allows for a common
starting point for all lowpass filters, for example, and is
also a convenient way of comparing the characteristics
of different types of lowpass filter functions with each
other. Moreover, numerous tables exist that provide the

coefficients or poles and zeros of filter transfer functions.
These tables provide information for normalized filters.
Since there is an infinite number of possibilities for pass-
band frequencies, and similar parameters, it would be im-
practical, if not impossible, to generate tables for all
possible cases. Thus, the tables deal only with the normal-
ized case. It is trivial to scale a filter for a desired passband
frequency from the normalized frequency of 1 rad/s while
retaining all other characteristics of the filter.

The first step in filter design is to find a transfer func-
tion having magnitude characteristics similar to those of
the magnitude–frequency plot depicted in Fig. 1. Unless a
transfer function has an infinite number of terms, it is
impossible to devise a transfer function with these char-
acteristics. Although an engineer may desire and ideal re-
sponse, he/she must live with a nonideal response. Hence,
from this simple example arises the approximation prob-
lem. In other words, may we find a transfer function whose
magnitude response comes close enough to the ideal char-
acteristics of Fig. 1 to meet or slightly exceed the filter
specifications for a particular application. In general, the
higher the order of the filter, the closer the transfer func-
tion will approach the ideal case. However, the higher the
order of a filter, the more complex the design and the more
components that are needed to realize the transfer func-
tion. Thus, the concept of tradeoffs and compromises aris-
es. In general, a set of filter specifications must be
determined before selecting the transfer function. The
specifications may be viewed as to how far the actual fil-
ter application may deviate from the ideal case. The ideal
filter response provides a metric with which to compare
practical transfer functions.

Since it is impossible to come up with an ideal transfer
function that is practically realizable, several terms have
been defined and have been accepted as conventions that
allow the description of the deviation of a practical filter
function from the ideal filter function. These terms are de-
picted in Fig. 3 and may be referred to as filter specifica-
tions. The specifications are: the passband, the stopband,
the passband ripple (PBR), the stopband ripple (SBR), and
the stopband attenuation A. PBR, SBR, and A are usually
specified in decibels. There are three distinct regions. The
passband is located from 0 rad/s to op rad/s. The second
region is the stopband region located from os to infinity.
Finally, there is the transition region, composed of the
range between op and os. Figure 3 should be interpreted as
follows: Signals at or below op will have a gain of at least of
G dB and at the most H dB, and signals above os will be
attenuated by at least A dB or have a maximum gain of
SBR dB. Note that (G�H) dB¼PBR in decibels. Filter
types other than lowpass filters have similar specifications
and the reader is encouraged to investigate these [1,2].

Previous research in network theory has resulted in
several classic mathematical approximations to the ideal
filter magnitude function. Each of these was designed to
optimize a property of the filter function. The lowpass
filter approximations are usually of the form

jHðjoÞj2¼
1

1þ e2P2ðoÞ
ð1Þ
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Figure 2. The ideal lowpass filter transfer function phase char-
acteristics, which may be summarized as a linear phase response.
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Figure 1. Magnitude–frequency plot of the ideal lowpass filter
transfer function, showing that all frequencies of a signal below
1 rad/s are passed while those above 1 rad/s are rejected.
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When P(o) is replaced with different types of functions,
different approximations to the ideal lowpass filter re-
sponse arise. The standard approximations to the ideal
lowpass magnitude response are the Butterworth approx-
imation, the Chebyshev approximation, the inverse
Chebyshev approximation, and the elliptic approximation.
Each of these has strong points and weak points. A fifth
classic approximation worth mentioning is the Bessel
function. This approximation will not be discussed be-
cause it strives to approximate the ideal phase response.
This article focuses on the elliptic approximation.

3. THE ELLIPTIC APPROXIMATION

Before beginning a mathematical discussion on the elliptic
approximation, it is useful to examine a plot of an elliptic
filter function. A plot of the magnitude versus frequency of a
fifth-order lowpass elliptic filter transfer function is depicted
in Fig. 4. The frequency range of the passband is orop. The
frequency range of the stopband is oZos. The passband and
stopband may be characterized as equiripple; that is, the
amplitude oscillates between a maximum and minimum
throughout each band. If the order of the filter function is
even, there are n/2 peaks in the passband and n/2 mini-
mums or zeros in the stopband. If the order of the filter is
odd, there are (n� 1)/2 peaks, plus one at o¼ 0 in the pass-
band. Also for the odd-order case, there are (n� 1)/2
minimums or zeros, plus one at o¼N, in the stopband.

In discussing the properties of the elliptic filter, it is
beneficial to compare its characteristics with those of the
other classic filter types. The magnitude responses for
normalized fifth order low pass Butterworth, Chebyshev,
and elliptic filter magnitude functions are compared in
Fig. 5 and the phases are compared in Fig. 6. Table 1
summarizes the comparisons and the main attributes of

the elliptic filter may be stated. For a given filter order, the
elliptic filter provides the sharpest cutoff characteristics,
and thus out of all three filter types, it best approximates
the ideal lowpass magnitude function in terms of a sharp
transition region. This is very important if filtering is re-
quired for frequencies close to each other, if it is desired to
pass one of these frequencies and reject the other. The
compromise in using the elliptic filter is its very poor
phase characteristics.

The theory underlying the mathematics of the elliptic
filter is complicated, and beyond the scope of this article.
Interested readers may consult Refs. 2 and 3. A summary
of the mathematics is discussed in this article. The deri-
vation assumes that op¼ 1 rad/s and that onorm

s ¼os=op:
This results in normalized passband and stopband
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Figure 4. The magnitude characteristics of a fifth-order elliptic
filter showing an equiripple passband and stopband, and a zero at
o¼N.
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band are ways of characterizing an actual filter function’s mag-
nitude versus frequency response to that of an ideal response. For
an ideal filter function, PBR¼SBR¼0 V/V and os and op are
equal.
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Figure 5. Amplitude comparison. The fifth-order elliptic func-
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full color at http://www.mrw.interscience.wiley.com/erfme.)
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frequencies. The normalized stopband frequency onorm
s is

determined by divided the os by op. In a latter stage in the
design process, the circuit is then denormalized, so the
passband and stopband frequencies are those specified by
the application.

The general form of the elliptic filter magnitude
squared transfer function is given by Eq. (1). For the low-
pass elliptic filter function, P(jo) is replaced with Rn(jo).
Rn(jo) has two different forms, one for an even-order func-
tion and one for an odd-order function. Rn(jo) will be de-
scribed for a normalized lowpass filter. For the even-order
case

RnðoÞ ¼M
Yn=2

i¼ 1

o2 � ðonorm
s =oiÞ

2

o2 � o2
i

ð2Þ

and for the odd-order case

RnðoÞ ¼No
Yðn�1Þ=2

i¼ 1

o2 � ðonorm
s =oiÞ

2

o2 � o2
i

ð3Þ

where M and N are normalization constants and are cho-
sen so that Rn(1)¼ 1. The oi are calculated for the even- or

odd-order case. For the former case, we have

oi¼
onorm

s

sn

ð2i� 1ÞK
1

onorm
s

� �

n

2
664

3
775

ð4Þ

and for the latter case

oi¼
onorm

s

sn

2iK
1

onorm
s

� �

n

2

664

3

775

ð5Þ

where sn is the Jacobian elliptic sine function and K(k) is
the complete elliptic integral of the first kind, and is de-
fined as

KðkÞ¼

Z p=2

0

ð1� k2 sin2 xÞ�1=2dx ð6Þ

The order of the filter function may be determined
by rounding up n to the nearest integer in the
expression

n¼

K
1

onorm
s

� �
K 0

1

L

� �

K 0
1

onorm
s

� �
K

1

L

� � ð7Þ

where L is defined as

L¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100:1PBR � 1

100:1A � 1

r
ð8Þ

and PBR and A are in decibels. Finally

K 0ðkÞ¼K
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
p

ð9Þ

When Rn(o) is found, the substitution s¼o/j is made, and
Rn(o/j) may be inserted into Eq. (1). The poles of H(s)H(s�)
¼|H(jo)|2 are then found. This is a standard synthesis
technique [4]. The left half-plane poles and half of the
zeros are selected and combined to give the final form of
the elliptic filter transfer function. For n even, we obtain

HðsÞ¼H

Qn=2

i¼ 1

ðs2þo2
i Þ

a0þa1sþ � � � þan�1sn�1þansn
ð10Þ

For the case of n odd, we obtain

HðsÞ¼H

Qðn�1Þ=2

i¼ 1

ðs2þo2
i Þ

a0þa1sþ � � � þan�1sn�1þansn
ð11Þ
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Figure 6. Phase comparison. The fifth-order elliptic function
phase characteristics deviate much farther from the desired ide-
al linear phase characteristics than do the Butterworth and
Chebyshev function characteristics. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)

Table 1. Filter Comparisons

Filter Type Transition Region Linear Phase Properties

Butterworth Poor Good
Chebyshev Good Poor
Elliptic Best Very poor
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Note that the even-order transfer function given by
Eq. (10) has n poles and zeros and thus no zeros at infin-
ity while the odd-order transfer function of Eq. (11) has n
poles and n�1 zeros and thus has a single zero at infinity.
It may be convenient to express the denominator in the
form of coefficients or in terms of products of poles and
zeros, depending on the type and method of realization.

Because of the complexity of the calculations required
to find the transfer function, the usual method of finding
H(s) is usually either with a computer program, or using
one of the numerous tables that have been generated and
published [2,5]. Today’s simulators allow the filter design-
er to readily vary zeros to modify the elliptic filter function
to take on more specialized tasks.

4. FREQUENCY AND IMPEDANCE SCALING

Frequently, a normalized design is the first step in filter
realization. A frequency-normalized filter is designed for a
passband frequency of 1 rad/s. A typical normalized real-
ization has component values on the order of ohms, farads,
and henries. The design is then frequency-scaled so that
the normalized response is shifted into place; that is, the
passband and stopband frequencies are transformed from
normalized values to the design values. The procedure is
performed by finding the scaling constant op and replac-
ing s with s/op in the circuit. This results in new values for
the capacitances and inductances, while the values for re-
sistances remain unchanged. In certain circumstances it
may be desirable to frequency-scale the normalized trans-
fer function first and then do the circuit synthesis.

Frequency scaling usually results in values for capac-
itors and inductors that are close to practical, but still not
practical. Moreover, the impedances of the resistors re-
main unchanged. The next step in denormalizing a nor-
malized realization is to impedance-scale. Impedance
scaling amounts to multiplying each impedance by a spec-
ified constant. The constant is picked so that after scaling,
the components have reasonable values. If all impedances

are scaled by the same factor, the voltage transfer function
of the circuit remains the same. With good selection of the
constant, practical values may be achieved.

5. ELLIPTIC FILTERS

5.1. Highpass Filters

In the preceding sections we discussed the properties and
applications of lowpass elliptic filters; there is little differ-
ence when discussing those of the highpass elliptic filter.

The first step in highpass filter design is to normalize
the highpass parameters to the parameters that describe
the normalized lowpass filter. The parameters that de-
scribe the highpass are identical to those of the lowpass
filter. One difference is that osoop. In general, a lowpass
filter transfer function may be transformed into a high-
pass transfer function by a s-to-1/s transform. This simply
means that wherever s appears in the transfer function,
1/s is substituted.

Once the normalized lowpass elliptic transfer function
has been determined and a normalized circuit has been
synthesized, a lowpass-to-highpass transform is applied.
This means that everywhere in the circuit, s is replaced
with 1/s. This results in capacitors becoming inductors,
and inductors becoming capacitors. If, in an active RC cir-
cuit, for example, inductors are not desired, the circuit
may be magnitude-scaled by 1/s. This results in the in-
ductors becoming resistors and the resistors becoming ca-
pacitors.

Alternatively, if a normalized lowpass elliptic function
has been determined, it is possible to apply the s-to-1/s
transform on the transfer function, resulting in a normal-
ized highpass elliptic transfer function. It is now possible to
synthesis a circuit from directly from this transfer function.

5.2. Bandpass Filters

Bandpass filters may be classified as wideband or narrow-
band. A wideband bandpass filter allows a wide range of
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Figure 7. Typical nth-order lowpass pas-
sive elliptic filters are realized with induc-
tors and capacitors, and include the source
and load resistances in the overall design.
The circuit in (a) is for the odd-order case
and has n capacitors and (n�1)/2 induc-
tors. The circuit in (b) is for the even-order
case and has (n�1) capacitors and n/2 in-
ductors. Both have a total of n stages, and
n is the order of the filter transfer function.
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frequencies to pass with equal magnitude scaling, ideally.
A narrowband filter seeks to allow only one frequency or a
very small band of frequencies to pass. One definition of
narrowband versus wideband filters is given in Ref. 1.
This particular definition states that if the ratio of the
upper cutoff frequency to the lower cutoff frequency is
greater than 1 octave, the filter is considered a wideband
filter.

Synthesis of wideband bandpass filters may be per-
formed by a cascade of a highpass filter and a lowpass fil-
ter where the cutoff frequency of the lowpass filter is
greater than that of the highpass filter. The lower bound
of the definition of wideband results in a separation of the
highpass and lowpass filters such that there is minimal
interaction between the filters. If the ratio of the lowpass
cutoff frequency to the highpass cutoff frequency is smaller
than 1 octave, the cutoff frequencies are too close together
and the filters interact and must be treated as a single
filter.

Narrowband filters require alternative synthesis tech-
niques, such as a transformation. Like the highpass filter
functions, bandpass filter functions may be synthesized
from lowpass filter functions. This is done by performing
the transformation

s!
o0

BW

s

o0
þ

o0

s

� �
ð12Þ

on a normalized lowpass filter function, where o0 is the
center frequency and BW is the bandwidth of the filter.
Equation (12) should be interpreted as s is replaced by the
expression on the right. The effect of performing this op-
eration on the lowpass circuit is that inductors are re-
placed by a series combination of an inductor and a
capacitor and capacitors are replaced by a parallel combi-
nation of a capacitor and an inductor. This transform may
also be used in the design of wideband bandpass filters.

5.3. Band-Reject Filters

Like bandpass filters, band-reject filters may also be clas-
sified as wideband or narrowband. A wideband band-reject
filter seeks to block a wide range of frequencies while al-
lowing frequencies outside that band to pass with ideally
equal magnitude scaling. A narrowband band-reject filter
seeks to block only one frequency or a very small band of
frequencies. In much the same way that it defines nar-
rowband versus wideband bandpass filters, Ref. 1 defines
narrowband versus wideband band-reject filters. The def-
inition is identical to that for the bandpass filter.

Synthesis of wideband band-reject filters may be per-
formed by a cascade of a highpass filter and a lowpass fil-
ter where the cutoff frequency of the highpass filter is
greater than that of the lowpass filter. The lower bound of
the definition of wideband results in a separation of the
highpass and lowpass filters such that there is minimal
interaction between the filters. If the ratio of the cutoff
frequency of the highpass filter to that of the lowpass filter
is less than 1 octave, the cutoff frequencies are too close
together and the filters interact and must be treated as a
single filter.

Narrowband filters require alternative synthesis tech-
niques, such as a transformation. Band-reject filters may
also be synthesized from normalized lowpass filter func-
tions by performing a transform of

s!

BW

o0

s

o0
þ

o0

s

� � ð13Þ

on a normalized low-pass filter, where o0 is the center
frequency and BW is the bandwidth of the filter. The affect
of performing this operation on the lowpass circuit is that
inductors are replaced by a parallel combination of an in-
ductor and capacitor and capacitors are replaced by a se-
ries combination of a capacitor and an inductor. This
transform may also be used in the design of wideband
bandpass filters.

5.4. Realizations of Elliptic Filters

There are an infinite number of possible synthesis algo-
rithms that may be used. In this section we describe one.

The first step in elliptic filter design is to find a transfer
function that will meet a set of specifications that have
been determined from the application. The design usually
begins with specifying the passband frequency op, PBR,
os, and A. If filter tables are to be used, the frequencies of
the filter specifications must first be normalized. This is
achieved by dividing os and op by op. Other normaliza-
tions are possible. This results in a normalized passband
frequency of 1 rad/s, and a normalized stopband frequency
of os/op rad/s. If a highpass filter is desired, the specifica-
tions must be transformed further, by inverting op to 1/op.
Once the desired transfer function is determined, a meth-
od of realization is selected. Presently, most RF and mi-
crowave realizations of elliptic filters are analog circuits.
Moreover, the greater majority of the analog realizations
are passive, although active realizations are achievable at
the lower end of the RF frequency spectrum.

5.4.1. Passive Realizations. One may ask if the passive
realizations may utilize only discrete elements. There is
considerable ongoing research in realizating passive filters
in integrated circuit (IC) technologies, and there are pub-
lished research results of such filters, although this is not
yet commonplace. A principal problem with passive LC
realizations in an IC technology are low quality factors (Qs)
of the inductors presently available in standard IC tech-
nologies. The lower the inductor Q, the more losses in the
inductor, and the more difficult it becomes to design high-
performance filters. At the time of this writing, there is
considerable interest in fabricating high-Q on-chip or on-
package inductors in integrated circuit (IC) technologies. If
progress in these inductor-technologies continues at today’s
present rate, it is not inconceivable that passive synthesis
could become commonplace in integrated filter design.

Passive realizations utilize capacitors, inductors, and
resistors. The source and load resistances are considered
part of the realization. Systematic procedures exist for
the synthesis of passive filters to realize elliptic transfer
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functions. Moreover, normalized passive filters are avail-
able as part of table lookup approaches [5]. An example of
odd and even passive filter topologies is depicted in Fig. 7.

Even-order passive realizations synthesized from Eq.
(10) will have negative elements because they do not have
at least a zero at infinity. This problem can be solved by
shifting the highest-frequency zero to infinity. The result-
ing elliptic filter function will have a double zero at infin-
ity, and the passive filter realization will now have positive
elements but unequal terminating resistances. This even-
order elliptic transfer function is known as case B, while
the original even-order transfer function given by Eq. (10)
is called case A. Equal terminating resistances can be ob-
tained by shifting the first maximum to the origin. The
resulting even-order elliptic transfer function is known as
case C [2,5]. The new filter functions will be of the forms
given by Eq. (14) for case B and Eq. (15) for case C:

HBðsÞ¼H

Qn=2

i¼ 2

ðs2þo2
B;iÞ

b0þ b1sþ � � � þ bn�1sn�1þ bnsn
ð14Þ

HCðsÞ¼H

Qn=2

i¼ 2

ðs2þo2
C;iÞ

c0þ c1sþ � � � þ cn�1sn�1þ cnsn
ð15Þ

The magnitude response in for the case B and C filter func-
tions are now slightly modified from the original type A.

5.4.2. Active Realizations. Active realizations of elliptic
filters for high-frequency applications tend to be limited to
a few types. These types include Gm-C, synthetic-inductor-
based, and negative-resistance-based. Gm-C filters utilize
transconductors and capacitors to realize elliptic filter
functions. Synthetic-inductor-based filters utilize trans-
conductors and capacitors to synthesize a impedance that
is inductive. These are often classified as Gm-C filters as
well. Negative resistance based utilize active elements to
synthesis an impedance that looks like a negative resistor.
The ‘‘negative resistor’’ used to cancel out the resistance of
an inductor, thereby providing the inductor with a higher
‘‘effective Q.’’ All include realizations in both IC and dis-
crete technologies. However, because of limited bandwidth
of active components, the upper end of the frequency range
tends to be around 200–400 MHz for practical applications,
although there have been reports in the literature demon-
strating research results at greater frequency, particularly
in monolithic microwave integrated circuit (MMIC) tech-
nologies. But the majority of elliptic filters are passive in
nature, fabricated using discrete techniques. Pushing
active filter synthesis, and in particular higher-order fil-
ters such as elliptic filters, into the high MHz and even low
GHz ranges appears to be a rich research area.

5.5. Microwave Filters

Elliptic filters are common for microwave filters; typical
applications occur after the final power amplifier or before
the first low-noise amplifier in a system where insertion
losses have direct impact on system performance. Typical

applications include transmit–receive duplexers, multi-
band combiners, interference rejection, spurious emission
control, and channelized power combining.

The circuits depicted in Fig. 7 are often used as
the starting point for a passive elliptic filter regardless
of the technology being used to realize the circuit. How-
ever, the zeros of elliptic filters are frequently modified
from the ideal values to provide design freedoms that can
sharpen rejection (at the cost of phase linearity), or can
better phase response (at the cost of rejection). The result
is a quasielliptic filter. In conjunction with appropriate
technology and physical layout, elliptic microwave filters
realize high performance in compact geometries.

At microwave frequencies, lumped inductors and ca-
pacitors are physically large when compared to the wave-
lengths of the application and seldom perform well
(especially inductors) because of parasitic effects. More-
over, the lumped elements must be considered as distrib-
uted elements. Microwave filters use stages that consist of
distributed elements (e.g., microstrip lines or resonant
cavities) and transitions between elements (e.g., coupling
slots or impedance steps) that appear inductive or capac-
itive. Performance depends on the electrical size of ele-
ments. There are many ways to realize microwave filters.
Choosing the technology to use depends on a variety of
factors, some obvious, some subtle, but all with impact on
realizing the needed performance.

5.5.1. Tradeoffs. A primary consideration is the place-
ment of the filter used in the system. Filters integrated
with MMICs require planar layouts such as with micro-
strip or coplanar waveguide (CPW). Filters integrated on
RF circuit boards may be stripline, surface acoustic wave
(SAW), ceramic, or helical, depending on the frequency
and space available. If the filter is a separate unit, handles
high power, or interfaces with an antenna system, wave-
guides and coupled cavities are the best choices. Bandpass
and band-reject filters are easily realized using resonant
elements; lowpass and highpass filters use propagating
elements.

Frequency also plays a role in technology selection.
Waveguides and waveguide cavities are natural choices
above 5 GHz. Waveguides become too large for the wire-
less bands from 400 MHz to 2.5 GHz; here, combline cavity
filters and coaxial line filters are useful, as are planar fil-
ters. Helical and SAW filters are useful in the lower-MHz
RF bands.

Another consideration is the natural tradeoff that oc-
curs between insertion loss versus quality factor of the
components. Each stage in a multistage microwave filter
loses power to the finite conductivities of metal and losses
in dielectrics (even lumped inductors and capacitors pos-
sess parasitic resistances that absorb power). In general,
filters composed of a larger number of stages with identi-
cal Q values will have higher insertion loss; using higher-
Q stages can reduce insertion loss. The Q factor of a filter
stage can be increased by increasing unit volume, silver-
plating the RF path, or loading with low-loss ceramics.
Superconducting filters have extremely high Q values. Di-
electric material allows filter size to be physically reduced
and Q factors to generally improve; both effects can reduce
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insertion loss. Using multimode stages, where one phys-
ical element supports multiple electrical stages, also can
reduce insertion loss.

There are less obvious considerations to choosing a
technology as well. Power handling may be critical, which
tends toward using waveguides and cavities and places
limits on how small gaps may be. Microwave elements
have dispersive propagation effects and support multiple
modes; these in turn lead to bandwidth limits and higher-
frequency spurious responses in which the stopband
begins to resemble the passband. Coupling and tuning
methods also have bandwidth limits. Manufacturability is
also important; it is possible for unwanted coupling mech-
anisms to occur and change the filter response, or for pro-
duction tolerances to change passbands. Last but not least,
cost plays a role, especially for commercial applications.

5.5.2. Elliptic Filter Design Concerns Unique to Micro-
wave Frequencies. Microwave filters start with elliptic pro-
totype filters, designed as mentioned previously. The
challenge is mapping lumped inductors and capacitors
into the correct distributed equivalents for the microwave
technology chosen. Fundamental to all microwave filters
realization is inclusion of transmission-line effects. A very
useful property that follows from this is the ability to in-
vert impedances to more easily realize certain filter top-
ologies; impedance inverters convert impedances to
admittances (for e.g., convert a series inductor into a
shunt capacitor). A common way of realizing an inverter
is to employ the quarter-wave transformer; for cavity fil-
ters, an impedance inverter is realized as a shunt induc-
tance in cascade between equal-length negative line
lengths. Admittance inverters convert admittances into
impedances; they realize as quarter-wave transformers or
as series capacitance in cascade between equal-length
negative line lengths. The negative line lengths serve to
reduce the lengths of the loads on either side, usually re-
sulting in more compact designs. The most limiting trans-
mission-line effect is that the effective L and C values
change as frequency deviates from the design center and
the response changes.

Transmission lines can be implemented into prototype
filters converting lumped impedances, for example, Z1¼

joL, to their transmission-line form of Z1¼ jOL using
Richard’s transformation, O¼ tan b1. For a lowpass pro-
totype, the passband frequency oc of unity results in an
electrical length of 451 (or l/8). Inductors become a short-
circuited stub with characteristic impedance (Z0) of L;
capacitors become open-circuited stubs with Z0¼ 1/C.
However, the stub impedance is not the same as the
lumped element for frequencies away from passband,
and the filter response differs.

The physical elements used in microwave filters have
mode structures with cutoff frequencies determined by
their geometries; at frequencies below cutoff, the mode re-
jects energy. As frequencies increase, more modes ‘‘turn
on’’ and again, spurious responses can occur. Cutoff fre-
quencies can be changed by small perturbations to the ge-
ometries; this allows filter tuning by elements such as
screws. Square and circular geometries support degener-
ate modes that can be coupled to each other; this easily

supports multimode filters but can add limitations to
exploiting the design freedom of elliptic zeros.

Discontinuities in transmission lines and cavities have
responses that behave inductive or capacitive, depending
on whether primarily magnetic or electric energy is being
stored at the discontinuity. Microwave resonators have
equivalent circuits that look like lumped LC resonators.
Intercavity couplings via slots or probes also appear in-
ductive or capacitive, depending on how the modes couple
between cavities. All these discontinuities have effects on
the electrical lengths of filter sections and adjustments
must be made. Slots in cavity walls seem inductive; ex-
ploiting this idea and reducing cavity electrical length on
either side of the slot will implement an impedance in-
verter like that mentioned previously. Marcuvitz [7] pro-
vides in-depth discussions on finding equivalent circuits
for all types of discontinuities, perturbations, and cou-
plings. Another good reference overall for traditional mi-
crowave filter synthesis is Matthaei et al. [8].

Today, numerical simulation tools are employed to de-
termine the actual broadband equivalent circuits and their
impact on the basic mode behavior of waveguides and cav-
ities. Their use has improved the ability to design filters,
reduced design cycle time, and provided insight into build-
ing filters. Using these tools effectively still requires an
understanding of the underlying basic principles.

6. TECHNOLOGY OVERVIEW

Stripline-type filters are planar in design. This makes
them appropriate for use with MMICs and for use on RF
and microwave board layouts. While the microstrip filter
is most common, filtering structures using coplanar wave-
guide (CPW), slotguide, and suspended stripline are used
as well. These filters generally are small because of the
shorter wavelengths of the planar substrates. They also
are low-Q filters (200–300), due to etch thickness and sub-
strate losses. Planar filters have limited power-handling
capability as well. For microstrip filters, shunt open stubs
are commonly used, since short-circuiting elements in mi-
crostrips involves extra fabrication steps. Alternating
high-impedance/low-impedance stages and coupled-line
segments help realize lowpass or highpass filters; micro-
strip resonators and coupled-line filters allow for realiza-
tion of bandpass and band-reject filters. Coupled-line
filters are generally edge-coupled for microstrip; coupled
lines gain an extra design dimension when considering
suspended stripline filters, with both vertical and planar
separation contributing to the performance. Planar filters
also take up board or die space.

Ceramic filters also find use on RF boards and for small
devices from 800 MHz and up; a typical application is for
duplexers in mobile phones and wireless LAN cards. Ce-
ramic, high-dielectric materials dramatically reduce the
physical size of a filter. They have low Q (200–400) and low
power handling primarily because of their small size.

Helical filters are used on RF and IF boards. Helical
filters use wound wire coils as bandpass resonators; this
allows medium-Q performance in compact packaging in
the 75–800 MHz range.
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Surface acoustic wave (SAW) filters are typically used
more at IF frequencies (50–400 MHz). These filters use pi-
ezoelectric materials that support acoustic-type leaky
waves; typical wavelengths are 10�5 those of light. This
means that filter dimensions can also be much smaller;
SAW filters also achieve brick-wall-type responses. SAW
filters have low-Q (50–100) and low power-handling capa-
bilities; more recent developments are pushing SAW per-
formance up into the 1–2 GHz range.

Waveguide filters have high-Q (typically 10,000) and
high power-handling capabilities. They are common above
2 GHz, or in low-frequency, high-power applications.
Waveguides types used include circular, rectangular,
square, ridged, and corrugated, depending on the appli-
cation. Walls are placed approximately l/4 apart to gen-
erate resonant cavities within the waveguide, the
resonant modes are endwall-coupled to each other. Wave-
guide filters are large in size and can be quite heavy. As
frequencies increase above 50 GHz, mechanical tolerances
become extremely critical in the production process.

Coaxial resonator filters (also called combline filters or
TEM filters) are common from 400 MHz to 6 GHz. They
consist of sidewall-coupled cavities whose resonance is
controlled by an inductive resonator and a capacitive air-
gap. They can be realized as interdigital filters, with l/4
resonator lengths and airgaps between top and bottom
walls. More commonly, they are realized as combline fil-
ters where all resonators are on the same wall. This allows
for ease of manufacture. The resonator length can be less
than l/4; this allows freedom to control when cavity har-
monic frequencies occur. These are medium-Q (3000–
6000) and medium-power devices. Combline resonators
may be dielectrically loaded to increase cavity Q (typically
15,000 or higher). The resonators can also be of dielectric
material; this increases Q (typically above 10,000) and
adds the ability to generate multiple modes.

The highest-Q resonators exist in superconducting
filters. These filters use either thin-film or bulk high-Tc

(critical temperature) materials, and operate at 77 K. The
thin-film resonators are used in planar circuits; bulk mate-
rials show up in cavity resonators. Because of the zero re-
sistance of the superconductor, almost no power is lost per
stage (some loss occurs because cavity walls are still metal
and substrates are still lossy). Consequently, true brick-wall
filters, comprising 30, 40, or more stages, are practical with
small insertion loss. Superconducting filters require exter-
nal cooling support to maintain 77 K temperatures; conse-
quently, as a system they are more complicated than other
choices. Superconducting filters have found use in situa-
tions with severe interference; here, the performance they
provide outweighs the added complexity of the system.

The advent of MEMS technology is having an impact on
microwave filters as well. MEMS techniques allow realiza-
tion of lumped inductors with reasonable Q values at mi-
crowave frequencies. MEMS switches also have potential to
work with tunable filters and switched filterbanks. MEMS
processes are generally compatible with IC production and
stand to improve stripline filtering. For standalone MEMS
parts, packaging is a concern—it is usually packaging that
provides most of the parasitics that ruin the performance of
lumped elements at microwave frequencies.

7. SUMMARY

Elliptic filters are a class of filters used to shape the mag-
nitude of an electric signal. They may be used in applica-
tions for any of the standard magnitude processing filters.
In comparisons to other available filters, they provide the
sharpest transition from the passband to the stopband for
a given order. The magnitude response is equiripple in the
passband and the stopband. The drawback of elliptic fil-
ters is very poor phase characteristics in comparison to
other filter types. Furthermore, evaluation of elliptic filter
parameters is considerably more difficult than other filter
approximation functions, due to the use of elliptic sine
functions and elliptic integrals.
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1. INTRODUCTION

The fundamentals of the conventional finite-difference
time-domain (FDTD) algorithm on a Cartesian grid have
been adequately covered by the article FINITE-DIFFERENCE

TIME-DOMAIN ANALYSIS, and it has been demonstrated that
the algorithm can be used to simulate a wide variety of
electromagnetic problems because of its flexibility and
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versatility. In this article we discuss some variations and
extensions of the method that have been designated to
enhance the performance of the algorithm. The first of
these deals with the problems of handling conductors or
dielectrics with curved surfaces and edges by using a
‘‘conformal’’ FDTD scheme, which mitigates the errors
introduced by the staircasing employed in the conven-
tional FDTD. The second, referred to in the literature as
the ‘‘multiresolution time-domain (MRTD) method,’’ has
been introduced for the purpose of reducing the require-
ments of both the CPU time and memory.

The conformal FDTD technique has had a long history
with many contributors [1–6]. It is beyond the scope of this
article to discuss the various proposed approaches in
detail. Instead we briefly describe one conformal FDTD
technique [7–12], which not only circumvents the need for
complex mesh generation but also does not suffer from
late-time instability problems that plague many of the
proposed schemes.

The method we detail below handles both the PEC and
dielectric objects of arbitrary shape, and does not require a
significant modification of the Cartesian-type FDTD;
hence, it preserves the computational efficiency of the
conventional FDTD technique—which is desirable.

2. CONFORMAL FINITE-DIFFERENCE TIME-DOMAIN
TECHNIQUE

In order to describe the conformal approach, we first
present below two typical difference equations derived
from the time-dependent Maxwell’s curl equations (for
details, see FINITE-DIFFERENCE TIME-DOMAIN ANALYSIS). As we
have seen in the above chapter, the electric fields are
located along the edges of cells, while the magnetic fields
are positioned at the centers of these cells. Maxwell’s
difference equations in this scheme are written as

Hnþ ð1=2Þ
x ði; j; kÞ¼Hn�ð1=2Þ

x ði; j; kÞ

þ
Dt
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�
En
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ð1Þ
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where the superscripts represent the time index and the
arguments correspond to spatial sampling locations. The
equations for the other field components can also be
written similarly. As pointed out by Taflove in FINITE-DIF-

FERENCE TIME-DOMAIN ANALYSIS, to avoid numerical instabil-
ities, the time increment Dt must satisfy the Courant
condition

Dt �
1

c
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� �2
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D z

� �2
s ð3Þ

where D x;D y;D z are the lattice dimensions of the cells.

2.1. Conformal FDTD Technique for a Perfect Electric
Conductor (PEC)

If the equations above are used for conductors with curved
surfaces and/or edges (see Figs. 1 and 2), the staircasing
version of the conventional FDTD may introduce signifi-
cant errors, unless a very fine discretization is employed
at a considerable cost of CPU time and memory. It has
been shown [7–9] that this difficulty can be overcome by
employing a modification of the conventional FDTD up-
date equations, called the conformal FDTD algorithm. A
key step in this approach is to assume that both the
electric and magnetic fields inside the distorted cell are
located at the same positions as those in the conventional
FDTD scheme, and that Faraday’s law is applied over the
entire FDTD cell, rather than only in the distorted part—
thus implying that the contour path follows the edges of
the FDTD in its entirety. Since parts of the contour path
are located inside the PEC region, we discard their con-

tributions and write the
H ~EE .d~ll contour integral as

∆z0(k)

∆x0(i )

∆z(i +1,j,k)

∆x(i,j,k+1)

∆Ex(i,j,k+1)

Ex(i,j,k)

Hy(i,j,k)E
z(

i,j
,k

 )

E
z(

i +
1,

j,k
)

z

x

PEC

Free space
(Dielectric)

×

Figure 1. Intersection between the FDTD mesh and a PEC
surface in the x–z plane.
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follows:

I
~EE .d~ll¼

R
Dx0ðiÞ

Exði; j;kÞ .dxþ
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2
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3
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The definitions of the variables used in this equation are
shown in Fig. 1. We note that the E-field representation
remains unchanged from that in the conventional FDTD
scheme. However, the magnetic fields inside the partially
filled cells are updated slightly differently to account for
the deformation of the cell, as shown below:

Hnþ ð1=2Þ
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Equations (4) and (5) enable us to handle PEC objects
whose geometries do not conform to the Cartesian coordi-
nates.

2.2. Conformal FDTD Technique for Dielectric Objects

For the partially filled cells, the conformal technique for
dielectric objects utilizes a modified version of the concept

of effective dielectric constant (see Figs. 3 and 4). Rather
than using a weighted volume average to define the
effective dielectric constant, the conformal dielectric algo-
rithm [12] utilizes a weighted-line average concept in-
stead. The calculation of the weighted-line average
dielectric constant is carried out on the bold lines in Fig.
5a. The effective dielectric constants eeff

x ði; j; kÞ and
eeff
y ði; j; kÞ are defined below:

eeff
x ði; j; kÞ¼

Dx2ði; j; kÞ

Dx
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Dx
e1 ð6Þ

eeff
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Dy
e2þ

Dy� Dy2ði; j; kÞ

Dy
e1 ð7Þ

We note from the Figs. 5b and 5c that Exði; jþ 1; kÞ and
Eyðiþ 1; j; kÞ do not penetrate the dielectric; hence, the
dielectric constant e1 is used in place of the effective
dielectric constant in the conformal dielectric FDTD up-
date equations for the electric and magnetic fields. Typical
update equations take the form
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where D y and D z are the mesh dimensions along the y and
z directions, respectively. Note that the effective dielectric
constant is used in (8) because the edge on which Exði; j; kÞ
lies does penetrate the dielectric. Furthermore, the update
equation in (9) has a form that is identical to that used in
the conventional FDTD formula, because Exði; jþ 1; kÞ is
located entirely within a single dielectric region, whose

Deformed cell
and

Integral path

Perfectly electric conductor

Border of the PEC

x
x

Ex
y

Ez

z

Free space or dielectric

Figure 2. Contour path of the conformal FDTD in a deformed
cell.
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Figure 3. Conformal dielectric techniques: (a) ori-
ginal problem; (b) after averaging.
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permittivity is e1. Similar update equations can also be
written for other electric field components.

3. ILLUSTRATIVE EXAMPLES

We now present some examples to illustrate the applica-
tion of the conformal FDTD method. We use a Gaussian
pulse modulated by a sine function for the excitation, and
a six-layer unsplit PML [13] to truncate the FDTD domain
on the open boundary. On the basis of the Courant
condition, the timestep is chosen to be:

Dt¼
0:995

c
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which is very close to that dictated by the Courant
condition for the undistorted cell.

3.1. Cylindrical Cavity

For the first example, we consider the problem of comput-
ing the resonant frequencies of the dominant TE and TM
modes of a cylindrical cavity of circular cross section. The
results for the resonant frequencies are shown in Table 1,
together with the dimensions of the cavities, with R and
H representing the radius and height of the cylindrical
cavities, respectively. The spatial discretization is chosen
to be 0.005 m for each of the four cases studied. We observe
good agreement between the conformal FDTD results and
those obtained analytically. Furthermore, the CFDTD
algorithm, described herein, has been found to be totally
stable.
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Figure 4. Illustrative examples showing that dif-
ferent material distributions lead to the same
effective dielectric constant: (a) original problem;
(b) after averaging.
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nal problem; (c) equivalent problem.
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3.2. Radial Stub

For the next example of the CFDTD simulation, we con-
sider a radial stub whose geometry is shown in Fig. 6. The
dimensions of the computational domain are 8.12 � 8.12
� 0.889 mm3, and the domain is discretized into 40 � 40
� 7 cells. In order for the edges of the microstrip lines to
coincide with those of the FDTD grid, we choose a nonuni-
form mesh whose dimensions are Dx(i)¼ 0.20175 mm,
i¼ 1,2,3,4; Dx(i)¼ 0.203357 mm, i¼ 5; . . . ; 18; Dx(i)¼
0.203 mm, i¼19,20,21; Dx(i)¼ 0.20333 mm, i¼ 26; . . . ; 36;
and Dx(i)¼0.20175 mm, i¼ 37,38,39,40. A uniform mesh
is used in the z direction with a cell dimension of
Dz(k)¼ 0.127 mm. A voltage source between the ground
plane and the left microstrip line is placed at a distance of 5
cells away from the domain boundary (y¼ 0), while the
observation point is located at a distance of 10 cells
away from the boundary (y¼ ymax) in the y direction. The
3 dB cutoff frequency of the excitation source is 25 GHz,
and the timestep is Dt¼ 0.3146 ps. The scattering para-
meter S21 versus frequency is shown in Fig. 7. Good
agreement with the experimental data reported in Ref.
14 is observed.

3.3. Microstrip Patch Antenna of Circular Shape

Next, we compute the scattering parameter of a microstrip
patch antenna of circular shape, as shown in Fig. 8. The
dimensions of the computational domain are 0.11 � 0.088
� 0.00795 m3 and are subdivided into 55 � 44 � 10 cells.
The cell dimensions are chosen to be 0.002, 0.002, and
0.000795 m, in the x, y, and z directions, respectively. The
simulation was run with a timestep of Dt¼ 2.29847 ps, and
no stability problems were encountered. The reflection
plot of the circular patch antenna as a function of fre-
quency is shown in Fig. 9. The results reported in Ref. 2
via the application of the symmetric and asymmetric

planar generalized Yee (PGY) approaches, with a timestep
of 0.725 ps [2], and those obtained using the MoM (method
of moments) [15] are also plotted in the same figure for
comparison. The CFDTD results are seen to compare quite
favorably with those obtained via the MoM.

3.4. Dielectric-Loaded Cavity

Finally, we turn to an example pertaining to a curved
dielectric structure, namely, rectangular cavity loaded
with a cylindrical dielectric rod (see Fig. 10) [16].

The relative dielectric constant of the rod is 38, while it
is 1 for the pedestal below. The computational domain is
discretized in to 48� 44� 47 cells, and the Dx and Dy are
chosen to be 0.519112 mm inside, and 0.549275 and
0.563033 mm outside the dielectric rod. Also Dz is
0.537307, 0.5537, and 0.53658 mm below, inside, and
above the dielectric resonator, respectively. For the other
structures listed in Table 2, the discretizations are chosen
in a similar manner.

The simulation results, shown in Table 1, demonstrate
that the results agree well with both the mode-matching
values and the measured data, thus validating the accu-
racy of the CFDTD algorithm, even for these narrowband
structures.

4. SUMMARY OF CFDTD

In this section, we have described a conformal FDTD
approach, designated for both PEC and dielectric objects
without the use of staircasing and the need for complex
mesh generation techniques. We have shown, by compar-
ison with analytical and experimental results, that the
CFDTD algorithm is both accurate and computationally
efficient. For further information, the reader may refer to
Refs. 17 and 18.

Table 1. Comparison of Resonant Frequencies of a Circularly Cylindrical Cavity Derived Using Analytical and CFDTD
Techniques

Geometry I Geometry II Geometry III Geometry IV
Modes Methods R � H¼ (0.1�0.1 m) R � H¼ (0.1�0.08 m) R � H¼ (0.1�0.06 m) R � H¼ (0.06�0.06 m)

TE111 CFDTD 1.734 2.062 2.639 3.133
Analytical 1.738 2.071 2.650 3.148
Difference 0.23 0.43 0.42 0.48

TM011 CFDTD 1.88 2.194 2.742 2.872
Analytical 1.889 2.199 2.751 2.897
Difference (%) 0.48 0.23 0.33 0.86
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Figure 6. Microstrip line with a radial stub.
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5. INTRODUCTION TO MRTD

The multiresolution time-domain (MRTD) scheme for
solving electromagnetic field problems, introduced by
Krumpholz and Katehi [19,20], is based on expansions of
unknown fields in terms of scaling or wavelet functions. It
has been shown that the use of the MRTD improves the
computational capacity and efficiency over those of the
conventional finite-difference time-domain (FDTD)
method [19–23].

The MRTD approach, described in this section, retains
the philosophy of the leapfrog algorithm employed in the
conventional FDTD, and places the MRTD scheme in the
context of the FDTD, although it differs considerably in
detail, as we will see below.

To illustrate the application of MRTD, we analyze a
two-layer, dielectric-loaded cavity, and develop a systema-
tic formulation for constructing the constitutive relations;
then update equations in the MRTD transform domain by
utilizing only the field quantities defined in the real
structures. We introduce the concepts of the multiple-
image technique (MIT) and present a criterion for deter-
mining the number of images needed along each side of
the structure that is based on the localization properties of
the scaling basis functions.

In this section, we also present a two-dimensional (2D)
version of the MRTD, in conjunction with the unsplit
anisotropic perfectly matched layer (APML), for the ana-
lysis of printed transmission lines. We apply the MIT

APML concept for the analysis of microwave structures
with inhomogeneous materials, including different dielec-
trics and conductors with infinite conductivity. Such ima-
ging is needed to handle the boundaries in the MRTD
formulation.

6. MIT MRTD METHOD FOR PEC-SHIELDED STRUCTURES

6.1. MRTD Update Equations

By using the generalized differential matrix operators
(GDMOs) [24], the two curl relations of the Maxwell’s
equations can be expressed as
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where, for generality, we assume that the relative permit-
tivity is a biaxial tensor. Then the associated constitutive
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Figure 7. Transmission coefficient of the microstrip line with a
radial stub comparison of CFDTD and experimental results.
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Figure 8. Microstrip-coupled circular patch antenna. The microstrip line is located on a 1.59-mm
substrate ðer¼2:62Þ backed by a ground plane, and the patch antenna is printed on the same
dielectric at a height of 1.59 mm, above the microstrip line.
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and the PGY techniques.
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relation in the space domain becomes
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In the MRTD domain, the local relationship between
the D and E fields shown above is no longer valid; hence,
we must work simultaneously with both the D and E
fields.

As a first step in the MRTD formulation, we begin
by representing all the field quantities in terms of the
scaling function in space and pulse function in time as
follows

Dxð~rr; tÞ

¼
X1

i;j;k;n¼�1

fxDn
iþ ð1=2Þ;j;kfiþ ð1=2ÞðxÞfjðyÞfkðzÞhnðtÞ

ð14Þ

Hxð~rr; tÞ

¼
X1

i;j;k;n¼�1

fxHn
i;jþ ð1=2Þ;kþ ð1=2ÞfiðxÞfjþ ð1=2ÞðyÞ

�fkþ ð1=2ÞðzÞhnþ ð1=2ÞðtÞ

ð15Þ

where fðxÞ denotes the cubic spline Battle–Lemarie scal-
ing function [25,26] and hn(t) is a rectangular pulse
function. Substitution of these field expansions into the
Maxwell equations, followed by the application of the
Galerkin method [27], leads us to the following set of
update equations

fxDnþ 1
iþ ð1=2Þ;j;k¼ fxDn

iþ ð1=2Þ;j;kþ
X

n

aðnÞ

� fzH
nþ ð1=2Þ
iþ ð1=2Þ;jþ nþ ð1=2Þ;k

Dt

Dy

�

�fyH
nþð1=2Þ
iþ ð1=2Þ;j;kþ nþð1=2Þ

Dt

Dz

�

ð16Þ

fxH
nþ ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ ¼ fxH

n�ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ þ

1

m0

X

n

aðnÞ

� fyEn
i;jþ ð1=2Þ;kþ nþ 1

Dt

Dz

�

�fzE
n
i;jþ nþ 1;kþ ð1=2Þ

Dt

Dy

�

ð17Þ

where the quantities being updated are the expansion
coefficients in the field expansions, and their correspond-
ing superscripts and subscripts represent the discretized
time and space positions, respectively. The coefficient aðnÞ,
appearing in (16) and (17), may be derived by utilizing a
nonorthogonal relationship [19,22]. Although the summa-
tion index n in (16) and (17) spans from positive to negative
infinity, it is usually sufficient to truncate it at 9, by taking
advantage of the localized nature of the Battle–Lemarie
scaling function.

6.2. MIT for Derivation of the Constitutive Relationship

The constitutive relationship in the transform domain of
the MRTD is considerably more involved than its counter-
part in the spatial domain presented in (13). This is
because the MRTD-transformed D field at a particular
point is determined not only by the E field at the same
location but also by the distribution of the E field in
its neighborhood. To solve for the constitutive relation in
the MRTD domain, we once again represent the E fields
as expansions in terms of the same basis functions as
(14), and substitute the above expansion into (13). Next,
an application of the Galerkin’s method leads us to
the constitutive relationships in the MRTD domain that

Table 2. Comparison of Different Methods for a Dielectric Rod in a Rectangular Cavitya

Size (in.)
Resonant Frequencies (GHz)

2R t Present Kaneda’s [11] Mode Matching [17] Measured [17]

0.654 0.218 4.388 4.40 4.3880 4.382
0.689 0.230 4.163 4.17 4.1605 4.153
0.757 0.253 3.725 3.78 3.721 3.777

aa¼ 1.0 in., b¼ 1.0 in., e¼ 0.92 in., h¼ 0.275 in., r¼ 0 in.; er ¼ 38.

b

a

2R

2r
e

h

t

Figure 10. Dielectric resonator comprising a cylindrical rod in a
rectangular cavity. The pedestal below is assumed to be free space
in this work.
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read

fxDn
iþ ð1=2Þ;j;k¼ e0

Xþ1

i 0 ;j 0 ;k 0 ¼�1

exxð Þii 0 ;jj 0 ;kk 0fxEn
i 0 þ ð1=2Þ;j 0 ;k 0 ð18Þ

where

ðexxÞii 0 ;jj 0 ;kk 0 ¼

Z þ1

�1

Z þ1

�1

Z þ1

�1

fiþ ð1=2ÞðxÞfjðyÞfkðzÞexxð~rrÞ

�fi 0 þ ð1=2ÞðxÞfj 0 ðyÞfkðzÞ
dx dy dz

DxDyDz

¼ di;i 0dj;j 0dk;k 0 þ
XP

p¼ 1

exxðpÞ � 1½ �xii 0 ;jj 0 ;kk 0 ðpÞ

ð19aÞ

xii 0jj 0kk 0 ¼ ai;i 0 ðpÞbj;j 0 ðpÞgk;k 0 ðpÞ

¼

Z x2ðpÞ

x1ðpÞ

fiþ ð1=2ÞðxÞfi 0 þ ð1=2ÞðxÞ
dx

Dx

�

Z y2ðpÞ

y1ðpÞ

fjðyÞfj 0 ðyÞ
dy

Dy

Z z2ðpÞ

z1ðpÞ

fkðzÞfkðzÞ
dz

Dz

ð19bÞ

where we assume that all dielectric objects are
rectangular and P is the total number of dielectric
objects.

We now present an example of deriving the constitutive
relationship for a two-layer, dielectric-loaded cavity shown
in Fig. 11. By expressing

eaa¼ eaaðyÞ

¼

erðpÞ; y1ðpÞ � y � y2ðpÞ

1; otherwise

8
<

: ðp¼ 1; 2Þ
ð20Þ

we can write the x component of the constitutive relation
in the MRTD domain

fxDn
iþð1=2Þ;j;k¼ e0

XjþM

j 0 ¼ j�M

ðexxÞj;j 0fxEn
iþ ð1=2Þ;j 0 ;k ð21Þ

with

ðexxÞj;j 0 ¼ dj;j 0 þ
XP

p¼ 1

erðpÞ � 1½ �

�

Z y2ðpÞ

y1ðpÞ

fjðyÞfj 0 ðyÞ
dy

Dy

ð22Þ

where M is the number of the sampled E fields in the
MRTD domain. It is usually set equal to a number slightly
greater than 9, by taking advantage of the localization of
the scaling function.

It is very important to note that the summations in
(21) cover not only the original computation domain but
also the entire image regions, as shown in Fig. 12. In fact,
for a PEC-shielded structure, all the field quantities in
the image regions can be expressed in terms of the ones
inside the original cavity structure. Toward this end, we
employ the principle that the tangential components of
the image E fields (parallel to the PEC mirror wall) or the
normal components of the image H fields (normal to
the PEC mirror wall) are always odd symmetric about
the original fields, whereas the normal components of the
image E fields and the tangential components of
the image H fields are even symmetric. Using these above
guidelines we can express all the image field quantities
in terms of the fields in the original region, and this
leads to a degeneration of the summation index in (21)
to Ny, the grid number along the y direction, defined
only inside the original cavity structure. Consequently,

Ny2 ∆y

Ny ∆y

Nx∆x

Nz∆z

Ny1∆y
x

z

y

�r1
�r2

Figure 11. Geometry of a two-layer, dielectric-loaded cavity.

Image structures

Original structure

Image structures

Figure 12. Original structure and multiple images in the y–z

plane.
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(21) can be simplified to read

fxDn
iþ ð1=2Þ;j;k¼ e0

XNy

j 0 ¼ 0

ðêexxÞj;j 0fxEn
iþ ð1=2Þ;j 0 ;k ð23Þ

where we define the equivalent permittivity matrix in the
MRTD domain as follows

XNy

j 0 ¼ 0

ðêexxÞj;j¼
XNy

j0 ¼0

ðexxÞj;j 0�
X�Ny

j0 ¼�1

ðexxÞj;j 0

�
X2Ny

j 0 ¼Ny þ1

ðexxÞj;j 0� � � �

þ ð�1Þm
Xj�M

j 0 ¼�ðm�1ÞNy�1

ðexxÞj;j 0

þ ð�1Þm
XjþM

j 0 ¼mNy þ 1

ðexxÞj;j 0

ð24aÞ

or in a matrix form as

½êexx� ¼ ½exx�orig � ½exx�Im gð�1Þ � ½exx�Im gð�1Þ

� � � � þ ð�1Þm½exx�Im gð�mÞ þ ð�1Þm½exx�Im gð þmÞ

ð24bÞ

where the m is the number of images. The first term in
(24b) corresponds to the original structure, and the rest
are associated with the images.

Next, we present a criterion for determining the
number of image m along the y direction (positive or
negative). The criterion is derived from knowledge of the
effective range of the basis functions at the PEC boundary
locations

m¼

INT
M

Ny

� �
þ 1; if

M

Ny
is not an integer

M

Ny
; if

M

Ny
is an integer

8
>>><

>>>:
ð25Þ

where INT is the integer-converting function that trun-
cates all the decimal parts of a number. For example, if
M¼ 10, Ny¼ 5, then m¼ INT(2.5)þ 1¼ 3, this implies that
we need three images in both sides of the þ y and –y
directions.

We will now illustrate the procedure for deriving the
equivalent permittivity matrix in the MRTD domain.
We consider a cavity with the discretization grid number
Ny¼ 6 in the y direction. To simplify the notation, we omit
the subscript x, and write ðexxÞj;j simply as ej;j 0 . In this

example we choose M¼ 9 and m¼2. We then have

fxDn
iþ ð1=2Þ;0;k

fxDn
iþ ð1=2Þ;1;k

fxDn
iþ ð1=2Þ;2;k

fxDn
iþ ð1=2Þ;3;k

fxDn
iþ ð1=2Þ;4;k

fxDn
iþ ð1=2Þ;5;k

fxDn
iþ ð1=2Þ;6;k

2
666666666666666666666666664

3
777777777777777777777777775

¼ e0

êe0;0 êe0;1 êe0;2 êe0;3 êe0;4 êe0;5 êe0;6

êe1;0 êe1;1 êe1;2 êe1;3 êe1;4 êe1;5 êe1;6

êe2;0 êe2;1 êe2;2 êe2;3 êe2;4 êe2;5 êe2;6

êe3;0 êe3;1 êe3;2 êe3;3 êe3;4 êe3;5 êe3;6

êe4;0 êe4;1 êe4;2 êe4;3 êe4;4 êe4;5 êe4;6

êe5;0 êe5;1 êe5;2 êe5;3 êe5;4 êe5;5 êe5;6

êe6;0 êe6;1 êe6;2 êe6;3 êe6;4 êe6;5 êe6;6

2

66666666666666666664

3

77777777777777777775

�

fxEn
iþ ð1=2Þ;0;k

fxEn
iþ ð1=2Þ;1;k

fxEn
iþ ð1=2Þ;2;k

fxEn
iþ ð1=2Þ;3;k

fxEn
iþ ð1=2Þ;4;k

fxEn
iþ ð1=2Þ;5;k

fxEn
iþ ð1=2Þ;6;k

2

666666666666666666666666664

3

777777777777777777777777775
ð26Þ

with

exx½ �orig¼

e0;0 e0;1 e0;2 e0;3 e0;4 e0;5 e0;6

e1;0 e1;1 e1;2 e1;3 e1;4 e1;5 e1;6

e2;0 e2;1 e2;2 e2;3 e2;4 e2;5 e2;6

e3;0 e3;1 e3;2 e3;3 e3;4 e3;5 e3;6

e4;0 e4;1 e4;2 e4;3 e4;4 e4;5 e4;6

e5;0 e5;1 e5;2 e5;3 e5;4 e5;5 e5;6

e6;0 e6;1 e6;2 e6;3 e6;4 e6;5 e6;6

2
666666666666664

3
777777777777775

ð27aÞ

exx½ �Im gð�1Þ ¼

0 e0;�1 e0;�2 e0;�3 e0;�4 e0;�5 e0;�6

0 e1;�1 e1;�2 e1;�3 e1;�4 e1;�5 e1;�6

0 e2;�1 e2;�2 e2;�3 e2;�4 e2;�5 e2;�6

0 e3;�1 e3;�2 e3;�3 e3;�4 e3;�5 e3;�6

0 e4;�1 e4;�2 e4;�3 e4;�4 e4;�5 0

0 e5;�1 e5;�2 e5;�3 e5;�4 0 0

0 e6;�1 e6;�2 e6;�3 0 0 0

2

666666666666664

3

777777777777775

ð27bÞ
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exx½ �Im gðþ 1Þ ¼

0 0 0 e0;9 e0;8 e0;7 0

0 0 e1;10 e1;9 e1;8 e1;7 0

0 e2;11 e2;10 e2;9 e2;8 e2;7 0

e3;12 e3;11 e3;10 e3;9 e3;8 e3;7 0

e4;12 e4;11 e4;10 e4;9 e4;8 e4;7 0

e5;12 e5;11 e5;10 e5;9 e5;8 e5;7 0

e6;12 e6;11 e6;10 e6;9 e6;8 e6;7 0

2
666666666666664

3
777777777777775

ð27cÞ

exx½ �Im gð�2Þ ¼

0 0 0 e0;�9 e0;�8 e0;�7 0

0 0 0 0 e1;�8 e1;�7 0

0 0 0 0 0 e2;�7 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

2
666666666666664

3
777777777777775

ð27dÞ

ex½ �Im gð þ 2Þ ¼

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0

0 e4;13 0 0 0 0 0

0 e5;13 e5;14 0 0 0 0

0 e6;13 e6;14 e6;15 0 0 0

2
666666666666664

3
777777777777775

ð27eÞ

where (27a) is associated with the original structure,
whereas (27b)–(27e) are contributed by the image regions.
As seen from the above, these latter contributions to the
equivalent permittivity matrix decrease dramatically with
the increase in the number of image regions. Since the
elements of the equivalent permittivity matrix depend
only on the basis functions and the material properties
of the structure, both the êexx½ � and its inverse êexx½ �

�1 can be
computed in advance and saved in the MRTD Maxwell
solver for the update equations. Consequently, the E field
can be updated as follows

fxEn
iþ ð1=2Þ;j;k¼

1

e0

XNy

j 0 ¼ 0

ð½êexx�
�1Þj;j 0fxDn

iþ ð1=2Þ;j 0 ;k ð28Þ

where, apparently, we need to compute the product of only
two small matrices, whose dimensions are typically 6 or
less in this work, to update the E fields at each timestep.

6.3. MIT in Update Equations

Although, in principle, (16) and (17) can be employed to
update the fields, they are numerically inefficient and
somewhat impractical for coding and computation, be-
cause the summations in these update expressions include
both the original and image regions. In this section, we
truncate the summations in these update equations by

excluding some of the image field quantities. This
is accomplished by carrying out the following two steps:
(1) expressing all the field quantities in terms of those
defined in the original structure by the MIT technique
described in the previous section and, (2) maintaining the
values and positions of the coefficients aðnÞ unchanged for
all of the terms, but expressing them only by using the
grid indices inside the structure. Following this procedure,
we can rewrite the update equations for the x components
using the MIT as follows

fxDn
iþ ð1=2Þ;j;k

¼ fxDn
iþ ð1=2Þ;j;kþ

XNy�1

n¼ 0

aðn� jÞfzH
nþ ð1=2Þ
iþ ð1=2Þ;nþ ð1=2Þ;k

(

þ
X

Im g¼ even

XNy�1

n¼ 0

að� Im g� 2ð Þ .Ny � n� j� 1Þ

 "

þ
XNy�1

n¼ 0

aðIm g .Nyþ n� jÞ

!

fzH
nþð1=2Þ
iþ ð1=2Þ;nþ ð1=2Þ;k

#

þ
X

Im g¼ odd

XNy�1

n¼ 0

að�Im g .Ny � n� j� 1Þ

 "

þ
XNy�1

m¼ 0

aðIm g .Nyþ n� jÞ

!

� fzH
nþ ð1=2Þ
iþ ð1=2Þ;Ny�n�1þ ð1=2Þ;k

#)
Dt

Dy

þ
XNz�1

n¼ 0

aðn� kÞfyH
nþ ð1=2Þ
iþ ð1=2Þ;j;nþ ð1=2Þ

(

þ
X

Im g¼ even

XNz�1

n¼ 0

að� Im g� 2ð Þ .Nz � n� k� 1Þ

 "

þ
XNz�1

n¼ 0

aðIm g .Nzþ n� kÞ

!

� fyH
nþ ð1=2Þ
iþð1=2Þ;j;nþ ð1=2Þ

i

þ
X

Im g¼ odd

XNz�1

n¼0

að�Im g .Nz � n� k� 1Þ

 "

þ
XNz�1

n¼0

aðIm g .Nzþ n� kÞ

!

� fyH
nþ ð1=2Þ
iþð1=2Þ;j;Nz�n�1þ ð1=2Þ

#)
Dt

Dz

ð29aÞ
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H
nþ ð1=2Þ
i;jþ ð1=2Þ;kþð1=2Þ

¼ fxH
n�ð1=2Þ
i;jþ ð1=2Þ;kþð1=2Þ þ

1

m0

XNz

n¼ 0

aðn� k� 1ÞfyEn
i;jþ ð1=2Þ;n

(

þ
X

Im g¼ even

�
XNz�1

n¼ 0

að� Im g� 2ð Þ .Nz � n� k� 2Þ

 "

þ
XNz�1

m¼ 0

aðIm g .Nzþ n� kÞ

!

fyEn
i;jþ ð1=2Þ;nþ 1

#

þ
X

Im g¼ odd

XNz�1

n¼ 0

að�Im g .Nz � n� k� 2Þ

 "

�
XNz�1

n¼ 0

aðIm g .Nzþ n� kÞ

!

� fzE
nþ ð1=2Þ
i;jþ ð1=2Þ;Nz�n�1

#)
Dt

Dz

�
1

m0

XNy

n¼ 0

aðn� j� 1ÞfzE
n
i;n;kþ ð1=2Þ

(

þ
X

Im g¼ even

�
XNy�1

n¼ 0

að� Im g� 2ð Þ .Ny � n� j� 2Þ

 "

þ
XNy�1

n¼ 0

aðIm g .Nyþ n� jÞ

!

� fzE
n
i;nþ 1;kþ ð1=2Þ

#

þ
X

Im g¼ odd

XNy�1

n¼ 0

að�Im g .Ny � n� j� 2Þ

 "

�
XNy�1

n¼ 0

aðImg .Nyþ n� jÞ

!

� fzE
n
i;Ny�n�1;kþ ð1=2Þ

#)
Dt

Dy ð29bÞ

where Ny and Nz are the numbers of cells along the
y and z directions inside the structure, respectively, and
the summation indexes, ‘‘odd’’ (1,3, y) and ‘‘even’’ (2,4,
y), denote the contributions to the updated field quan-
tities from the specified odd or even image regions,
respectively.

Before closing this section, it would be worthwhile to
point out that although the (29a) and (29b) are quite
lengthy, they are actually quite efficient in terms of coding
and computation. Because all the field quantities usually
have small dimensions, the coefficients aðnÞ can be

computed in advance and saved in the MRTD solver for
later use.

7. 2D MRTD ANALYSIS FOR PRINTED
TRANSMISSION LINES

7.1. Field Construction

Following the procedure described in Refs. 28 and 29, we
develop a two-dimensional (2D) MRTD analysis by deriv-
ing a set of governing equations for the problem at hand,
specifically, a lossless guided-wave structure shown in
Fig. 13. We begin by expanding the field quantities as

Exðx; y; z; tÞ;Eyðx; y; z; tÞ;Ezðx; y; z; tÞ

Hxðx; y; z; tÞ;Hyðx; y; z; tÞ;Hzðx; y; z; tÞ

8
<

:

9
=

;

t

¼

jExðx; y; tÞ; jEyðx; y; tÞ;Ezðx; y; tÞ

Hxðx; y; tÞ;Hyðx; y; tÞ; jHzðx; y; tÞ

8
<

:

9
=

;

t

e�jbz

ð30Þ

where b is the propagation constant for the structure.
Next, we use the GDMOs to obtain the following govern-
ing equations from the Maxwell’s curl equations

0 jb @y

�jb 0 �@x

�@y @x 0

2

666664

3

777775

Hx

Hy

0

2

666664

3

777775

¼ e0
@

@t

exx 0 0

0 eyy 0

0 0 ezz

2
666664

3
777775
þ

se
x 0 0

0 se
y 0

0 0 se
z

2
666664

3
777775

0
BBBBB@

1
CCCCCA

jEx

jEy

Ez

2
666664

3
777775

ð31aÞ

0 jb @y

�jb 0 �@x

�@y @x 0

2

666664

3

777775

jEx

jEy

Ez

2

666664

3

777775

¼ �m0

@

@t

mxx 0 0

0 myy 0

0 0 mzz

2
666664

3
777775
þ

sm
x 0 0

0 sm
y 0

0 0 sm
z

2
666664

3
777775

0
BBBBB@

1
CCCCCA

�

Hx

Hy

jHz

2
666664

3
777775

ð31bÞ

In practice, we set sm
a ¼ 0. Note that a printed planar

transmission line is usually inhomogeneous in the vertical
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direction, but homogenous in the horizontal direction,
which leads to eaa¼ eaaðyÞ; ða¼ x; y; zÞ.

7.2. 2D MRTD Algorithm

Next, we represent all the field quantities by using
scaling functions in space and pulse functions in
time. For instance, for the x component of the fields we
write

Exðx; y; tÞ¼
Xþ1

n;i;j¼�1

fxEn
iþ ð1=2Þ;jfiþ ð1=2ÞðxÞfjðyÞhnðtÞ ð32Þ

Hxðx; y; tÞ¼
Xþ1

n;i;j¼�1

fxH
nþ ð1=2Þ
i;jþ ð1=2ÞfiðxÞfjþ ð1=2ÞðyÞhnþ ð1=2ÞðtÞ

ð33Þ

Substitution of the field expansions into Maxwell’s
equations, followed by application of Galerkin’s method,
leads us to obtain a set of field update equations. For
instance, the x components of the update equations are
given by

fxH
nþ ð1=2Þ
i;jþ ð1=2Þ ¼ fxH

n�ð1=2Þ
i;jþ ð1=2Þ þ

Dt

m0mx

� bfyEn
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where the coefficient a(n) is as given in Ref. 19. Assuming
that the conducting strip is infinitely thin, we can express
its conductivity as

se
a

¼

s; i1Dx � x � i2Dx; j0Dy�
t
2

� �
oyo j0Dyþ

t
2

� �

0; otherwise

8
><

>: ðD¼ x; yÞ

ð36Þ

Thus, we can express ðexxÞj;j 0 and ðse
xÞii 0 ;jj 0 as

ðexxÞj;j 0 ¼
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ð37aÞ

ðse
xÞii0 ;jj0 ¼

Z þ1

�1

Z þ1

�1

fiþ ð1=2ÞðxÞfjðyÞsfi 0 þ ð1=2Þ

� ðxÞfj0 ðyÞ
dx dy

DxDy

ð37bÞ

By including the image contributions and using the first-
order approximation, we can derive

ðse
xÞii 0 ;jj 0 ¼ si;i 0di;i 0Bj;j 0dj;j 0 ðdj;j0 þ dj;�j0 þ dj;2j0 þ � � �Þ ð38Þ

where dii0 is the Krönecker symbol, which is 1 for i¼ i0,
otherwise 0. Then, we further rewrite the discretized
time-domain equation as

ðfxEnþ 1
iþð1=2Þ;jþ fxEn

iþ ð1=2Þ;jÞ
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2

þ e0

Xþ1

j0 ¼�1

ðexxÞj;j 0 ðfxEnþ 1
iþ ð1=2Þ;j 0 � fxEn

iþð1=2Þ;j 0 Þ

¼Dt bfyH
nþ ð1=2Þ
iþ ð1=2Þ;jþ

X

n

aðnÞfzH
nþ ð1=2Þ
iþ ð1=2Þ;jþ nþ 1

1

Dy

" #

ð39Þ

The summation index n in (39) includes not only the
regions in the interior of the original structure but also
the image regions. Two types of boundary are frequently
used for truncating the grids: the absorbing boundary
condition for open structures and the perfect electric
conductor (PEC) for shielded ones. Usually, the PEC
boundary is handled by using the MIT described earlier.
Figure 13 shows the original structures: shielded and open
microstrip lines, as well as their images.

ðfxEnþ1
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iþ ð1=2Þ;jÞ
sedj;j0Dt
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XNy
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By taking an inverse of (30), we can obtain the
update equation for the x component of the E field as
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follows
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with

½A� ¼ ½êexx�j;j 0 þ ½I�
sedj;j0Dt

2e0

� ��1

. ½êexx�j;j 0 � ½I�
sedj;j0Dt

2e0

� � ð42aÞ

½B� ¼ ½êexx�j;j 0 þ ½I�
sedj;j0Dt

2e0

� ��1

ð42bÞ

For a shielded structure, we need to employ the MIT for
constructing the ½êexx� matrix. Since the matrix [A] and [B]
depend only on the basis functions and the material
properties of the structure, they can be computed in
advance and saved in the MRTD Maxwell solver for the
update equations.

7.3. Application of APML

In this section we address the problem of mesh truncation
for open structures. We find that the 2D version of the
lossy, uniaxial, anisotropic PML (APML) [30] medium is
well suited for this purpose. Since the APML is applied
only in the x and y directions, the frequency-domain
Maxwell curl equation in the APML medium can be

written as

j
@Hz

@y
þ jbHy

�jbHx � j
@Hz

@x

@Hy

@x
�
@Hx

@y

2
66666666664

3
77777777775

¼ joe0

exxsy

sx
0 0

0
eyysx

sy
0

0 0 ezzsxsy

2

666666664

3

777777775

jEx

jEy

Ez

2
666664

3
777775

ð43aÞ

@Ez

@y
þ bEy

bEx �
@Ez

@x

j
@Ey

@x
� j
@Ex

@y

2

66666666664

3

77777777775

¼ � jom0

mxxsy

sx
0 0

0
myysx

sy
0

0 0 mzzsxsy

2

666666664

3

777777775

Hx

Hy

jHz

2
666664

3
777775

ð43bÞ
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; for absorption in a direction
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Figure 13. Cross section of printed transmis-
sion lines and their images: (a) shielded micro-
strip line; (b) open microstrip line.
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Depending on combination of the values of sx and sy, the
equations above are applicable to all of the APML regions,
which include two side edges, the top wall, as well as the
two corners. By expanding these equations for the case of
the corners, we immediately obtain the x components of
the governing equations given below:
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�
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e0
Dx ð45Þ
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�
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@z
¼ � joBx �

sy

e0
Bx ð46Þ

We use a two-step update approach to timestepping
fields inside APML regions. Following the MRTD discre-
tization procedure, described previously, we obtain the
desired E-field update equations:
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We can employ the same procedure to obtain the remain-
ing E and H-field update equations.

In applying the MRTD method, we chose the time step
Dt to satisfy the stability and limit condition [19] in all
simulations. Starting from the convergence condition of
the update equations of D fields given above, it can be
shown that, to obtain good absorption, the APML para-
meters may be chosen as

sa¼ smax
a� a0

NpDa

����

����
p

¼ g
e0

Dt

i� i0

Np

����

����
p

; ða¼ x; yÞ ð49Þ

where a0 is the starting position in the a direction, d is the
thickness of the APML, and Np is the number of cells
within the APML region. In principle, it can be shown that
this relationship is consistent with the standard form,
which can be derived from a plane wave, normally in-
cident on a PML region. We found that we can minimize
the reflection error, and have good absorption, if we choose
p¼ 2 and g¼ 0.8–1.6.

7.4. Computation of the Propagation Characteristics

Typically, for the printed transmission lines, the two
parameters of interest are the effective dielectric constant
eeff , and the characteristic impedance Z0, which can, in
general, be derived from the MRTD calculated field quan-
tities. For example, the time-domain voltage V defined as
an integral from the PEC ground to the stripline can be
calculated as follows

V ¼ �

Z h
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" #
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where Ns is the number of the cells from the bottom
ground to the PEC strip and the indices i and j of the
summation span the original microstrip line and its image
regions. The integral coefficient b(j) forms a localized
distribution with even symmetric b(j)¼b(� j) listed in
Table 3. We can apply a similar procedure to solve for all
required field quantities.

7.5. BHW Function Truncation and Modulation

To eliminate the Gibb phenomenon that results from an
abrupt truncation of the time-domain response, the Black-
man–Harris (BH) window function is used to truncate and
modulate the time domain [29]. We write

½EW
k ðtnÞ;H

W
k ðtnÞ� ¼ EkðtnÞ;HkðtnÞ½ �

WBHðtnÞ ðk¼ x; y; zÞ
ð51Þ

where ½EkðtnÞ;HkðtnÞ� represent the original time-domain
electromagnetic fields defined in the MRTD algorithm,
and ½EW

k ðtnÞ;HW
k ðtnÞ� are the windowed versions. Since the

frequency-domain response is the convolution of the fre-
quency-domain signature and its window function, the

Table 3. Integral Coefficient b(j)

j b(j)

0 0.9143952
1 0.0385998
2 0.0095740
3 �0.0086579
4 0.0050629
5 �0.0027034
6 0.0014053
7 �0.0007203
8 0.0000695
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choice of the window function can significantly affect the
accuracy of the propagation characteristics. Extremely
low sidelobe levels (� 92 dB) of the BH window ensures
the accuracy of the extracted frequency domain signals,
whereas the use of the conventional rectangular window
function, which has a much higher sidelobe level
(� 13 dB), can seriously corrupt the frequency signatures,
especially for a resonant structure.

8. NUMERICAL RESULTS

8.1. MIT MRTD Application

We have applied the MRTD scheme in conjunction with
the MIT to analyze a number of dielectric-loaded cavities,
viz., an empty cavity, two partially filled (25% and 50%)
cavities containing a single dielectric medium, and two
different two-layer, dielectric-filled cavities. The dimen-
sions of the cavity were set to be 1 � 2 � 1.5 m3, in the x, y,
and z directions, respectively, in all these cases.

We begin with an empty cavity that is discretized with
2 � 4 � 3 cells. The frequency spectrum of Ex sampled at
the gridpoint [1,3,1] is displayed in Fig. 14, and the
extracted resonant frequencies for the dominant and
higher-order modes are summarized in Table 4, along
with the discretization parameters. It is evident that the
results obtained with the MRTD scheme show good agree-
ment with both the analytical results and those derived
using the FDTD. However, the MRTD scheme demands
only 0.8% of the computational resources needed in the
conventional FDTD technique. In addition, we have in-
vestigated the required CPU time for conventional MRTD
and the MIT MRTD schemes. For a total timestep of
Nt¼ 104, it was found that the CPU time for the conven-
tional MRTD was about 19.27 s, whereas of the MIT
MRTD required about 27.08 s on a 500-MHz Alpha digital
workstation. Obviously, this increase in the CPU time is

due to the use of additional images in the process of
implementing the MIT MRTD technique. Specially, we
use five images along the positive and negative x direc-
tions, and three in the remaining directions. By compar-
ison, the conventional MRTD uses only a single image
irrespective of the direction. We also note that the intro-
duction of the MIT in the MRTD scheme enhances the
accuracy of the results.

The MRTD analysis of the half- and quarter-filled
dielectric cavities, with er1¼ er2¼ 64 and er1¼ 64, er2¼ 1,
respectively, also yields excellent results, as is evident
from Figs. 15 and 16 and Tables 5 and 6. Once again, the
MRTD scheme is found to be highly efficient when com-
pared to the conventional FDTD method, since it requires
only 0.8% and 1.2% of the CPU memory for the two cases
described above. In general, the accuracy of the MRTD
technique is again improved when it is combined with the
multiple-image technique.

Next, we consider a two-layer, dielectric-filled cavity,
using only 2 � 6 � 3 cells to discretize the computational
domain. We investigate the following two cases: (1)
er1¼ 64, er2¼ 8 and (2) er1¼ 8, er2¼ 64, with Ny1¼Ny2¼

1:5 cells. The structure dimensions still remain
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Figure 14. Frequency spectrum of Ex at the location [1,3,1] for
an empty cavity.

Table 4. Resonant Frequencies (in MHz) for an Empty
Cavitya

Analytic
FDTD [20] S-MRTD [20]

This
Method

Percentage
Difference

(10�20�15) (2�4�3) (2�4�3) (%)

125.00 124.85 125.10 124.95 �0.040
180.27 179.75 180.50 180.39 0.067
213.60 212.40 214.60 214.30 0.328
246.22 244.50 248.70 248.55 0.946
250.00 248.70 251.00 250.75 0.300
301.04 298.95 303.90 303.65 0.580
336.34 334.35 339.20 338.91 0.764

aV ¼1� 2� 1:5 m3; Dx¼Dy¼Dz¼ 1
2 m.
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Figure 15. Frequency spectrum of Ex at the location [1,2,1] for a
dielectric cavity with 50% filling.
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V ¼ 1� 2� 1:5 m3. We also analyze the same problem
using the traditional FDTD mesh with a discretization of
Dx¼Dy¼ 2:5 cm and Dz¼ 3 cm, specifically, 40� 40� 50
cells. As seen from Figs. 17 and 18 and from Table 7, the
two sets of computed results agree very well with each
other and the percentage differences are 0.038% and
0.343%, for cases 1 and 2, respectively. However, the
MIT MRTD scheme uses only 0.045% of the computational
resources relative to the conventional FDTD algorithm.

8.2. Application of 2D MRTD

We consider a shielded microstrip line shown in Fig. 13a,
whose trace is assumed very thin and perfectly conduct-
ing. Figure 19 shows that the propagation characteristics
derived from an application of the present 2D MRTD
scheme agree quite well with those derived from the
spectral-domain approach (SDA) [31].

Next, we study the propagation characteristics of a
shielded microstrip line, shown in Fig. 13a, whose dimen-
sions and substrate material are given in the caption of
Fig. 20. We observe, from Fig. 20, that the MRTD-com-
puted results are in good agreement with those published
in the literature, derived by using the FDTD [29]. For this
case, the distance from the air–dielectric interface of the
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Figure 16. Frequency spectrum of Ex at [1,3,1] for a dielectric
cavity with 25% filling.

Table 5. Resonant Frequencies (in MHz) for a Partially
Filled Dielectric Cavity with 50% Fillinga

FDTD [20] S-MRTD [20]
This

Method Percentage
Analytic (10�20�15) (2�4�3) (2�4�3) Difference (%)

18.627 18.615 18.715 18.692 0.349
27.172 27.140 27.350 27.313 0.519
29.375 29.215 29.580 29.526 0.514
35.069 34.970 35.280 35.247 0.507

aer1 ¼ er2 ¼64;Ny1 ¼Ny2 ¼ 1:5; V ¼ 1�2� 1:5 m3; Dx¼Dy¼Dz¼ 1
2 m.

Table 6. Resonant Frequencies (in MHz) for a Partially
Filled Dielectric Cavity with 25% Fillinga

Analytic
FDTD [21] S-MRTD [21] This Method

Percentage
Difference

(10�20�15) (2�6�3) (2�6�3) (%)

27.290 27.250 27.370 27.313 0.084
37.136 37.000 37.370 37.323 0.503
42.343 42.200 42.420 42.602 0.611

aer1¼64; er2 ¼1;Ny1 ¼Ny2 ¼ 1:5; V ¼ 1�2� 1:5 m3; Dx¼Dz¼ 1
2 m; Dy¼ 1

3 m.
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Figure 17. Frequency spectrum of Ex of a two-layer, dielectric-
loaded cavity.
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structure to the inner surface of the APML is seven cells.
The corresponding discretization parameters employed in
the FDTD and the MRTD methods are summarized in
Table 8, and a comparison of the total number of cells
needed in the MRTD and FDTD technique is presented in
Table 8, and the relative advantage of the former is
evident from the table.

Finally, we investigate an open microstrip line, whose
geometry is specified in Fig. 13b. Once again, from Fig. 21
we observe good agreement between the computed results
and those derived by using the FDTD [29,32], as well as
the empirical approach [33,34]. The corresponding discre-
tization parameters employed in the FDTD and MRTD
methods are summarized Table 9. We note that the
memory required in the 2D MRTD method is only about
6.25% or 7.64% of the 2D FDTD scheme for the same
shielded and open microstrip lines, respectively. We
further notice that, to ensure computational accuracy,
we must employ at least two cells along the width of the
narrow PEC strip.

9. SUMMARY OF MRTD

In this section we have presented an adjustable multiple-
image technique, which can be incorporated in the multi-
resolution time-domain (MRTD) scheme for the boundary
truncation of PEC-shielded. We have also developed a 2D
version of the MRTD, and have applied it in conjunction
with an APML mesh truncation technique, for the analy-
sis of both shielded and open microstrip lines. We have
developed a systematic technique for constructing the
multiple images, extracting the constitutive relations,

Table 7. Resonant Frequencies (in MHz) for a Two-Layer,
Dielectric-Filled Cavitya

Case
10.1 FDTD This Method

Percentage
Difference

(40�40�50) (2�6�3) (%)

1 26.388 26.398 0.038
2 20.681 20.752 0.343

aNy1 ¼Ny2 ¼ 1:5; V ¼ 1� 2�1:5 m3; Dx¼Dz¼ 1
2 m; Dy¼ 1

3 m.

0 2 4 6 8 10 12 14 16 18 20
1

2

3

4

5

6

7

8

 

 Frequency (GHz)

SDA, Itoh and Mittra
2D-MRTD

E
ffe

ct
iv

e 
di

el
ec

tr
ic

 c
on

st
an

t (
� e

ff)

�r = 8.875

�r = 2.65

Figure 19. Effective dielectric constant eeff versus frequency of a
shielded microstrip line with w¼h¼1.27 mm and a¼b¼

12.7 mm. (SDA, Itoh and Mittra [31].)

Table 8. Discretization Dimensions of a Shielded
Microstrip Linea

Method Dx (mm) Dy (mm) Nx Ny

2D MRTD 0.5 0.5 13 7
2D FDTD 0.125 0.125 52 28
3D FDTD 0.125 0.125 52 28

aexx ¼ ezz ¼9:4; eyy ¼ 11:6.

Table 9. Discretization Dimensions of an Open Microstrip
Linea

Method Dx (mm) Dy (mm) Nx Ny

2D MRTD 0.05 0.0333 21 12
2D FDTD 0.0125 0.0125 110 30
3D FDTD 0.0125 0.0125 55 30
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  3D-FDTD               Figure 20. Frequency dependence of propa-

gation characteristics of a shielded microstrip
line with w¼h¼1.5 mm, a¼6.5 mm, b¼

3.5 mm; exx¼ ezz¼9:4; eyy¼11:6: (a) eeff ;
(b) magnitude of Z0 in ohms. (Tong and Chan
[29].)
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deriving the update equations, and determining the num-
ber of images in the transform domain of the MRTD. The
propagation characteristics computed via the MRTD have
been shown to be in good agreement with those obtained
by using other numerical techniques. The computational
resources needed in the MRTD scheme are only a small
fraction of those of the FDTD algorithm, albeit the com-
putational complexity is higher in the MRTD. Although
we have presented only a few representative examples of
the application of the MRTD, its scope is wider, as is
evident from a variety of problem to which it has been
applied.

10. CONCLUSION

In this article we have briefly discussed two techniques for
enhancing the FDTD algorithm: the conformal method
and the MRTD algorithm. Space does not permit us to
include two other approaches that are also quite impor-
tant: the pseudospectral time-domain (PSTD) method and
the multiscale analysis for dealing with geometries re-
quiring a fine discretization in a subregion of the compu-
tational domain. We have simply chosen, as a compromise,
to include some selected set of references on these two
topics. The references on the multiscale analysis have
been limited to those related to the FDTD/ADI algorithm
and do not include a vast array of literature dealing with
the problem of subgridding in FDTD.
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1. THE PLANE-PARALLEL FABRY–PEROT INTERFEROMETER

1.1. Historical Background and Generalities

Two French physicists (Alfred Perot and Charles Fabry)
developed the classical Fabry–Perot interferometer (FPI)
or etalon at the beginning of the twentieth century. This
novel form of interference device was based on multiple
reflections of waves between two closely spaced and highly
reflecting mirrors (the original thinly silvered plane glass
mirrors were adjusted to be as flat and parallel to each
other as possible). Alternative but conceptually equivalent
elements are (1) the ‘‘solid’’ etalon made from some low-
loss materials (e.g., fused quartz or sapphire) or (2) the
Fabry-Perot (FP) cavity whose reflectors are partially
transparent metal mirrors (e.g., perforated plates) or mul-
tilayer dielectric coatings (e.g., Bragg mirrors). The modal
analysis of resonators with spherical mirrors is beyond the
scope of this article. Nevertheless, all the abovementioned
topologies are widely used at microwave frequencies; their
choice depends on the envisaged applications, as described
in Section 3.

The general concepts and theoretical analysis of these
resonant optical cavities were published by George Airy
about the middle of the nineteenth century. As we will see,
plane-parallel FPIs have sharp resonances or transmission
passbands at discrete frequencies. They thus behave as
narrowband frequency filters. Their main characteristics
(standing-wave resonance conditions, resonant frequen-
cies, fringe contrast, free spectral range, half-power band-
width, Q factor, reflectivity finesse) can be found in any
general textbook dealing with optical resonators e.g., [1,2].
However, for consistency, these parameters are voluntarily
derived in Section 1.2 using a ray approach. Although ap-
proximate, this analytical treatment reveals itself very
fruitful for the analysis of FP-based devices operating at
microwave and millimeter-wave frequencies (Section 2).

In their original form, FPIs used only flat reflecting
surfaces, and the spacing between the mirrors was usually
smaller than, or at most on the same scale as, the trans-
verse diameters of the mirrors. Moreover, the FP interfer-
ometers were usually illuminated with a converging or
diverging beam having a spread of angular directions,
which resulted in ‘‘Fabry–Perot rings’’ transmitted
through the interferometer in given discrete angular di-
rections. Thus FPIs are also spatial filters. In particular,
we will show in Section 3 that the high directivity of FP-
based resonator antennas originates from this property.

Since its invention, the FPI has continued to evolve and
find many new fields of applications, ranging, for instance,
from astronomy, astrophysics, atomic spectroscopy, optics,

and similar applications to metrology, optical bistability,
infrared, sensors, and plasma physics. A detailed and well-
documented description of the FPI is given by Vaughan [3]
at optical wavelengths. Here we concentrate only on radio-
frequency and microwave implementations of FP resona-
tors, such as quasioptical frequency filters, highly directive
antennas, open resonators, or power combiners (Section 3).

1.2. Ray Analysis

The simplest way to define the basic properties of plane-
parallel FPI is to use an infinite plane-wave model, with
the plane waves assumed to be arriving at either normal
or oblique incidence. The standard formulas developed
here describe the transmission properties of FP etalons as
a function of (1) the operating frequency and (2) the mirror
spacing and reflectivity (the oblique incidence case is
introduced in Section 3.1). The Gaussian beam optics [2]
or full-wave methods (Section 2.1.3 ) should be applied to
account for (1) the transverse width or shape of the two
mirrors, (2) the transverse field variations, or (3) the com-
plex geometry of reflectors.

The geometry of a plane-parallel FPI, depicted in Fig. 1,
consists of two semitransparent plane mirrors, M1 and M2,
separated by a lossy medium of thickness D and refractive
index n ðn¼ e1=2

r Þ. As the mirrors are not confined by an
aperture, diffraction is negligible and beam propagation
inside the FPI can be described using geometric optics.
Losses generated by scattering and absorption are incor-
porated in our model using the absorption coefficient a. A
monochromatic plane wave illuminates the FPI under an
incident angle y. Its amplitude and angular frequency are
labeled Ei and o¼ 2pf , respectively (f ¼ c0=l0 is the oper-
ating frequency; c0 and l0 are the speed of light and wave-
length in vacuum). The incident light is partially reflected
and partially transmitted by the input mirror M1. The
transmitted field travels to the output mirror M2, where it
is again partially reflected and transmitted. The many re-
flected components add to produce a total field traveling in
each direction. Consequently multiple-beam interference

F

(r1,t1) (r2,t2)

D

Incident

Reflected
Transmitted

Mirror M1 Mirror M2

(n,�)� �′

Figure 1. Schematic diagram of a plane-parallel Fabry–Perot in-
terferometer (FPI) illuminated by a slightly off-axis incident
plane wave. The two partially reflective mirrors Mi are charac-
terized by their reflection and transmission coefficients ri and ti

(i¼1,2).
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occurs. Two important points should be kept in
mind: (1) the reflection and transmission coefficients
at the interfaces are not the same for rays traveling in
different directions; and (2) at optical wavelengths, highly
reflecting mirrors of modern FPI are coated with multi-
layer dielectric thin films, whereas they often consist of
metallic grids (Section 2) from microwave to submillimeter
wavelengths. Hence their reflection and transmission co-
efficients are in general complex quantities (Section 2.1.4),
unlike the case of simple dielectric slabs for which the
phase shift is either 01 or 1801 depending on the dielectric
contrast 1:n.

For convenience, we now assume that the mirrors are
located in free space (n¼ 1). {r1,t1} and {r2,t2} denote the
(frequency-dependent) reflection and transmission coeffi-
cients of M1 and M2, respectively. With these notations,
the reflected and transmitted fields, Er and Et, at normal
incidence (y¼ 0) are given by

Er¼Eifr1þ r2t2
1 expð�j2jÞ expð�a2DÞ

þ r1r2
2t2

1 expð�j4jÞ expð�a4DÞ þ � � �g
ð1Þ

Et¼Eift1t2 expð�jjÞ expð�aDÞ

þ t1t2r1r2 expð�j3jÞ expð�a3DÞ

þ t1t2ðr1r2Þ
2 expð�j5jÞ expð�a5DÞ þ � � �g

ð2Þ

where j¼ ð2p=l0ÞD represents the phase change due to
the optical path through the device.

Since the magnitude of the factor expð�j2jÞ exp ð�a2DÞ
is less than unity, both summations (1) and (2) are con-
vergent geometric progressions

Er

Ei
¼ r1þ

t2
1r2 expð�j2jÞ expð�2aDÞ

1� r1r2 expð�j2jÞ expð�2aDÞ

� �
ð3Þ

Et

Ei
¼

t1t2 expð�jjÞ expð�aDÞ

1� r1r2 expð�j2jÞ expð�2aDÞ

� �
ð4Þ

The total power transmitted by the interferometer TFP is
written

where ti¼T
1=2
i exp ðjtiÞ and ri¼R

1=2
i exp ðjriÞ; i¼ 1,2. Ti

and Ri are known as the power transmittance and reflec-
tance of mirrors Mi, respectively.

Neglecting all absorption processes (a¼ 0, Ti¼ 1–Ri,
i¼ 1,2), we obtain

TFP¼
ð1� R1Þð1� R2Þ

1� 2ðR1R2Þ
1=2 cos ð2j� r1 � r2ÞþR1R2

ð6Þ

Using the identity

1� cos C¼ 2 sin2 C
2

� �
ð7Þ

TFP can now be written

TFP¼
ð1�R1Þð1� R2Þ

ð1� ðR1R2Þ
1=2
Þ
2
þ 4ðR1R2Þ

1=2 sin2 2j� r1 � r2

2

� �

ð8Þ

Equation (8) is known as the Airy formula.
Similarly, the power reflectance RFP of the FPI can be

computed by multiplying the reflection coefficient Er/Ei (3)
by its complex conjugate. If absorption losses are negligi-
ble, we get

RFP¼
R1 � 2ðR1R2Þ

1=2 cos ð2j� r1 � r2ÞþR2

1� 2ðR1R2Þ
1=2 cosð2j� r1 � r2ÞþR1R2

ð9Þ

As our discussion has assumed for simplicity that any
coating or gap absorption may be neglected (AFP¼ 0), it is
left as an exercise to show that Eqs. (8) and (9) must add to
unity

RFPþTFP¼ 1 ð10Þ

since energy must be conserved (AFPþRFPþTFP¼ 1).
Let us return to the interferometer transmission

and assume that the reflectivities R1 and R2 are
frequency-independent. In that case, inspection of
relation (8) shows that a maximum of transmission
occurs whenever the sine term becomes zero. This hap-
pens for

F
2
¼

2j� r1 � r2

2
¼ qp ð11Þ

where q¼ 0,1,2,y is an integer referred to as the longi-
tudinal (or axial) mode number.

Equation (11) corresponds exactly to the familiar
standing-wave condition of multiple interference filters
for which the total transmitted field is maximum when-
ever the round-trip phase shift F is an integer multiple
of 2p [to account for the incidence angle and the dielectric
constant of the substrate, D should be replaced by
Dðn2 � sin2 yÞ1=2 in the definition of j].

TFP¼
Et

Ei

� �
Et

Ei

� ��
¼

T1T2 expð�2aDÞ

1� 2ðR1R2Þ
1=2 cos ð2j� r1 � r2Þ expð�2aDÞþR1R2 expð�4aDÞ

ð5Þ

1382 FABRY–PEROT RESONATORS



From (11) we deduce the expression of the resonant
frequency fres,q of the qth interference mode

fres;q¼
c0

2D
qþ

r1þ r2

2p

� �
ð12Þ

For full metal reflectors: r1¼ r2¼ p and fres;q¼

fres;q;metal¼ ðqþ 1Þðc0=2DÞ: As is well known, this corre-
sponds to a gap spacing equal to an integer number of
half-wavelengths at resonance ½D¼ðqþ 1Þðl0=2Þ�: At
microwave frequencies, frequency-selective surfaces
(FSSs) [4] are often employed as semitransparent mirrors
(Section 2). Therefore, compared to the ideal case, two
main differences appear:

* r1op and r2op) fres;qofres;q;metal.
* The frequency response of the mirrors is dispersive

and fres,q has to be computed numerically by solving
the following equation

fres;q¼
c0

2D
qþ

r1ðfres;qÞþ r2ðfres;qÞ

2p

� �
ð13Þ

This relation assumes that the frequency variations of
r1 and r2 are known and the mutual coupling between
mirrors is negligible (this hypothesis is false for thin FP
resonators with capacitive mirrors; see Section 2.1.5).

At resonance, according to Eqs. (8) and (11), the max-
imum value TFP,max of TFP is given by

TFP;max¼
ð1�R1Þð1� R2Þ

ð1� ðR1R2Þ
1=2
Þ
2

ð14Þ

whereas a minimum appears in the transmission curve if
the sine term in (8) is unity

TFP;min¼
ð1�R1Þð1� R2Þ

ð1þ ðR1R2Þ
1=2
Þ
2

ð15Þ

The qth antiresonance frequency fantires;q is deduced from

F
2
¼

2j� r1 � r2

2
¼ ð2qþ 1Þ

p
2

ð16Þ

and is equal to

fantires;q¼
c0

2D
qþ

1

2
þ

r1þ r2

2p

� �
ð17Þ

The ratio of maximum to minimum transmission at nor-
mal incidence is called the fringe contrast

TFP;max

TFP;min
¼
ð1þ ðR1R2Þ

1=2
Þ
2

ð1� ðR1R2Þ
1=2
Þ
2

ð18Þ

When mirrors are identical and lossless {ri¼ r, ti¼ t, Ri¼R,
Ti¼T¼ 1-R for i¼ 1,2}, the maximum and minimum lev-

els of transmission become

TFP;max¼1; 8R ð19Þ

TFP;min¼
ð1�RÞ2

ð1þRÞ2
ð20Þ

Equation (19) implies that all the light impinging on the
interferometer is transmitted and none is reflected; the
FPI is matched and is analogous to a transmission line
terminated by its characteristic impedance. Moreover, as
the power transmittance of M2 is ð1� RÞ, the intensity of
the incident field on M2 (inside the cavity) must be
½1=ð1�RÞ� Eij j

2. For instance, if R¼ 99%, the incident in-
tensity on M2 must be 100 times larger than the intensity
used to excite the cavity. Although the running-wave in-
tensities on the inside of the resonator can be much larger
than those on the outside, we have not violated conserva-
tion of energy. Rather, the intensity enhancement is a
manifestation of the energy storage capabilities of a cavity
with highly reflecting mirrors. As demonstrated in Section
3.2, the high directivity of FP-based antennas and their
small bandwidth originate from this startling fact. Finally,
we can account for the effect of the dielectric substrate in
Eqs. (12), (13), and (17) if we substitute nD for D.

The variations of TFP are represented in Fig. 2 as a
function of frequency (or single-pass phase change j) for
symmetric lossless fused-quartz cavities (er¼ 3.80,
D¼ 3 mm). These curves confirm that the fringe sharp-
ness and contrast increase with R, while maintaining the
transmission peak at unity. For asymmetric resonators
(i.e., R1aR2), TFP,maxo 1 (even for an ideal FPI). This is-
sue and the influence of dielectric and conductor losses
will be discussed in Section 2.2.2.

According to Eq. (12), the frequency interval Dfres be-
tween two successive resonances (known as the free spec-
tral range) is given by (21) or (22) (for grid or full metal
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Figure 2. Influence of the reflectivity R of the mirrors on the
transmittance TFP [Eq. (8)] of a lossless FPI (D¼3 mm, n¼1.95,
r1¼r2¼p, a¼0). R varies between 20 and 99%. Curves (1)
R¼20%; (2) R¼50%; (3) R¼80%; (4) R¼90%; (5) R¼96%;
(6) R¼99%. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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mirrors, respectively)

Dfres¼
c0

2D

r1þ r2

2p

� �
ð21Þ

Dfres;metal¼
c0

2D
ð22Þ

The half-power bandwidth Df1=2 quantifies the sharp-
ness of the transmission peaks (Df1=2 is referred to as the
resolution at optical frequencies). Defining f þq as the high-
er frequency at which the transmission has dropped to
half its maximum value around the qth resonance, we
have

Df1=2¼ 2ðf þq � fres;qÞ ð23Þ

f þq is deduced from Eqs. (8) and (14)

sin
2jþq � r1 � r2

2

� �
¼

1� ðR1R2Þ
1=2

2ðR1R2Þ
1=4

ð24Þ

with jþq ¼ ð2pD=c0Þf
þ

q . Substituting for f þq from Eq. (23)
and assuming that the angular variable ðpD=c0ÞDf1=2

is very small (which is true for narrow resonances), we
obtain

Df1=2¼
c0

pD

1� ðR1R2Þ
1=2

2ðR1R2Þ
1=4

ð25Þ

This relation shows that the –3 dB bandwidth of a
FPI whose mirrors are nondispersive depends only
on the mirror reflectivities. Inspection of Eqs. (12) and
(25) suggests that it seems possible to design a FPI with a
prescribed resonant frequency and resolution. This will be
discussed in Section 2.3 for the case of dispersive mirrors.

The frequency selectivity of the resonator is usually
characterized by the Q factor of the qth longitudinal mode

Qq¼
fres;q

Df1=2
¼
ðR1R2Þ

1=4

1� ðR1R2Þ
1=2

qpþ
r1þ r2

2

h i
ð26Þ

Qq;metal¼
fres;q;metal

Df1=2
¼

pD

l0=2

ðR1R2Þ
1=4

1� ðR1R2Þ
1=2

ð27Þ

Figure 3 represents the variations of Q for the first three
resonances. At microwave frequencies, typical values of Q
vary between 10 and 500 for antenna applications and can
easily exceed 105 for highly resonant structures such as
open resonators (Section 3.3). Unfortunately, at optical
wavelengths, the Q values are astronomical, primarily be-
cause of the smallness of l0 (if D¼ 1 m, n¼ 1, R1¼R2¼

99%, and l0¼ 0.6mm, then Q0¼ 3.3� 108). To avoid such
large numbers and yet provide a measure of the frequency-
filtering properties of the cavity, we may introduce
a figure of merit known as the reflectivity finesse FR and

defined as

FR¼
Dfres

Df1=2
¼

r1þr2

2p
pðR1R2Þ

1=4

1� ðR1R2Þ
1=2

ð28Þ

For the numbers used above, this yields a more reasonable
value (FR¼ 312). The finesse is a dimensionless quantity
depending only on the mirror reflectivities and gives the
width of the resonance as a fraction of the spacing between
the resonances for an ideal monochromatic source. As it is
independent of the free spectral range, this is a measure of
the resolving power of the FPI.

2. GEOMETRY, METHODS OF ANALYSIS, PERFORMANCE,
AND DESIGN OF MICROWAVE FABRY–PEROT CAVITIES

In the previous section, the basic properties of optical FP
resonators have been established using a ray model. In
particular, it has been shown that the reflection and trans-
mission coefficients of the mirrors play a crucial role in the
frequency response of a FPI. For this reason the first part
of this section deals exclusively with the analysis and the
performance of periodic metal grid mirrors that are often
used at microwave frequencies. Although we do not vol-
untarily delve deep into the details, this introduction ap-
pears essential for a coherent presentation of the
characteristics and design rules of plane-parallel FP cav-
ities (Sections 2.2 and 2.3). Finally, we investigate briefly
the performance of multilayer semitransparent structures
(Section 2.4) and compare them to stacked dielectric slabs
(Section 2.5). Applications involving all these devices are
discussed in Section 3, where we also summarize the prop-
erties of convex resonators.

2.1. Geometry, Modeling, and Characteristics of Metallic
Reflecting Mirrors

For most applications, it is often desirable to obtain a high
value of Q in an order as low as possible (1–R51) and low
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Figure 3. Variation of the Q factor of the qth longitudinal mode
of a lossless FPI (D¼3 mm, n¼1.95, r1¼r2¼p, a¼0) as a func-
tion of R. Q values are computed from Eq. (8). They are also com-
pared to Eq. (26) for q¼1. Key: , q¼0 [Eq. (8)]; , q¼1
[Eq. (8)]; , q¼2 [Eq. (8)]; , q¼1 [Eq. (26)]. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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absorption losses (A51–R). These requirements cannot be
fulfilled simultaneously by thin homogeneous metal layers
in the far-infrared and at microwave and (sub) millimeter-
wave frequencies. In that frequency range, two kinds of
mirrors are mainly used: (1) partially reflective metal
grids [or frequency-selective surfaces (FSSs)] and (2) mul-
tilayer dielectric mirrors (or Bragg mirrors). The latter are
briefly described in Section 2.5.

FSSs have an extremely broad range of applications
(e.g., laser technologies, quasioptical components dip-
lexers, interference filters, polarizers, etc., FPIs, dichroı̈c
reflectors and subreflectors, high-gain antennas), and a
very abundant literature is available on that subject1 [4].

For the sake of coherence and concision, and for the
purpose of this discussion, only the basic principles of FSS
operation are reviewed. After a preliminary introduction
about the modeling of infinite periodic structures (Section
2.1.1), we will start with devices that can be treated
as simple transmission-line elements operating in the
long-wavelength regime and can be analyzed using the
transmission-line matrix techniques (Section 2.1.2). In
particular, this includes one-dimensional (1D) and two-di-
mensional (2D) inductive and capacitive metal grids. Al-
ternative global electromagnetic approaches are also
discussed in Section 2.1.3. The frequency response
of such mirrors is finally presented in Sections 2.1.4
and 2.1.5.

2.1.1. Preliminaries. Let us consider a 2D planar peri-
odic infinite array illuminated by a linearly polarized ho-
mogeneous plane wave of incident wavevector ~kki (Fig. 4).
The spatial periods are labeled dx and dy in x and y direc-
tions, respectively. By analogy with Fourier decomposition
of periodic signals, it can be demonstrated that the electric
field ~EEs scattered by the array is an infinite sum of Floquet
space harmonics [5]

~EEsð~rrÞ¼
Xþ1

n¼�1

Xþ1

m¼�1

~EEs;nm e�j~kknm~rr ð29Þ

The wavevector ~kknm of each harmonic can be decomposed
in transverse (to z direction) and longitudinal components

~kknm¼
~kkt;nmþ kz;nm � ~eez

With

~kkt;nm¼ kx;n � ~eexþ ky;nm � ~eey

kx;n¼ ki
xþ

2pn

dx
¼ � k sinðyÞ cosðjÞþ

2pn

dx

ky;nm¼ ki
yþ

2pm

dy
¼ � k sinðyÞ sinðjÞþ

2pm

dy

And with

kz;nm¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

x;n � k2
y;nm

q
; if k2 > k2

x;nþ k2
y;nm¼ k2

t;nm

or

kz;nm¼ � j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�k2þ k2

x;nþ k2
y;nm

q
; if k2ok2

x;nþk2
y;nm

respectively.
The effective direction of propagation ð~kknmÞ of each

mode depends on (1) the order (n,m) of the mode under
consideration, (2) the geometry of the unit periodic cell,
and (3) the frequency, polarization, and directions (y, j) of
the incident plane wave.

If k2
t;nm > k2; then kz;nm is a pure imaginary number; the

scattered field is evanescent along (Oz) and is propagating
along the plane of the periodic array (ynm¼ 901). It inter-
acts with the metallic patterns and contributes to the in-
ductive or capacitive behavior of the screen. On the
contrary, if kz;nm is real, the wave is propagating outside
the structure, and grating lobes may appear, depending on
the operating frequency and angles of incidence.

According to Eq. (29), each component of ~EEs can be
written as

Xð~rrÞ¼ e�j~kki~rrT

Xþ1

n¼�1

Xþ1

m¼�1

Xnme�jðn~kk1 þm~kk2Þ~rrT e�jkz;nm z ð30Þ

where ~rrT¼ x~eexþ y~eey, ~rr¼ x~eexþ y~eeyþ z~eez, ~kk1¼ � ð2p=AÞ~eez

� ~ddy, ~kk2¼ ð2p=AÞ~eez�
~ddx; A¼dx dy is the area of the unit

periodic cell. The factor

e�j~kki �~rrT ¼ e�j k sinðyÞ cosðjÞxþ k sinðyÞ sinðjÞy½ � ð31Þ

is referred to as the Floquet phase factor.
To conclude: (1) the field distributions from one periodic

cell to another are identical, except to a phase factor; and
(2) the computation of the scattering matrix of the infinite
array requires to model only one single unit cell.

2.1.2. Transmission-Line Matrix Approach. The trans-
mission-line (TL) matrix method is a very convenient

ki

y z

Incident plane wave

dx

dy

�

� x

Figure 4. Incident plane wave illuminating a 2D planar periodic
array.

1For further information, refer also to the articles entitled FRE-

QUENCY-SELEECTIVE SURFACES and PERIODIC STRUCTURES published in
that Encyclopedia.
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one for the analysis or design of multilayer systems in-
cluding layers of different dielectric permittivities and
planar geometries. It has been described in details else-
where [e.g., 6]. We present only the fundamental concepts:
(1) ABCD matrix, (2) modeling of dielectric slabs, and (3)
modeling of periodic metallic mirrors.

2.1.2.1. ABCD matrix. We assume that only a single
mode is propagating. The various elements of the system
affect only the complex amplitude of the reflected and
transmitted waves. Let us consider a linear two-port de-
vice. The input and output currents and voltages, defined
in Fig. 5a, are related by the following matrix equation

V1

I1

" #
¼

A B

C D

" #
V2

I2

" #
ð32Þ

The elements of the matrix are called the ABCD param-
eters, and the matrix itself is referred to as the transmis-
sion-line matrix or ABCD matrix.

When considering N cascading elements (Fig. 5b), the
convention for the currents and voltages is such that the
output current and voltage for a given element are equal
to the input current and voltage for the following element.
As a result, the ABCD matrix of the whole system is
simply the product of the individual matrices

Vin;1

Iin;1

" #
¼

A1 B1

C1 D1

" #
A2 B2

C2 D2

" #
A3 B3

C3 D3

" #
Vout;3

Iout;3

" #
ð33Þ

The scattering matrix [S] of the two-port junction is easily
deduced from the ABCD coefficients [6]

S11¼
AþB=Zc � CZc �D

AþB=ZcþCZcþD
ð34Þ

S12¼
2ðAD� BCÞ

AþB=ZcþCZcþD
ð35Þ

S21¼
2

AþB=ZcþCZcþD
ð36Þ

S22¼
�AþB=Zc � CZcþD

AþB=ZcþCZcþD
ð37Þ

where Zc is the normalization characteristic impedance.
Note that the ABCD matrix has the following properties:
(1) for reciprocal elements, AD–BC¼ 1 ðS12¼S21Þ;
(2) A¼D for symmetric devices.

2.1.2.2. Modeling of Dielectric Slabs. The TL matrix of a
dielectric slab of thickness D and refractive index n¼ e1=2

r

(er¼ e0 � je00) is

cosh gD Z sinh gD

1

Z
sinh gD cosh gD

2
4

3
5 ð38Þ

where g is the propagation constant in the dielectric ma-
terial; the wave impedance Z differs for the parallel (||)
and perpendicular (>) polarizations

g¼ j
2pn

l0

� �
cos y ð39Þ

Zjj ¼
Z0ðe0 � sin2 yiÞ

1=2

e0
ð40Þ

Z? ¼
Z0

ðe0 � sin2 yiÞ
1=2

ð41Þ

Here, yi and y are the angles of incidence of the plane wave
illuminating the slab and the propagation angle relative to
normal incidence in this material, respectively. Both an-
gles are related by Snell’s law. For low-loss materials,
n � ðe0Þ1=2½1� jðtan d=2Þ�, and for lossless materials, Eq.
(38) becomes

cos bD jZ sin bD

j
Z sin bD cos bD

" #
ð42Þ

b¼ ð2p=l0Þðe0 � sin2 yiÞ
1=2 is the imaginary part of g.

Other TL matrices are given in the literature [e.g. 6,7].

2.1.2.3. Modeling of Periodic Metallic Mirrors. The ex-
tremely extensive literature on metallic periodic struc-
tures includes many elaborate analytical treatments as
well as numerical methods (Section 2.1.3). We restrict
ourselves to the simplest cases, referring the reader to
specific publications for detailed information [4,5,8–10].
Figure 6a represents typical geometries of 1D and 2D me-
tallic grids (of thickness t and conductivity s) commonly
used in microwave applications involving FP cavities. 1D
grids are also called (‘‘strip’’) gratings; and 2D grids,
‘‘meshes’’. These grids are located at the interface between
two semiinfinite dielectric materials (er,i, tan di)i¼ 1,2 and
are assumed illuminated by a normally incident (yi¼ 0)
linearly polarized plane wave Ei (Fig. 6b). As suggested in
the preliminaries, they are typically classified into two
categories (inductive or capacitive) depending on their
geometry and the orientation of Ei. This terminology is

A B

C D

I1 I2

V2V1

(a)

Vin,1 Vout,3

Iin,1 Iout,3

Element #1 Element #2 Element #3

(b) 

Figure 5. (a) Definition of the ABCD parameters of a linear two-
port device modeled by the transmission-line matrix approach;
(b) cascading transmission-line elements (N¼3).
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justified later on. Their spatial period is labeled a; d de-
notes the width of the metallic patterns.

At long wavelengths regime (a5l0), only the funda-
mental mode (n,m)¼ (0,0) is propagating. The other modes
are evanescent (Section 2.1.1) and decay exponentially
away from the grid. Consequently such structures reflect
and transmit in zero order only in specular directions (no
grating lobes appear in the visible region [4,5]). They can
be modeled by an impedance Z shunting a transmission
line (Fig. 6b) whose ABCD matrix is given by Eq. (43)

1 0

Y 1

" #
ð43Þ

Z¼
1

Y
¼Rsþ jX ð44Þ

The real part Rs accounts for conductor losses inside fi-
nite conductivity grids. Ulrich [11] found a good agree-
ment with experience if ðRs=Z0Þ¼ ða=dÞ½pf ðe0=sÞ�1=2, where
f is the operating frequency and Z0¼ (m0/e0)1/2 is the wave
impedance in free space.

The reactance X depends on l0 and grid parameters
(a,d). Surveying literature on that subject is well beyond
the scope of this article and would require much more
space; a well-documented description of equivalent cir-
cuits is given elsewhere [e.g., 12, Chap. 9]. Their range of
validity is also discussed in Refs. 13 and 14. Here we
present only general principles for the purpose of discus-
sion.

Historically, Marcuvitz [8] was probably one of the first
authors to propose explicit expressions of Z for inductive
(Fig. 6a, grid 1) and capacitive (Fig. 6a, grid 3) strip grat-
ings illuminated by a TM/TE incident plane wave. The
reactance of a freestanding (er,1¼ er,2¼ 1) zero-thickness
inductive grid (X¼Xi, Z¼Zi) has the following form [8]

Xi

Zfs
¼o ln

1

sin
pd

2a

� � ð45Þ

where o¼ ða=l0Þ is the normalized frequency and Zfs is the
characteristic transmission-line impedance. Zfs is given by
Eqs. (40) and (41) for TM and TE polarizations, respec-
tively. At normal incidence (Zfs¼Z0), a more accurate
expression is available [8]

Xi

Z0
¼o ln

1

sinðbÞ

� ��

þ
Q2 cos4ðbÞ

1þQ2 sin4
ðbÞ
þ

1

16
o2ð1� 3 sin2

ðbÞÞ2 cos4ðbÞ
�

ð46Þ

with b¼ ðpd=2aÞ and Q2¼ ð1� o2Þ
�1=2
� 1. Equation (46)

is deduced from an integral formulation in which only the
first two diffraction modes are taken into account.

According to Eqs. (34), (36), (43), and (44), the reflection
and transmission coefficients of zero-thickness grids are
equal to

r¼S11¼
�1

1þ 2
Z

Zfs

ð47Þ

t¼ 1þ r¼S21¼
1

1þ
Zfs

2Z

ð48Þ

The power reflectivity R¼|r|2 and the phase arg(r) of the
reflection coefficient are represented as a function of o in
Figs. 7a and 7b for a strip grating modeled by Eq. (46). As
expected, for a given frequency, R and arg(r) are decreas-
ing functions of the filling factor d/a. Similarly, they de-
crease with o for given values of a and d/a. Keeping in
mind these evolutions is important to understand and in-
terpret the influence of the grid geometry on the frequency
response of FP cavities (Section 2.2.2).

It is advisable to mention that the equivalent circuits of
grids should be applied cautiously [14]. As an illustration,
Figs. 8a and 8b quantify the range of validity and the ac-
curacy of Marcuvitz model (46) in the nondiffraction re-
gion for a wide range of grid geometries (a¼1 mm, 5%o
d/ao75%). For that purpose, two indicators are defined

DR¼R� RFDTD ð49Þ

D argðrÞ¼ argðrÞ � argðrÞFDTD ð50Þ

R and RFDTD [resp. argðrÞ and arg(r)FDTD) are the reflec-
tivities (resp. the phases of r) computed with the TL meth-
od and the finite-difference time-domain (FDTD)
technique (Section 2.1.4).

Ulrich [11] later developed equivalent models for free-
standing 2D grids; at long wavelengths, inductive meshes
(Fig. 6a, grid 2) reflect most of the incident power. Their
frequency response is thus very similar to that of induc-
tive strip gratings. Nevertheless they present a resonance
around l0 � a; where they are totally transparent. This
single-pole highpass behavior can be represented by an
oscillatory equivalent circuit (L,C) whose reactance Xi has

da

(1) 

da

(2)

d

a a
d

(3)

Ei

(4)
(ε

r2
,tanδ

2
)

Metal grid

t,σ
(ε

r1
,tanδ

1
) II

(b)(a)

Ei

S21

S11

Figure 6. (a) Traditional geometries of metallic periodic grids
employed as reflecting mirrors of FP cavities. The grid is illumi-
nated by an incident electric field Ei. The general terminology
qualifying these grids is the following: (1) 1D inductive; (2) 2D
inductive; (3) 1D capacitive; (4) 2D capacitive. (b) Metallic grid
located at the interface between two semiinfinite dielectric media
(er,i, tan di)i¼ 1,2.
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the following expression

Xi¼ � o0 ln
1

sin
pd

2a

� �

8
>><

>>:

9
>>=

>>;

o
o0
�

o0

o

� ��1

ð51Þ

o0¼ 1� 0:27
d

2a
ð52Þ

where o0 defines the position of the resonance (52) and
was obtained by fitting experimental data and calculation
[11]. More accurate expressions for Xi and o0 have been
proposed [14] over a very wide frequency band.

The interested reader will find more details about (1)
other equivalent models and (2) the influence of (a) the

oblique incidence illumination, (b) the dielectric sub-
strates supporting the mirrors, or (c) the finite conductiv-
ity and thickness of the grids in the literature [8–10,13–
22]. A very interesting discussion about periodic grids is
also provided in the bibliographic notes [12, pp. 307–312].

2.1.3. Electromagnetic Modeling. Many modeling ap-
proaches have been developed to predict the scattering
properties of multilayer periodic structures. They could be
applied for the analysis of complex FP cavities coupled to
real feeds. The following references might be consulted for
further information.

Analytical treatments, including the homogenization
technique and the averaged boundary conditions, are
explained in detail in Refs. 9, 10, and 23. Generally
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Figure 7. Reflection properties of freestanding 1D inductive strip
gratings (a¼1 mm) illuminated by a normally incident plane
wave. Their geometry is represented in Fig. 6a, grid 1. The grid
is assumed lossless (s¼N, Rs¼0) and infinitely thin (t5l0). Its
equivalent reactance is given by Eq. (46). (a) Power reflectivity R;
(b) phase of the reflection coefficient arg(r). Key: , d/a¼
11.07%; , d/a¼20.7%; , d/a¼30.7%; , d/a¼40.7%;

, d/a¼50.7%; , d/a¼60.7%; , d/a¼75.7%. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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sophisticated numerical methods can also be implement-
ed, such as (1) the equivalent multimode network method
[24,25]; (2) the modal expansion method in which the
diffracted and aperture fields are decomposed in space
harmonics and waveguide modes, respectively [16,19,26];
(3) the spectral domain approach [27]; (4) the generalized
scattering matrix theory [27,28]; (5) the finite-element
method [29,30]; (6) the boundary element method [31];
or (7) the finite-difference techniques applied either in the
time domain (FDTD) [32] or in the frequency domain
(FDFD) [33].

2.1.4. Frequency Response of 2D Inductive Metal Mesh-
es. The complex reflection coefficient of freestanding per-
fectly conducting meshes (er,i¼ 1, tan di¼ 0, i¼ 1,2; a¼
1 mm; s¼N, t¼ 0) is represented in Figs. 9a and 9b for a
normally incident plane wave and for various filling fac-
tors d/a [34]. These curves confirm the highpass filter be-
havior of inductive meshes. The reflectivity and phase
increase with d/a but decrease with the normalized fre-
quency o. Comparison with the frequency response of 1D
grids (Fig. 7) provides evidence of the resonance of 2D
grids appearing for 0:9ooo1, as suggested by Eq. (52).

2.1.5. Complementary and capacitive grids. Impact on FP
resonators. The grids discussed so far correspond to the
commonly used geometry of semitransparent mirrors of
microwave FP cavities. They are oriented parallel to the
direction of the incident electric field in order to obtain a
high reflectivity (for a5l0), and thus high-Q resonators.

According to the Babinet principle, if we interchange
the perfectly conducting and empty parts of infinitely thin
(t¼ 0) grids and rotate by 901 the polarization direction of
the incident plane wave, then the reflection and transmis-
sion coefficients of the original and complementary
grids, labeled {r,t} and {rc,tc}, respectively are related as
follows [11]

tþ tc¼ 1

tc¼ � r

rc¼ � t

ð53Þ

The shunt impedance Zc of the complementary grid is de-
duced from Eqs. (47), (48), and (53)

Zc

Zfs
¼

Zfs

4Zi
ð54Þ

As Zc is inversely proportional to frequency, these struc-
tures are called capacitive grids. Their reflection coeffi-
cient, computed with the FDTD technique, is represented
in Figs. 10a and 10b for various values of d/a. As expected,
their reflectivity naturally increases with frequency (dual
behavior of inductive grids).

Transmission line models of capacitive grids have been
also proposed by several authors [8, pp. 218–219, 280–284]
[11,15,18–20,102]. Their accuracy and range of validity
have been defined recently [103] over the whole visible
region (l04a) by comparison with the FDTD results given
in Figs. 10a and 10b (the methodology implemented is

similar to the one associated with Eqs. (49) and (50)). By
analogy with inductive meshes [14], very accurate and ul-
tra-wideband explicit formulations are also introduced in
[103] for the wave reactances.

To obtain a high-Q cavity, both capacitive grids should
be highly reflecting [Eq. (26)]. This implies

* o > 0:85 and d/aE1 (Fig. 10a).
* –1601oarg(r)o–1801 (Fig. 10b).
* The first resonant frequency is defined for q¼1

[Eq. (12)].

Consequently the gap D is very thin [35], and such cavities
are at least 10 times more compact than resonators with
inductive grids. This peculiar property is interesting for
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Figure 9. Theoretical frequency response of perfectly conducting
2D inductive meshes computed with the FDTD method: (a) power
reflectivity R; (b) phase of the reflection coefficient arg(r). The ge-
ometry of the mesh is represented in Fig. 6a, grid 2. Key: ,
d/a¼11.07%; , d/a¼20.7%; , d/a¼30.7%; , d/a¼
40.7%; , d/a¼50.7%; , d/a¼60.7%; , d/a¼72.7%.
(From Ref. 34; copyright Kluwer Academic/Plenum Publishers,
reproduced by permission.) (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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the design of liquid crystal tunable frequency filters
(Section 3.1).

2.2. Performance of Microwave FP Resonators

2.2.1. Modeling. The modeling techniques discussed in
Sections 2.1.2. and 2.1.3 can be directly applied to study
FP resonators of infinite size in extent. As an example,
Figs. 11 and 12 represent the equivalent circuit and the
FDTD computational domain of a FP cavity analyzed with
the TL matrix method and with the FDTD technique [36],
respectively. In Fig. 11, the mirrors are identical and mod-
eled by a shunt impedance Zm¼ 1/Ym. They are fabricated
on both faces of a dielectric slab (er, tan d) of thickness D,
as depicted in Fig. 1. The transmission coefficient S21 of
the cavity excited under normal incidence is deduced from

Eqs. (33), (36), (38) and (43)

S21

¼
2

2ð1þZ0YmÞ coshðgDÞþ
2Z0Ym

n
þ

1

n
þnþ

ðZ0YmÞ
2

n

 !
sinhðgDÞ

ð55Þ

where n¼ e1=2
r is the refractive index of the substrate.

2.2.2. Frequency Response and Parametric Study. The
FDTD frequency response of a FP resonator is given in
Fig. 13 for the first five transmission peaks (q¼ 0,y,4).
Comparison with the transmission coefficient of an ideal
FPI [Eq. (8)] demonstrates that

* The theoretical FDTD resonant frequencies are sys-
tematically lower than those predicted by Eq. (8); be-
sides, this discrepancy increases with frequency.
These particularities are due to the phase of an

(Z0) (Z0)(Z0/�r
0,5) ZmZm

D

Figure 11. Transmission-line model of a symmetric FP cavity.
The semitransparent mirrors are modeled by an impedance Zm

shunting a transmission line whose characteristic impedance and
propagation constant depend on the thickness D of the substrate
and its electrical properties (er, tan d) [13].
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Figure 10. Theoretical frequency response of perfectly conduct-
ing 2D capacitive meshes computed with the FDTD method: (a)
power reflectivity R; (b) phase of the reflection coefficient arg(r).
The geometry of the mesh is represented in Fig. 6a, grid 4. Key:

, d/a¼30.7%; , d/a¼40.7%; , d/a¼50.7%; ,
d/a¼60.7%; , d/a¼70.7%; , d/a¼80.7%; ,
d/a¼90.7%. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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inductive grid, which is always smaller than 1801 and
decreases with frequency (Fig. 9b).

* The fringe contrast decreases with the interference
order q, while it remains constant for an ideal FPI.
This comes from the frequency variation of the mirror
reflectivity (Fig. 9a).

This example demonstrates unambiguously that the dis-
persive characteristics of the reflectors must be taken into
account to accurately predict the scattering parameters of
a FP cavity with grid mirrors.

Let us now consider the influence of the mesh parame-
ters (a,d) on the frequency response [resonant frequency fres,
–3 dB bandwidth (BW) and insertion losses (IL)] of fused-
quartz half-wavelength cavities (er¼ 3.80, D � l0=2e

1=2
r ).

This material is ideal as a dielectric holder because of its
low loss (tan do5� 10� 4 at 60 GHz) and good temperature
stability, particularly for the design of open resonators (Sec-
tion 3.3) and oscillators (Section 3.4) with semitransparent
mirrors. The samples studied here (Fig. 14) have been
fabricated using a precise liftoff process (72mm) of sput-
tered-copper film (t¼ 1.2mm, sCu¼ 5.8� 107 S/m) with a
thin chromium adhesion layer (t¼ 0.1mm, sCr¼ 7.5�
106 S/m). Two cases are considered [37]: symmetric (R1¼

R2¼R) and asymmetric (R1aR2) resonators.

2.2.2.1. Symmetric Resonators. Figures 15a and 15b
show the theoretical and experimental variations of fres

and BW as a function of (a,d) for two sets of cavities (D¼
1.26370.003 mm): the mirrors of set 1 have a constant spa-
tial period (a¼ 0.6 mm) and a variable filling factor d/a
(17.7%od/ao46.2%); for set 2, d/a¼ 50% and a varies be-
tween 0.5 and 2.1 mm with a constant step equal to 0.2 mm;
a scale indicating the value of the mirror reflectivity R of
each sample is also inserted in Fig. 15a. The transmission
coefficients S21 have been computed with the FDTD and TL
methods (Section 2.2.1). They were measured in far field
under normal incidence between two V-band standard horn

antennas. As expected [relations (12) and (25)], fres (BW)
increases (resp. decreases) with R. The theoretical resonant
frequencies computed with the FDTD and TL [19] methods
are in very good agreement; this is due to the range of va-
lidity of the equivalent reactance of the mesh (Ref. 14 and
Section 2.1.2, above). Moreover, the discrepancy between
the values of fres measured and computed by FDTD is lower
than 600 MHz (Fig. 15a). The larger deviation observed for
the bandwidth (Fig. 15b) comes from the diffraction losses
(substrates of finite diameter) that are not taken into ac-
count in the modeling. These losses can be reduced signif-
icantly using focusing planoconvex cavities (Section 3.2,
below and Ref. 36, Table 4). Finally, Fig. 15c shows that
the insertion losses (IL) due to the finite conductivity of
the meshes increase exponentially with R. Comparison
with the IL due only to the dielectric loss (s¼N, tan d¼
10�4) demonstrates that metal losses contribute, for the
most part, to the IL of millimeter-wave FP cavities. In
particular, this explains the moderate radiation efficien-
cies of FP-based Gaussian beam antennas (Section 3.2.1).

2.2.2.2. Asymmetric Resonators. Relations (12) and (25)
suggest that fres and BW of asymmetric devices can be ad-
justed by a convenient choice of the complex reflection co-
efficient of each mirror, but at the price of a slight increase
of their transmission loss [R1aR2, relation (14)]. FDTD
simulations are used to determine accurately the varia-
tions of fres, BW, and IL with the width d2 of the metal
strips of M2. The grid parameters of M1 remain unchanged
(a1¼1.3 mm, d1/a1¼ 50.7%). Figure 16a represents the
theoretical transmission coefficients of several cavities
(D¼ 1.259 mm, sCu¼ 5.8� 107 S/m, t¼1.2 mm) for which

5mm5mm

Figure 14. Fused-quartz FP resonator operating in the 60-GHz
band. The highly reflecting mirrors are 2D sputtered-copper
meshes (er¼3.80, D¼5.105 mm70.003 mm, diameter¼50 mm,
a¼1500mm73mm, d/a¼50%). (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 13. Comparison between the frequency responses of an
ideal FPI (Section 1.2) and a FP cavity (er¼3.80, tan d¼10� 4,
D¼5.106 mm) whose inductive mesh mirrors are identical
(a¼1100mm, d/a¼50%, s¼N, t¼0). Key: , Ideal FPI; –,
FP cavity with mesh mirrors (FDTD). (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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32.7%od2/a2o74.7% (a2¼a1¼1.3 mm, 87.10%oR2

o99.95%), and Fig. 16b shows the resulting change in
fres, BW, and IL as a function of R2. As expected, IL is
minimum (ILmin¼ 1.3 dB) for R2¼R1¼ 97.8% (d2/a2¼

d1/a1¼ 50.7%) and increases very rapidly for R24R1. Be-
sides, we notice that fres can be tuned between 55.4 and
57.6 GHz if we tolerate an increase in IL of 1 dB above
ILmin. Controlling the complex reflection coefficient of a
mirror then constitutes a possible solution for the design
of tunable FP devices using active grids or MEMS (micro-
electromechanical system) technologies (Section 3.1).

2.3. Design of Microwave FP Resonators

In the previous section, we have quantified the influence
of the mirror properties on the performance of FP cavities.
However, from a design perspective, the inverse problem
should be solved.

For that purpose, approximate or purely numerical syn-
thesis methods can be implemented. In the first case, the
simplest way to describe the frequency response of the
device is to use the theory of multilayer structures in
which each individual layer is described by its own scat-
tering matrix (Section 2.1.2 above). This approach is typ-
ically applied to design FP cavities operating at a given
frequency; it basically consists in graphically solving

Eq. (13) [38]. From the resonance condition (11), we have

r1þ r2

2
¼ k0D� qp; with k0¼

2p
l0

ð56Þ

When plotted as a function of frequency, the right-hand
side of this equation is a set of straight lines, representing
the ray pathlength with a slope depending on D (and
eventually on yi and er). These are referred to as phase
lines. The left-hand side is the average reflection phase of
both mirrors. Equation (56) is satisfied when the phase
lines intersect this curve (Fig. 17a); transmission peaks
appear then in the frequency response of the structure.
These plots are useful guides to systematically adjust the
resonant frequency of cascaded layers, by appropriate ad-
justment of the dielectric spacer parameters and
½r1ðf Þþ r2ðf Þ�=2.

Nevertheless, this technique does not account for mu-
tual coupling and evanescent waves, and fails when the
mirror spacing is smaller than half the spatial period of
each grid [9] [which is dramatically the case for resonators
with capacitive strip gratings (Section 3.1)]. Moreover,
the choice of grid geometries is necessarily limited because
their frequency characteristics must be known a priori [Eq.
(56)]. These are the reasons why global electromagnetic
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analysis tools combined with optimization procedures,
such as simulated annealing or genetic algorithms [39],
may be required for accurate and innovative designs. A
simplified example of FDTD-based methodology is sche-
matized in Fig. 17b, in which a very wide range of grid
geometries is explored [37]. In this work, it has been shown
in particular that an infinite number of 2D metal meshes
can be used to design a symmetric resonator with pre-
scribed values of fres and BW. However, all the solutions are
not equivalent in terms of insertion losses.

2.4. Multilayer FP Resonators

Multilayer FP cavities are of particular interest for the
design of interference filters (Section 3.1) or frequency
beam scanning antennas (Section 3.2.2). Their frequency
response can be computed using the ABCD formalism
(Section 2.1.2) or full-wave methods (Section 2.1.3). To
minimize the number of degrees of freedom and for the
purpose of discussion, we assume that the device compris-
es N identical 2D meshes separated by air slabs (er¼ 1) of
thickness D (Fig. 18a). Each mesh is characterized by its
complex reflection and transmission coefficients {r1,t1}.

Under normal incidence, it can be easily shown that the
scattering parameters {rN,tN} of the whole structure are
given by the following recursive relations

tN ¼
tN�1t1 exp ð�jk0DÞ

1� rN�1r1 exp ð�j2k0DÞ
ð57Þ

rN ¼ rN�1þ
t2
N�1r1 exp ð�j2ðN�1Þk0DÞ

1� rN�1r1 exp ð�j2k0DÞ
ð58Þ

In the forbidden band, the minimum level of transmission
is equal to

jtN jmin¼
2fð1� jr1jÞ=ð1þ jr1jÞg

N=2

1þfð1� jr1jÞ=ð1þ jr1jÞg
N=2

ð59Þ
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Typical transmission coefficients are represented in
Fig. 18b for Nr3. In each transmission band (1) the num-
ber of propagation peaks equals N–1 and (2) the intersec-
tion points between |t1| and |tN� 1| correspond to the
case |tN|¼ 1. Further details can be found in general
textbooks dealing with infinite periodic structures and
electromagnetic bandgap (EBG) materials.

2.5. Dielectric FP Resonators

Highly directive FP-based antennas (Section 3.2.1) may be
obtained from resonators comprising N stacked identical
freestanding dielectric slabs (Fig. 18c) behaving as Bragg
mirrors (Ds¼ l0=4e

1=2
r , Da¼ l0=4). Their transmission co-

efficient is represented in Fig. 18d for alumina slabs
(Nr3). As expected, the forbidden band is all the deeper
as the number of layers and the dielectric contrast (1:er)
increase. High-performance reflecting mirrors based on
this concept are very popular at optical wavelengths. Com-
parison between Figs. 18b and 18d reveals the dual be-
havior of multilayer metallic and dielectric mirrors (the
positions of the forbidden bands and passbands are in-
verted). Metal meshes usually lead to lower profile struc-
tures and are compatible with the integration of active
circuits. Nevertheless, as frequency increases, ohmic loss-
es of partially reflective mirrors may significantly reduce
the Q factor of the resonator (Section 2.2.2) and justify the
use of Bragg mirrors, especially for high-gain antennas
(Section 3.2.1).

3. APPLICATIONS OF FABRY–PEROT CAVITIES AT
MICROWAVE FREQUENCIES

FP cavities are employed in many microwave applications,
such as quasioptical circuits and systems [filters, diplexers
(Section 3.1), oscillators and power combiners (Section
3.4)], directive, multibeam, and beam scanning antennas
(Section 3.2), or dielectric measurement systems (Section
3.3). A series of three review articles [40–42] reviews the
concepts of FP resonators and describes some possible ap-
plications from microwave to infrared wavelengths (open
resonators for characterization of gases, or liquid, solid,
anisotropic and magnetic materials; laser output couplers;
plasma diagnostics, etc.).

3.1. Frequency Filters and Diplexers

FP resonators are widely used not only as bandpass fre-
quency filters [11,13,18,19,36–38], but also as diplexers
[43,44]. The simple plane-parallel devices described in
Section 2 suffer from two disadvantages:

1. It seems impossible to design filters with both broad
bandwidth and high attenuation in the stopband,
since these parameters are not independent [Eqs.
(15) and (25)]. However alternative ways have been
proposed in the literature, [e.g., 45–47]; these filters
are constructed either from more than two grids
(Section 2.4 ), or from capacitive grid arrays (Section
2.1.5) deposited on a dielectric substrate. Note that
any interference filter may be discussed in terms of
only two effective interfaces (Section 2.1.2), which
may themselves consist of many interfaces (Sections
2.4 and 2.5) [48].

2. The second drawback is the transmission level at
higher orders. Here again, the use of capacitive re-
flectors might solve this problem [11] because the
bandwidth of capacitive FP filters decreases with
frequency (Section 2.1.5); higher modes no longer lie
at harmonics of the fundamental mode.

The rapid variation of bandwidth [roughly as f 3 accord-
ing to Eqs. (25), (45), and (47)] limits performance when
scanning over a wide range of frequencies. One solution
might to use a hybrid FP, with one inductive mesh and one
capacitive mesh [11]. This kind of configuration has also
been investigated by Lockyer et al. [49] for the design of
low-profile filters (Fig. 19a) presenting two narrow highly
stable passbands separated by a distinct null (Fig. 19b).

Reflecting mirrors may also be built from photonic
crystals [50]. In that case, they consist of multilayer me-
tallodielectric 1D, 2D or 3D periodic structures (see Sec-
tions 2.4 and 2.5 for the 1D and 2D cases). Conceptually,
the gap between the (composite) mirrors can be interpret-
ed as the creation of a defect inside the periodicity of the
electromagnetic crystal. An example of devices is schema-
tized in Fig. 19c, where each mirror is constructed from a
square lattice of lossy dielectric rods [51].

McCleary et al. [52] has reported improved filter per-
formance by slot coupling to higher-order Gaussian beam
modes [53] in concave resonators; these results include
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Figure 18. (a) Generalized FP resonator comprising N identical
freestanding partially reflective mirrors; (b) theoretical transmis-
sion coefficients for Nr3 (inductive mesh, [Fig. 6a, grid 2], a¼
1 mm, d/a¼5.40%, D¼1.8 mm, er¼1); (c) generalized FP resona-
tor comprising N cascaded identical dielectric slabs (Ds, er) sepa-
rated by air gaps (Da, ea); (d) theoretical transmission coefficients
of a Bragg mirror for Nr3. The alumina and air sections have a
quarter-wave electrical thickness at 56.8 GHz (Ds¼0.42 mm,
Da¼1.32 mm, er¼9.87, ea¼1). (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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mechanically tunable (20%) X-band filters with insertion
losses less than 1 dB and unloaded Q values ranging
from 1000 to 7000. Electronically tunable filters can
also be built from liquid crystal (LC) materials [54–56],
Barium strontium titanate (BSTO) ferroelectric films [57],
or active grids [58]. Note that an efficient low-voltage driv-
ing (o10 V) of microwave LC-FPI requires ultrathin
substrates (D5l/2) [35] to ensure covering of the
whole anisotropic spectrum of nematic crystals [54]. As
suggested in Section 2.1.5, this can be achieved using in-
terconnected capacitive grids serving simultaneously as
reflecting mirrors and driving electrodes (Fig. 19d). Tun-
able filters based on MEMS technologies have been re-
ported at optical wavelengths [59], but not yet
at microwave frequencies due to the large-scale techno-
logical challenges.

3.2. Fabry–Perot-Based Antennas

3.2.1. Highly Directive Antennas
3.2.1.1. Spatial Filtering. Partially reflective surfaces

(PRSs) have been studied [60–62] for the design of spatial
filters. To demonstrate the focusing ability of PRS, let us

consider an ideal isotropic electromagnetic source S locat-
ed on a perfect electromagnetic screen, inside a FP cavity
of thickness D (Fig. 20a). The reflection coefficient of the
output mirror is labeled r¼R1=2 exp ðjrÞ. The sum of all
outgoing waves yields the following expression for the far-
field power pattern [61]

PðyÞ¼
1�RðyÞ

1þRðyÞ � 2ðRðyÞÞ1=2cos r yð Þ � p�
4pD

l0
cosðyÞ

� �

ð60Þ

The variations of |P(y)| are represented in Fig. 20b as a
function of y and R0¼R(y¼ 01) at resonance

fr;q¼
c0

4D
2q� 1þ

rð0Þ
p

� �
ð61Þ

with q�0 (or 1) for capacitive (or inductive) grids. Figure
20b shows that

* |P(y)| decreases with y for a given value of R0.
* The maximum directivity of the antenna (for y¼ 01)

increases with the broadside reflectivity R0.

This simple model also enables us to establish an analyt-
ical relation between frequency and angular selectivities.
For highly reflecting mirrors (RE1), simple algebra shows
that the half-power beamwidth y3 dB is minimum for the
fundamental mode (q¼ 0) and is written at resonance [63]
as follows

y3 dB � 2 arccos 1�
1

2Q0

� �
�

2

Q
1=2
0

ð62Þ

As a consequence, highly directive FP-based antennas are
necessarily narrowband. For real applications, the exact
value of y3 dB can be obtained from the dispersion diagram
of Bloch modes [64].

3.2.1.2. Radiating Structures and Applications. PRS and
FP resonators are specific electromagnetic bandgap (EBG)
materials [50,65]. With the exception of antennas based on
ultrarefractive metamaterials [66], most of them can be
considered as photonic crystals operating in a defect mode
[67] (e.g., Fig. 19c).

In that context, a very wide variety of geometries of
primary feeds and focusing devices has been proposed. To
excite the structure, we can use waveguide apertures
[61,62,68], horn antennas [60,68], dipole and monopole
antennas [63,69], or printed patches and arrays fed by a
coaxial probe, a microstrip transmission line, or coupling
slots [70–73]. As a first approximation, for PRS mirrors,
the thickness D of the cavity is chosen to maximize the
broadside directivity (Fig. 20b) at the operating frequency.
Nevertheless, we should keep in mind that when the cav-
ity is excited by a real primary source, a slight difference
(o1%) appears between the frequency maximizing the
antenna directivity and the quasioptical resonant
frequency of the FP cavity alone.
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Figure 19. (a) FP filter constructed from complementary fre-
quency-selective surfaces (CP FSS) [49]; (b) theoretical transmis-
sion coefficient of CP FSS FP filters for two different lengths of
dipoles; (c) top view of a FP resonator operating in the 4–8-GHz
band. The mirrors, of adjustable reflectivity and thickness, are
built from square lattice (a¼2.08 cm) 2D photonic crystals con-
stituting N layers of lossy dielectric rods of radius 3.175 mm
(11oero13, tan dE0.004). They are separated by an airgap of
varying thickness L (from Ref. 51; copyright 2003 IEEE, repro-
duced by permission); (d) mirror geometry of tunable nematic liq-
uid crystal FP filters operating at 27 GHz [ac¼5 mm, dc/ac¼

98.75%, D¼110mm (El0/100)] [54].
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The focusing elements can be classified in three main
categories:

* A single PRS [61,62,74,75] (in that case, we may con-
sider that the source is located in the middle of a FP
cavity defined by the actual PRS and its electrical
image with respect to the ground plane (Fig. 20a)).

* Two cascaded PRS arranged in a plane-parallel
[70,76,77] or planoconvex [68,71,72] configuration—
by analogy with open resonators (Section 3.3), the
planoconvex structure generates a symmetric Gauss-
ian beam and minimizes the sidelobe level.

* Reflecting mirrors constructed from multilayer 1D,
2D or 3D dielectric [63,69,73,78] (e.g., alumina plates
or rods) or metallic (e.g., crossed wires, strip gratings)
[70] EBG materials, as emphasized in Sections 2.4,
2.5 and 3.1.

This antenna technology usually leads to low-profile
high-gain (r32 dB today) radiating structures. Despite

their narrow bandwidth (o0.5% for 30 dB gain), they
might be competitive for (1) applications requiring medi-
um-gain antennas (o25 dB), (2) fixed wireless access [e.g.,
local multipoint distribution services (LMDS)] and satel-
lite reception [76], (3) high-data-rate indoor 60-GHz
WLANs [68,77], or (4) interleaved feeds of focal array-fed
reflector (FAFR) antennas that simultaneously need an
efficient illumination of the reflector and a low rollover
between the beams [79].

Two examples of directive antennas based on the FP
concept are represented in Figs. 20c and 20d. In both
cases, the distance separating the printed source from the
input mirror of the superstrate is near l/2; this opens a
defect mode inside the forbidden band of the periodic
structure [72, Fig. 4; 73, Fig. 10]. The input impedance
of the antenna and its radiation performance (gain, effi-
ciency, co- and cross-polarization levels) have been inves-
tigated as a function of the Q factor of the FP cavity, the
topology of the feed, and the mutual coupling between the
feed and the resonator [71,72,80]. Figure 20e compares
the radiation patterns of the primary source alone and the
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Figure 20. (a) Multiple reflections between a ground plane and a semi-transparent sheet;
(b) variation of the antenna directivity (equimagnitude contours in dB) as a function of the broad-
side reflectivity R0 of the output mirror and elevation angle y (inductive grid, q¼1, D¼2.5 mm);
(c) directive antenna using a Bragg mirror (4.75 GHz), where each reflecting surface of the su-
perstrate is built from one layer of alumina rods (from Ref. 73; copyright 2003 IEEE, reproduced by
permission); (d) general architecture of multilayer Gaussian beam antennas (GBAs): a planocon-
vex FP cavity with periodic mirrors is fed by a printed primary radiator through a dielectric cou-
pling region. (from Ref. 72; copyright John Wiley & Sons, Inc., reproduced by permission);
(e) measured and computed radiation patterns of a GBA in H plane at 56.6 GHz [the primary
source is a patch antenna printed on a 150mm-fused-quartz substrate; the mirrors of the quartz (er

¼3.80) FP resonator are inductive metal meshes (a¼600mm, d/a¼46%; see grid 2 in Fig. 6a); the
thickness and the radius of curvature of the cavity equal 1.310 mm and 2595 mm, respectively; (f)
FP resonator with nonuniform mesh operating in V band.
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FP-based antenna. It clearly demonstrates the focusing
effect induced by the cavity, thereby confirming the ability
of a FPI to spread the electromagnetic energy over
its whole surface (i.e., to increase significantly the direc-
tivity of an elementary feed). Design rules have been pro-
posed [71,78] for Gaussian beam antennas and EBG
resonator antennas, respectively. Finally, let us mention
the possibility to further reduce the total height of the an-
tenna by a factor two by virtue of employing a planar ar-
tificial magnetic conductor (AMC) [65,104] as a ground
plane [105].

The PRS that we have considered until now were peri-
odic; when the FP approach applies, their geometry is de-
termined according the antenna specifications [directivity,
Eqs. (26) and (62); bandwidth, Eq. (25); resonant frequen-
cy, Eq. (13)]. Several authors have proposed nonuniform
PRS (1) to shape the beam radiated by horn antennas
[106] and printed antennas [77] (Fig. 20f), or (2) to in-
crease the radiation purity and bandwidth usually altered
by phase aberrations of the aperture electric field around
sharp resonance [75].

3.2.2. Frequency Beam Scanning Antennas and Multi-
beam Antennas. Frequency beam scanning antennas
rely simultaneously on the angular (Section 3.2.1) and
frequency (Section 1.2) selectivities of FP cavities. Accord-
ing to Eq. (60), the radiated power is maximum in the
direction ys¼ arccosðfr;q=f Þ where f is the operating fre-
quency and fr,q is given by Eq. (61). Frequency beam scan-
ning is thus possible if fr;q. To minimize the variation of the
maximum directivity during scanning, periodic
arrays insensitive to oblique incidence are of particular
interest.

On the other hand, we have seen in Section 2.4
that multiple propagation peaks appear in each passband
if the FP resonator comprises more than two PRSs (e.g.,
Fig. 18b). Therefore several beams can be radiated by the
antenna, depending on the operating frequency, that is,
the cavity mode chosen. These multilayer FP cavities may
be excited by linear [81] or printed [82] antennas.

Adjusting the radiation characteristics by frequency
tuning may prove constraining for many applications. An
alternative solution consists in combining astutely and si-
multaneously two independent modes of reconfiguration;
the first one uses agile materials as substrates (e.g., liquid
crystals or ferroelectric thin films), and the second one
controls the reflection/transmission properties of capacitive
grids by integrating varactor diodes or MEMS switches
in the PRS [82].

3.3. Open Resonators and Concave Mirrors

Accurate knowledge of the complex permittivity of dielec-
tric materials2 is crucial for the design of microwave cir-
cuits and antennas. The most widely used techniques in
the microwave region are cavity resonators; free-space,
open-ended coaxial probes; and wideband transmission
lines based on one- or two-port measurements. Although

narrowband, the open-resonator (OR) technique has es-
tablished itself as a powerful and precise tool for measur-
ing the permittivity of low-loss dielectric materials
[40,41,83,84]. A very extensive literature is available on
that subject since interest in OR was generated in the
1960s by the invention of the laser and the need for res-
onators with large volume and low loss.

In its most general form, an OR comprises two axially
aligned spherical mirrors of radii of curvature R1 and R2

and separated by a distance D (Fig. 21a). The sample S is
located in the middle of the structure. Compared to the
plane-parallel FPI, the use of (at least) one concave mirror
has the advantage to focus the field into a smaller volume
and thus remove diffraction and alignment problems pro-
vided the mirrors are of sufficiently large aperture [85,86].
An additional advantage is gained if one (or both) of the
mirrors is (are) spherical; in the paraxial approximation,
the orthogonal modes are the well-known Gaussian beam
modes, as in laser and maser cavities. In that case, no so-
phisticated numerical methods [31,87,88] is required for
an accurate analysis of the OR:

* Kogelnik and Li [89] provided a very clear scalar
analysis of these modes and determined a criterion
ensuring stability for the beam resonances:
0�ð1�D=R1Þð1�D=R2Þ�1. Three particular config-
urations, located at the limit between the stable and
unstable regions, appear from the stability diagram:
the symmetric confocal resonator (R1¼R2¼D), the
plane-parallel resonator (R1¼R2¼N) discussed in
Section 1.2, and the concentric resonator (R1¼R2¼

D/2) for which the centers of the two mirrors coincide.
* Rigorous vector theory has been proposed later by Yu

and Cullen [90].

Detailed treatments about optics of Gaussian beams and
resonant cavities can be found in textbooks [e.g., 2, Chaps. 4
and 5; 53]. We just state that the resonant modes are qua-
si-TEMplq (or TEMmnq) modes, where q denotes the longi-
tudinal mode number (Section 1.2) and pl (or mn)
describes the transverse variations of the electromagnet-
ic fields in terms of Laguerre–Gaussian beams in cylin-
drical coordinates (or Hermite–Gaussian beams in
Cartesian coordinates). The resonant frequency of the

D

S

Input Output

S

Input Output

(a) (b)

Figure 21. (a) FP open resonator for dielectric measurement—
the sample of dielectric material S is located in the middle of the
device and the shaded area symbolizes the transverse extent of
the Gaussian beam mode; (b) hemispherical open resonator.

2For further information, refer also to the article entitled ‘‘DIELEC-

TRIC MEASUREMENTS’’ in this encyclopedia.
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TEMplq mode is given by [89]

fres;plq¼
c0

2D
qþ1þ

2pþ lþ q

p
arccos 1�

D

R1

� �
1�

D

R2

� �� �1=2
 !

ð63Þ

This equation is consistent with relation (12), that pro-
vides the qth resonant frequency of an ideal plane-parallel
FPI with full metal mirrors (r1¼ r2¼ p).

The resonator technique relies on perturbation of the
electric field distribution by a sample of the material into
the resonant structure. The resulting shift of resonant
frequency and change in Q factor are analyzed to deter-
mine the material properties. The relevant theory is de-
scribed in a number a review articles, (e.g., see Refs. 84
and 90). There are two basic procedures. In the first, the
resonant frequency is measured with and without the
sample under test, in a FP cavity of fixed length [91,92].
In the second, the frequency is fixed and the length of the
resonator is adjusted to establish resonance with and
without the sample [83,92]. Accurate measurements are
facilitated by using a high Q for the resonator (up to 2�
105 in Ref. 93; 6� 105 in Ref. 94). Experimental errors de-
pend on a number of factors, but the fractional uncertain-
ties obtained in determining the index of refraction have
been on the order of 10� 4. Loss-tangent measurements
are considerably less precise, with fractional uncertainties
in the range 0.01–0.1. Among the various OR geometries
already employed, configurations with one plane mirror
(Fig. 21b), namely, the hemispherical (DER) and semicon-
focal (DER/2) resonators, are convenient because (1) they
are unconditionally stable, (2) the boundaries of flat ma-
terials conform closely to the phase fronts of the field dis-
tribution in the resonator, and (3) they enable the
characterization of liquid specimen. Small samples can
also be studied with hemispherical structures because the
beam radius is very small at the plane mirror.

Coupling energy in and out of the device must perturb
as little as possible the configuration of the resonant
Gaussian beam modes. A commonly employed method uti-
lizes small apertures in the reflectors to couple energy
from waveguides. This approach may significantly in-
crease the insertion losses since small holes radiate ener-
gy into a large solid angle. An alternative solution consists
in coupling to a quasioptical beam using partially reflect-
ing surfaces, such as grid mirrors [93], as discussed in
Section 2.

3.4. Oscillators and Quasioptical Power Combiners

There is a strong need for high-power, solid-state sources
at microwave and millimeter wavelengths. At microwave
frequencies, waveguide or cavity combiners have been
successful; but at higher frequencies, problems appear in
terms of loss, combining efficiency, power output, and di-
mensional tolerances. Spatial or quasioptical techniques3

could provide a possible solution since they are able to in-
tegrate many active devices, minimize signal distribution

and combining losses, and maintain desired amplitude
and phase relationships.

An enhanced RF efficiency is achieved with quasioptical
power combiners by coupling a planar array of active de-
vices to a propagating Gaussian beam in free space (and
vice versa). Compared to circuit-combining structures,
these systems have low losses because (1) energy is dis-
tributed or combined in free space and ohmic losses are
minimized and (2) the use of beams with large beam waist
size enables to integrate a lot of devices in a single stage of
combining (causing them to operate in parallel). Most of
the losses are associated with coupling efficiency from ac-
tive devices to the beam, and with the coupling to a power
collection port.

This concept was suggested in the 1980s [95,96]. The
classic paper published by Mink [96] is generally credited
with providing the impetus for the increased research ac-
tivity that followed. In that work, Mink analyzed theoret-
ically a power combiner based on an array of negative
resistance devices located inside a semiconfocal open res-
onator (Fig. 22).

Practical considerations include (1) the choice of solid-
state components themselves (Gunn diodes [97,98],
HEMT transistors [99,100], operating from X band to V
band), (2) coupling of the individual devices to the cavity
(for instance using grooved mirrors [97–99] and (3) cou-
pling to the outside of the cavity via waveguides [97–99] or
partially reflecting surfaces fabricated on quartz sub-
strates [100]. A more complete summary of this technique
is given by York and Popovic [101].
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Th. Monédière, Interlaced feeds design for a multibeam re-
flector antenna using a 1-D dielectric PBG resonator, Proc.

IEEE Int. Symp. Antennas and Propagation, June 22–27,
2003, Vol. 4, pp. 867–870.

80. R. Sauleau and Ph. Coquet, Input impedance of electromag-
netic bandgap resonator antennas, Microwave Opt. Technol.

Lett. (in press).

81. H. Boutayeb, K. Mahdjoubi, and A.-C. Tarot, Frequency beam
scanning and gain enhancement properties of PBG antennas,
Proc. IEEE Int. Symp. Antennas and Propagation, URSI

Digest, June, 22–27, 2003, p. 526.
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1. INTRODUCTION

The Fourier transform has been an essential analytical
tool for many fields. The discretized version of the Fourier
transform, the discrete Fourier transform (DFT), on the
other hand, is an important numerical tool for ubiquitous
applications in every branch of science and engineering.
The fast Fourier transform (FFT) algorithm, as an efficient
way of calculating DFT, has become an indispensable part
of modern numerical computation since the pioneering
work of Cooley and Tukey [18], although some related
earlier FFT concepts can be dated back to Gauss in 1805
[32] and Danielson and Lanczos in 1942 [21].

The FFT algorithms have found widespread applica-
tions in engineering and sciences. In this article we will
discuss only its application in numerical solution of Max-
well’s equations. Within this important area, the FFT has
been widely applied in solving both time-domain and fre-
quency-domain partial-differential equations and integral
equations.

Over the decades since the invention of the FFT algo-
rithms, there has been increasing demand for nonuniform
discrete Fourier transform (NUDFT), where data are sam-
pled at nonuniform points in either the spectral or phys-
ical domain, or both. Although the need for such
nonuniform discrete Fourier transform has been recog-
nized for a long time, fast transform algorithms were de-
veloped as recently as the mid-1990s. This article includes
the latest developments in these nonuniform fast Fourier
transform (NUFFT) algorithms [5,24,52,65].

This article is organized as follows. In Section 2, we will
introduce the Fourier transform and its properties. In Section
3, the discrete Fourier transform (DFT) will be given in de-
tail, followed by the fast Fourier transform (FFT) algorithms
in Section 4. Applications of the FFT algorithms will be brief-
ly summarized in Section 5. Finally, the nonuniform fast
Fourier transform (NUFFT) will be discussed in Section 6.
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2. FOURIER TRANSFORMS

2.1. One-Dimensional Fourier Transform

Given a complex function s(x) in terms of a real variable x,
its Fourier transform is defined by

SðkÞ¼
1ffiffiffiffiffiffi
2p
p

Z 1

�1

sðxÞe�jkxdx �F½sðxÞ� ð1Þ

where x may be a time or space coordinate, k is the cor-
responding angular frequency or wavenumber (spatial
frequency), and S(k) is in general a complex function.
The inverse Fourier transform can be defined as

1

2
½sðxþ 0Þþ sðx� 0Þ� ¼

1ffiffiffiffiffiffi
2p
p

Z 1

�1

SðxÞejkxdk ð2Þ

The inverse Fourier transform involves the average of
left and right limits of function s(x) because the function
may be discontinuous. In the special case where the func-
tion is continuous, the left-hand side of (2) simply reduces
to s(x):

sðxÞ¼
1ffiffiffiffiffiffi
2p
p

Z 1

�1

SðxÞejkxdk ð3Þ

In what follows, unless otherwise stated, we will assume
that function s(x) is continuous; the transform of discon-
tinuous functions will be discussed in Section 6.
Thus, Eqs. (1) and (2) form a Fourier transform pair.
Note in this article that a factor of 1=

ffiffiffiffiffiffi
2p
p

is used for
both the forward and inverse Fourier transforms (and
similarly a factor of 1=

ffiffiffiffiffi
N
p

for the forward and inverse
discrete Fourier transform) to make them symmetric;
other choices of such factors are possible but will not be
described in detail here.

If s(x), s1(x), and s2(x) have the corresponding Fourier
transforms S(k), S1(k), and S2(k), respectively, the Fourier
transform has the following basic properties:

* Linearity—for any complex constants c1 and c2,
the Fourier transform of function s(x)¼ c1s1(x)þ
c2s2(x) is

SðkÞ¼F½c1s1ðxÞþ c2s2ðxÞ� ¼ c1S1ðkÞþ c2S2ðkÞ ð4Þ

whereF denotes the Fourier transform.
* Symmetry—the Fourier transform of S(x) is

sð�kÞ¼F½SðxÞ� ð5Þ

* Spatial (temporal) scaling—for any nonzero real con-
stant a, we have

1

jaj
S

k

a

� �
¼F½sðaxÞ� ð6Þ

* Spectral (frequency) scaling—for any nonzero real
constant a, we have

SðakÞ¼F
1

jaj
s

x

a

� �� �
ð7Þ

* Spatial (temporal) shifting—if the spatial function is
shifted by a constant value x0, the Fourier transform
of the shifted function is

e�jkx0 SðkÞ¼F½sðx� x0Þ� ð8Þ

* Spectral (frequency) shifting—a constant shift k0 in
the spectral function corresponds to the Fourier
transform of the modulated function sðxÞejk0x:

Sðk� k0Þ¼F sðxÞejk0x

 �

ð9Þ

* Alternative inverse Fourier transform—the inverse
Fourier transform can be written in two ways:

sðxÞ ¼F�1½SðkÞ� ¼ fF½S�ðkÞ�g� ð10Þ

* Even function—for an even function se(x)¼ se(� x),
the Fourier transform

SeðkÞ¼Seð�kÞ ð11Þ

is also an even function.
* Odd function—for an odd function so(x)¼ � so(� x),

its Fourier transform

SoðkÞ¼ � Soð�kÞ ð12Þ

is also an odd function.
* Convolution theorem—the Fourier transform of the

convolution between s1(x) and s2(x) is the product of
S1(k) and S2(k),

ffiffiffiffiffiffi
2p
p

S1ðkÞS2ðkÞ¼F½s1ðxÞ � s2ðxÞ�

¼F

Z 1

�1

s1ðtÞs2ðx� tÞdt
� � ð13Þ

where � denotes the convolution.
* Correlation theorem—the Fourier transform of the

correlation between s1(x) and s2(x) is the product of
S1(� k) and S2(k)

ffiffiffiffiffiffi
2p
p

S1ð�kÞS2ðkÞ¼F½s1ðxÞ 	 s2ðxÞ�

¼F

Z 1

�1

s1ðtÞs2ðxþ tÞdt
� � ð14Þ

where # denotes the correlation.

These Fourier transform properties are important in
applications. Corresponding properties are found in dis-
crete Fourier transform (see Section 3).
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2.2. Multidimensional Fourier Transform

Multidimensional Fourier transform is a straightforward
extension of one-dimensional Fourier transform. Given
an M-dimensional function s(r), where r¼ (x1,x2,y,xM) is
the position vector, its Fourier transform in terms of
the M-dimensional spectral vector k¼ (k1,k2,y,kM) is
defined as

SðkÞ ¼ ð2pÞ�M=2

Z 1

�1

sðrÞe�jk . rdr ð15Þ

and its inverse is defined as

sðrÞ¼ ð2pÞ�M=2

Z 1

�1

SðkÞejk . rdk ð16Þ

where s(r)¼ [s(r� 0)þ s(rþ 0)]/2 is understood for discon-
tinuous functions. The properties of the multidimensional
Fourier transform can be summarized easily as given in
Table 1.

3. DISCRETE FOURIER TRANSFORM

Although many functions have closed-form Fourier trans-
forms, for applications in signal processing and numerical
analysis, many more functions have no closed-form Fou-
rier transforms. Thus, numerical computation of Fourier
transform is necessary for most applications. As the com-
puter can deal only with discrete numbers, one has to
convert the continuous Fourier transform into a discrete
Fourier transform. Below we first define the discrete Fou-
rier transform pairs, and then make the connection be-
tween the continuous and discrete Fourier transforms.
The development here follows closely the book by Brigham
[9].

3.1. Definition of 1-D DFT

Consider a 1-D periodic, discrete array {h(n)} having a pe-
riod of N, i.e., h(nþ rN)¼h(n) for any integer r. The 1-D
forward discrete Fourier transform of {hn} is defined as

HðmÞ¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

hðnÞe�j2pmn=N ; m¼ 0; 1; . . . ;N � 1 ð17Þ

Due to the periodic nature of exp(� j2pmn/N), it is easy to
show that the DFT array {H(m)} is also periodic with
a period N, namely, H(mþ rN)¼H(m), where r is any in-
teger.

The inverse DFT can be shown to be given by

hðnÞ ¼
1ffiffiffiffiffi
N
p

XN�1

m¼0

HðmÞej2pmn=N ; n¼ 0; 1; . . . ;N � 1 ð18Þ

3.2. Properties of DFT

The properties of the DFT are analogous to those of the
continuous Fourier transform, as summarized in Table 2.

Of particular importance are the convolution and cor-
relation theorems. Cyclic convolution between h1(n) and
h2(n) is defined as

hðnÞ¼
XN�1

p¼ 0

h1ðpÞh2ðn� pÞ ð19Þ

while their correlation is defined as

gðnÞ¼
XN�1

p¼ 0

h1ðpÞh2ðnþpÞ ð20Þ

It is important to note that all the arrays involved, h1(n),
h2(n), h(n), and g(n), are periodic arrays with period N.
The cyclic convolution and correlation theorems in Table 2
are based on this important property. The DFT is a simple
way to perform these cyclic convolution and correlation.
Later we will discuss how to use the DFT to perform linear
convolution and correlation when the arrays are non-
periodic.

3.3. Relationship between FT and DFT

Discrete Fourier transform can be considered as a tool en-
tirely independent of continuous Fourier transform. How-
ever, the application of the DFT is primarily in the
approximation of continuous Fourier transform. There-
fore, we must establish the connection between the DFT
and continuous FT. As will be seen below, the question of
this approximation is entirely dependent on the function

Table 1. Properties of Fourier Transform

Property Inverse FT Forward FT

Linearity c1s1(r)þ c2s2(r) c1S1(k)þ c2S2(k)
Symmetry S(r) s(�k)
Spatial shifting s(r� r0) SðkÞe�jk . r0

Spectral shifting sðrÞejk0
. r S(k�k0)

Conjugation S*(r) s*(k)
Even function se(r) Se(k)
Odd function so(r) So(k)
Convolution s1(r)*s2(r) (2p)M/2S1(k)S2(k)
Correlation s1ðrÞ 	 s2ðrÞ (2p)M/2S1(�k)S2(k)
Parseval’s theorem

R1
�1
jsðrÞj2dr¼

R1
�1
jSðkÞj2dk

Table 2. Properties of DFT

Property Inverse DFT Forward DFT

Linearity c1h1(n)þ c2h2(n) c1H1(m)þ c2H2(m)
Symmetry H(n) h(�m)
Time shifting h(n–p) H(m)e� j2pmp/N

Frequency shifting h(n)ej2pnp/N H(m–p)
Conjugation H�(n) h�(m)
Even array he(n) He(m)
Odd array ho(n) Ho(m)
Convolution h1(n)*h2(n)

ffiffiffiffiffi
N
p

H1ðmÞH2ðmÞ

Correlation h1ðnÞ 	 h2ðnÞ
ffiffiffiffiffi
N
p

H1ðmÞH2ðN �mÞ

Parseval’s theorem
PN�1

n¼0

jhðnÞj2¼
PN�1

m¼0

jHðmÞj2
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and its sampling. For a bandlimited function, the DFT can
be designed to completely capture the information of the
underlying function without any error, while for other
functions the DFT will provide an approximate represen-
tation of the functions.

3.3.1. General Complex Waveforms. Consider a general
complex-valued function s(x) having an infinite support;
thus, the function is nonzero even at x-7N. In order to
convert the Fourier transform into a discrete Fourier
transform, the following steps are taken:

1. This function s(x) is first truncated to the function

~ssðxÞ¼ sðxÞ½Uðx� xminÞ �Uðx� xmaxÞ� ð21Þ

with a finite support xA[xmin,xmax], where U(x) is the
Heaviside step function.

2. The truncated function is then made periodic
by repeating this function with a period equal to
T¼ xmax� xmin. Mathematically, this is equivalent
to convolving ~ssðxÞ with a delta function train:

d1ðxÞ¼
X1

k¼�1

dðx� kTÞ ð22Þ

The resulting periodic function of this convolution is
given by

sTðxÞ¼ ~ssðxÞ � d1ðxÞ¼
X1

k¼�1

~ssðx� kTÞ ð23Þ

3. Now, since sT(x) is a periodic function, one can find
its Fourier series

sTðxÞ¼
X1

m¼�1

Smej2pmx=T ð24Þ

where the Fourier coefficients {Sm} are given by

Sm¼
1

T

Z xmax

xmin

sðxÞe�jmk0xdx ð25Þ

where k0¼ 2p/T, and we have made use of the fact
that sT(x)¼ s(x) within the period.

4. Using the trapezoidal rule (or other integration
rules) to approximate the integral in step 3 in terms
of the function values at some sampling points, we
have

Sm¼
1

N

XN�1

n¼ 0

s x0þ
nT

N

� �
e�jmk0x0 e�j2pmn=N ð26Þ

where x0¼ xminþT/2N is the first sampling point.

5. Finally, we truncate the Fourier series to N terms by
keeping m¼ �N/2,y,N/2� 1.

Therefore, the inverse Fourier series in (24) becomes

sTðxÞ¼
XN=2�1

m¼�N=2

Smej2pmx=T ð27Þ

In particular, at the sample points, we have

s x0þ
nT

N

� �
¼

XN=2�1

m¼�N=2

Smej2pmx0=Tej2pmn=N ð28Þ

In general, these steps give rise to approximation
errors; the only exception is the bandlimited function.
The approximation errors associated with these steps
are the spatial truncation error (step 1), aliasing error
(integration error) due to inadequate sampling density
(step 4), and spectral truncation error (step 5). From these
steps, it is obvious that the relationship between the con-
tinuous Fourier transform and DFT is

hðnÞ �
1ffiffiffiffiffi
N
p s x0þ

nT

N

� �
; HðmÞ � Smejð2pmx0=TÞ ð29Þ

These are only approximate because of the errors intro-
duced in the above steps. Note that in the preceding equa-
tions, we intentionally express the forward and inverse
DFT to contain a factor of 1

ffiffiffiffiffi
N
p

to make the forward and
inverse transforms symmetric; it is not a necessary, but a
convenient, choice of the multiplication factor.

3.3.2. Bandlimited Nonperiodic Functions. The band-
width of a function is defined as the frequency band
kminrkrkmax beyond which the spectrum is zero. In the
preceding equations for a general complex function, we
note that the bandwidth of the function is usually infinite;
its spectrum is nonzero even when the frequency ap-
proaches 7N. However, there is one special class of func-
tions that are bandlimited; that is, their spectra are zero
beyond a finite frequency. Such bandlimited functions
have some special properties, as given by the Nyquist
sampling theorem.

3.3.2.1. Nyquist Sampling Theorem. If function s(x) is
bandlimited, that is, if

SðkÞ¼ 0; for jkj > kmax ð30Þ

then under the condition that Dxrp/kmax, the function can
be uniquely determined by the sample points at x¼nDx
(n¼ �N,y,N)

sðxÞ¼
X1

n¼�1

sðnDxÞsinc p
x

Dx
� n

� �h i
ð31Þ

where the sinc function is defined as

sincðxÞ¼
sin x

x
ð32Þ
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However, bandlimited functions have infinite support.
In other words, the truncation in Eq. (21) (step 1) will
cause errors.

3.3.3. Bandlimited Periodic Functions. It is only for
bandlimited periodic functions that an exact relationship
between FT and DFT can be established. For a bandlim-
ited function sT(x), by definition its spectrum is nonzero
only within |k|rkmax, where kmax is a finite real number,
representing the maximum angular frequency where the
spectrum is nonzero. If the period of the function is T, we
can sample the function at an increment

D x¼
T

N
ð33Þ

Since this function is already periodic, the truncation in
Eqs. (21) (step 1) and (23) (step 2) are no longer necessary.
We can directly perform the Fourier series in Eq. (23).

Furthermore, in the spectral truncation step, that is,
the last step in Eq. (28), if

D x¼
T

N
�

p
kmax

ð34Þ

then according to Nyquist sampling theorem there is no
spectral truncation error. Therefore, under this Nyquist
sampling rate (34), the equations in (29) are exact. More-
over, the reconstruction formula for s(x) in Eq. (31) reduc-
es to

sðxÞ¼
XN�1

n¼ 0

sðnD xÞsinc p
x

D x
� n

� �h i
ð35Þ

In Eqs. (34) and (35), we consider that the truncation
interval is exactly equal to the period T. Note that if this
truncation is integer number of periods, the conclusion
given above still applies, namely, that there is no approx-
imation error between the continuous Fourier transform
and DFT, and the original function can be reconstructed
perfectly using discrete Fourier transform. However, if the
truncation interval is not equal to an integer number of
periods, a discontinuity is present at the two end trunca-
tion points because the function is no longer continuous
(i.e., it has nonsmooth function value or derivatives) at the
truncation point when the function is made periodic. Such
discontinuities make Eq. (26) (step 4) inexact because the
trapezoidal rule is approximate for this discontinuous
function. In other words, a result of this truncation is
that the function is no longer bandlimited. This effect is
called ‘‘leakage.’’

4. FAST FOURIER TRANSFORM

Now that we have established the relationship between
FT and DFT, we can use DFT to calculate the exact FT for
bandlimited periodic functions, or approximate FT for oth-
er more general functions. Our objective is to calculate

efficiently the sum in (17), rewritten here for convenience:

HðmÞ¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

hðnÞe�j2pmn=N ; m¼ 0; 1; . . . ;N � 1 ð36Þ

However, we note that the straightforward summation in
(36) requires N2 complex multiplications and N(N� 1)
complex additions. Our goal is to evaluate equation (36)
more efficiently than the direct summation so that these
numbers of arithmetic operations will be reduced to O(N
log N).

There are many variations of FFT algorithms. In this
section, we will discuss only the Cooley–Tukey FFT algo-
rithm for arbitrary factors. Then we will discuss the ap-
plications of FFT in fast convolution and correlation, and
in fast methods in computational electromagnetics.

4.1. The Cooley–Tukey FFT Algorithm without Twiddle
Factors

First, following Brigham [9] we summarize the derivation
of Cooley–Tukey FFT algorithm for arbitrary factors as
extended by Bergland [3]. We assume the number of
points N can be factored as

N¼
YI

i¼ 1

ri ð37Þ

where ri (i¼ 1,y, I) are positive integers.
To present the FFT algorithm, it is more convenient to

express indices m and n in (36) in a variable radix repre-
sentation

m¼mI�1ðr1r2 � � � rI�1ÞþmI�2ðr1r2 � � � rI�2Þþ � � �

þm1r1þm0

¼
XI�1

k¼ 0

mk

Yk

l¼ 0

rl

ð38Þ

n¼nI�1ðr2r3 � � � rIÞþnI�2ðr3r4 � � � rIÞ þ � � � þn1rI þn0

¼
XI�1

p¼ 0

np

YIþ 1

q¼ I�pþ 1

rq

ð39Þ

where r0¼ rIþ 1¼1 and

mi¼ 0; 1;2; . . . ; riþ 1 � 1; 0 � i � I � 1

ni¼ 0; 1; 2; . . . ; rI�i � 1; 0 � i � I � 1

Then (36) can be rewritten as

HðmI�1;mI�2; . . . ;m1;m0Þ

¼
1ffiffiffiffiffi
N
p

XrI�1

n0 ¼ 0

XrI�1�1

n1 ¼ 0

� � �
Xr1�1

nI�1 ¼ 0

hðnI�1;nI�2; . . . ;n0ÞW
mn
N

ð40Þ
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where WN¼ exp(� j2p/N). This may seem to make the
new DFT summation even more complicated than the
original equation (36), but we will see that this factoriza-
tion actually saves some arithmetic operations. We will
carry out this factorization in several stages allowed by
the radix factorization:

Stage 1. Noting that W

QI

i¼ 1
ri

N ¼WN
N ¼1, we can rewrite

the first terms of Wmn
N ¼W

m½nI�1

QI

i¼ 1
riþ ��� þn0

�

N as

W
mnI�1

QI
i¼ 2

ri

N ¼W
m0nI�1

QI
i¼ 2

ri

N ð41Þ

Therefore

where x0¼h=
ffiffiffiffiffi
N
p

. We define the item inside the
square brackets as x1:

x1ðm0;nI�2; . . . ;n0Þ

¼
Xr1�1

nI�1 ¼0

x0ðnI�1;nI�2; . . . ;n0ÞW
m0nI�1

QI
i¼ 2

ri

N

ð43Þ

Note that this stage for calculating (43) requires Nr1

operations (one complex multiplication and one com-
plex addition), without considering the symmetries of
the complex exponential. Then, equation (42) can
then be written as

HðmI�1;mI�2; . . . ;m1;m0Þ

¼
XrI�1

n0 ¼ 0

XrI�1�1

n1 ¼ 0

� � �
Xr2�1

nI�2 ¼ 0

x1ðm0;nI�2; . . . ;n0Þ

�W
m½nI�2ð

QI
i¼ 3

riÞþ ��� þn0�

N

ð44Þ

Stage 2. Similar to equation (41), we can now show
that

W
mnI�2

QI
i¼ 3

ri

N ¼W
ðm1r1 þm0ÞnI�2

QI
i¼ 3

ri

N ð45Þ

Hence, by defining

x2ðm0;m1;nI�3; . . . ;n0Þ

¼
Xr2�1

nI�2 ¼ 0

x1ðm0;nI�2; . . . ;n0ÞW
ðm1r1 þm0ÞnI�2

QI
i¼ 3

ri

N

ð46Þ

we can rewrite (44) as

HðmI�1;mI�2; . . . ;m1;m0Þ

¼
XrI�1

n0 ¼ 0

XrI�1�1

n1 ¼ 0

� � �
Xr3�1

nI�3 ¼ 0

x2ðm0;m1;nI�3; . . . ;n0Þ

�W
m½nm�3ð

QI
i¼ 4

riÞþ ��� þn0�

N

ð47Þ

This stage requires Nr2 arithmetic operations with-
out considering the symmetries of the complex expo-
nential.

Stage p. In the same manner, if we continue reducing
(47), we will obtain a set of recursive equations of the
form

xpðm0;m1; . . . ;mp�1;nI�p�1; . . . ;n0Þ

¼
Xrp�1

nI�p ¼ 0

xp�1ðm0;m1; . . . ;mp�2;nI�p; . . . ;n0Þ

.W

½mp�1ðr1r2 ���rp�1Þþ ��� þm1r1 þm0�nI�p

QI
i¼pþ 1

ri

N ;

p¼ 1; 2; . . . ; I

ð48Þ

where we have defined (rpþ1yrI)¼ 1 for p4I� 1 and
n� 1¼ 0. This stage requires Nrp arithmetic opera-
tions without considering the symmetries of the com-
plex exponential.

The Complete FFT Algorithm. The final results are
given by

HðmI�1;mI�2; . . . ;m1;m0Þ¼ xIðm0; . . . ;mI�1Þ ð49Þ

from which the total number of multiplications
is

M¼N
XI

p¼ 1

rp

In the special case where the radix representation is
constant, r1¼ r2¼?¼ rI�r, I¼ logr N, we have the
total number of multiplications M¼Nr logr N, with-
out considering the symmetries of the complex expo-
nential. Thus, the FFT algorithm requires only
O(N log N) operations.

HðmI�1;mI�2; � � � ;m1;m0Þ¼
XrI�1

n0 ¼ 0

XrI�1�1

n1 ¼ 0

� � �
Xr1�1

nI�1 ¼ 0

x0ðnI�1;nI�2; � � � ;n0Þ:W
m0nI�1

QI
i¼ 2

ri

N

3

75 �W
m½nI�2

QI
i¼ 3

ri

� �
þ ��� þn0�

N

2

664 ð42Þ
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4.2. The Cooley–Tukey FFT Algorithm with
‘‘Twiddle’’ Factors

As discussed above, in the Cooley–Tukey FFT algorithm
without ‘‘twiddle’’ factors, the pth stage calculation in (48)
requiring Nrp operations. However, recognizing that one
factor in (48) can be rewritten as

W

mp�1ðr1r2���rp�1ÞnI�p

QI
i¼pþ 1

r

N ¼W
mp�1nI�pN=rp

N ¼W
mp�1nI�p
rp ð50Þ

we can rewrite the pth stage equation (48) as

xpðm0;m1; . . . ;mp�1;nI�p�1; � � � ;n0Þ

¼
Xrp�1

nI�p ¼ 0

xp�1ðm0;m1; . . . ;mp�2;nI�p; . . . ;n0ÞW
mp�1nI�p
rp

2
4

3
5

�Wt
N ¼ ½DFTrp

fxp�1g� .W
t
N ð51Þ

where

t¼ ½mp�1ðr1r2 � � � rp�2Þ þ � � � þm1r1þm0�nI�p

YI

i¼pþ 1

ri

It is obvious that the summation inside the brackets in Eq.
(51) is an rp-point DFT (denoted by DFTrp

fxp�1gÞ; the fac-
tor Wt

N outside the bracket is called the twiddling factor.
Thus, the pth stage in the FFT algorithm can be computed
by the rp-point DFT followed by the twiddling operation
(i.e., by the referencing operation of Wt

N).

Because of the symmetries in W
mp�1nI�p
rp � Wd

rp
, it is im-

portant to recognize that this rp-point DFT can be com-
puted very efficiently, with much fewer operations than r2

p.
For example, if rp¼ 2 (i.e., a base 2 transform), the Wd

2

factor takes only 71, and there is no need for multiplica-
tions; the total number of complex multiplications is

M2¼
1

4
½2 log2 N � 4�Nþ 1

If rp¼ 4 (i.e., a base 4 transform), there is no need for
multiplications in the DFT since the Wd

2 factor takes only
71 and 7j; the total number of complex multiplications is

M4¼
1

4
½1:5 log2 N � 4�Nþ 1

If rp¼ 8 (i.e., a base 8 transform), there are only four real
multiplications in the DFT since the Wd

2 factor takes only
71, 7j, 7ejp/4; and 7ejp/4; the total number of complex
multiplications is

M8¼
1

4
½1:333 log2 N � 4�Nþ 1

For more details, the reader is referred to Ref. 9.

5. APPLICATIONS OF FFT IN ELECTROMAGNETICS

The FFT algorithm is one of the most important develop-
ments in numerical analysis. Its applications are ubiqui-
tous. Here we will only summarize its applications in fast
computational methods for electromagnetics, including
the pseudospectral time-domain (PSTD) methods and
the integral equation methods.

5.1. Fast Derivatives and the Pseudospectral Time-Domain
(PSTD) Methods

The finite-difference time-domain (FDTD) method has be-
come a standard technique to solve transient electromag-
netic problems by solving time-domain Maxwell equations
[82]. However, the major difficulty with the FDTD method
is the required high sampling density (Z20 cells per wave-
length) because of its low-order accuracy. It is known that
the accuracy of the FDTD method is second-order in a ho-
mogeneous medium, but only first order in a discontinu-
ous medium.

In order to improve the FDTD method, many research-
ers have proposed various techniques. One class of such
techniques is pseudospectral time-domain methods, which
use trigonometric functions or Chebyshev polynomials
to approximate spatial derivatives [27,36,49–51,79–
81,86,87]. These PSTD methods have been developed for
unbounded and bounded media, and have been shown to
greatly outperform the FDTD methods, especially for
large-scale problems.

The key to the PSTD methods lies in the fast and ac-
curate spatial derivatives by using either the FFT or the
Chebyshev polynomials. Consider a 1D function u(x, t). In
the regular FDTD method, the spatial (and temporal) de-
rivatives are approximated by the central finite-difference
scheme, which has a second-order accuracy. In contrast, in
the PSTD methods, the spatial derivatives are approxi-
mated by either trigonometric functions or by Chebyshev
polynomials.

5.1.1. The Fourier PSTD Method. In the Fourier PSTD
method, we consider a spatially periodic function u(x, t) in
x (0rxrL), where L is the period. If Dx¼L/N is used as
the cell size and xn¼nDx, n¼ 0,1,y, N�1, the approxi-
mation of the spatial derivative can be in general written
as

@uðx; tÞ

@x
� Dxfuðx; tÞg ð52Þ

where the derivative operator is given by

Dxf ðxÞ¼F�1
x fjkxFx½f ðxÞ�g ð53Þ

whereF andF�1 denote the forward and inverse Fourier
transforms that are achieved by an FFT algorithm with
the number of operations O(N log N). Such an approxima-
tion in (53) has a spectral accuracy; that is, the error
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decreases exponentially as N increases, given that u(x, t)
is analytic.

In contrast to the FDTD method, which uses a stag-
gered grid, the Fourier PSTD method uses a centered grid
where all field components are located at the cell centers.
In addition to its simplicity, this centered grid provides an
important advantage over the FDTD algorithm since the
material properties are not altered by the presence of the
staggered grid. Furthermore, the centered grid is more
advantageous for anisotropic media [51], and removes the
singularity problem for EM waves in cylindrical coordi-
nates [55].

Since the Fourier PSTD method assumes periodicity in
the wave fields, in order to apply this method to unbound-
ed media, the perfectly matched layer (PML) absorbing
boundary condition should be used at the computational
edge to remove the so-called wraparound effect caused by
the periodicity [49].

5.1.1.1. Time Integration. The temporal grid, however,
is staggered since the central differencing is used for time-
stepping. Therefore, the time integration is exactly the
same as in the regular Yee scheme. The dispersion anal-
ysis and stability condition of the FDTD and Fourier
PSTD algorithm has been formulated for a homogeneous,
lossless medium [49,50]. The Courant-Friedrichs-Lewy
(CFL) stability conditions can be written compactly as

cDt

Dx
�

1

a
ffiffiffiffi
D
p ð54Þ

for a problem of dimensionality D, where a¼ 1 for FDTD,
and a¼ p/2E1.5708 for PSTD [51]. Higher-order time-in-
tegration methods such as the fourth-order Runge–Kutta
method can be used to further improve the time integra-
tion accuracy.

The Fourier PSTD method is easy to implement and
requires only two points per minimum wavelength, but
the medium under study needs to be homogeneous or
smoothly varying to ensure the exponential accuracy.

The Fourier PSTD method, originally proposed in Refs.
49 and 50, has been applied to the simulation of many
engineering problems [31,41–44,56,74]. This method pro-
vides spectral accuracy when the medium is very smooth.
However, its major limitation is that it is not applicable to
problems with perfect conductors; theoretically, it has the
spectral accuracy only for smoothly varying inhomoge-
neous media, although numerical examples show that it is
much more efficient and accurate than the FDTD method.
One way to deal with strongly inhomogeneous media is to
use a nonuniform grid to account for the material varia-
tion, by using the nonuniform fast Fourier transform (NU-
FFT) [56] or the nonuniform grid mapping [43]; a hybrid of
PSTD and FDTD techniques has also been suggested
[42,44]. However, all these remedies still cannot remove
the staircasing error associated with the Krönecker prod-
uct grid (i.e., the mesh is parallel to coordinate directions).
An alternative method for perfect conductors and discon-
tinuous inhomogeneous media is the multidomain Cheby-
shev PSTD method discussed below.

5.1.2. The Multidomain Chebyshev PSTD Method. The
Fourier PSTD method discussed above is applied for both
periodic problems (such as the frequency-selective surfac-
es and photonic crystals), and for unbounded media with
the PML absorbing boundary condition. For bounded me-
dia, on the other hand, one can develop a single-domain
Chebyshev PSTD method [74]. However, the single-
domain Chebyshev PSTD method, similar to the Fourier
PSTD method, has spectral accuracy only for smoothly
varying media.

In order to apply the PSTD method to perfect conduc-
tors and discontinuous media with spectral accuracy, it is
necessary to develop a multidomain PSTD method
[36,79,80]. Examples of multidomain Chebyshev PSTD
method have been shown for perfect conductors and for
discontinuous inhomogeneous lossy media, including the
applications in GPR (ground penetrating radar) sensing
[27], waveguides [86], and scattering problems [87]. It has
demonstrated the great flexibility of dealing with complex
objects, with a slightly increased computational burden
because it requires p cells per minimum wavelength.

In order to develop a multidomain Chebyshev PSTD
method, the problem domain is divided into hexahedron
subdomains naturally conformal to the geometry. In gen-
eral, each subdomain has curved boundaries in the (x, y, z)
coordinates, but can be mapped into a cube in the curvi-
linear coordinates (x, Z, z) with x, Z, z A [� 1,1]. In each
direction x, Z, z, the spatial derivative can be found by us-
ing Chebyshev polynomials. For example, in the x direc-
tion, for xA[� 1,1], the region can be discretized by Nþ 1
Gauss–Chebyshev–Lobatto points (or simply called the
Chebyshev points) defined at

xi¼ � cos
ip
N
; i¼0; 1; . . . ;N ð55Þ

Then function u(x, t) can be represented as

uðx; tÞ¼
XN

n¼ 0

anðtÞTnðxÞ ð56Þ

where Tn(x)¼ cos[n cos�1(x)] is the nth-order Chebyshev
polynomial. Equivalently

uðx; tÞ¼
XN

i¼ 0

uðxi; tÞfiðxÞ ð57Þ

where

fiðxÞ¼
ð1� x2

ÞT0NðxÞð�1Þiþ 1þN

ciN2ðx� xiÞ
ð58Þ

and ci¼ 1þ di,0þ di,N. With the interpolation in (56), the
spatial derivative of u(x, t) with respective to x is approx-
imated as

@uðxi; tÞ

@x
¼
XN

k¼ 0

DðxÞik uðxk; tÞ ð59Þ

1408 FAST FOURIER TRANSFORMS AND NUFFT



where the differential matrix elements are given by

Dik¼f0kðxiÞ ð60Þ

and the explicit expressions can be found in Refs. 10 and
87.

Alternatively, using (56), one can obtain the derivative
of u(x, t) as

@uðx; tÞ
@x

¼
XN

n¼ 0

bnðtÞTnðxÞ ð61Þ

where the coefficients {bn} can be derived through the re-
cursion relations of the Chebyshev polynomials

bN ¼ 0

bN�1¼ 2NaN

bN�2¼ 2ðN � 1ÞaN�1

bi�1¼ biþ 1þ 2iai; i¼N � 2;N � 3; . . . ; 2

b0¼a1þ b2=2

8
>>>>>>>><

>>>>>>>>:

ð62Þ

Obviously, the choice of the gridpoints in (55) makes (56) a
cosine transform; thus, the coefficients {an} in (56) can be
found from {u(xi)} by using the fast cosine transform (FCT)
algorithm, which can be derived from the FFT algorithm.
The derivative coefficients {bn} are then obtained by the
recursion relation (62); then the derivative can be ob-
tained by the fast cosine transform using equation (61). In
general, if N416, it is more efficient to obtain the deriv-
ative by using the CFT than the direct matrix–vector mul-
tiplication [10].

Once the spatial derivatives have been found accurately,
the fields inside each subdomain can be updated by a time
integration method such as the fourth-order Runge–Kutta
method. Then, the fields between adjacent subdomains
must be reconciled by a patching procedure so that the
boundary conditions between subdomains are satisfied. For
details of the multidomain PSTD method, the reader is re-
ferred to Refs. 27,36,79, and 86–88 and a review paper [59].

5.2. Fast Convolution, Correlation, and k-Space Methods
for Integral Equations

In addition to the PSTD methods discussed above, the
FFT algorithm is an essential ingredient in modern com-
putational methods for electromagnetics, in the areas of
fast forward and inverse problems involving integral
equations.

The use of the FFT to accelerate the solution of integral
equations dates back to the k-space method proposed by
Bojarski in the early 1980s [6]. In general, to solve an in-
tegral equation in electromagnetics with the conventional
method of moments (MoM) [35], one uses some basis func-
tions to express the unknown field (or unknown current
density); after tested by some weighting functions, the in-
tegral equation can be converted into N algebraic equa-
tions with N discrete unknowns. Solving this problem
involves the inversion of the N�N matrix, which can be
a prohibitive task as the memory requirement is O(N 2),
and the CPU time is O(N 3) (if a direct method is used for
the matrix inversion) or O(KN 2) (if an iterative method is
used, where K denotes the number of iterations).

The original k-space method [6] was proposed for ob-
jects in a homogeneous background medium. In this
case, the k-space method utilizes the fact that the scat-
tered field from an object can be written as a convolution
integral between the background Green function and the
induced current in the scatterer. Therefore, after disc-
retization with a uniform grid, the operation of the
Green’s function onto the induced current (called ‘‘Green’s
operation’’) can be carried out by using the FFT with only
O(N log N), rather than O(N 2) arithmetic operations in
the MoM. The integral equation has to be solved itera-
tively; within each iteration Green’s operation and its ad-
joint operation are accelerated by the FFT, thus resulting
in an algorithm requiring only O(KN log N) CPU time,
where K is the number of iterations required. Further-
more, the memory requirement has been greatly reduced
from O(N 2) in MoM to O(N) in the k-space method as the
MoM matrix is no longer needed. The idea of the k-space
method was later improved by the CG-FFT (conjugate-
gradient fast Fourier transform) methods. Early works in-
clude Refs. 8,12,39,68,69 and 75; 3D CG-FFT-type meth-
ods include Refs. 37,73,77,83,84, and 90; see Ref. 13 for
more complete references. In the CG-FFT method, the
conjugate-gradient method is used as the iterative method
to improve the convergence of the original k-space method.
The k-space and the CG-FFT methods can be applied to a
wide variety of integral equations, including volume inte-
gral equations and surface integral equations with planar
geometries. They are not applicable to surface equations
with arbitrary geometries where the shift invariance of
Green’s function no longer holds along the scatterer sur-
face.

Traditionally, the k-space and CG-FFT methods have
been applied to objects in a homogeneous background. The
CG-FFT method has been further improved by the bicon-
jugate-gradient (BCG-FFT) method [37,83] and stabilized
biconjugate-gradient (BCGS-FFT) method [77]. Since all
these iterative methods solve the integral equation using
the FFT, we categorize them as the general k-space meth-
od for integral equations.

The k-space method has also been applied to planar
conductor structures in a multilayered medium where the
scatterer is parallel to the layer interfaces. In this case,
the shift-invariance of the Green function again ensures
that the FFT can be used to accelerate the convolution in-
tegral along the parallel planar directions [13,46,66,89].
More recently, the k-space method has been applied to
acoustic scattering in a layered medium [76], electromag-
netic scattering in a half-space [19,20], and a multilayered
medium [63,64,78], by penetrable inhomogeneous objects.
The major difference between the multilayered back-
ground medium and the homogeneous background medi-
um is that the Green function is no longer shift-invariant
in the direction perpendicular to the layer interfaces; thus,
the Green operation is no longer a convolution integral.
However, it has been shown that if the objects are located
within one single layer in the multilayered medium,
one can split the Green’s operation into a convolution in-
tegral and a correlation integral, making the FFT algo-
rithm still applicable to accelerate the Green’s operation
[19,20,63,64,76,78].
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To illustrate these important applications of the FFT in
computational electromagnetics, we summarize the latest
development in the solution of electromagnetic scattering
by penetrable objects embedded in a multilayered medium
[63,64,78]. As shown in Fig. 1, if an inhomogeneous di-
electric object of arbitrary shape is completely embedded
in the ith layer, the scattered magnetic vector potential in
the mth layer, then AmiðrÞ, due to the induced current
source J inside the inhomogeneous object embedded in the
ith layer, is given by

Ami
ðrÞ¼ mm

Z

V

Gmi
ðr; r0Þ .Jðr0Þdr0

¼ jomm

Z

V

Gmi
ðr; r0Þ . wðr0ÞDðr0Þdr0

ð63Þ

where Gmi is the dyadic Green function for the magnetic
vector potential, V is the volume of the scattering object,
wðrÞ¼ ½~eeðrÞ � ~eei�=~eeðrÞ is the contrast function, ~eeðrÞ¼ eðrÞþ
sðrÞ=jo, DðrÞ¼ ~eeðrÞEðrÞ is the unknown electric flux densi-
ty inside the object, and ~eei is the complex permittivity of
the ith layer. We can form the integral equation for the
unknown electric flux density inside the object as

L½DiðrÞ� ¼Einc
i ðrÞ; r 2 V ð64Þ

where L is a linear operator defined as

L½ �¼
½ �

~ee
� ðk2

i þrr
. Þ

1

~eei

Z

V

Gii
ðr; r0Þ . w½ �dr0; r 2 V ð65Þ

and ki¼o
ffiffiffiffiffiffiffiffi
~eeimi

p
is the wavenumber of the ith layer. Solv-

ing Eq. (64), the electric flux density Di(r) is obtained for
rAV. The relationship J¼ jowD can be used to calculate
the induced current inside the scattering object, and thus
the electric field at any location.

The volume EFIE (electric field integral equation) has
been formulated with the electric flux density as the un-
known because the continuity of the normal component of
electric flux density can be easily enforced by choosing the
rooftop basis functions for D. On the other hand, if the
electric/magnetic fields are chosen as the unknown, im-
plementation of the boundary conditions is not trivial.
Furthermore, the ‘‘weak form’’ discretization process pro-
posed in Ref. 90 for the scattering of objects in a homoge-

neous background can be extended to layered media to
reduce the singularity of the problem. To make use of the
FFT to accelerate the solution, the integral equation in
(64) is usually solved iteratively by Krylov subspace meth-
ods such as the conjugate-gradient, biconjugate-gradient,
or stabilized biconjugate-gradient methods, as summa-
rized in Table 3.

When solving the integral equation in (64) iteratively,
we need to calculate the interactions of the dyadic Green
function Gii

ðr; r
0

Þ with the induced current density J¼
jowD for every testing function within the object. If the ob-
ject is discretized into N unknowns, the straightforward
computation of these interactions requires O(N2) arithme-
tic operations. In free space, this computation can be accel-
erated by using the fast Fourier transform (FFT) algorithm
because the Green function there is shift-invariant.

As a result of the inhomogeneity along the z direction,
however, the dyadic Green function for a layered medium
is no longer shift-invariant; thus the integral kernel of the
volume EFIE (64) is not convolutional. For example, in the
spectral domain, we obtain

~GGii
xxðkr; z; z

0Þ

¼
1

2jkz;i

�
e�jkz;ijz�z0 j

þ
1

DTE
i

fR
 TE

i e�jkz;i½ðzþ z0Þ�2zi� þ ~RRTE
i�1e�jkz;i½2zi�1�ðzþ z0 Þ�

þ 2R
 TE

i
~RRTE

i�1e�j2ci cos kz;iðz� z0Þg

�

ð66Þ
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Figure 1. Typical configuration of an inhomogeneous object in a
planarly layered medium.

Table 3. Three Krylov Subspace Methods

CG Method BCG Method BCGSTAB Method

r0¼Einc
�LD0 p0¼ r0 r0¼p0¼Einc

�LD0 ~rr0¼ ~pp0¼ r�0 r0¼Einc
�LD0 Choose r̂r0 so that hr̂r0; r0iO0 r0¼ a¼o0¼1, v0¼p0¼0

ak¼
hrk�1; rk�1i

hpk;pki
ak¼

hrk; ~rrki

hLpk; ~ppki
rk¼hr̂r0; rkþ1i

bk¼
hrk; ~rrki

hrk�1; ~rrk�1i
bk¼
hrkþ1; ~rrkþ1i

hrk; ~rrki
b¼ ark/(ok� 1rk� 1)

Dkþ 1¼Dkþ akpk Dkþ1¼Dkþ akpk pk¼ rk� 1þb(pk�1�ok� 1vk� 1)
rkþ1¼ rk � akLpk rkþ1¼ rk � akLpk vk¼Lpk, a¼rk=hr̂r0;vki

Pkþ 1¼ rkþ 1þbkpk ~rrkþ1¼ ~rrk � a�kL
a ~ppk s¼ rk�1� avk, t¼Ls

pkþ1¼ rkþ1þbkpk ok¼ht; si=ht; ti
~ppkþ1¼ ~rrkþ1þbk� ~ppk Dk¼Dk� 1þ apkþoks

rk¼ s�okt
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where ~RRTE
i and ~RRTE

i�1 define some global reflection coeffi-
cients, ci¼ kz,i(zi� 1� zi), and DTE

i ¼ 1� ~RRTE
i

~RRTE
i�1e�j2ci

[60–62]. Obviously, this Green function is not shift-invari-
ant in the z direction, even though it is still shift-invariant
in the x and y directions. Consequently, unlike the scat-
tering problem in free space, the integral in (65) is no
longer convolutional; thus, the convolutional theorem can-
not be used directly to arrive at the FFT acceleration in
the CG-FFT, BCG-FFT, and BCGS-FFT methods as in the
case of a homogeneous background.

Fortunately, we are able to develop a splitting technique
to rewrite the dyadic Green function into two terms, one is
shift-invariant in all directions, the other is shift-invariant
in the x and y directions, but as a function of zþ z0 in the z
direction ([19,20,63,64,76,78]). More specifically, as indi-
cated in (66), the dyadic Green’s function in a layered me-
dium can be written as the summation of two terms:

Gii
ðr; r0Þ ¼Gii

1 ðj �rr� �rr0j; z� z0Þ þGii
2 ðj �rr� �rr0j; zþ z0Þ ð67Þ

As a result, in Eq. (65), the interaction between Gii
1 ðr; r

0Þ

and w(r0)D(r0) is a convolution in all (x,y,z) directions, and
that between Gii

2 ðr; r
0Þ and w(r0)D(r0) is a convolution in x

and y directions, but a correlation in z direction. In other
words, the integral kernel in the EFIE is convolutional in
the x and y directions and convolutional or correlational in
the z direction after the splitting. Consequently, the FFT
can be applied to these two operations separately through
the convolution and correlation theorems, reducing CPU
time of the ‘‘Green’s operation’’ from O(N 2) to O(N log N).

5.2.1. Linear convolution and correlation. In order to
make use of the FFT algorithm to achieve discrete convo-
lution and correlation for non-periodic, finite functions
{h1(n)} of length N1 and {h2(n)} of length N2, one needs to
pad zeros to these arrays and assume that the new arrays
are periodic. These new arrays must have a length at least
equal to N¼N1þN2� 1 to avoid the overlap in the re-
sulting circular convolution and correlation. Furthermore,
the convolution and correlation integrals in the volume
integral equations actually involve discrete convolution
and correlation of a non-periodic array h(n) of finite dura-
tion M with a non-periodic function g(n), namely the
Green’s function, of infinite support but truncated to
length N. In this case, since both functions must be
made periodic of length N, to avoid the end effect one
must choose the total number NZ2M� 1 to obtain the
correct result for the M points within the scatterer.

5.2.2. Fast Multipole Method. The FFT algorithm is also
an important component is the fast multipole method
(FMM) [17,70] that has significantly reduced the compu-
tational complexity of the numerical solution of integral
equations, especially surface integral equations. For more
details of this FMM algorithm, the reader is referred to
Ref. 16.

5.3. Fast Inverse Scattering Methods

Electromagnetic waves have widespread applications in
areas such as medical diagnosis, geophysical exploration,

nondestructive evaluation, and other areas of imaging. In
such applications, one needs to solve the inverse problem,
that is, to infer the characteristics of the target from the
observed electromagnetic fields. The inverse scattering
problems can be classified into two types: (1) approximate,
linear inverse problems and (2) nonlinear inverse scatter-
ing methods. The FFT plays an important role in both
types of electromagnetic inverse scattering problems.

Electromagnetic inverse problems are inherently non-
linear because of the multiple scattering within different
parts of the scatterer. However, in the low-frequency re-
gime, one can approximately neglect the multiple scatter-
ing; such an approximation is known as the Born
approximation [7]. Similarly, in the high-frequency re-
gime, one can use Rytov approximation or Kirchhoff ap-
proximation to make the inverse problem linear. Such
linear inverse methods include the low-frequency diffrac-
tion tomography [22], high-frequency synthetic aperture
radar (SAR) processing [72], and the related migration
processing. For example, in a SAR processing scheme, the
principal idea is to synthesize the effect of a large-aperture
radar whose physical construction is infeasible. In three-
dimensional SAR, the antennas move along a 2D trajec-
tory in the 3D space. Denote the location of the antenna as
(0, u, v), where (u, v) are the azimuthal and elevation co-
ordinates of the radar, and the wideband signal emitted by
the antenna as p(t). We may assume for simplicity an
omnidirectional radar radiation pattern. Then, the SAR
signal [72] can be expressed as

sðt;u; vÞ

¼
X

n

fnp t� 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

nþ ðyn � uÞ2þ ðzn � vÞ2
q

=c

� � ð68Þ

where c is the velocity of light (or sound) and fn is the
normalized reflectivity of the nth point scatterer. Taking
the Fourier transform of (68) in (t, u, v) yields the recon-
struction equation for the unknown reflectivity

f ðx; y; zÞ¼
F�1

kx ;ky ;kz
Sðo;ku;kvÞ

PðoÞ
ð69Þ

where F�1 denotes the inverse Fourier transform and
[kx, ky, kz] are governed by the SAR (SAS) spatial frequen-
cy mapping

kxðo; ku; kvÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4o2=c2 � k2

u � k2
v

q
;

kyðo; ku; kvÞ¼ ku; kzðo;ku;kvÞ¼ kv

ð70Þ

The image of the object can thus be found by using the
FFT algorithm from (69).

To address the high-contrast problems where the elec-
trical properties of the object are very different from the
background, nonlinear inverse scattering methods in 2D
[11,14,15,38] and 3D [1,2,85] have been developed. For
more recent developments in this area, the reader is
referred to the references cited in Refs. 45 and 85.
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6. NONUNIFORM FAST FOURIER TRANSFORM (NUFFT)

As illustrated above, the FFT has been enjoying
widespread applications in numerical analysis and other
areas of applied mathematics since the work of Cooley
and Tukey [18] in the 1960s. However, the requirement for
using FFT algorithms is that the input data must
be equally sampled. In many practical situations, howev-
er, the input data are not equally spaced either by error or
by design, and hence the regular FFT does not apply. To
overcome this limitation Dutt and Rokhlin [24] studied
the problem of FFT for nonuniform (unequally spaced)
data. Later, the fast FFT for nonuniform data has been
termed (nonuniform fast Fourier transform) (NUFFT)
[52,65].

6.1. Nonuniform Discrete Fourier Transforms (NUDFTs)

The nonuniform discrete Fourier transform (NUDFT) is
an extension of the regular (uniform) DFT. This extension
has widespread applications because many measure-
ments, ranging from synthetic aperture radar (SAR),
ground penetrating radar (GPR), to biomedical imaging
using magnetic resonance imaging (MRI) and X-ray com-
puterized tomography (CT), are sampled nonuniformly in
a given space. First, we define the temporal sampling
point locations {tn, n¼ 0,y, N� 1}A[0, N), and frequency
sampling point locations {om, m¼ 0,y, N� 1}A[0, N),
where periodicity is implied with a period of N in both do-
mains. There are three basic types of NUDFT as given
below. The complex sequence and its spectrum are defined
as h¼ {h(t0),y, h(tN� 1)} and H¼ {H(o0),y, H(oN�1)}, re-
spectively:

1. NUDFT-1. Nonuniform temporal sampling points
{tn}A[0, N), but uniform frequency sampling points
om¼ 0,y, N�1. This NUDFT is termed NUDFT-1
here and is defined as the sum

HðmÞ¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

hðtnÞe
�jtnmð2p=NÞ;

m¼ 0; . . . ;N � 1

ð71Þ

2. NUDFT-2. Uniform temporal sampling points
tn¼ 0,y, N� 1, but nonuniform frequency samp-
ling points {om}A[0, N). This NUDFT is termed
NUDFT-2 here and is defined as the sum

GðomÞ¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

gðnÞe�jomnð2p=NÞ;

m¼ 0; . . . ;N � 1

ð72Þ

3. NUDFT-3. Nonuniform temporal sampling points
tnA[0,N), and nonuniform frequency sampling
points omA[0,N). This NUDFT is termed NUDFT-3

here and is defined as the sum

FðomÞ¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

f ðtnÞe
�jomtnð2p=NÞ;

m¼ 0; . . . ;N � 1

ð73Þ

The corresponding fast algorithms for these sums are
designated NUFFT-1, NUFFT-2, and NUFFT-3, respec-
tively.

As shown in Ref. 24, once the solution to NUFFT-1 is
found, NUFFT-2 and NUFFT-3 algorithms follow analo-
gously. Therefore, here we will only discuss the NUFFT-1
algorithm for the fast solution of (71). Furthermore, the
nonuniform inverse transforms corresponding to (18) can
be defined similarly, and the algorithms are analogous to
(71)–(73).

Now let’s focus on the NUDFT-1 given by (71). The
properties of the NUDFT-1 are largely analogous to those
of the regular DFT, as summarized in Table 4.

6.2. The Forward NUFFT Algorithm

The aim of the NUFFT is to find a fast way to evaluate the
sums in (71)–(73). Note that the direct summation in these
equations requires O(N2) operations, much more than the
FFT algorithm that requires only O(N log N) operations.
The NUFFT algorithms developed by various groups
[5,24,29,52,65] can provide approximate solutions to the
NUDFT summations with O(N log N) operations. We will
describe the algorithms reported in Refs. 52, 57, and 65
below.

We now consider the NUDFT-1 defined in (71). Instead
of interpolating the input data {h(tn)}, we will interpolate
the exponential function exp(� j2ptm/N) for each t¼ tn

(n¼0,y, N� 1). In applications, we only need to consider
a discrete sequence

f ðmÞ¼ sme�j2ptm=N ; m 2 f0; . . . ;N � 1g ð74Þ

where t is real, 0rsmr1 for m¼ 0,y, N� 1 are called the
‘‘scaling factors,’’ and are chosen to minimize the error,
and q an even positive integer. Denoting w¼ e� j(2p/nN), we
will now interpolate f(m) using the exponential function at
qþ 1 points on a unit circle

smwmnt¼
Xq=2

k¼�q=2

xkðtÞw
mð½nt� þ kÞ; m¼ 0; . . . ;N � 1 ð75Þ

Table 4. Properties of NUDFT-1

Property Inverse NUDFT-1 Forward NUDFT-1

Linearity c1h1(tn)þ c2h2(tn) c1H1(m)þ c2H2(m)
Symmetry None None
Timeshifting h(tn�T0) HðmÞe�j2pmT0=N

Frequency shifting hðtnÞe
j2ptnp=N H(m�p)

Time reversal h(� tn) H(�m)
Conjugation h�(tn) H�(�m)
Even array he(tn) He(m)
Odd array ho(tn) Ho(m)
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where [a] denotes the integer nearest to a, and x� q/2(t),y,
xq/2(t) are some unknown interpolation coefficients to be
determined.

The unknown interpolation coefficients x(t)¼ [x�q/2(t),y,
xq/2(t)]

T can be determined by the least-squares method.
Remarkably, this solution can be written almost analyti-
cally as

xðtÞ¼F�1yðtÞ ð76Þ

where for i, k¼ 0,y, q we have

Fikðn;N; qÞ¼
N i¼ k

wði�kÞN=2 �wðk�iÞN=2

1�wðk�iÞ
; iOk

8
<

: ð77Þ

ykðtÞ¼
XN�1

m¼ 0

smwðfntgþ q=2�kÞm ð78Þ

Observe that while y(t) depends on t, matrix F(n, N, q) is
completely independent of t and is uniquely determined by
n, N, and q. This remarkable property of this interpolation
is important because it reduces the number of operations
required by the NUFFT algorithms. The matrix F(n, N, q)
is called the regular Fourier matrix; it is a (qþ 1)� (qþ 1)
Hermitian matrix, F(n, N, q)w¼F(n, N, q). These formulas
make sense for any q 2 N , and therefore F(n, N, q) can be
defined for any n;N; q 2 N .

In the equations above, the coefficients 0osmr1, for
m¼ 0,y, N� 1, called the scaling factors, are chosen to
minimize the errors. Two scaling factors have been inves-
tigated:

* Cosine scaling factors sm¼ cos(pm/nN) for m¼0,y,
N� 1.

* Gaussian scaling factors sm¼ e�bð2pm=nNÞ2 for m¼ 0,y,
N� 1.

For the cosine scaling factors sm¼ cos (pj/nN) for
j¼ 0,y, N� 1, it turns out that yk(t) can be written in a
closed form by

ykðtÞ¼ j
X

g¼�1;1

sin
p
2n
ð2k� g� q� 2fntgÞ

h i

1� ejðp=nNÞð2fntgþ q�2kþ gÞ
ð79Þ

Unfortunately, for the Gaussian scaling factor, we are un-
able to find a closed-form expression for yk(t).

The NUFFT-1 algorithm consists of following steps:

1. Compute yk(tn) by (79) for k¼ 0,y,q and n¼ 0,y,
N� 1. The complexity is O(Nq).

2. Compute Pin¼
Pq

k¼ 0½F
�1�ikykðtnÞ, where the inverse

regular Fourier matrix F�1 is precomputed. The
complexity is O(Nq2).

3. Find the inverse of the scaling factor s�1
m . For the

cosine scaling factors s�1
m ¼ secðpm=nNÞ for m¼ 0,y,

N� 1. The complexity is O(N).

4. Calculate Fourier coefficients

tl¼
X

i;n;½ntn� þ i¼ l

hðtnÞ .Pin

The complexity is O(Nq).

5. Use uniform FFT to evaluate

Tm¼
XnN=2�1

l¼�nN=2

tl . e
�j2pml=nN

The complexity is O(n N log N).

6. With a complexity of O(N), scale the values to arrive
at the approximated nonuniform FFT:

~HHðmÞ¼Tm . s�1
m

The total complexity is O(N � q2
þ nN log N), noting that

qBlog(1/e) where e is the precision, and n2
5N (usually

n¼ 2).

6.3. The Inverse NUFFT Algorithm

The inverse NUFFT algorithm is to find h(tn) from known
H(m) in Eq. (71). We first rewrite the NUDFT-1 in (71) and
NUDFT-2 in (72) as

HðmÞ¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

hðnÞe�jtnm2p=N

�
XN

n¼ 0

AmnhðtnÞ; Amn¼
1ffiffiffiffiffi
N
p e�jtnm2p=N

ð80Þ

GðomÞ¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

gðnÞe�jnom2p=N

�
XN�1

n¼ 0

BmngðnÞ; Bmn¼
1ffiffiffiffiffi
N
p e�jnom2p=N

ð81Þ

These forward NUDFT summations can be evaluated by
NUFFT-1 and NUFFT-2 algorithms with O(nN log N)
arithmetic operations (n is the oversampling rate).

For the regular, uniformly sampled data where both {tk}
and {oj} are uniform, the inverse FFT (IFFT) can share
the same algorithm as the FFT simply because A� l

¼Aw

and B� l
¼Bw in these special cases (the superscript w de-

notes the complex conjugate and transpose of a matrix).
Unfortunately, this is no longer true for matrices A and B
for nonuniformly sampled data. Hence, the inverse NU-
FFT can no longer share the same algorithm as the for-
ward NUFFT. Obviously, the direct inversion of (80) and
(81) to obtain h(n) and g(n) is prohibitively expensive as it
requires O(N3) arithmetic operations. In Refs. 24 and 52,
the inverse NUFFT algorithms have been developed.

We first rewrite (80) using a matrix notation H¼Ah.
From elementary matrix identities we observe that
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A� l
¼Aw(AAw)�1. Therefore the inverse DFT solution of

(80) is

h¼Ayf ; f ¼ ðAAyÞ�1H ð82Þ

The advantage of rewriting the solution in the form of (82)
is clear because matrix AAw is a Toeplitz matrix. That is,
(AAw)kl¼ak� l, where

ak¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

e�jtn2pk=N ; k¼ �Nþ 1; . . . ;N � 1 ð83Þ

Observe that there are only N independent elements in
the array a since a�k¼ (ak)�. Furthermore, these N ele-
ments in (83) can be obtained by the NUFFT-1 algorithm

ak¼
1ffiffiffiffiffi
N
p

XN�1

n¼ 0

e�jtn2pk=N ; k¼ 0; . . . ;N � 1 ð84Þ

with O(nN log N) arithmetic operations.
Since AAw is a Toeplitz matrix, the vector f in (82) can be

obtained efficiently using the conjugate-gradient FFT
(CG-FFT) method [24]. In the CG-FFT method, the solu-
tion of f in (82) is obtained iteratively. Each iteration in-
volves operations such as y¼ (AAw)x, which can be written
as a discrete convolution

yn¼
X

l

an�l . xl¼fFFT�1
½FFTðaÞFFTðxpÞ�gj ð85Þ

and has been calculated by the regular FFT algorithm
through the convolution theorem. Note that in (85), the
size of the FFT’s is 2N, and xp is the array x padded with N
zeros. After f is solved by the above CG-FFT method, we
can obtain h from (82) by

hðtnÞ¼
XN�1

m¼ 0

A�mnfm¼
1ffiffiffiffiffi
N
p

XN�1

m¼ 0

f �me�jmtn2p=N

" #�
ð86Þ

which can be achieved by the NUFFT-2 algorithm.
In summary, the procedures for the inverse NUFFT-1

algorithm for Eq. (80) is

1. Preprocessing—use the NUFFT-1 to obtain array {aj}
through Eq. (84), and use the FFT algorithm to find
[FFT(a)].

2. Inversion—use the CG-FFT method for the solution
f in (82).

3. Transposition—apply the NUFFT-2 to the trans-
posed problem in Eq. (86).

In these steps, since NUFFT-1 and NUFFT-2 require
O(nN log N) arithmetic operations, the most expensive
step is the CG-FFT solution. It requires O(KN log N)
arithmetic operations, where the number of iterations K
in the CG method is proportional to the condition number
of AAw. In most applications K is rather small as the points
{tm} are fairly uniformly spaced. A similar algorithm has
been developed for the inverse NUFFT of equation (81).

6.4. FFT for Discontinuous Functions—the DFFT Algorithm

The NUFFT algorithms presented above have been devel-
oped for nonuniform discrete Fourier transform. However,
in practice, we often need to consider the continuous func-
tions. In many applications in antennas, scattering, and
computational electromagnetics, as well as in signal and
image processing and other areas of computational science
and engineering, one often needs to compute the Fourier
transform of discontinuous functions. For example, in the
well-known conjugate-gradient fast Fourier transform
(CG-FFT)-type methods for integral equations (see Ref.
13 and references cited therein), one needs to find the
Fourier transform of the unknown fields; in discontinuous
media, some components of these unknown fields are dis-
continuous functions across the interfaces between differ-
ent materials. In the conventional CG-FFT methods,
discrete Fourier transforms (DFT) of these discontinuous
functions are calculated through FFT algorithms. Howev-
er, it is known that the conventional DFT cannot give ac-
curate results for discontinuous function. This approach
has a poor accuracy of O(N� l), where N is the number of
sample points. This large error is a result of the trapezoi-
dal rule for the Fourier integration; in comparison, if the
function is smooth and periodic, the DFT has exponential
accuracy. A highly accurate fast Fourier transform algo-
rithm for discontinuous functions, called the discontinu-
ous fast Fourier transform (DFFT) algorithm, was
proposed by Fan and Liu [25,28], based on the previous
work for piecewise constant functions [71].

An accurate and efficient FFT algorithm for discontin-
uous data include two basic steps:

1. A highly accurate quadrature for improving the ac-
curacy of integration

2. The standard FFT for efficiently evaluating the disc-
retized summation of the integration

To combine these two steps, we need to resort to an in-
terpolation procedure. Since the FFT algorithm requires
uniformly sampled points while the function to be trans-
formed has discontinuities at potentially nonuniform
points, the interpolation procedure should interpolate
such nonuniform data points to the uniform FFT data
points. Unfortunately, many existing interpolation algo-
rithms are either not directly applicable or cannot be uti-
lized in this problem. Previously, two algorithms for
discontinuous data were found in the literature [5,71]. So-
rets proposed a fast Fourier transform algorithm for piece-
wise constant functions via the Gaussian quadrature and
Lagrange interpolation, together with an application of
the standard FFT [71], but the algorithm cannot be di-
rectly applied to piecewise smooth functions. The FFT of
functions with similar singularities has also been treated
by Beylkin [5] using piecewise polynomial splines, al-
though numerical results are yet to be given for piecewise
smooth functions.

The DFFT reported by Fan and Liu [26,28] considers
the Fourier transform of a periodic piecewise smooth
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function f(x) defined in a period T¼1

f̂f ðnÞ¼

Z 1

0
f ðxÞe�j2pnxdx �

N

2
on �

N

2
� 1 ð87Þ

where n is an integer. We divide the integration interval
[0,1] into L subdivisions within which f(x) is a smooth
function. Step discontinuities are allowed at the bound-
aries of these subdivisions. In subdivision l (l¼ 1,y, L),
there are at most pl uniformly or nonuniformly sampling
points, where pl is referred to as the order of interpolation
as shown later. Then (87) can be written as

f̂f ðnÞ¼
XL

l¼ 1

Z xl

xl�1

f ðxÞe�j2pnxdx ð88Þ

where {xl} (l¼ 1,y,L) are the endpoints of the subdivi-
sions. Using the change of variables

x¼alþ blt¼
xlþ xl�1

2
þ

xl � xl�1

2
t ð89Þ

and the Gaussian Legendre quadrature

Z 1

�1
f ðtÞdtffi

Xq

k¼ 1

f ðtkÞok ð90Þ

where tk and ok (k¼ 1,y,q) are the Gaussian–Legendre
nodes and weights, respectively, we obtain

f̂f ðnÞ ffi
XL

l¼ 1

bl
Xq

k¼ 1

ol
kf ðtl

kÞe
�j2pntl

k ð91Þ

In this expression, the values of both function f(x) and
the exponential function exp(� i2pnx) at the nonuniform
distributed points ftl

kg can be obtained via the Lagrange
interpolation

gðxÞ¼
Xp

m¼ 1

gðxmÞdmðxÞ ð92Þ

where

dmðxÞ¼
Yp

n¼ 1

nOm

x� xn

xm � xn
ð93Þ

Here we perform this interpolation separately for f(x) with
order p¼p1 and exp(� j2pnx) with order p¼p2. Note that
p1 and p2 can vary for different subdivisions; thus, they
take pl

1 and pl
2, respectively. (However, to simplify the pre-

sentation, we take the same p value in the following dis-
cussion.)

Note that we use this double-interpolation scheme be-
cause these two functions to be interpolated have different
properties. The former, f(x), is a piecewise function, while
the latter, exp(� j2pnx), is a periodic analytic function but
highly oscillating when n becomes large. Therefore we
normally interpolate the two functions with different sets

of sampling points and orders of interpolation. For the ex-
ponential function, we use a uniform grid in order to apply
the uniform FFT for the discrete summation; furthermore,
we always place the interpolated points at the center of
the interpolation region to obtain the highest accuracy for
a pth-order Lagrange interpolation. With this double
interpolation, (90) becomes

f̂f ðnÞ¼
XL

l¼ 1

bl
Xq

k¼1

ol
k

Xp1

m1 ¼ 1

f ðtl
m1
Þdm1
ðtl

kÞ

 !

Xp2

m¼ 1

e�j2pntl
mdmðt

l
kÞ

 ! ð94Þ

Transforming the local coordinate into a global coordinate
and changing the order of summation, we finally
obtain

f̂f ðnÞ¼
XnN

i¼ 1

gie
�j2pnxi ð95Þ

where

gi¼
XL

l¼ 1

Xq

k¼ 1

Flk

Xp2

m¼1

dmðt
l
kÞjxðtl

mÞ¼ xi
;

Flk¼ blol
k

Xp1

m1 ¼1

f ðtl
m1
Þdm1
ðtl

kÞ

ð96Þ

and n is the oversampling factor. Note that Flk can be
calculated independently and stored in a temporary vector
of size NEL � q, and all gi values can be obtained by
performing only once the triple summations over l, k, m,
only for the terms with xðtl

mÞ¼ xi. Hence the calculation
of gi is very efficient with O(nNp2) complexity. Finally, (95)
can be efficiently evaluated via a standard uniform
FFT algorithm since {xi} are now on a uniform grid
in [0,1].

Furthermore, note that taking L¼ 1, the above formu-
las are directly reduced to the FFT algorithm for nonuni-
formly sampled continuous functions. In such a
nonuniform fast Fourier transform (NUFFT) algorithm,
however, it is desirable to further subdivide the domain
(i.e., to increase L) when N is large, since this can reduce
the computational cost in the Lagrange interpolation, re-
sulting a more effective NUFFT algorithm for continuous
functions. Such an NUFFT algorithm by itself is very use-
ful in many engineering applications.

It is worth pointing out that compared with a single
interpolation procedure, the double-interpolation proce-
dure described above has several advantages:

* Double interpolation can ensure that the interpola-
tion points for the exponential function are always
located at the center of the interpolation region, lead-
ing to the highest accuracy for a given Lagrange in-
terpolation order. In contrast, if a single interpolation
were applied to the product of these two functions,
the resulting function would not have the periodicity.
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As a result, the locations of the interpolated points
would not be always located at the center of the in-
terpolation region, especially for those points near a
function discontinuity point. Therefore, the accuracy
of the interpolation for the product, and thus the ac-
curacy of the FT, would be significantly reduced, es-
pecially when n becomes large.

* Since the Lagrange interpolation allows for nonuni-
form sampling, the algorithm described above can be
applied to both uniform and nonuniform sampled
data with the same number of arithmetic operations.
Hence, it provides an FFT algorithm for nonuniform-
ly sampled data. In contrast, a single interpolation
allows only uniformly sampled data in order to use
uniform FFT to evaluate the summation.

* Double interpolation allows for a lower-order inter-
polation, that is, a lower sample density, for f(x) if it is
a slowly varying function within each subdivision.

* Double interpolation allows other efficient algo-
rithms, such as the fast multipole method (FMM)
[23], to be incorporated readily into the interpolation
procedure.

Implementation of the algorithm includes the following
steps:

Step 1. Initialization of dm1
ðtl

kÞ and dmðt
l
kÞ. This prepro-

cessing step is needed only once and has a complexity
of O(Np2), taking q¼p¼max(p1,p2).

Step 2. Calculation of Flk and gi in (96). The complex-
ities are O(nNp1) and O(nNp2), respectively.

Step 3. Calculation of f̂f ðnÞ in (95) by a standard FFT.
The complexity is O(nN log N).

The total complexity is O(nNpþ nN log N) for steps 2
and 3. The preprocessing step needs to be done only once,
and its computation time is negligible for repeated appli-
cations.

The DFFT algorithm has been utilized in several applica-
tions in computational electromagnetics, including the
CG-FFT method [26] and the precorrected FFT solution
[33].

7. CONCLUSIONS

The fast Fourier transform algorithm is a fundamental
numerical computation tool in electrical engineering. It
reduces the number of arithmetic operations in the dis-
crete Fourier transform from O(N2) to O(N log N). More
recent efforts have extended the FFT algorithm to non-
uniform sampled data (NUFFT), and to discontinuous
functions (DFFT). These algorithms have played and are
continuing to play a central role in many modern appli-
cations in electromagnetics.
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Feedback is the process of combining a portion of the out-
put of a system with the system input to achieve modified
performance characteristics. Found in a multitude of
engineering applications, the process has become the foun-
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dation several disciplines such as feedback control sys-
tems, feedback receivers, feedback oscillators, and feed-
back amplifiers. It has become particularly pervasive in
amplifier design since the advent of transistors that can
provide high gain cheaply, but cannot provide stable gain.

Negative feedback was originally applied by Harold S.
Black in 1927 at Bell Labs to valve (vacuum tube) ampli-
fiers to reduce distortion. In 1957 Black’s work was de-
scribed by Mervin Kelly, president of Bell Labs, as one of
the two inventions of broadest scope and significance in
electronics and communications is the first half of the cen-
tury. Negative feedback is the process of mixing an in-
verted portion of the output of a system with the input to
alter system performance characteristics. The process of
negative feedback has become especially important in lin-
ear amplifier design and is characterized by several sig-
nificant benefits:

* The gain of the amplifier is stabilized against varia-
tion in the characteristic parameters of the active de-
vices due to voltage or current supply changes,
temperature changes, or device degradation with
age. Similarly, amplifier gain is stabilized within a
group of amplifiers that have active devices with
somewhat different characteristic parameters.

* Nonlinear signal distortion is reduced.
* The frequency range over which there is constant

linear amplification (the midband region) is in-
creased.

* The input and output impedance of the amplifier can
be selectively increased or decreased.

It is a rare occurrence when benefits come without a price.
In the case of negative feedback, the listed above benefits
are accompanied by two primary drawbacks:

* The gain of the circuit is reduced. In order to regain
the losses due to feedback, additional amplification
stages often must be included in the system design.
Complexity, size, weight, and cost may be added to
the final amplifier design.

* There is a possibility for oscillation to occur. Should
oscillation occur, the basic gain properties of the am-
plifier are destroyed.

This article considers the benefits of negative feedback on
amplifier design. Basic definitions are followed by a gen-
eral discussion of the properties of a feedback system.
Amplifiers are divided into four categories of feedback to-
pology, and the specific properties of each topological type
are stated. While the emphasis of discussions must focus
on circuit analysis techniques, a clear understanding of
feedback in general, and effects of circuit topology in par-
ticular, is a necessity for good feedback amplifier design.

1. BASIC FEEDBACK CONCEPTS

Electronic amplifiers are fundamentally characterized by
four properties:

* The gain of the amplifier. Gain is defined as the ratio
of the output signal to the input signal. Each signal
may be either a voltage signal or current signal.

* The range of frequencies over which the gain is es-
sentially constant. This range of frequencies is iden-
tified as the midband region. It is bounded by the
frequencies at which the output power is halved: the
high and low 3-dB frequencies.

* The midband input impedance. Defined as the ratio
of input voltage to input current.

* The midband output impedance. Defined as the
Thévenin impedance seen at the amplifier output ter-
minals.

The application of feedback to an amplifier alters each of
these fundamental properties.

The basic topology of a feedback amplifier is shown in
Fig. 1. An input signal Xi enters a summing (or mixing)
junction, symbolized by a circular symbol. At the summing
junction, the feedback signal Xf is subtracted from the in-
put signal and the resultant signal Xd is passed on to a
linear amplifier, shown as a triangular symbol, of gain A.
The output of the linear amplifier Xo forms the output of
the feedback system. The rectangular symbol indicates a
feedback network that samples the output signal, scales it
by a feedback factor f and passes it forward to the input of
the system. Each signal can take the form of either a volt-
age or a current, and ideally travels only in the direction of
the indicated arrows. Subtraction of the two inputs at the
summing junction is the key factor in negative feedback
systems.

Feedback systems can be mathematically modeled with
a set of simple relationships. The output Xo of the ampli-
fier is related to the input signal Xd by a linear amplifica-
tion factor (gain) A, often called the forward or open-loop
gain:

Xo¼AðXdÞ ð1Þ

Since the quantities Xo and Xd can be either voltage or
current signals, the forward gain A can be a voltage gain, a
current gain, a transconductance, or a transresistance.
Voltage gain is the ratio of output voltage to input voltage.
Similarly, current gain relates output and input currents.
Transresistance is the ratio of output voltage to input cur-
rent and transconductance is the ratio of output current to
input voltage. The feedback signal Xf (a fraction of the
output signal Xo) is then subtracted from the input signal

AΣ

f

+

−

 

Xf

Xi X

Xo

Figure 1. Basic negative feedback topology.
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Xi to form the difference signal Xd

Xd¼ ðXi � Xf Þ¼ ðXi � fXoÞ ð2Þ

where f is the feedback ratio defining the relationship be-
tween Xf and Xo:

Xf ¼ f Xo ð3Þ

As is the case with the amplifier gain, the feedback ratio f
is either a ratio of voltages, a ratio of currents, a trans-
conductance, or a transresistance. The product fA, called
the loop gain, must be a positive, dimensionless quantity
in order to have stable negative feedback. Thus it is nec-
essary, for negative feedback, that the mathematical sign
of f be the same as that of A within the midband region.
The input–output relationship for the overall feedback
system can be derived from Eqs. (1) and (2):

Xo¼
A

1þ fA
Xi¼Af Xi ð4Þ

The overall gain of the system including the effects of
feedback is then written as

Af ¼
Xo

Xi
¼

A

1þ fA
ð5Þ

The overall feedback amplifier gain Af has the same di-
mensions as the forward gain A. Equation (5) has special
significance in the study of feedback systems and is typ-
ically identified as the basic feedback equation. The de-
nominator of the basic feedback equation is identified as
the return difference D but is also commonly referred to as
‘‘the amount of feedback’’:

D¼ 1þ fA ð6Þ

The return difference, for negative-feedback systems, has
magnitude larger than unity (in the midband frequency
region) and is often specified in decibels:

DdB¼ 20 log10 1þ fA
�� �� ð7Þ

The return difference quantifies the reduction in gain due
to the addition of feedback to the system. It also plays a
significant role in quantifying changes in frequency band-
width and input and output impedance. Specifically, the
high and low 3-dB frequencies are increased and de-
creased, respectively, by approximately a factor of D, and
the input and output impedance are increased or de-
creased by a factor of D depending on the sampling and
mixing circuit topologies.

Derivation of the basic feedback equation is based on
two basic assumptions:

* The reverse transmission through the amplifier is
negligible (a signal at the output produces essentially
no signal at the input) compared to the reverse trans-
mission through the feedback network.

* The forward transmission (left to right in Fig. 1)
through the feedback network is negligible compared
to the forward transmission through the amplifier.

In most feedback amplifiers, the amplifier is an active de-
vice with significant forward gain and near-zero reverse
gain: the feedback network is almost always a passive
network. Thus, in the forward direction, the large active
gain will exceed the passive attenuation significantly.
Similarly, in the reverse direction, the gain of the feed-
back network, albeit typically small, is significantly great-
er than the near-zero reverse gain of the amplifier. In
almost every electronic application, the above-stated re-
quirements for the use of the basic feedback equation are
easily met by the typical feedback amplifier.

2. ANALYSIS OF FEEDBACK AMPLIFIER PROPERTIES

The analysis and design of electronic amplifiers is typical-
ly a multistep process. Complete, analytic characteriza-
tion of an amplifier is a complex process whose results are
in a form that often masks the individual amplifier prop-
erties. Amplifier designers therefore investigate the am-
plifier gain, frequency response, and impedance properties
separately, carefully balancing system requirements to
converge on a successful design. In addition to simplify-
ing the process, separate investigation of the amplifier
properties often leads to greater insight into design im-
provement. When a successful design is apparent, final
fine tuning is accomplished with the aid of a computerized
circuit simulator [i.e., System Program with Integrated
Circuit Emphasis (SPICE)] and a prototype.

Essentially all of the drawbacks and benefits of feed-
back systems can be investigated on a simple level by
looking at the properties of the basic feedback equation
[Eq. (5)]. Gain stabilization, the reduction in nonlinear
signal distortion, the increase in the frequency range over
which there is linear amplification, the reduction in gain,
and the possibility of oscillation all can be investigated on
a simple level. The change in the input and output im-
pedances cannot be investigated at this level: it is neces-
sary to specify the nature (voltage or current) of the input
and output quantities and the circuit topology in order to
investigate these impedance changes.

2.1. Amplifier Gain

In Section 1, it was shown that feedback reduces amplifier
gain by a factor of the return difference D. While reduction
of gain can be a significant drawback, the ancillary gains
are significant. Primary among those benefits is the sta-
bilization of the amplifier gain against variation in the
characteristic parameters of the active devices. It is well
known that the forward gain A of an electronic amplifier is
highly dependent on the parameters of the active devices
contained within that amplifier. These parameters are
typically dependent on temperature, bias conditions, and
manufacturing tolerances. In order to maintain consistent
amplifier performance it is desirable to design amplifiers
that are reasonably insensitive to the variation of the de-
vice parameters.
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The relationship between the differential change in
gain due to device parameter variation with and without
feedback is obtained by differentiating Eq. (5):

dAf ¼
1

1þ fAð Þ
2

dA ð8Þ

Stable negative-feedback amplifiers require that the re-
turn difference have magnitude greater than unity:

1 ð9Þ

Thus the absolute variation in gain is reduced by a factor
of the return ratio squared. Another measure of the
change in gain variation can be found by regrouping
terms:

dAf

Af

����

����¼
1

1þ fAð Þ

����

����
dA

A

����

���� ð10Þ

The factors in this equation more realistically describe the
benefits: Equation (10) demonstrates the change in the
percentage of gain variation about the nominal value. It
can be seen that the percentage variation of the overall
amplifier gain Af is reduced by a factor of the return ratio
when compared to the percentage variation of the gain A
of the forward amplifier.

For example, if a feedback amplifier is constructed with
an amplifier that is subject to a 3% variation in gain as its
fundamental forward-gain element and it is desired that
the feedback amplifier have no more than 0.1% variation
in its overall gain due to the variation in this element. The
necessary return difference to achieve this design goal can
be obtained as follows:

Equation (10) is the significant relationship in deter-
mining the gain variation:

dAf

Af

����

����¼
1

1þ fAð Þ

����

����
dA

A

����

����

The significant properties are

0:001�
1

1þ fAð Þ

����

����0:03 ) D¼ 1þAf�30

The minimum necessary return ratio is 30, more often
identified as its decibel equivalent, DdB¼ 20
log10DZ29.54 dB

Equation (10) is extremely useful for small changes in
amplification due to parameter variation but is inaccurate
for large changes. If the change in amplification is large,
the mathematical process must involve differences rather
than differentials:

DAf ¼A2f � A1f ¼
A2

1þ fA2
�

A1

1þ fA1
ð11Þ

In order to put this into the same format as Eq. (10), it is
necessary to divide both sides of the equation by A1f

DAf

A1f

����

����¼
A2

1þ fA2

1þ fA1

A1

� �
� 1

����

����¼
A2 � A1ð Þ

1þ fA2

1

A1

� �����

���� ð12Þ

or

DAf

A1f

����

����¼
1

1þ fA2

����

����
DA

A1

����

����¼
1

1þ f A1þDAð Þ

����

����
DA

A1

����

���� ð13Þ

The results are similarly a reduction in gain sensitivity by
a factor of the form of the return difference.

The differential change in feedback amplifier gain due
to variation in the feedback ratio f can be obtained by dif-
ferentiating Eq. (5) with respect to the feedback ratio. Ap-
propriate mathematical manipulation leads to the desired
results:

dAf

Af
¼
�fA

1þ f

df

Af
)

dAf

Af

����

����¼
fA

1þ fA

df

f

����

���� ð14Þ

It is easily seen that the percentage variation of the over-
all amplifier gain Af is of approximately the same magni-
tude (actually it is slightly lesser) as the percentage
variation of the feedback ratio f. Since electronic feedback
amplifiers typically employ a feedback network construct-
ed entirely with passive elements (usually resistors), vari-
ation in the feedback ratio can be kept relatively small
through the utilization of precision elements in the feed-
back network. In good amplifier designs, the variation of
amplifier gain due to variability in the feedback network is
usually of lesser significance than that due to variability
of the basic forward amplifier gain.

2.2. Nonlinear Signal Distortion

Stabilization of gain with parameter variation suggests
that amplifier gain will be stabilized with respect to other
gain-changing effects. One such effect is nonlinear distor-
tion. Nonlinear distortion is a variation of the gain with
respect to input signal amplitude. A simple example of
non-linear distortion is demonstrated in Fig. 2. Here the
transfer characteristic of a simple amplifier is approxi-
mated by two regions, each of which is characterized by

Xo

A1

A1f

A2
A2f

Xi

With
feedback No

feedback

Figure 2. The effect on feedback on an amplifier transfer char-
acteristic.
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different amplification, A1 and A2. To this transfer char-
acteristic, a small amount of feedback is applied so that fA1

¼ 1, and the resultant feedback transfer characteristic is
shown. As can be easily seen, the overall feedback transfer
characteristic also consists of two regions with overall
amplification A1f and A2f. In this demonstration, the am-
plification ratios are:

A1

A2
¼ 3;

A1f

A2f
¼ 1:5

Feedback has significantly improved the linearity of the
system and consequently has reduced the nonlinear distor-
tion. Larger amounts of feedback (increasing the feedback
ratio f) will continue to improve the linearity. For this ex-
ample, increasing the feedback ratio by a factor of 5 will
result in a ratio of overall gain in the two regions of 1.067
(as compared to 1.5, above). It should be noted that the
saturation level of an amplifier is not significantly altered
by the introduction of negative feedback. Since the incre-
mental gain in saturation is essentially zero, the incremen-
tal feedback difference is also zero. No significant change to
the input occurs and the output remains saturated.

Another viewpoint on gain stabilization comes from a
limiting form of the basic feedback equation:

Af ¼
A

1þ fA
¼

1

f
1�

1

1þ fA

� �
�

1

f
ð15Þ

For large return difference ðD¼ 1þAf Þ the overall gain
with feedback is dominated by the feedback ratio f and is
therefore virtually independent of the forward gain A and
any variations in A.

2.3. Frequency Response

Typical linear amplifiers have a range of frequencies over
which the gain is essentially constant: this frequency
range is called the midband. As frequencies increase,
the performance parameters of an amplifier degrade. Sim-
ilarly, coupling and bypass capacitors internal to the am-
plifier, when present, will degrade low-frequency
performance. Using feedback to broaden the frequency
range over which gain is relatively constant can be con-
sidered a special case of the stabilization of gain due to
variation in amplifier performance characteristics. Feed-
back reduces the effects of these frequency-dependent de-
gradations and thereby increases the frequency band over
which the amplifier has stable gain.

A more exact description of the increase in the width of
the midband region can be obtained through a frequency-
domain analysis. It is common practice to use the frequen-
cies at which the output power is reduced by 50% (the high
and low 3-dB frequencies) as descriptors of the limits of
the midband region. Discussion focuses on the change in
these 3-dB frequencies.

It can be shown that the basic forward amplifier gain A
is described as the midband gain A0, divided by a polyno-
mial in frequency (written as s or jo)

AðsÞ¼
A0

PðsÞ
ð16Þ

The locations of the first few poles of A(s) {or the zeroes of
P(s)} closest to the midband region are the dominant pre-
dictors of amplifier frequency response; specifically, their
location controls the 3-dB frequencies.

The application of feedback to an amplifier alters the
gain expression through the basic feedback equation so
that the total gain Af is described by:

Af ðsÞ ¼

A0

PðsÞ

1þ f
A0

PðsÞ

¼
A0

PðsÞþ fA0
ð17Þ

Application of feedback to the basic forward amplifier has
the effect of vertically shifting the denominator polynomi-
al by a constant, f A0 (see Fig. 3). This shift upward causes
movement in the zeros of the denominator, thereby chang-
ing the location of the poles of the frequency response. Any
movement of the poles nearest the region of constant gain
(the midband region) equates into a change in the width of
the midband region. Observation of the consequences of
the result in graphical format is a great aid to under-
standing pole migration.

For example, when the high-frequency response is de-
scribed by a single pole p1, Eq. (17) takes the following
form:

Af ðsÞ¼
A0

PðsÞþ fA0
¼

A0

1þ
s

pH1

� �
þ fA0

¼
1

1þ fA0

A0

1þ
s

pH1 1þ fA0ð Þ

� �
ð18Þ

It can easily be seen that the gain has been reduced by a
factor of the return difference D and the pole frequency
has been increased by the same factor. Similarly, if the
low-frequency response is described by a single pole pL1,
the pole frequency will be reduced (i.e., divided by) by a
factor of D. Since, in single-pole systems, the 3-dB fre-
quency coincides with the pole frequencies, the high and
low 3-dB frequencies, oH and oL, are shifted by a factor of
the return ratio:

oHf ¼ ð1þ fA0ÞoH¼DoH or oLf ¼
oL

1þ fA0
¼

oL

D
ð19Þ

Increased
feedback

 

Pole
migration

Pole
migration

Pole
migration

−p5 −p4
−p3 −p2 −p1

�

P (s)

Figure 3. Pole migration due to feedback.
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As the number of poles increases, description of the band-
width increase with the application of feedback increases
in complexity. When the high or low frequency response
can be described by two poles, the damping coefficient due
to the application of feedback is function ratio of the initial
pole locations k and the return difference. The damping
coefficient can be calculated to be

z¼
1þ k

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k 1þ fA0ð Þ

p ¼
1þk

2
ffiffiffiffiffiffiffi
kD
p ð20Þ

where k is defined as the ratio of the larger pole to the
smaller pole at high or low frequencies:

kH¼
o2H

o1H
or kL¼

o1L

o2L
ð21Þ

This simple expression for the damping coefficient is a
particularly important result in that it can tell the circuit
designer the flatness of the frequency response in relation
to the amount of feedback applied; a flat frequency re-
sponse requires overdamped pole pairs ðz�0:707Þ.

Once the damping coefficient is determined, the exact
expression for the high or low 3-dB frequency shift with
the application of feedback takes a form similar to the
single-pole case with an additional factor

oHf ¼KðzH; kHÞ .D .o1H or oLf ¼
o1L

KðzL; kLÞ .D
ð22Þ

where k is the ratio of the initial pole spacing ðk�1Þ; z is
the pole pair damping coefficient, o1H and o1L are the
poles closest to the midband, and the factor, Kðz; kÞ, is
given by

K z; kð Þ¼
2kz

kþ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2z2
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2z2
 �2

þ 1

qr

ð23Þ

This relationship is shown in Fig. 4 for a variety of initial
pole spacing ratios k. In most amplifier applications,
0:9oKðz; kÞo

ffiffiffi
2
p

; some designers use a Kðz; kÞ � 1 as a
first-order approximation.

For amplifiers where the frequency response must be
described by more than two poles, description of the fre-

quency shift is even more complicated. Fortunately, am-
plifiers with a high or low frequency response that is
described by more than two poles are reasonably modeled
by considering them to be two-pole systems [13]: Eq. (22)
adequately approximates the change in bandwidth for
these higher-order systems.

For example, if an amplifier has a midband gain A0¼

1000 and has frequency response described by one low-
frequency pole, fL¼ 10 kHz and two high-frequency poles,
fH1¼1 MHz and fH2¼ 10 MHz and feedback is applied so
that the midband gain is reduced to A0f¼ 140. The new
low and high 3-dB frequencies can be determined as fol-
lows:

The return difference is the ratio of the two gains:

D¼
A0

A0f
¼

1000

140
¼ 7:14286

The low-frequency response is described by a single
pole; thus the low 3-dB frequency is changed by a
factor of D:

fLf ¼
fL

D
¼

10 kHz

7:14286
¼ 1:4 kHz

The high-frequency response is described by two poles
with ratio k:

k¼
o2H

o1H
¼

f2H

f1H
¼

10 MHz

1 MHz
¼10

The damping coefficient for the two poles are found to
be

zH¼
1þ k

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k 1þ fA0ð Þ

p ¼
1þ 10

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10 7:14286ð Þ

p ¼ 0:6508

Note that the high poles of the feedback amplifier are
slightly underdamped and that there will be a small
‘‘bump’’ (E0.1 dB for this case) in the frequency response
as a result. The high 3-dB frequency fHf is then found from
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Figure 4. High 3-dB frequency as a function
of z and nonfeedback pole spacing.
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KðzH; kÞ; D, and f1:

fHf ¼KðzH; kÞDf1¼ ð1:277Þð7:14286Þð1 MHzÞ¼ 9:12 MHz

The resultant frequency response plots are shown in
Fig. 5.

2.4. Input and Output Impedance

The input and output impedance of a feedback amplifier
can be selectively increased or decreased through the
application of feedback. As has been seen in the previous
sections, general discussions provide great insight
into many of the properties of feedback systems. In order
to consider the design of electronic feedback amplifiers,
it is necessary, however, to specify the details of the feed-
back sampling and mixing processes and the circuits nec-
essary to accomplish these operations. The sampling
and mixing processes have a profound effect on the input
impedance, the output impedance, and the definition of
the forward gain quantity that undergoes quantified
change due to the application of feedback. This section
will characterize the various idealized feedback configu-
rations: the following section looks at practical feedback
configurations.

The mixing and the sampling process for a feedback
amplifier utilize either voltages or currents. Voltage mix-
ing (subtraction) implies a series connection of voltages at
the input of the amplifier; current mixing implies a shunt
connection. Voltage sampling implies a shunt connection
of the sampling probes across the output voltage; current
sampling implies a series connection so that the output
current flows into the sampling network. Either type of
mixing can be combined with either type of sampling.
Thus, a feedback amplifier may have one of four possible
combinations of the mixing and sampling processes. These

four combinations are commonly identified by a hyphen-
ated term: mixing topology–sampling topology. The four
types are

* Shunt–shunt feedback (current mixing and voltage
sampling)

* Shunt–series feedback (current mixing and current
sampling)

* Series–shunt feedback (voltage mixing and voltage
sampling)

* Series–series feedback (voltage mixing and current
sampling).

These four basic feedback amplifier topologies are shown
schematically in Fig. 6. A source and a load resistance
have been attached to model complete operation. In each
diagram the input, feedback, and output quantities are
shown properly as voltages or currents. Forward gain A
must be defined as the ratio of the output sampled quan-
tity divided by the input quantity that undergoes mixing.
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Figure 5. An example of the effect of feedback on frequency re-
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Figure 6. Feedback amplifier topologies: (a) shunt–shunt feedback; (b) shunt–series feedback; (c)
series–shunt feedback; (d) series–series feedback.
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As such, it is a transresistance, current gain, voltage gain,
or transconductance. The feedback network, as described
by the feedback ratio ðf Þ, must sample the output quantity
and present a quantity to the mixer that is of the same
type (current or voltage) as the input quantity. As such it
is a transconductance, current gain, voltage gain, or trans-
resistance. Table 1 lists the appropriate quantities mixed
at the input, the output sampled quantity, the forward
gain, and the feedback ratio for each of the four feedback
amplifier topologies. It is important to remember that the
product fA must be dimensionless and, in the midband
region of operation, positive.

In the previous section, all benefits of feedback were
discussed except the modification of input–output imped-
ance. The specific definitions of the four feedback ampli-
fier topologies allow for that discussion to begin here. The
mixing process alters the input impedance of a negative-
feedback amplifier. Heuristically, one can see that
subtraction of a feedback quantity at the mixing junction
increases the input quantity necessary for similar perfor-
mance. Thus, subtracting current (shunt mixing) requires
an increase in overall input current and decreases the in-
put impedance. Similarly, subtracting voltage (series mix-
ing) requires an increase in overall input voltage and
increases input impedance.

Although it can be easily shown that in each case, the
change in resistance is proportional to the return differ-
ence D, it is important to note that the measurement point
of the input and output resistance changes with each cir-
cuit topology. Two amplifier types are shown as examples:
a shunt–shunt feedback amplifier (Fig. 7) and a series–
series feedback amplifier (Fig. 8). Similarly, the return
difference D is calculated using different gain and feed-
back parameters for each topology. The changes due to
feedback on each feedback amplifier topology are summa-
rized in Table 2.

3. PRACTICAL FEEDBACK CONFIGURATIONS

Previous discussions of feedback and feedback configura-
tions have been limited to idealized systems and amplifi-
ers. The four idealized feedback schematic diagrams of
Fig. 6 identify the forward-gain amplifier and the feedback
network as two-port networks with a very specific prop-
erty—each is a device with one-way gain. Realistic elec-
tronic feedback amplifiers can only approximate that
idealized behavior. In addition, in practical feedback am-
plifiers there is always some interaction between the for-
ward-gain amplifier and the feedback network. This
interaction most often takes the form of input and output
resistive loading of the forward-gain amplifier. The divi-
sion of the practical feedback amplifier into its forward-
gain amplifier and feedback network is also not always
obvious. These apparent obstacles to using idealized feed-
back analysis can be resolved through the use of two-port
network relationships in the derivation of practical feed-
back amplifier properties. Once amplifier gain and imped-
ance relationships have been derived, the utility of the
two-port representations becomes minimal and is typically
discarded.

3.1. Identification of the Feedback Topology

Feedback topology is determined through careful observa-
tion of the interconnection of the feedback network and
forward-gain amplifier. Shunt mixing occurs at the input
terminal of the amplifier. Thus, shunt mixing is identified
by a connection of feedback network and the forward-gain
amplifier at the input terminal of first active device within
the amplifier, in one of the following locations:

* At the base of a bipolar junction transistor (BJT) for a
common-emitter or common-collector first stage

Table 1. Feedback Amplifier Topology Parameters

Parameter Shunt–Shunt Shunt–Series Series–Shunt Series–Series

Input quantity Xi Current is Current is Voltage vs Voltage vs

Output quantity Xo Voltage vo Current io Voltage vo Current io

Forward gain A Transresistance RM Current gain AI Voltage gain AV Transconductance GM

Feedback ratio f if /vo if /io vf /vo vf /io

f

if

i

ii �o

+

−

RM

Rof
Rif Ri Ro

Figure 7. Input–output resistance for shunt–shunt feedback.
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Figure 8. Input–output resistance for series–series feedback.
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* At the emitter of a BJT for a common-base first stage
* At the gate of a field-effect transistor (FET) for a

common-source or common-drain first stage
* At the source of a FET for a common-gate first stage

Series mixing occurs in a loop that contains the input
terminal of the forward-gain amplifier and the controlling
port of the first active device. The controlling port of a
BJT in the forward-active region is the base–emitter junc-
tion: a FET in the saturation region is controlled by
the voltage across the gate–source input port. Series
mixing is characterized by a circuit element or net-
work that is both connected to the output and in series
with the input voltage and the input port of the first active
device.

Identification of the sampling is derived from direct ob-
servation of the connection of the output of the basic for-
ward amplifier and the feedback network. Shunt sampling
is typically characterized by a direct connection of the
feedback network to the output node; series sampling im-
plies a series connection of the amplifier output, the feed-
back network, and the load. Two tests performed at the
feedback amplifier output can aid in the determination of
sampling topology:

* If the feedback quantity vanishes for a short-circuit
load, the output voltage must be the sampled quan-
tity. Thus zero feedback for a short-circuit load im-
plies shunt sampling.

* If the feedback quantity vanishes for an open-circuit
load, the output current must be the sampled quan-

tity. Thus zero feedback for a open-circuit load im-
plies series sampling.

After the topological type has been identified, each
amplifier must be transformed into a form that allows
for the use of the idealized feedback formulations.
This transformation includes modeling the amplifier
and the feedback network with a particular two-port rep-
resentation that facilitates combination of elements.
Once the transformations are accomplished, the amplifi-
er performance parameters are easily obtained using
the methods previously outlined. The particular
operations necessary to transform each of the four feed-
back amplifier topological types require separate discus-
sion. Only the shunt–shunt topology is discussed in
detail; the other three topologies use similar techniques
that lead to the results shown in Fig. 11 and described in
Table 2.

3.1.1. Shunt–Shunt Feedback: A Detailed Derivation.
Figure 9 is a small-signal model representation of a typi-
cal shunt–shunt feedback amplifier. In this representation,
the forward-gain amplifier and the feedback network have
been replaced by their equivalent y-parameter two-port
network representations so that parallel parameters can
be easily combined. A resistive load has been applied to the
output port; and, since shunt–shunt feedback amplifiers
are transresistance amplifiers, a Norton equivalent source
has been shown as the input. It should also be noted that

Table 2. Feedback Amplifier Analysis

Topology

Characteristic Shunt–Shunt Shunt–Series Series–Shunt Series–Series

Input Xi Current is Current is Voltage vs Voltage vs

Output Xo Voltage vo Current io Voltage vo Current io

Signal source Norton Norton Thévenin Thévenin
Input circuita Include shunting resistances; set vo¼0 Include shunting re-

sistances; set io¼0
Exclude all shunt re-

sistances; set vo¼

0

Exclude all shunt re-
sistances; set io¼0

Output circuita Include shunting resistances; set vi¼0 Exclude all shunt re-
sistances; set vi¼0

Include shunting re-
sistances; set ii¼0

Exclude all shunt re-
sistances; set ii¼0

Feedback ratio f if /vo if /io vf /vo vf /io

Forward gain A Transresistance RM Current gain AI Voltage gain AV Transconductance
GM

Input resistanceb

Rif ¼
Ri

1þ f RM
Rif ¼

Ri

1þ fAI

Rif ¼Ri 1þ f AVð Þ Rif ¼Ri 1þ f GMð Þ

Output resistanceb

Rof ¼
Ro

1þ f RM

Rof ¼Ro 1þ fAIð Þ
Rof ¼

Ro

1þ f AV

Rof ¼Ro 1þ f GMð Þ

aInput–output circuit: These procedures give the basic forward amplifier without feedback but including the effects of loading due to the feedback network.
bResistance: The resistance modified at shunted ports will include all shunting resistances that were included in the basic forward amplifier. The resistance

modified at series ports will include only the resistances included in the basic forward amplifier. The true amplifier input–output impedance must be modified

to reflect the point of measurement desired.
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the forward-gain parameter of each two-port y21 is the
transadmittance.

The basic feedback equation for a transresistance am-
plifier takes the form

RMf ¼
RM

1þRMf
ð24Þ

The application of the basic feedback equation to this cir-
cuit in its current form is not immediately clear. It is nec-
essary to transform the feedback amplifier circuit into a
form that allows for easy application of the basic feedback
equation, [Eq. (24)]. Such a transformation must meet the
previously stated feedback requirements:

* The forward-gain amplifier is to be a forward trans-
mission system only—its reverse transmission must
be negligible.

* The feedback network is to be a reverse transmission
system that presents a feedback current, dependent
on the output voltage, to the amplifier input port.

While a mathematically rigorous derivation of the trans-
formation is possible, greater insight to the process comes
with a heuristic approach.

The two-port y-parameter representation, in conjunc-
tion with the shunt–shunt connection, is used to describe
the two main elements of this feedback amplifier so that
all the input port elements of both two-port networks are
in parallel. Similarly, all output port elements are in par-
allel. It is well known that circuit elements in parallel may
be rearranged and, as long as they remain in parallel, the
circuit continues to function in an identical fashion.
Hence, it is possible, for analysis purposes only, to concep-
tually move elements from one section of the circuit into
another (from the feedback circuit to the amplifier circuit
or the reverse). The necessary conceptual changes made
for the transformation are

* The source resistance, the load resistance, and all in-
put and output admittances, y11 and y22, are placed in
the modified amplifier circuit. While inclusion of the
source and load resistance in the amplifier seems, at
first, counterproductive, it is necessary, however, to

include these resistances so that the use of the feed-
back properties produces correct results for input and
output resistance (after appropriate transforma-
tions).

* All forward transadmittances y21 (represented by
current sources dependent on the input voltage v1)
are placed in the modified amplifier circuit.

* All reverse transadmittances y12 (represented by cur-
rent sources dependent on the output voltage vo) are
placed in the modified feedback circuit.

The dependent current source can be easily combined:

yt
12¼ ya

12þ yf
12 ð25Þ

yt
21¼ ya

21þ yf
21 ð26Þ

In virtually every practical feedback amplifier the reverse
transadmittance of the forward-gain amplifier is much
smaller than that of the feedback network ðya

125yf
12Þ and

the forward transadmittance of the feedback network is
much smaller than that of the forward-gain amplifier
ðyf

215ya
21Þ. Thus, approximate simplifications of the ampli-

fier representation can be made:

yt
12¼ ya

12þ yf
12 � yf

12 ð27Þ

yt
21¼ yf

21þ ya
21 � ya

21 ð28Þ

The shunt–shunt feedback amplifier circuit of Fig. 9 is,
with these changes and approximations, thereby trans-
formed into the circuit shown in Fig. 10.

This transformed circuit is composed of two simple
elements:

* The original amplifier with its input shunted by the
source resistance and the feedback network short-
circuit input admittance yf

11 and its output shunted
by the load resistance and the feedback network
short-circuit output admittance yf

22.
* A feedback network composed solely of the feedback

network reverse transadmittance yf
12.

It is also important to note that the input resistance Rif of
this circuit includes the source resistance Rs; as such, it is

Amplifier circuit

Feedback circuit

is

i2

ii

�1
�o

+

−

+

−

y a

y a �o

ya �1

ya

yf  �o

y fy f

Rs
RL11

21

12  

22

11 22

12  

yf  �121  

Figure 9. Two-port realization of a shunt–shunt feedback am-
plifier.

Approximate f  circuit

Approximate RM circuit

is

if

�1 �o

+

−

+

−
y 22

y
12

�o

y11Rs

RofRif

i


f y11
a

y21�1
a

a y 22  
f RL

f

Figure 10. Redistributed shunt–shunt realization.
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not the same as the input resistance of the true amplifier
Rin. The input resistance of the true amplifier can be
obtained as

Rin¼
1

Rif
�

1

Rs

� ��1

ð29Þ

Similarly, the output resistance Rof of this circuit includes
the load resistance RL; similar operations may be neces-
sary to obtain the true output resistance of the amplifier.

The y parameters of the feedback network can be
obtained

yf
11¼

if

v1

����
vo ¼ 0

; yf
22¼

i2

v0

����
v1 ¼ 0

; yf
12¼

if

v0

����
v1 ¼ 0

ð30Þ

where i2 is the current entering the output port of the
feedback network (see Fig. 8). With the determination of
these two-port parameters, the circuit has been trans-
formed into a form that is compatible with all previous
discussions. The forward-gain parameter (in this case,
GM) of the loaded basic amplifier must be calculated, while
the feedback ratio has been determined from the two-port
analysis of the feedback network:

f ¼ yf
12 ð31Þ

In the case of totally resistive feedback networks, the
shunting resistances can be found in a simple fashion:

* rin¼ ðy
f
11Þ
�1 is found by setting the output voltage to

zero value vo¼ 0 and determining the resistance from
the input port of the feedback network to ground.

* rout¼ ðy
f
22Þ
�1 is found by setting the input voltage to

zero value vi¼ 0 and determining the resistance from
the output port of the feedback network to ground.

The feedback ratio f is simply the ratio of the feedback
current if to the output voltage when the input port of the
feedback network vi is set to zero value. All idealized feed-
back methods can be applied to this transformed amplifier,
and all previously derived feedback results are valid.

The other three feedback amplifier topologies can be
similarly analyzed using various two-port parameters for
analysis:

* Shunt–series: g parameters
* Series–shunt: h parameters
* Series–series: z parameters

Such analysis leads to a characterization of the loading of
the basic forward amplifier as is described in Fig. 11. As is
the case with the shunt–shunt topology, individual ele-
ments within the feedback network may appear more
than one in the loaded basic forward-amplifier equivalent
circuit. Table 2 summarizes the analysis of feedback
amplifier properties:

4. STABILITY IN FEEDBACK AMPLIFIERS

Under certain conditions, feedback amplifiers have the
possibility of being unstable. This instability stems from
the frequency-dependent nature of the forward gain of the
basic amplifier, A and the feedback factor f. The frequency
dependence is exhibited in the changes in magnitude and
phase of the product fA as a function of frequency.
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Figure 11. Feedback network load-
ing of a basic forward amplifier:
(a) shunt–shunt feedback; (b)
shunt–series feedback; (c) series–
shunt feedback; (d) series–series
feedback.
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Instability can be visualized by studying the basic feed-
back equation as a function of frequency:

Af joð Þ¼
A joð Þ

1þ f joð ÞA joð Þ
ð32Þ

It is important that an amplifier be designed so that sta-
bility is present at all frequencies, not only those in the
midband region. If the product �f ðjoÞA ðjoÞ approaches
unity at any frequency, the denominator of Eq. (32) ap-
proaches zero value; the total gain of the amplifier ap-
proaches infinity. This condition represents an output that
is truncated only by power supply limitations regardless of
input magnitude and is an unstable condition that is in-
tolerable in amplifiers. In order to avoid this instability, it
is necessary to avoid a simultaneous approach of
j f ðjoÞA ðjoÞ j ¼ 1 and fff ðjoÞA ðjoÞ¼  180�. Since each
pole can provide a phase shift ranging from 01 and � 901
only, the second condition is possible only for amplifiers
that have high or low frequency responses described by
three or more poles. Simultaneously satisfying both con-
ditions can be avoided if the magnitude of fA is always less
than unity when the phase angle of fA is 71801. Designers
of feedback amplifiers typically verify that this is the case
through the use of amplifier frequency response plots.

4.1. Gain Margin and Phase Margin

A frequency response plot of the loop gain fA for a typical
amplifier is shown in Fig. 12. The frequency at which
j f ðjoÞA ðjoÞ j ¼ 1 is identified as om, and the frequency at
which fff ðjoÞA ðjoÞ¼ � 180� is identified as op. Since
omaop, it is apparent that this is a stable amplifier;
that is, the two instability conditions are not simulta-
neously met. It is, however, important to ensure that the
two conditions are not met simultaneously with a margin
of safety. The margin of safety is defined by the gain mar-
gin and the phase margin of the feedback amplifier.

Gain margin is defined as the difference in the loop
gain magnitude (in decibels) between 0 dB (unity gain)
and the loop gain magnitude at frequency op:

Gain margin¼ � 20 log jf ðjopÞA ðjopÞ j ð33Þ

Phase margin is the difference between the loop gain
phase angle at frequency om and �1801:

Phase margin¼ff f ðjomÞA ðjomÞþ 180� ð34Þ

Each safety margin is shown in Fig. 12. It is common to
specify the design of feedback amplifiers with gain and
phase margins greater than 10 dB and 501, respectively.
These margins ensure stable amplifier operation over
component parameter variation, temperature change,
and other variations found in typical amplifiers.

4.2. Compensation Networks

Two fundamental techniques are available for ensuring
amplifier stability:

* Reducing the midband loop gain fA of the amplifier
* Adding a compensation network to the amplifier to

shape the loop gain frequency response so that the
phase and gain margins are positive and in an ac-
ceptable range

Careful design is required in each of these cases to ensure
stable amplifier operation over typical performance con-
ditions.

In many cases, decreasing the loop gain to achieve sta-
bility is not an acceptable design possibility. Additionally,
as is often the case in operational amplifier circuits, the
feedback quantity f may be determined by the user rather
than the amplifier designer and can range widely. In such
cases, compensation networks are added within the feed-
back loop of the amplifier to increase the gain and phase
margins. Such compensation networks add poles or a com-
bination of poles and zeros to the loop gain characteristic.
The most commonly used compensation techniques are

* Dominant pole compensation
* Lag–lead (pole–zero) compensation
* Lead compensation

Each technique modifies the gain and phase profiles of the
basic forward amplifier through pole and zero manipula-
tion.

In dominant-pole compensation, the amplifier is mod-
ified by adding a dominant pole that is much smaller in
magnitude that all other poles in the amplifier gain func-
tion; typically it is chosen so that the gain reaches 0 dB at
the frequency of the next pole (the first pole of the uncom-
pensated amplifier). Consequently, the modified loop gain
falls below 0 dB before the nondominant poles shift the
total phase shift near 1801 and the circuit is inherently
stable. Dominant-pole compensation will typically result
in a phase margin of approximately 451.

The location of the new compensation pole can be de-
termined by modeling the loop gain response with a single
pole and setting its value to 0 dB at the first pole of the
uncompensated amplifier:

20 log fA0

�� ��� 20 log 1þ
joc

op1

����

����¼ 0 dB ð35Þ

−180

0

Phase margin

Gain margin

20 log |f A(s)|

f A (s)

  �m �p

Figure 12. Gain margin and phase margin.

FEEDBACK AMPLIFIERS 1429



Solving Eq. (35) for the compensation pole frequency oc,
results in

oc �
op1

fA0
ð36Þ

If the design goals of the feedback amplifier includes a
range of feedback ratios, the frequency of the compensa-
tion pole is determined by the maximum value of the feed-
back ratio; that is, oc is chosen to be the smallest value
predicted by Eq. (36).

An example of dominant-pole compensation is shown
in Fig. 13 in the frequency domain. For clarity, the
gain plots are represented by straight-line Bode approxi-
mations, while the exact phase plots are retained. The
example amplifier is described by a midband gain of
60 dB with poles at 1, 5, and 50 MHz; the feedback ratio
is f¼ 0.1.

The possibility of feedback amplifier instability is fo-
cused at the frequency where jfAj ¼ 1 or equivalently
where jA jdB¼ � 20 log ð f . For this particular three-pole
example, instability may occur at omE21 MHz. Here the
phase margin is very small and negative (E� 71). After
compensation, the focus is again centered where the gain
plot (now compensated) intersects the negated feedback
ratio plot. Addition of the compensation pole oc shifts this
intersection to the frequency of the first uncompensated
pole op1. For this example, the compensation pole is placed
at 10 kHz and yields a phase margin of E431 and a gain
margin of E14 dB.

Dominant-pole compensation reduces the open-loop
bandwidth drastically. In this example the 3-dB frequen-
cy was lowered by two decades to 10 kHz. Still, it is com-
mon in many circuits with inherently large gain;
internally compensated operational amplifiers often uti-
lize dominant-pole compensation.

Lead–lag (or pole–zero) compensation is similar to dom-
inant-pole compensation with one major exception. In ad-
dition to a dominant pole, a higher-frequency zero is
added. This zero is used to cancel the first pole of the un-
compensated amplifier. The added dominant pole can then
be chosen so that the gain reaches 0 dB at the frequency of
the next pole (the second pole of the uncompensated am-
plifier). Lead–lag compensation has a distinct bandwidth
advantage over dominant-pole compensation.

The location of the new compensation pole can be de-
termined in a method similar to the method utilized under
dominant-pole compensation with the exception that the
loop gain (without the first original pole) is to reach 0 dB at
the second pole of the uncompensated amplifier. Solving
Eq. (35) for the compensation pole frequency oc results in

oc �
op2

fA0
ð37Þ

As with dominant-pole compensation, design goals includ-
ing a range of feedback ratios lead to the determination of
frequency of the compensation pole by the maximum value
of the feedback ratio; that is, oc is chosen to be the small-
est value predicted by Eq. (37).

The uncompensated amplifier described previously, is
compensated with a lag–lead pole–zero pair, and the fre-
quency domain results are displayed in Fig. 14. The pos-
sibility of feedback amplifier instability is again focused at
the intersection of the gain and the negated feedback ratio
plots. After compensation, the focus is centered where the
gain plot (now compensated) intersects the negated feed-
back ratio plot. The addition of the compensation pole oc

and a zero at the first uncompensated pole op1 shifts this
intersection to the frequency of the second uncompensated
pole op2. The previously identified amplifier parameters
lead to a compensation pole at 50 kHz (also the 3-dB fre-
quency), a positive phase margin of E481, and a gain
margin of E20 dB.

Lead compensation can lead to the largest bandwidth of
the three most common compensation networks. Here, as
in lead–lag compensation, a pole and a zero are added. The
zero is used to cancel the second pole of the uncompen-
sated amplifier, and the added pole is positioned at a fre-
quency higher than the zero. The objective is to reduce the
phase shift of the uncompensated amplifier at the fre-
quency where the loop gain reaches 0 dB (om). It can
be extremely effective in feedback amplifiers where there
are two or three dominant poles in the uncompensated
amplifier.

The uncompensated amplifier described above is com-
pensated with a lead pole–zero pair, and the frequency-
domain results are displayed in Fig. 15. After compensa-
tion, the focus is again centered where the gain plot (now
compensated) intersects the negated feedback ratio plot.

Phase margin

Original gain
Gain after 

compensation

−20 log f

Original phase
Phase after 

compensation

�p1 �p2 �p3�c

−180

0

Figure 13. Bode diagram for a dominant-pole-compensated am-
plifier.
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Gain after 
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�p1 �p2 �p3�c

−180
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Figure 14. Bode diagram for a lag–lead-compensated amplifier.
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The addition a zero at the second uncompensated pole op2

and a high-frequency compensation pole oc, shifts this in-
tersection a frequency beyond the second uncompensated
pole op2. For this example, the high-frequency pole was
chosen at 500 MHz. This design choice leads to a positive
phase margin of E351 and a gain margin of E15 dB. Note
that with lead compensation there is no significant reduc-
tion in the frequency response of the feedback amplifier;
the 3 dB frequency for this example is 999.6 kHz (0.04%
reduction).

A passive component circuit implementation of each of
the three compensation techniques is schematically
shown in Fig. 16. For the circuit of Fig. 16a, the compen-
sation network component values are chosen so that

RpþRo

 �
Cp¼

fA0

op1
ð38Þ

where A0 Ro, and op1 are the midband gain, the output
resistance, and the first pole frequency, of the basic for-
ward amplifier, respectively. For the circuit of Fig. 16b, the
compensation network component values are chosen so
that

RbCc¼
1

op1
ð39Þ

and

RaþRbþRoð ÞCc¼
fA0

op2
ð40Þ

For the circuit of Fig. 16c, the compensation network com-
ponent values are chosen so that

RaCc¼
1

op2
ð41Þ

Ra==Rb

 �
Cc5

1

op1
ð42Þ

While the placement of a compensation network at the
output of the basic forward amplifier is an effective tech-
nique for feedback topologies with shunt sampling, other

placement may be necessary. In particular, connections at
the output of a feedback amplifier with series sampling
are not within the feedback loop and are therefore invalid.
In such cases, alternate placement of the compensation is
necessary; one common placement intersperses the com-
pensation network between individual gain stages of the
amplifier. Similarly, it is possible to compensate a feed-
back amplifier within the feedback network rather than
the basic forward amplifier. Unfortunately, analysis of
compensation within the feedback network is often
extremely complex because of the loading of the basic
forward amplifier by feedback network components.
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1. INTRODUCTION

An oscillator is a type of circuit that converts DC power
to AC signals automatically without external excitation,
and has been widely used as a key component in various
electronic products, such as communication systems, mea-
surement instruments, and computers. In communication
systems, oscillators are ubiquitous, generating carrier
signals in both the transmitter and the receiver [1–3]. In
many digital systems, oscillators provide the clock for
CPUs, A/D converters, D/A converters, frequency synthe-
sizers, and other devices.

Most oscillators are sinusoidal, generating a steady-
state sinusoidal signal; some oscillators generate other
types of waveform such as square and triangular waves.
The sinusoidal oscillators are the basic type of oscillator
because many other kinds of waveform can be obtained
with the sinusoidal oscillator and waveshaping circuits.

There are two fundamental concerns in a sinusoidal
oscillator—one is the purity of the output sinusoidal sig-
nal, and the other is the frequency stability. Actually, all
oscillators are not perfect, and the output signal is always
the superposition of the desired sinusoidal signal and

many undesired harmonics and noise. The power con-
tained in the harmonics should be small relative to the
desired fundamental signal. The noise accompanying the
output signal of an oscillator will be the factor that limits
system performance in many communication systems.
There are two kinds of noise: amplitude noise and phase
noise. Because amplitude fluctuations are usually greatly
attenuated in many systems, the phase noise generally
dominates [4,5]. The output signal frequency of an oscil-
lator varies inevitably with the parameters of components
in the oscillator because of the temperature variation. In
many applications, especially in communication systems
and electronic clocks, the frequency drift is required to be
as small as possible [6].

In general, either the positive feedback or the negative
resistance in a circuit can generate oscillation. Therefore,
from the physical mechanism of oscillation, there are two
kinds of oscillators: feedback oscillators and negative-
resistance oscillators.

2. PRINCIPLE OF FEEDBACK OSCILLATORS

The basic method of generating sinusoidal oscillation elec-
tronically is to insert a positive-feedback circuit in an am-
plifier. The basic topology for a feedback oscillator, shown
in Fig. 1, consists of three fundamental parts: the ampli-
fier or active device, the feedback circuit, and the output
load [1–3].

In Fig. 1, the feedback loop is broken at ‘‘� ’’ for anal-
ysis. The input voltage of the amplifier is Vi, and the out-
put voltage of the amplifier is

VoðjoÞ¼AðjoÞViðjoÞ ð1Þ

where A(jo) is the transfer function or gain of the ampli-
fier, o denotes the angular frequency, and j¼

ffiffiffiffiffiffiffi
�1
p

is an
imaginary unit.

The output voltage of the feedback circuit is

Vf ðjoÞ¼ bðjoÞVoðjoÞ¼AðjoÞbðjoÞViðjoÞ ð2Þ

and the loop gain is defined as

TðjoÞ¼
Vf ðjoÞ
ViðjoÞ

¼AðjoÞbðjoÞ ð3Þ

For the closed loop, the closed-loop gain is defined as

GCLðjoÞ ¼
AðjoÞ

1� AðjoÞbðjoÞ
ð4Þ

RL

Amplifier
A( j�)

Feedback
( j�) 

Vi Vo

Vf

Figure 1. Block diagram of a feedback oscillator.
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Because there is no input signal for an oscillator (i.e.,
Vi¼ 0) to maintain a nonzero output voltage, the denom-
inator of the closed-loop gain (4) should be equal to zero.
This is the Barkhausen criterion [1–3,7,8]

Tðjo0Þ¼Aðjo0Þbðjo0Þ ¼Tðo0Þe
jjTðo0Þ ¼ 1 ð5Þ

where o0 is the oscillation frequency.
Note that the Barkhausen criterion really implies two

conditions for oscillation:

1. The magnitude of the loop gain must be 1, which
termed the magnitude-balanced condition.

2. The phase of the loop gain must be 0 (or an integral
multiple of 2p), which is termed the phase-balanced
condition.

The Barkhausen criterion requires the magnitude of
the loop gain T(o0) to be exactly 1 at the oscillation fre-
quency. If T(o0)o1, the oscillation will be decaying. On
the other hand, if T(o0)41, the oscillation amplitude will
continue to increase until it is limited by the nonlinearity
of the active devices in the amplifier. In fact, this nonlin-
earity is an essential feature of practical oscillators.

Suppose that the oscillator satisfies the Barkhausen
criterion when Vi¼ViA other than Vi¼ 0, i.e., the magni-
tude of the loop gain T(o0) equates to 1. As the circuit
characteristics drift, T(o0) may be either smaller or larger
than 1. For the former case, the oscillation will decay to
stop; for the latter case it increases until limited by the
nonlinearity of the amplifier. Therefore, in order to ini-
tially establish an oscillation, T(o0) must be larger than 1.
The phase-balanced condition and the startup condition
for a feedback oscillator are as follows [1,7,8]:

Tðo0Þjt¼ t0
> 1 ð6aÞ

jTðo0Þjt¼ t0
¼2np ðn¼0; 1; 2; . . .Þ ð6bÞ

Moreover, in order to maintain a steady oscillation,
nearby ViA, T(o0) must decrease when Vi increases; in
other words, the derivative of T(o0) at Vi¼ViA must be
negative. This yields the magnitude stability condition of
the feedback oscillator as [7,8]

@Tðo0Þ

@Vi

����Vi ¼ViA
o0 ð7Þ

Note that, although an oscillator satisfies the magni-
tude stability condition, its amplitude of the output volt-
age may fluctuate with the change of its environment. To
suppress such amplitude fluctuations, besides minimizing
the environment fluctuations and decreasing the sensitiv-
ity of devices in the oscillator, one important point is to
increase the slope of T(o0) at the balanced point, that is, to
increase the absolute value of

@Tðo0Þ

@Vi
Vi ¼ViA

��

Hence, a small drift of Vi will cause a large change of
T(o0). Because of the negative slope of T(o0), the drift of Vi

is countered and a new balanced condition will be estab-
lished very close to ViA.

Suppose that the oscillator satisfies the phase-balanced
condition when o¼o0, that is, jT(o0)¼ 0. As the circuit
characteristics drift, jT(o0) may be either larger or small-
er than 0. In the former case, the phase of the feedback
voltage leads the phase of the original input voltage of the
amplifier. In the latter case, the phase of the feedback
voltage lags behind the phase of the original input voltage
of the amplifier. It is known that the frequency is the de-
rivative of the phase. If jT(o0)40, the phase of the feed-
back voltage leads continuously, so the corresponding
frequency will be higher than the original oscillation fre-
quency. However, if jT(o0)o0, the phase of the feedback
voltage lags behind continuously, and the corresponding
frequency will be lower than the original oscillation fre-
quency.

In fact, jT(o) varies with the frequency. If jT(o) de-
creases with an increase of o [i.e., if jT(o) and o are in-
versely proportional], and if the oscillation frequency is
higher than the original oscillation frequency, then jT(o)
decreases; therefore, the frequency increase will be pre-
vented. However, if the oscillation frequency is lower,
jT(o) increases, and thus the frequency decrease will be
prevented. Thus, a new balanced condition will be estab-
lished very close to the original frequency. On the other
hand, if jT(o) increases with an increase of o, the drift of
the oscillation frequency is accelerated and cannot satisfy
the phase-balanced condition.

Hence, in order to maintain a steady oscillation, nearby
o0, jT(o) must decrease with the increase of o; thus, the
derivative of oT(o) at o¼o0 must be negative. This is the
phase stability condition of the feedback oscillator [7,8]:

@oTðoÞ
@o o¼o0

�� o0 ð8Þ

Note that although an oscillator satisfies the phase sta-
bility condition, the frequency of its output voltage may
fluctuate with the change in its environment. To suppress
such frequency fluctuations, besides to minimizing the en-
vironment fluctuations and decreasing the sensitivity of
devices in the oscillator, one important point is to increase
the slope of oT(o) at the balanced point, that is, to increase
the absolute value of

@oTðoÞ
@o o¼o0

��

Hence, a small drift of o will cause a large change of
oT(o). Because of the negative slope of oT(o), the drift of o
is countered and a new balanced condition will be estab-
lished very close to o0 [1–3,6–8].

In a practical feedback oscillator, the amplifier is an
active device such as an operational amplifier, a field-
effected transistor (FET), a bipolar junction transistor
(BJT), or a logical gate. The feedback system is generally
a passive resonant network. Any network can be used as
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the feedback network as long as the Barkhausen criterion
is satisfied.

Practical feedback oscillators can be realized with dif-
ferent active devices and feedback network.

3. LC OSCILLATORS

LC oscillators are widely used in modern communication
systems as the local oscillator for the upconverters and
downconverters. LC oscillators use passive inductors and
capacitors as the feedback network. Usually, the LC oscil-
lators use a transistor or differential pairs as the active
device. Many LC oscillator circuits use a p-type impedance
network as the feedback network [1–3,5–9]. The circuit
schematic is shown in Fig. 2.

The forward gain is

A¼ �
gmR0ZL

ZLþR0
ð9Þ

where

ZL¼
Z2ðZ1þZ3Þ

Z1þZ2þZ3
ð10Þ

The feedback factor is

b¼
Z1

Z1þZ3
ð11Þ

Therefore, the loop gain is

T¼Ab¼
�gmR0Z1Z2

Z1Z2þZ2Z3þR0ðZ1þZ2þZ3Þ
ð12Þ

Suppose that the impedances are purely reactive (either
inductive or capacitive), specifically, Zi¼ jXi (i¼1,2,3); we
then have

T¼
gmR0X1X2

�X2ðX1þX3Þþ jR0ðX1þX2þX3Þ
ð13Þ

According to the Barkhausen criterion, the phase of the
loop gain should be equal to zero; thus we have

X1þX2þX3¼ 0 ð14Þ

T¼
gmR0X1

X2
ð15Þ

According to the Barkhausen criterion, the magnitude
of the loop gain should be equal to 1. Therefore, X1 and X2

must have the same sign; specifically, they must have the
same kind of reactance, either inductive or capacitive. It
follows from (14) that X3¼ � (X1þX2) must possess the
other type of reactance. If X1 and X2 are capacitors and X3

is an inductor, the circuit is called a Colpitts oscillator; if
X1 and X2 are inductors and X3 is a capacitor, the circuit is
called as Hartley oscillator. Other combinations are also
used. For example, if X1 and X2 are capacitors and X3 is a
series combination of an inductor and a capacitor, the cir-
cuit is called a Clapp oscillator. Figure 3 shows the sche-
matic of these typical oscillators.

4. FREQUENCY STABILITY

Frequency stability is one of the most important perfor-
mance factors for an oscillator. The feedback oscillator in-
volves an active amplifier with a passive resonant

Z1 Z2

Z3

Z1 Z2

Z3

Ro
Vi VogmVi

Q

(a) (b)

Figure 2. Schematic of p-type network feedback oscillator:
(a) p-type network feedback oscillator; (b) simplified equivalent
circuit.
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Figure 3. Schematics of typical LC oscillators:
(a) Colpitts oscillator; (b) Hartley oscillator; (c)
Clapp oscillator.
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feedback network. The oscillation frequency o0 is deter-
mined mainly by the resonant of the feedback network.
For an LC oscillator, suppose that the drift of the inductor
and capacitor is DL and DC, respectively. The offset of the
resonant frequency is [7]

Do � �
1

2
o0

DL

L
þ

DC

V

� �
ð16Þ

Hence, one means to improve the frequency stability is to
reduce the drift of the inductor and capacitor in the res-
onant network.

Besides the parameter drift, the effective quality factor
Qe is also very important for frequency stability.

As we discussed before, increasing the absolute value of

@oTðoÞ
@o o¼o0

��

will also enhance the frequency stability. Thus, we may
define the frequency stability factor as [7]

SF¼o0
@oTðoÞ
@o o¼o0

�� ð17Þ

For a parallel RLC circuit, the impedance is

ZðjoÞ¼
jo1

C

o2
0 � o2þ jo0o

Qe

ð18Þ

where o0¼ 1=
ffiffiffiffiffiffiffi
LC
p

and Qe¼R
ffiffiffiffiffiffiffiffiffiffi
C=L

p
.

The phase angle of the impedance as a function of fre-
quency is

jðoÞ¼
1

2
p� arctan

o0o
Qe

o2
0 � o2

ð19Þ

and its derivative with respect to o is

@j
@o
¼ �

Qeo0ðo2
0þo2Þ

ðo0oÞ
2
þQ2

eðo
2
0 � o2Þ

ð20Þ

At the resonant frequency, this yields

@j
@o
¼ �

2Qe

o0
ð21Þ

and then the frequency stability factor

SF¼ � 2Qe ð22Þ

This result implies that the higher the Q value of the res-
onant circuit, the higher the frequency stability of the os-
cillator. Hence, another way to improve the frequency
stability is to increase the effective quality factor of the
resonant circuit [6–8].

5. PHASE NOISE

Phase noise is another important performance factor of an
oscillator. Phase noise is usually characterized in terms of
the signal sideband noise spectral density [4,5,10–16],
namely, the decibels below the carrier per hertz (dBc/
Hz), and is defined as

LtotalðDoÞ¼ 10 � log
Psidebandðo0þDo; 1 HzÞ

Pcarrier

� �
ð23Þ

where Psideband(o0þDo, 1 Hz) represents the signal side-
band power within a measurement bandwidth of 1 Hz at
the frequency with offset Do from the carrier.

The most used approach to calculate the phase noise of
an oscillator is the extended Leeson–Cutler phase noise
model expressed as [4,5]

LðDoÞ

¼ 10 log
2FkT

Psig
� 1þ

o0

2QeDo

� �2
" #

� 1þ
oc

jDoj

� �( )
ð24Þ

where F denotes the noise figure of the active device, k is
Boltzmann’s constant, T is the absolute temperature, Psig is
the average power dissipated in the resistive part of the
tank, o0 is the oscillation frequency, Qe is the effective qual-
ity factor of the tank with all the loadings, Do is the offset
from the carrier, and oc is the flicker frequency of the active
device. A typical plot of the phase noise is shown in Fig. 4.

6. OTHER KINDS OF FEEDBACK OSCILLATORS

6.1. Microwave Oscillators

The LC oscillators described above are usually used in the
low-frequency band. As the frequency increases to the mi-
crowave band and even millimeter-wave band, the lumped
components are no longer suitable for resonation. Distrib-
uted components, such as transmission lines and cavities,
should be adopted. Another important consideration is the
treatment of the active devices in microwave band. The
junction capacitance, parasitic capacitances, and induc-
tances of microwave active devices should be taken into
account. Generally, the S parameters are often employed
to characterize the behavior of a microwave active device;

L(�)

∆�

1
f 3

1
f 2

 

Figure 4. Typical plot of the phase noise of an oscillator versus
offset from the carrier.

FEEDBACK OSCILLATORS 1435



thus the design of microwave oscillators based on S pa-
rameters is widely adopted.

The oscillation condition of the circuit shown in Fig. 5 is
given by [2,3]

Ko1

S011G1¼ 1

S022G2¼ 1

ð25Þ

where

K ¼
1� jS11j

2 � jS22j
2þ jS11S22 � S12S21j

2

2jS12S21j

S011¼S11þ
S12S21G2

1� S22G2

S022¼S22þ
S12S21G1

1� S11G1

G1¼
ZS � Z0

ZSþZ0

G2¼
ZL � Z0

ZLþZ0

In many cases, the S parameters of a microwave tran-
sistor do not satisfy the oscillation condition; some type of
external feedback network is needed. The usual method is
to add a segment of transmission line between the grid of
the FET or the base of the BJT and the ground as a serial
feedback network to aid the oscillation. A typical micro-
wave oscillator with microstrip is shown in Fig. 6, where
TL means microstrip transmission line [2]. TL2 acts as the

serial feedback network. Usually, the length of TL2 dom-
inates the oscillation frequency.

A so-called substrate integrated waveguide (SIW) cav-
ity [43] has been used as the feedback resonant network,
followed by development of a feedback microwave oscilla-
tor [44]. Figure 7 is a flowchart of the SIW feedback oscil-
lator (for further details, please see Ref. 44).

The oscillator operates at 12.02 GHz. Good phase noise
and harmonic level have been obtained.

6.2. Crystal and Dielectric Oscillators

As component characteristics change with age, tempera-
ture, signal level, and other parameters, the oscillation
frequency will drift. The main cause of frequency drift is
the drift of circuit parameters and the Q factor. The crys-
tals used in oscillators are usually quartz, and the quartz
crystal has extremely high Q and mechanical stability. A
crystal oscillator is often used in extremely high stability
oscillators. Figure 8 shows two typical crystal oscillators
[17–19].

Besides the quartz crystals, other kinds of materials,
such as SAW devices [20,21], Sapphire [22–25], and di-
electric resonators [26–33] are often used for high-perfor-
mance oscillators. In the microwave band, the dielectric
resonator oscillator (DRO) has become one of the most
widely used oscillators. A typical microwave DRO is
shown in Fig. 9 [33].

6.3. RC Oscillators

RC oscillators using RC feedback network are useful os-
cillators in low-frequency bands [6–8]. The Wien bridge
oscillator is the most widely used RC oscillator that adopts
a balanced bridge as the feedback network, as shown in
Fig. 10.

The oscillation frequency is determined by R and C as

f0¼
1

2pRC
ð26Þ

The oscillation will be sustained if

R2

R1
¼ 2 ð27Þ

6.4. Ring Oscillators

Ring oscillators are commonly used in integrated circuits
[34–38]. They consist simply of n inverters in a ring, where
n is odd. A simple schematic of the ring oscillator is shown
in Fig. 11.

[s]

ZLZS

Figure 5. Design of microwave oscillators based on S para-
meters.

VCC

TL2

TL1

TL3 TL6

TL4

Output

TL5

Figure 6. An FET microwave oscillator with microstrip as dis-
tributed feedback network.

SIW
Cavity

Amp.

Positive feedback

Output

Figure 7. An SIW feedback oscillator.
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For a simple analysis of the ring oscillator, it is as-
sumed that each inverter can be characterized by a prop-
agation time delay Tpd. The oscillation period is then
simply twice the total propagation time delay:

f0¼
1

2n � Tpd
ð28Þ

6.5. Comparison of Different Oscillator Types

Table 1 compares the different types of feedback oscillators
described above.

7. VOLTAGE-CONTROLLED OSCILLATORS

Many applications require oscillators to be electrically
tunable. For example, in the superheterodyne receiver,
the local oscillator should be tuned over an appropriate

frequency range so that the mixer will convert the incom-
ing RF signal with different frequency down to the IF sig-
nal with the same intermediate frequency. In many
applications, such as direct FM or in phase-locked loops,
the tuning of the oscillator should be automatic. One way
to achieve this purpose is using a voltage-controlled oscil-
lator (VCO) [1–3,6–8,39–42]. A device that can be used in a
VCO is the varactor diode. Any diode is a p-n junction, and
thus has a junction capacitance. A varactor diode is de-
signed so that the junction capacitance can be controlled
by the reverse bias voltage across the junction

CðVÞ¼C0 1�
V

Vd

� �ð1=2Þ
ð29Þ

Q
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C2

LcRb1

Rb2

Cc

Cb

Re

(a) (b)

VCC

RL

C1 C2

Figure 8. Two typical crystal oscillators:
(a) Pierce crystal oscillator; (b) crystal oscilla-
tor with a NOT gate.

DR

E

E

B C
Output

VCC
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where V is the reverse bias, C0 is a constant, and Vd is the
diffusion barrier voltage of the junction [1–3,6–8].

A typical schematic of the voltage-controlled oscillator
is shown in Fig. 12.

8. CONCLUSION

The principles and typical practical circuits of feedback
oscillators are reviewed. Three important conditions and
two kinds of main specifications required in an oscillator
are summarized. Typical practical oscillators, such as the
LC oscillators, RC oscillators, crystal oscillators, micro-
wave oscillators, and voltage-controlled oscillators, are
illustrated. These circuits are widely used in communica-
tion systems and other electronic equipment.
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FEEDFORWARD AMPLIFIERS

P. GARDNER

The University of Birmingham
Edgbaston, Birmingham
United Kingdom

1. INTRODUCTION

Highly linear transmitters are required in modern RF and
microwave radiocommunication systems, to facilitate the
transmission of multiple carriers and/or nonconstant en-
velope, bandwidth efficient modulated signals, while min-
imizing the intermodulation and spectral spreading
distortion caused by nonlinearity, particularly in the
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power amplifier. Approaches to this problem may be di-
vided broadly into

* Amplifier linearization techniques, whereby the RF/
microwave transmitter is linearized as a separate
component

* Linear transmitter architectures, in which the mod-
ulation and amplification processes are merged, with
feedback or other control applied to the whole trans-
mitter, usually by demodulating a sample of the out-
put, and comparing with the modulation input

The three main techniques for linearization of the ampli-
fier itself are feedforward linearization, RF predistortion,
and feedback linearization.

Feedforward, the subject of this article, uses two analog
signal loops. The first extracts the distortion occurring in
the amplifier, and the second subtracts distortion from the
output signal. One of the main attractions of this technique
is that the correcting signal is derived from the nonlinear
amplifier itself; the correction circuit does not need to be
programmed with a nonlinear model of the amplifier. High
levels of distortion cancellation (Z30 dB) can be achieved,
and broad bandwidths are possible, at the expense of very
precise phase and amplitude matching in the two loops.

In RF predistortion, a circuit module at the amplifier
input is designed to have a nonlinear characteristic oppo-
site to that of the main amplifier. For example, if the main
amplifier has a gain that compresses as the input level in-
creases, the predistorter is designed to have a compensat-
ing gain expansion. Similarly, the variation of phase with
signal level in the predistorter is designed to compensate
the phase change with signal level in the amplifier. An al-
ternative view of the operation of a predistorter is that it
generates intermodulation distortion components with an
amplitude and phase such that, after amplification in the
main amplifier, they cancel out the corresponding compo-
nents generated within the amplifier itself. Predistortion
linearisers provide an excellent method for achieving mod-
est levels of distortion reduction (B10 dB), without the ad-
ditional circuit complexity of feedforward systems.

Amplifier linearization using negative RF feedback re-
lies on the fact that the transfer function of a closed-loop
system is dominated by the feedback path, so long as the
open-loop gain is high compared to the closed-loop gain.
Thus, if the feedback path is linear, the closed-loop gain
and phase remain linear. The main difficulty of this tech-
nique at RF and microwave frequencies is that the feed-
back path necessarily has a significant electrical length,
compared to a guided wavelength, so the linearization
works only over a narrow bandwidth, and instabilities are
likely to occur at other frequencies. Negative feedback is
therefore not widely used as a linearization technique in
the RF–microwave range.

Linear transmitter architectures include a number of
configurations, such as polar loop, Cartesian loop, and
adaptive digital predistortion. These techniques can pro-
vide extremely high levels of linearity, usually measured
in terms of low adjacent-channel power levels. However,
because much of the associated processing is done digital-
ly at baseband or IF, the achievable percentage bandwidth

is relatively low. Since the modulation scheme is effective-
ly programmed into the transmitter architecture, such
linearization techniques could be regarded as less adapt-
able than a standalone amplifier lineariser. Continual im-
provements in DSP (digital signal processing) hardware,
however, will make linear architectures increasingly at-
tractive options in system design.

2. BASIC PRINCIPLE OF FEEDFORWARD OPERATION

The invention of feedforward linearization can be traced
back to a patent by Black [1]. After long neglect, the idea
was revived for microwave applications by Seidel[2]. The
basic principle of the feedforward amplifier is illustrated in
Fig. 1. At the input to the main amplifier, coupler 1 samples
the undistorted input signal. A sample of the signal at the
output of the main amplifier is also taken using coupler 2. If
the main amplifier were perfectly linear, this would be sim-
ply an amplified version of the input sample. In reality,
nonlinear distortions in the amplifier cause the output sam-
ple to be an amplified version of the input signal along with
an additional error signal. The error signal includes the
intermodulation components generated in the main ampli-
fier. The function of the feedforward system is first to isolate
the error signal and then to remove it from the amplifier
output, leaving an undistorted, linearly amplified signal.

This is achieved by first linearly adjusting the levels of
the two samples and combining them in antiphase (i.e.,
subtracting them) using coupler 3, to cancel out the want-
ed signal and leave only the error signal. The coupling
ratios in couplers 1, 2, and 3, and the phase shifts, delays,
and attenuations in the first loop, are adjusted to achieve
this cancellation. The error signal is then adjusted in
phase and amplified by the auxiliary amplifier to a suit-
able amplitude level, so that when recombined, using cou-
pler 4, with the output from the main amplifier, the error
signal is canceled completely from the final output. To
illustrate this operation, Fig. 1 includes spectrum dia-
grams showing the operation of a feedforward linearised
amplifier with a two-tone input signal.

In principle, therefore, feedforward is a way to achieve
perfect linear amplification without distortion. To assess
its applicability in a practical transmitter system, several
key performance parameters must be assessed, including

* Efficiency
* Bandwidth
* Degree of distortion suppression required
* Size and complexity

These parameters and the factors that influence them are
outlined in this section and in more detail in Section 3.

2.1. Efficiency

Three main and interacting factors limit the overall effi-
ciency of a feedforward amplifier:

1. The auxiliary amplifier consumes a significant
level of DC power without adding to the level of the
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wanted output signal. If the first loop of the feedfor-
ward system is correctly balanced, the auxiliary am-
plifier only has to amplify the distortion. However, it
has to amplify it linearly, and to a level somewhat
higher than the distortion in the main branch of the
system, because of the coupling ratio of coupler 4.
For example, if the main amplifier produces inter-
modulation products 20 dB below the output carri-
ers, and the output coupler has a 13 dB coupling
ratio, the error signal at the output of the auxiliary
amplifier must be 13 dB above the level of the main
amplifier intermodulation products, or in other
words, only 7 dB below the level of the wanted sig-
nal in the main branch. For perfect operation, the
auxiliary amplifier must not introduce any signifi-
cant level of further distortion. A class A amplifier,
backed off well below saturation, is therefore nor-
mally used. In the example above, therefore, the
auxiliary amplifier would need to have a DC power
rating of the same order of magnitude as that of the
main amplifier. Thus, to a crude approximation, the
cancellation of distortion is achieved at the expense
of doubling the DC power consumption or halving
the efficiency.

2. The output coupler (coupler 4 in Fig. 1) degrades the
overall efficiency because of its inherent ohmic and
dielectric losses, and also because it couples a por-
tion of the wanted output power into the matched
termination on its fourth port. Clearly there is a
tradeoff here between loose coupling in coupler 4
(say, 420 dB), to limit the wastage of main amplifier
power, and tight coupling (say, o10 dB) to limit the

demands on the auxiliary amplifier. The ideal level
of coupling, for maximum overall efficiency, there-
fore depends on the level of distortion occurring in
the main amplifier that needs to be canceled.

3. The efficiency of the main amplifier strongly influ-
ences the overall efficiency. To limit the demands on
the auxiliary amplifier, it is desirable not to operate
the main amplifier too close to saturation; however,
this reduces its efficiency.

The net result of these three factors influencing efficiency
is that the overall efficiency of a typical feedforward
amplifier is at best about 10%. However, to achieve
comparable levels of intermodulation suppression without
feedforward, by simply using a higher power linear
amplifier and backing off its output power, could
reduce the efficiency by several further orders of magni-
tude. Thus feedforward amplifiers can be a good choice
where linear amplification is required with reasonable
efficiency.

2.2. Bandwidth and the Degree of Distortion Suppression

In feedforward amplifiers, the main and auxiliary signals
both propagate in the same forward direction through the
system. This is in contrast to the situation in feedback
amplifiers, where, self-evidently, the feedback signal prop-
agates in the reverse direction. This leads to two advan-
tages of feedforward systems as compared to feedback
systems: (1) because there is no closed loop (assuming ide-
al coupler directivity), we do not have the danger inherent
in feedback systems where the feedback becomes positive

Main amplifier

Error Amplifier

Coupler 1

Coupler 2

Coupler 3

Coupler 4

Delay Line 1

Delay Line 2

Attenuator

Input

Output

Two tone spectrum at amplifier input Spectrum containing only
intermodulation products at error

amplifier input and output

Main amplifier output with
intermodulation products

Feedforward amplifier output
with intermodulation products

suppressed

Figure 1. Basic configuration for a feedforward amplifier, including indicative spectra for the case
of a two-tone input.
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at certain frequencies, leading to oscillation problems; and
(2) by ensuring that the propagation delays are equal on
both sides of each loop of the feedforward system, we can
maintain signal cancellation in the first loop and suppres-
sion cancellation in the second, over a broad frequency
range.

In practice, the accuracy of the two cancellation pro-
cesses depends on the bandwidth over which the designer
attempts to achieve them. Near-perfect cancellation, lead-
ing to extremely low intermodulation levels, is possible in
a very narrowband design. In more realistic scenarios,
there is a tradeoff between the bandwidth and the degree
of suppression achievable. This is made more difficult by
the fact that the delays through the active and passive
components of the system are not frequency-independent.

The practical tradeoff between bandwidth and suppres-
sion level depends on the complexity of the balancing and
adaptation circuits used; there is no exact rule to relate
the parameters. However, the following examples give an
idea of what is achievable. A feedforward amplifier oper-
ating over greater than an octave bandwidth was reported
by Steel et al. [3], with an implied suppression of 14 dB. A
feedforward bandwidth of the order of 8% was reported by
Konstantinou et al. [4], with intermodulation product sup-
pression of around 20 dB. A review article by Raab et al.
[5] quotes 25–30 dB as the practical upper limit for man-
ufactured equipment.

2.3. Size and Complexity

The addition of an auxiliary amplifier and the associated
couplers, attenuators, and phase shift networks clearly
adds to the overall size and complexity of the amplifier
subsystem. Achieving a sufficiently accurate balance over
the full bandwidth requires fine adjustment of phase and
amplitude. Fine tuning in production can be achieved by
means of mechanically trimmed variable attenuators and
phase shifters, or by electronically controlled components
such as vector modulators. Where electronic adjustment is
incorporated, it is possible to introduce electronic control
to compensate for drift with time and temperature. Feed-

forward amplifiers reported to date have been hybrid sys-
tems, too complex to allow monolithic integration, given
the need for fine adjustment. Mechanical and thermal is-
sues and the establishment of tuning procedures are cru-
cial in the design of a complete feedforward amplifier for a
production environment. In many circumstances, it is also
necessary to devise control and adaptation algorithms to
maintain optimum performance, compensating for param-
eter drifts that occur with aging, temperature, or varia-
tions in signal-level statistics.

3. DETAILED DESIGN CONSIDERATIONS

In this section, design equations for the basic feedforward
system are established, using a revised and expanded ver-
sion of the analysis given by Pothecary [6], leading to
phase and amplitude margins for accurate cancellation.
Further feedforward amplifier parameters, such as the
overall input and output match, noise figure, and efficiency
are also analyzed.

3.1. Basic Signal Flow Analysis

In the generic form of the feedforward amplifier shown in
Fig. 2, the lowercase symbols indicate the following com-
plex voltage transfer coefficients:

* c1 through c4 are coupling coefficients of the couplers.
* a1 through a4 are coupler losses, that is, the transfer

coefficients from the input port to the direct output
port of each coupler.

* i1 through i4 are the isolation coefficients of the four
couplers, that is, the transfer coefficients from the in-
put to the nominally isolated port.

* l1 and l3 are the transfer coefficients of the two delay
lines.

* l2 is the attenuation of the attenuator mounted
between couplers 2 and 3.

* gm and ge are the complex gains of the main and error
amplifier, respectively.

Main amplifier

Error Amplifier

Coupler 1

Coupler 2

Coupler 3

Coupler 4

Delay Line 1

Delay Line 2

Attenuator

Input

Output
c1 i1

a1

c2 i2

a2

c4
i4

a4

i3

a3

c3

l2

l
1

ge

gm l3

Gain and Phase
Adjustment

Figure 2. Feedforward amplifier annotated for signal flow analysis.
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Note that although the transfer coefficients are indicated
using arrows showing the main signal flow direction, the
passive components are all reciprocal, and at some points
in the analysis it is necessary to use the same transfer
coefficients for a signal in the opposite direction. The same
symbols in uppercase are used later to indicate the corre-
sponding quantities expressed in decibels.

It is assumed that both amplifiers have adjustable gain
and phase to facilitate balancing of the loops. In practice,
this adjustability would be built into the early amplifier
stages, rather than the output stages and so would be
achieved without significantly affecting the output power
ratings or DC power consumption.

It is also assumed that the individual passive compo-
nents are well matched to the system impedance (typically
50O), so that the complications of multiple reflections can
be ignored.

The input voltage wave amplitude is Vin. The distortion
and noise in the main amplifier are represented by the
addition of a voltage Vd to the amplified input. Thus the
total output of the main amplifier, at the input to coupler
2, is given by

Vout main¼ gmc1VinþVd

The resulting voltage at the input to the error amplifier is
given by

Vin error¼ gmc1VinþVdð Þc2l2c3þa1l1a3Vin

¼ gmc1c2l2c3þa1l1a3ð ÞVinþ c2l2c3Vd

ð1Þ

The condition for balancing the first loop is that the input
to the error amplifier should depend only on the distortion
voltage Vd. The condition is therefore found by setting the
coefficient of Vin in (1) to zero:

gmc1c2l2c3þa1l1a3¼ 0 ð2Þ

The output from coupler 4 (i.e., the output of the whole
feedforward amplifier) is given by

Vout¼Vout maina2l3a4þgec4Vin error

¼a2l3a4 gmc1VinþVdð Þ

þ gec4 gmc1c2l2c3þa1l1a3ð ÞVinþ c2l2c3Vdð Þ

If the first loop matching condition (2) is met, then this
reduces to

Vout¼a2l3a4gmc1Vinþ gec4c2l2c3þa2l3a4ð ÞVd ð3Þ

Balancing of the second loop is achieved when the coeffi-
cient of Vd in this equation is zero, that is, when

gec4c2l2c3þa2l3a4¼0 ð4Þ

Then, substituting (4) into (3), we can express the gain of
the whole feedforward amplifier as

gff ¼
Vout

Vin
¼ gmc1a2l3a4 ð5Þ

If we represent the transfer coefficients in decibels instead
of in complex amplitude format, using the corresponding
upper case symbols, then

Gff ¼GmþC1þA2þL3þA4 ð6Þ

As expected, the overall gain is the gain of the main am-
plifier reduced by the losses of the passive components in
the main signal path.

3.2. First-Loop Balance

Balancing the first loop is necessary to minimize the load
on the error amplifier. Any distortion resulting from over-
loading the error amplifier with residual carrier power
adds to the overall distortion of the feedforward amplifi-
er—there is no mechanism to cancel it out. The amplified
residual carrier signal reaching coupler 4 through the er-
ror amplifier would also alter the overall gain of the feed-
forward amplifier. This could be an increase or a decrease
depending on the phase of the residual signal. The balance
conditions for the first loop need to be achieved over a fre-
quency range that encompasses the input signal spec-
trum.

3.3. Second-Loop Balance

Balancing the second loop is necessary to ensure deep
cancellation of distortion. The bandwidth over which bal-
ance must be achieved is normally greater than that re-
quired for the first loop because distortion products (e.g.,
intermodulation products) are likely to fall outside the
range of the wanted signal.

3.4. Phase and Amplitude Matching Limits

Considering further the balance condition for the second
loop, we can rewrite (4) as

1� x¼ 0; where x¼
�c2l2c3gec4

a2l3a4
ð7Þ

where x is a complex number, equal to unity for perfect
balance and equal to zero if the second-loop correction is
not applied. The squared magnitude of the distortion sup-
pression ratio is thus jsj2¼ j1� xj2.

Analyzing this in terms of the magnitude and phase
imbalance, we obtain

jsj2¼ j1� xj2¼ j1� jxj cos y� jjxj sin yj2

¼ ð1� jxj cos yÞ2þ jxj2 sin2 y

¼ 1� 2jxj cos yþ jxj2

ð8Þ

where y is the phase imbalance and 20 log10 jxj is the am-
plitude imbalance in decibels.
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Figure 3 shows plots of the loop suppression in decibels
versus phase imbalance, for varying levels of amplitude
imbalance. It shows that there is some limited scope for
trading off phase error against amplitude error, but for
high levels of suppression, very good phase and amplitude
accuracy are both required. For example, 30 dB suppres-
sion can be achieved if the phase balance is better than
1.21 and the amplitude balance is better than 0.2 dB. To
illustrate the fine adjustment required, in physical layout
terms this 1.21 phase balance corresponds to a pathlength
balance between the two sides of the loop of better than
1=f

ffiffiffiffiffiffiffi
eeff
p

mm, where f is the frequency in gigahertz and eeff

is the effective dielectric constant of the circuit medium.

3.5. Noise Figure

The noise figure of a feedforward amplifier is dominated
by the error amplifier path. If the loops are properly bal-
anced, the noise generated in the main amplifier (being
uncorrelated with the input signal) is canceled at the out-
put of the fourth coupler, in just the same way as the dis-
tortion. Thus, with reference to Fig. 2, the total noise
figure ftotal is given by

ftotal¼
fe

ja1l1a3j
2

where fe is the noise figure of the error amplifier. Alter-
natively, expressing all quantities in decibels, we obtain

Ftotal¼Fe � A1 � L1 � A3 ð9Þ

Since A1, L1, and A3 are all negative, the total noise figure
is clearly somewhat higher than that of the error ampli-
fier. L1 may be regarded as a parasitic loss and should be
fairly small (of the order of a few tenths of a decibel). A3

can also be made small in most cases because other de-
grees of freedom are available to balance the loops. So the
main design choice affecting the noise figure is the input
coupler loss A1. In a feedforward amplifier design in which
the noise figure must be kept to a minimum, it is therefore
necessary to direct most of the input power toward the
linear branch of the first loop by making a1 close to unity
(i.e., A1 close to 0 dB). Consequently, as power is conserved

in the input coupler, c1 is small, and the gain of the main
amplifier must be increased to compensate for this input
attenuation. This is rarely a problem because small-signal
gain is relatively cheap in terms of components and DC
power.

3.6. Return Losses

The input and output return losses of the feedforward
amplifier are affected by the multiple signal paths.

3.6.1. Input Return Loss. Considering first the input
port, with reference to Fig. 2, the reflected voltage wave
is made up of the vector combination of reflections from
couplers 1 and 3, the two amplifiers, and the first delay
line. There is also a potentially significant contribution
from the main amplifier output, fed back to the input via
coupler 2 and the isolated path through coupler 3. It is
assumed that the reverse isolations (output to input)
through the amplifiers and the isolation factors of the cou-
plers are sufficiently high to eliminate any significant con-
tributions to the input return loss from all other possible
signal paths.

Assuming further that the individual passive compo-
nents have negligible reflection coefficients, we can write
the input reflection coefficient as follows:

Gin¼ c2
1Gin mainþa2

1l2
1a2

3Gin error

þ c1gmc2l2c3Gin errora3l1a1

þ c1gmc2l2i3l1a1

¼ c2
1Gin main

þa1l1a3ða1l1a3þ c1gmc2l2c3ÞGin error

þ c1gmc2l2i3l1a1

ð10Þ

If the first-loop balance condition (2) is met, the coefficient
of Gin_error in (10) is zero, and the equation can be simpli-
fied to

Gin¼ c2
1Gin main �

a2
1l2

1a3i3

c3
ð11Þ

The first contribution will be small if the input coupling
ratio is made low, as also required for a low-noise figure
(see Section 3.5). The second contribution in (11) can be
minimized by designing coupler 3 to have a high directiv-
ity factor, d3¼ c3/i3.

3.6.2. Output Return Loss. Considering now a signal in-
jected into the output port of the feedforward amplifier,
and making corresponding assumptions again about
the reverse isolation factors of the amplifiers and the re-
flection coefficients of the passive components, we can ar-
rive at the following equation for the output reflection
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coefficient:

Gout¼ c2
4Gout errorþa2

4l2
3a2

2Gout main

þa4l3a2Gout mainc2l2c3gec4

þa4l3i2l2c3g3a4

¼ c2
4Gout error

þa4l3a2ða4l3a2þ c2l2c3gec4ÞGout main

þa4l3i2l2c3g3a4

ð12Þ

If the second-loop balancing condition (4) is met, the coef-
ficient of Gout_main is zero. This is a result of the fact that
the second loop fulfills its function of canceling any output
signals not originating from the input. The signal reflected
by the output of the main amplifier is canceled just as
noise and distortion are. Thus Eq. (12) can be rearranged
to give

Gout¼ c2
4Gout errorþ

a2
4l2

3a2i2

c2
ð13Þ

c4 is typically small, to avoid wasting main amplifier
power (but not so small as to overstretch the error ampli-
fier), so the second term, involving the directivity of cou-
pler 2, namely, d2¼ c2/i2, could be the dominating
contribution to the output return loss.

3.7. Stability

Although feedforward is generally regarded as an inher-
ently stable amplifier configuration, it does contain closed
signal loops that need to be analyzed carefully to check for
possible instabilities. As in the case of the input and out-
put return losses, a key consideration here is again the
directivity of the couplers.

Considering the first loop first, we can express a loop
gain factor g1 as

g1¼ i1gmc2l2i3l1 ð14Þ

If the first loop balance condition (2) is met, this can be
written as:

g1¼ �
a1l2

1a3

d1d3
ð15Þ

Since |d|b1 for a well-designed directional coupler, and
since all the parameters in the numerator have magni-
tudes less than unity, Eq. (15) suggests that stability is
unlikely to be a problem, since |g1|o1. However, care
must be taken if the bandwidth of the main amplifier is
significantly broader than the bandwidths of the couplers,
since their isolation may degrade out of band, leading to
an unstable condition where Eq. (14) gives |g1|41, at
some frequency outside the intended frequency range of
the feedforward amplifier.

Similarly, considering the second loop, we can express a
loop gain factor g2 as follows:

g2¼ gei4l3i2l2c3 ð16Þ

Applying the second-loop balance condition (4) allows this
to be rewritten as

g2¼ �
a2l2

3a4

d2d4
ð17Þ

As in the case of the first loop, good directivity in the
couplers ensures stability over the intended operating
range, but if the error amplifier has a bandwidth broad-
er than those of the couplers or than the intended operat-
ing frequency range of the feedforward amplifier, it is
advisable to check that (16) does not lead to |g2|41 at
any frequency.

3.8. Efficiency

The overall efficiency of a feedforward amplifier (not in-
cluding power consumption by power conditioning, control
circuits and cooling systems) is a function of the efficien-
cies of both the main and error amplifiers, as well as the
losses in the output circuit.

If the output power of the main amplifier is PM, then
the output from the feedforward amplifier is
POUT¼ ja2j

2jl3j
2ja4j

2PM. If the efficiencies of the main
and error amplifiers are NM and NE, then the total DC
power consumption is PDC TOTAL¼PM=NMþPE=NE,
where PE is the power output of the error amplifier.

Thus the overall efficiency can be written as follows:

NTOTAL¼
POUT

PDC TOTAL

¼
ja2j

2jl3j
2ja4j

2PM

PM=NMþPE=NE

¼
ja2j

2jl3j
2ja4j

2NM

1þPENM=PMNE

ð18Þ

This shows that in the limiting case where the power de-
mands on the error amplifier are very small compared to
those on the main amplifier, the overall efficiency ap-
proaches that of the main amplifier, but reduced by the
losses of the output couplers and delay lines. In the more
typical situation where the powers are comparable, the
overall efficiency is reduced by the presence of the error
amplifier. Typically, the error amplifier is likely to have an
efficiency lower than that of the main amplifier because it
needs to be highly linear to avoid generating additional
uncompensated distortion, and it may also have been de-
signed with an emphasis on noise figure rather than effi-
ciency.

Figure 4 shows a set of curves indicating the efficiency
reduction factor, 1=ð1þPE NM=PMNEÞ, as a function of PE /
PM for typical values of NE and NM. They show, as expect-
ed, that the efficiency is halved if PE¼PM and NE¼NM.
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3.9. Bandwidth

As discussed earlier, the main limitation on the bandwidth
of a feedforward amplifier is usually the frequency range
over which the rigorous phase and amplitude matching
conditions can be met.

Considering Figs. 2 and 3 again, the problem becomes
one of meeting amplitude and phase matching limits re-
quired for the desired degree of suppression over the full
bandwidth. The two paths from the main amplifier output
to the feedforward output have transfer functions ta and
tb, where ta¼a2l3a4 and tb¼ c2l2c3gec4.

Typically, the main path characterized by ta has a rel-
atively small variation of amplitude with frequency and a
phase that varies linearly with frequency, consistent with
a constant delay. Some amplitude variation and deviation
from constant delay may occur if the couplers are working
near the edge of their frequency ranges. The phase of
transfer function ta can thus be expected to vary with fre-
quency as follows:

ArgðtaÞ¼fa � tdðo� o0Þ ð19Þ

where td is the time delay at center frequency o0.
The path through the error amplifier, characterized by

transfer function tb, is likely to have more complex ampli-
tude and phase variations with frequency. The phase vari-
ation is typically characterized by a polynomial, of the
form

ArgðtbÞ¼fb � tgðo� o0Þþpðo� o0Þ
2
þRðoÞ ð20Þ

where tg is the group delay at center frequency o0, p is a
parabolic phase coefficient, arising mainly from the band-
pass response of the error amplifier, and R(o) is a residual
phase ripple function, caused by higher-order transfer
function terms and multiple reflections within the error
amplifier and associated components.

The second-loop balance equation requires that

ArgðtaÞ � ArgðtbÞ¼  p

From (19) and (20), it is clear that this can be satisfied by
making fa � fb¼  p and td¼ tg, as long as the amplifier
bandwidth is large enough to render the influence of the
parabolic and ripple components negligible. Thus, to
achieve broadband feedforward cancellation, it is neces-
sary to have at least 2 degrees of freedom in the adjustable
parameters of the second loop, so that both the phase offset
and the delay can be equalized. It may be necessary to
arrange for cancellation of quadratic and higher terms
also, necessitating the inclusion of carefully designed all-
pass filter networks. However, if only narrowband opera-
tion is required, it is sufficient to have just one adjustable
phase parameter in each loop. Similar considerations
apply to achieving amplitude balance.

In a more realistic design scenario, it is likely that a
CAD model rather than an analytical equation would be
used to characterize the amplifier and the associated pas-
sive components. A procedure such as that reported by
Konstantinou et al. [7] can then be used. First, the loop 1
balance is optimized by injecting a small signal into the
input of coupler 1 and adjusting the variable elements to
achieve minimum power at the input to the error ampli-
fier, over the required range of frequency and input power.
The reference path is then broken by removing the delay
line and replacing it with two matched and isolated ter-
minations. The carrier signal should then appear at the
input to the error amplifier. If the second loop is correctly
adjusted, this will cancel the carrier signal at the output of
coupler 4. Thus the second loop can be optimized by ad-
justing the variable elements for minimum output from
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coupler 4, while the input signal varies over the full fre-
quency range. Then, after loop 1 is reestablished, a non-
linear measurement or simulation, such as a two-tone
test, can be performed to ensure that adequate cancella-
tion occurs.

An alternative to the technique of opening the first loop
while optimizing the second would be to inject a pilot
signal at the input to the main amplifier, as illustrated in
Fig. 5 [6]. The first loop is optimized by ensuring that the
ratio of the input signal to the pilot signal at the input to
the error amplifier is minimized. The second loop is opti-
mized by ensuring that the level of the pilot signal seen at
the feedforward amplifier output is minimized. This con-
cept forms one basis for automatic control of a feedforward
loop, to compensate for changes in the amplifier perfor-
mance with temperature, aging, and varying signal sta-
tistics.

4. ADVANCED TECHNIQUES AND CHALLENGES

This section briefly reviews some advanced techniques in
recent and current (as of 2004) research on feedforward
linearisation.

4.1. Dual-Loop Feedforward

Since a complete feedforward amplifier is itself an ampli-
fier in its own right, it is possible to incorporate the whole
thing, recursively, inside an outer feedforward loop, as

shown in Fig. 6. The outer loop can be used to compensate
for the residual distortion left by the inner loop and for
any distortion introduced by the first error amplifier, lead-
ing to even lower distortion levels but increasing the tun-
ing complexity even further.

4.2. Nonlinear Phase Equalizers for Improved
Broadband Suppression

Hau et al. [8] demonstrated that by the use of nonlinear
phase equalizers formed from allpass networks, the IM3
cancellation of a feedforward amplifier operating over the
full 1.7–1.9-GHz band could be improved from 15 to 21 dB.

4.3. Feedforward Adaptation and Control

Cavers [9] established a theoretical basis for the adapta-
tion of a feedforward system, showing that different con-
siderations apply in the two loops. In the first loop (the
signal cancellation loop) adaptation can be achieved by
monitoring the error signal (at the input to the error am-
plifier). One possible method is to seek minimum power
in this signal, but the favored method seeks zero corre-
lation between the error signal and the input modulation,
leading to a gradient-based adaptation algorithm that
does not require pilot signals or other deliberate periodic
perturbations to ensure that the optimum setting is
maintained. Adaptation times of the order of 1–10 ms
can be achieved in this way. In the second loop (the
error correction loop) the high level of the wanted signal
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Figure 5. Feedforward amplifier with pilot signal injection for loop 2 control.
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relative to the error necessitates much longer integration
times, leading to much slower adaptation. This problem
can be overcome, and the accuracy improved, by using a
carrier suppression filter before performing the gradient
calculation.

Chen et al. [10] proposed an alternative fast adaptive
algorithm to track the linearizer control parameters, sep-
arating the rapidly varying but known factors (i.e., the
signal statistics) from the slowly varying environmental
factors affecting the power amplifier model, resulting in
swift and accurate convergence.

Echeverría et al. [11] demonstrated that very high lev-
els of intermodulation suppression, over 60 dB, could be
achieved by tuning the control loops manually for individ-
ual 10 MHz subbands, over a total bandwidth of 19 MHz
(2.01–2.205 GHz).

4.4. Hybrid Feedforward Amplifiers

It is possible to combine feedforward linearization with
other linearization methods for improved overall results.
For example, Horiguchi et al. [12] demonstrated a high-
power 2.12 GHz feedforward power amplifier in which the
overall operating efficiency was improved by 1% by the
addition of a simple predistortion linearizer to the input of
the main amplifier.

Another more radical hybrid feedforward amplifier con-
cept has been proposed by Randall et al. [13], in which
part of the first loop is replaced by a DSP implementation.
The main and reference signals are both generated by
DSP before upconversion to the carrier frequency. The
second loop would operate conventionally. The advantage
of DSP implementation is that phase and amplitude
equalization of both the main and reference signals can
be carried out and adapted as required in DSP software,
rather than in RF analog components, allowing more ac-
curate cancellation.

4.5. MMIC Integration

Integrating the whole feedforward amplifier onto a single
MMIC is an attractive proposition from the point of view
of miniaturization and repeatability at higher microwave
frequencies or even millimeter-wave frequencies. Achiev-
ing such integration is, however, a major research chal-
lenge, because of the difficulty of creating the necessary
high-isolation couplers, low-loss delay lines, and phase
shifters on a MMIC, along with high linearity, high effi-
ciency, and accurately modeled amplifiers. Parkinson and
Paul [14] have carried out initial studies of the possibility
of using a distributed amplifier structure as an active cou-
pler within a MMIC feedforward amplifier, as a starting
point for full MMIC integration.
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relative to the error necessitates much longer integration
times, leading to much slower adaptation. This problem
can be overcome, and the accuracy improved, by using a
carrier suppression filter before performing the gradient
calculation.

Chen et al. [10] proposed an alternative fast adaptive
algorithm to track the linearizer control parameters, sep-
arating the rapidly varying but known factors (i.e., the
signal statistics) from the slowly varying environmental
factors affecting the power amplifier model, resulting in
swift and accurate convergence.

Echeverría et al. [11] demonstrated that very high lev-
els of intermodulation suppression, over 60 dB, could be
achieved by tuning the control loops manually for individ-
ual 10 MHz subbands, over a total bandwidth of 19 MHz
(2.01–2.205 GHz).

4.4. Hybrid Feedforward Amplifiers

It is possible to combine feedforward linearization with
other linearization methods for improved overall results.
For example, Horiguchi et al. [12] demonstrated a high-
power 2.12 GHz feedforward power amplifier in which the
overall operating efficiency was improved by 1% by the
addition of a simple predistortion linearizer to the input of
the main amplifier.

Another more radical hybrid feedforward amplifier con-
cept has been proposed by Randall et al. [13], in which
part of the first loop is replaced by a DSP implementation.
The main and reference signals are both generated by
DSP before upconversion to the carrier frequency. The
second loop would operate conventionally. The advantage
of DSP implementation is that phase and amplitude
equalization of both the main and reference signals can
be carried out and adapted as required in DSP software,
rather than in RF analog components, allowing more ac-
curate cancellation.

4.5. MMIC Integration

Integrating the whole feedforward amplifier onto a single
MMIC is an attractive proposition from the point of view
of miniaturization and repeatability at higher microwave
frequencies or even millimeter-wave frequencies. Achiev-
ing such integration is, however, a major research chal-
lenge, because of the difficulty of creating the necessary
high-isolation couplers, low-loss delay lines, and phase
shifters on a MMIC, along with high linearity, high effi-
ciency, and accurately modeled amplifiers. Parkinson and
Paul [14] have carried out initial studies of the possibility
of using a distributed amplifier structure as an active cou-
pler within a MMIC feedforward amplifier, as a starting
point for full MMIC integration.
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by simpler and cheaper alternatives. However, interest in
circulators has been revitalized with the emergence of
mobile communications. As an increasing number of users
are accustomed to the freedom provided by cellular
phones, communication without the constraint of an at-
tached wire is considered as natural as breathing air. In
addressing the ever-increasing public demands, numerous
wireless systems have been launched and more are com-
ing. The most notable ones are wireless local area net-
work, wireless local subscriber loops, and other high-
bit-rate yet low-error-rate systems of data transmission.
For these systems, the overlooked circulator enjoys a com-
petitive edge as most active switches could not deliver the
needed power rating and bandwidth at a reasonable price,
especially those in the ultra-high-frequency band and
beyond.

For engineering students, the circulator is perhaps
the first multiport device covered in their foundation
course on microwave engineering, and it might be
the first nonreciprocal passive device encountered [1,2].
The importance of this three-port device in communica-
tion systems can be explained by its functionality. Simply
put, waves entering one of the identical ports of a circu-
lator, say, port 1, are totally transmitted to one of the
output ports, port 2, with none to the remaining one,
port 3. Similarly, those inputted to port 2 are passed on
to port 3 without loss while port 1 is isolated. The cycle
is completed as signals entering port 3 are outputted
to port 1 only. Schematically, a circulator is shown in
Fig. 1.

The scattering matrix of the clockwise circulator shown
in Fig. 1 is

½S�clockwise¼

0 0 1

1 0 0

0 1 0

2
664

3
775 ð1Þ

Depending on the physical layout of a circuit and one’s
point of view, a circulator can also be counter-clockwise

and the relevant scattering matrix is

½S�counterclockwise¼

0 1 0

0 0 1

1 0 0

2
664

3
775 ð2Þ

Extension of a three-port circulator to an m-port one is
possible, but it is skipped here because it introduces no
new concepts, yet the algebra involved is so tedious that
the logic flow of this introductory article could be derailed.
Note that, the scattering matrices given in (1) and (2) are
valid for lossless three-port circulators with perfectly
matched inputs and outputs. Modifications of the theories
and practices presented in this article to low-loss m-port
ones with less than perfect matched input and output
ports have been conducted in many pioneering studies
[3,4]. Again, they are omitted here, and interested readers
are referred to a comprehensive book [5].

The passive traffic control in circulators is facilitated by
an anisotropic element. Isotropy or anisotropy is an in-
trinsic characteristic of all matters that finds its origin in
their molecular structures and atomic dipole moments of
electric or magnetic nature [6]. In general, these dipole
moments are randomly oriented in the absence of an ex-
ternal excitation; therefore the material on the whole has
a negligibly small net dipole moment. The scenario could
change abruptly with the introduction of an applied static
electric field as the electric dipole moments align them-
selves with the impressed force and a net electric dipole
moment results. Similarly, a spontaneous magnetic dipole
moment is obtained by a biasing magnetic field. The dipole
alignment is dependent on the strength of the excitation
until all dipoles are almost perfectly oriented. The align-
ment, in fact, depends on the molecular structure of the
material, the ambient temperature, the initial settings,
and other physical conditions. In general, the relationship
between the dipole alignment and the applied field is non-
linear, and for some materials, it is anisotropic.

The principles of circulator operation, basic theories of
anisotropy, wave propagation in anisotropic materials,
and circulator applications will be briefly presented in
Sections 2–4, followed by a general description of selected
circulators in Section 5. The most popular ones, especially
waveguide junction circulators, will be analyzed in depth
in Section 6. A few concluding remarks will be presented
in Section 7.

2. ANISOTROPY AND ANISOTROPIC MATERIALS

In theory, both electrical and magnetic materials can be
used to produce anisotropic effects in a circulator. Mag-
netic anisotropy is, however, still used in practically all
circulators over a half-century since its invention. Hence,
the discussion in this section focuses on magnetic anisot-
ropy. Nevertheless, the potential of using electrically an-
isotropic materials in circulators in the future cannot be
dismissed. One of the major candidates for this is the uni-
axial chiral material especially made for microwave fre-
quencies. Although significant progress has been observed

2

1

3

Figure 1. A schematic sketch of a circulator.
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in this area in recent years, the technologies at our dis-
posal at this moment are far from satisfactory. Thus it has
been decided not to further investigate the use of electri-
cally anisotropic materials in circulators until more ma-
ture technologies are available.

As this is only an introductory article on circulators, we
will not attempt to cover all circulators available on the
market. For similar reasons, only theories of anisotropy
directly relevant to the selected circulators discussed here
will be presented.

2.1. Spinning Electron in Free Space

The angular momentum of an electron in an atom or an
ion arises from two factors: its orbital motion around the
atomic nucleus and its spin. Based on quantum mechan-
ics, the total angular momentum of an electron in free
space is given by

s¼
1

g

h

2p
ð3Þ

where h¼ 6.626 � 10�34 J/s is Planck’s constant and g is
Lande’s factor. If the angular momentum of an electron is
due solely to its orbital motion, then g¼ 1. At the other
extreme, a g¼ 2 factor is used to signify a spin-only mo-
mentum. For most materials of interest in microwave sys-
tems, it can be shown that g ranges from 1.98 to 2.01;
therefore g¼ 2 is a good approximation. Based on Bohr’s
model, the magnetic dipole moment of an electron is

m¼
e

m0

h

4p
¼ 9:27� 10�24 A=m2

ð4Þ

where e¼ 1.6 � 10�19 C is the charge of an electron and
m0¼ 9.1 � 10� 31 kg is its mass.

Comparing (3) and (4), it is found that the ratio of the
magnetic dipole moment of a spinning electron to its an-
gular momentum is a constant, the so-called called gyro-
magnetic ratio:

g¼
m

s
¼

e

m0
¼ 1:759� 1011 C=kg ð5Þ

According to Hund’s rule, electrons in a shell would spread
out over the available states with spins in the same direc-
tion until the shell is half-filled, and all subsequent addi-
tions would have spins in the opposite direction. Thus, the
magnetic dipole moment of an atom with a fully filled out-
ermost shell such as found in the inert gases is zero. At the
other extreme, the maximum dipole moment is obtained in
a half-filled shell, and in the 10-state d shell it is 5.

Returning to the familiar Newtonian mechanics, the
magnetostatic torque acting on the dipole moment due to
an impressed static magnetic field HDC is

T¼ m0m�HDC ð6Þ

As electrons are negatively charged, its angular momen-
tum is opposite to its dipole moment:

m¼ � gs ð7Þ

Since torque is equal to the rate of change of angular mo-
mentum, one arrives at

ds

dt
¼T¼ � m0gs�HDC ð8Þ

The equation of motion for a spinning electron is obtained
by substituting (7) into (8)

dm

dt
¼ � m0gm�HDC ð9Þ

Without loss of generality, the study can be furthered with
a ẑz-biased HDC. Thus, the components of the vector equa-
tion above are

dmx

dt
¼ � m0gmyHDC ð10Þ

dmy

dt
¼ m0gmxHDC ð11Þ

dmz

dt
¼ 0 ð12Þ

Differentiating (10) and (11) once more, two harmonic
equations are derived

d2mx

dt2
þo2

0mx¼ 0 ð13Þ

d2mx

dt2
þo2

0my¼ 0 ð14Þ

where o0 is the Larmor frequency of precession, given by

o0¼ m0gHDC ð15Þ

A solution to both (13) and (14) is

mx¼A cos o0t ð16Þ

mx¼A sin o0t ð17Þ

It is observed from (4) that the magnitude of m is fixed;
therefore one gets

m2¼
gh
4p

� �2

¼m2
x þm2

y þm2
z ¼A2þm2

z ð18Þ

In short, m would precess around the ẑz axis with an angle
y:

sin y¼
A

m
ð19Þ

Moreover, the projection of m on the x–y plane would trace
a circular path with an angular frequency o0 as depicted
in Fig. 2. For a standalone atom in free space, m could
process indefinitely. However, for an atom in a crystal, the
electron would experience numerous gravitational and
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electromagnetic forces. Altogether, these interactions
would constitute a damping force that causes m to spiral
inward, and in due course, m would align with the biasing
field.

Even after the dipole alignment is completed, the mag-
netic flux density due to magnetization for most materials
is very weak, compared with the biasing magnetic field.
Hence, the relative permeability in paramagnetic materi-
als is slightly greater than 1, while that of diamagnetic
materials is marginally less than unity.

Here, it is worthwhile to comment on the units used in
this article. Traditionally, studies of magnetism are con-
ducted in CGS units with the magnetic field strength ex-
pressed in oersteds and the magnetization in gauss. The
units are chosen such that the magnetic flux density B and
the magnetic field strength H in free space would have
equal numeric values. On the other hand, in line most en-
gineering texts, formulas presented in this article will be
derived in MKS units. Hence, utmost care must be taken
in using some properties of magnetic materials quoted in
CGS units. For easy reference, some of the most frequently
used unit conversions are tabulated in Table 1.

2.1.1. Ferromagnetic and Ferrimagnetic Materials. In
general, magnetization effects are very weak even for at-
oms with a half-filled outermost shell such as chromium
and manganese. A different mechanism is needed to en-
hance the magnetization. It is found in some substances,
called ferromagnetic materials. From a microscopic point

of view, ferrous metals are composed of tiny domains of
linear dimensions of a few micrometers. It is proved in
quantum mechanics that strong coupling forces exist be-
tween atoms in each domain such that all atomic dipole
moments are kept in parallel even when there is no ex-
ternal field. As the dipole moments of these domains are
randomly oriented, a demagnetized ferromagnetic mate-
rial shows no magnetization effect, from a macroscopic
perspective. Analogous to the ionic dipole moments in
paramagnetic and diamagnetic materials, the magnetic
dipole of every domain in ferrous metals reacts to an im-
pressed field, except that the responses are much stronger.
Consequently, the permeability of ferromagnetic materials
is notably higher than its paramagnetic and diamagnetic
counterparts, a factor of many orders. Again, the magne-
tization depends on the field strength until saturation.
Probably as a result of some form of domain deformation
during the magnetization processes, certain domain rota-
tions are not reversible after the external bias is removed,
and a residue magnetic effect results. This remanent mag-
netization plays a key role in subsequent magnetizations
and contributes to the infamous hysteresis loop.

Significant magnetization can also be observed in the
so-called antiferromagnetic materials. Even though the
dipole moments in the latter class of materials align with
the applied field equally fervently, their directions are
either in line with or opposite to that of the excitation, and
the end result is a complete cancellation of magnetization
effects.

Another class of substances, termed ferrimagnetic ma-
terials, exhibits a behavior intermediate between ferro-
magnetism and antiferromagnetism. The pattern of dipole
alignment in these materials is similar to that of antifer-
romagnetic ones except the number of magnetic dipoles in
opposite polarities is different and their magnitudes are
not equal. Hence, a partial cancellation of dipole moments
is observed. As expected, magnetization of ferrimagnetic
materials is considerably lower than that of ferrous met-
als. The maximum magnetic flux density in ferrimagnetic
materials is seldom greater than 0.3 Wb/m2, approximate-
ly one-tenth that of ferromagnetic ones. However, a mag-
netization of this magnitude is significantly higher than
that of nonmagnetic matters; therefore they are often used
in picking up spurious waves in electromagnetic compat-
ibility and electromagnetic interference control.

Ferrimagnetic materials can be found in nature in
a variety of forms such as lodestones. They were first
mentioned in history more than 4500 years ago when nat-
ural magnets played a decisive role in a major battle
in China as a component in compasses. A nonnatural
ferrimagnetic material was first produced by Hilpert in
1909 [7], and practical ones were developed shortly after

Spinning
electron

H dc

S

m

z

→

→

∧

�

Figure 2. Angular momentum and magnetic dipole moment of a
spinning electron.

Table 1. Conversion between CGS and MKS Units

Symbol MKS Units CGS Units

Magnetic flux c 1 weber 108 maxwell
Magnetic flux density B 1 tesla¼1 weber/meter2 104 gauss
Magnetic field intensity H 1 ampere-turn/meter 4p � 10� 3 oersted
Magnetization M 1 weber/meter2 2500/p gauss
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World War II [8]. Synthetic ferrimagnetic materials are
usually polycrystalline. For some applications, large crys-
tals can be made, but they are seldom used as they are
very expensive.

Humanmade (synthetic) ferrimagnetic materials are
now called ferrites for easy reference. Over the years, nu-
merous ferrites have been synthesized for assorted appli-
cations at different frequencies. Based on their crystal
structures, these ferrites can be grouped into three cate-
gories, namely, spinels, garnets, and hexagonal ferrites.

Mineral spinels have a molecular formula of
(MgAl2O4)8. Over the years, many synthetic spinels have
been developed and they share a structure similar to that
of (MOFe2O3)8, where ‘‘M’’ represents divalent metal, in-
cluding cobalt, aluminum, cadmium, copper, lithium, iron,
magnesium, manganese, nickel, titanium, zinc, and their
combinations. As metallic ions are smaller than oxygen
ions, the crystal structure of spinels depends solely on the
arrangement of oxygen ions, the face-centered cubic lat-
tice [10] as shown in Fig. 3. Also shown in Fig. 3 are the
sites where metallic ions can be found. It can be shown
that a metallic ion in site A has four oxygen neighbors and
thus is called tetrahedral site; site B is termed octahedral
because it has six adjacent oxygen ions. In a unit crystal of
56 ions, there are only 8 tetrahedral and 16 octahedral
metallic ions; therefore not all sites in the crystal lattices
of 32 oxygen ions are filled. It is also found that the mag-
netic moments in tetrahedral and octahedral sites cancel
one another; the remaining 8 octahedral ones give the
ferrite crystal its net magnetic moment [11].

Common garnet or andradite has a molecular structure
of Ca3Fe2Si3O12. The frequently used yttrium iron garnet
(YIG) is obtained by replacing calcium by yttrium and sil-
icone by iron. The net magnetic moment can be adjusted
by substituting some iron ions by aluminum ones (YAG),
or yttrium by a rare earth such as gadolinium, holmium,
or dysprosium. For synthetic garnets, a unit crystal of 40
ions has a molecular formula of (Fe2O3)5 (M2O3)3; where
‘‘M’’ stands for rare earth. There exist three types of sites
in the crystal structure for housing the metallic ions and
all sites are filled.

Ferrites can be mass-produced as if they were ceramics,
except the demands on purity of raw materials, uniformity
in grain sizes, correctness in mix proportion, homogeneity
of the suspension, precision in casting, timing and tem-
perature control in firing, and other manufacturing pro-

cesses are very stringent and the error margin is very
slim. The raw materials include oxides, carbonates,
nitrates, oxalates, and some metallic compounds. As the
facilities used in making ferrites are very expensive and
the exact procedures are usually company secrets, few
laboratories can make them from scratch. It is, however,
recommended that research centers be equipped with di-
amond wheels and other apparatuses for cutting and
grinding raw ferrites into the desired shapes because the
physical dimensions of ferrites have direct consequences
on the performance of circulators, as are the smoothness
and the cleanliness of their surfaces.

As ferrites are ceramiclike compounds, they are very
hard, brittle, and low in thermal conductivity. Unlike fer-
romagnetic materials, ferrites have low electrical conduc-
tivities; thus, they are frequently used in electrical and
electronic devices for a variety of purposes. However, the
feature that makes ferrites indispensable in microwave
circuit designs is anisotropy, not low conductivity. Of
course, an in-depth study of anisotropy is beyond the
scope of this article, but a brief outline of its origin is
deemed appropriate for a better understanding the nature
of wave circulations in magnetized ferrites.

2.1.2. Magnetization of Ferrites. The configuration of
interest is a ferrite crystal under an internal magnetic
field Hint. The excitation exterior to a ferrite specimen is
different from Hint, and it will be treated later. For a sam-
ple with N unbalanced electron spins per unit volume, the
total magnetization is

MDC¼Nm ð20Þ

Similar to (9), the equation of motion is

dMDC

dt
¼ � m0gMDC�Hint ð21Þ

As the damping force inside a ferrite crystal is much
stronger than that acting on a standalone atom in free
space, the magnetic dipole moments will align with the
magnetic excitation readily. With an increase in Hint, an
increasing number of magnetic dipoles line up with the
biasing field, and eventually the alignment process is com-
pleted and the magnetization is saturated as depicted in
Fig. 4. The saturation magnetization Ms is a physical
property of ferrite, and typically it ranges within 4pMs¼

300–5000 G. Unless mentioned otherwise, ferrites operate
in the state of saturation magnetization because they are
very lossy at lower levels of magnetization. Hence, the
equation of motion in (21) could be rewritten as

dMs

dt
¼ � m0gMs�Hint ð22Þ

Regardless of whether the magnetization is saturated,
ferrite will be permanently magnetized after the magne-
tization process. The crystal structure of having dipole
moments of opposite polarities in an alternating fashion
may constitute a cementing force that keeps the align-
ment intact after the external bias is removed. In some

B

A

Figure 3. Tetrahedral (A) and octahedral (B) sites in the crystal
structure of oxygen ions.
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circulators, a premagnetized ferrite is adequate and ex-
ternal magnetization is not needed [32].

It is well known that atoms can pick up thermal energy
from the surrounding environment and vibrate according-
ly. Sometimes, the atomic vibration in ferrites could make
the dipole alignment very difficult even at room tempera-
ture. As a rule of thumb, an increase in ambience temper-
ature is accompanied by a decrease in saturation
magnetization. At a sufficiently high temperature, called
the Curie temperature Tc, the vibrational energy could
overwhelm the electromagnetic energy, and the process of
dipole alignment would break down as illustrated in Fig. 5.

3. WAVE PROPAGATION IN FERRITE

Our attention now turns to wave propagations in magne-
tized ferrites. Without loss of generality, a ferrite specimen
is magnetized in the ẑz direction and is illuminated by an
incident plane wave of arbitrary orientation and of ampli-
tude HRF. The total magnetic field and magnetization are

H¼HintþHRF¼Hxx̂xþHyŷyþðHintþHzÞẑz ð23Þ

M¼MsþMRF¼Mxx̂xþMyŷyþ ðMsþMzÞẑz ð24Þ

The corresponding equation of motion is

dM

dt
¼

dMs

dt
þ

dMRF

dt

¼
dMRF

dt
¼ � m0gM�H:

ð25Þ

In its components, the equation of motion is

dMx

dt
¼ þ m0gMyðHintþHzÞ

� m0gHyðMsþMzÞ

ð26Þ

dMy

dt
¼ m0gMxðHintþHzÞ

� m0gHxðMsþMzÞ

ð27Þ

dMz

dt
¼ � m0gMxHyþ m0gMyHx ð28Þ

Since HRF5Hint, MxHy and similar products can be
ignored in accordance with the small signal approxima-
tions. As a result, the preceding equations can be simpli-
fied to

dMx

dt
¼ � m0gMyHintþ m0gMsHy

¼ � o0MyþomHy

ð29Þ

dMy

dt
¼ m0gMxHint � m0gMsHx

¼o0Mx � omHx

ð30Þ

dMz

dt
¼ 0 ð31Þ

where o0 is the Larmor frequency of precession, and

om¼ m0gMs ð32Þ

Comparing (15) and (32), om can be expressed as

om¼o0
Ms

Hint
ð33Þ

Differentiating (29) and (30) once more, one gets

d2Mx

dt2
¼ � o2

0Mxþo0omHxþom
dHy

dt
ð34Þ

d2My

dt2
¼ � o2

0Myþo0omHy � om
dHx

dt
ð35Þ

In a time-harmonic analysis, these equations can be sim-
plified to

ðo2
0 � o2ÞMx¼o0omHxþ joomHy ð36Þ

ðo2
0 � o2ÞMy¼ � joomHxþo0omHy ð37Þ

0 Hint

Ms

M
dc

Figure 4. Magnetization of ferrites versus magnetic field inten-
sity.

Tc

M
s

0

Figure 5. Magnetization of ferrites versus ambient temperature.

FERRITE CIRCULATORS 1453



Note that both Mx and My are dependent on Hx as well as
Hy. In other words, a tensor is needed to characterize the
relationship between magnetization M and its driving
force, the magnetic field intensity H; that is

M¼ w H¼

wxx wxy 0

wyx wyy 0

0 0 0

2
664

3
775H ð38Þ

The nonzero components of the susceptibility tensor w are

wxx¼ wyy¼
o0om

o2
0 � o2

ð39Þ

wxy¼ � wyx¼
joom

o2
0 � o2

ð40Þ

Consequently, the magnetic flux density B must be mod-
ified to

B¼ m0ðHþMÞ¼ m H: ð41Þ

The z-bias Polder permeability tensor m is given by [13]

m¼m0 Iþ w
� �

¼

m jk 0

�jk m 0

0 0 m0

2
664

3
775 ð42Þ

where I is an identity tensor.
The components of the permeability tensor are

m¼m0ð1þ wxxÞ¼ m0 1þ
oom

o2
0 � o2

m

� �
ð43Þ

k¼ � jm0wxy¼ m0

o0om

o2
0 � o2

m

ð44Þ

It is observed that an x̂x-directed or ŷy-directed H would give
rise to both x̂x and ŷy components of B with a quadratic
phase shift between them. A material having this type of
properties is called gyrotropic.

If the biasing magnetic field is x̂x-directed, the corre-
sponding gyrotropic permeability tensor is

m¼

m0 0 0

0 m jk

0 �jk m

2
664

3
775 ð45Þ

3.1. Forced Precession

If the incoming wave in the preceding section is a right-
handed circularly polarized plane wave propagating in the
z direction, Hx¼ � jHy¼Hþ0 , the relevant magnetization
can be determined by (36) and (37):

Mx¼
omHþ0
o2

0 � o2
ðo0þoÞ¼

omHþ0
o0 � o

ð46Þ

My¼
�jomHþ0
o2

0 � o2
ðoþo0Þ¼

�jomHþ0
o0 � o

¼ � jMx ð47Þ

Hence, the magnetization vector is also circularly polar-
ized and rotates in the same direction with an angular
velocity o. It then follows that the magnetic flux density is
circulating synchronously with the driving force and the
effective permeability is given by

mþ0 ¼ m0 1þ
om

o0 � o

� �
ð48Þ

It is interesting to compare the angle of precession of the
magnetic field intensity yH and that of the magnetization
vector yþM :

tan yH ¼
Hþ0

HintþHz
ffi

Hþ0
Hint

ð49Þ

tan yM ¼
Mx

MsþMz
ffi

om

o0 � o
Hþ0
Ms

¼
o0

o0 � o
Hþ0
Hint

ð50Þ

By invoking (32), we can rewrite (50) as

tan yþM ¼
o0

o0 � o
Hþ0
Hint

ð51Þ

Hence, as long as oo2o0, then yþM > yH as shown in Fig. 6.
Since Hþ0 5Hint, the angle of precession is usually very
small except when o¼o0, the Larmor frequency. As indi-
cated in (29) and (30), the magnetization could be infinitely
large at o¼o0; therefore o0 is also known as ferrimagnetic
resonance. We will revisit ferrimagnetic resonance later
because circulators usually operate in its vicinity.

If the driving force is a ẑz-directed left-handed circularly
polarized wave, the magnetization and the magnetic flux

Hint
H0

+

H

M

→

→+

z
∧

 y
∧

Spinning
electron

�H

�M

Figure 6. Force precession with yþM > yH .
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density are also similarly polarized, and the correspond-
ing effective permeability and angles of precession are

m�0 ¼ m0 1þ
om

o0þo

� �
ð52Þ

tan y�M ¼
o0

o0þo
H�0
Hint

ð53Þ

Here, y�MoyH and the magnetic dipole moment rotates
in a direction opposite to its free precession as indicated in
Fig. 7. In short, the external excitation sets up a prefer-
ential pattern of precession and leads to nonreciprocal
characteristics in wave propagation.

3.2. Damping

As mentioned previously, circulators are usually magne-
tized such that they operate in the vicinity of ferrimag-
netic resonance. Based on (47), both Mx and My could be
infinitely large with yM¼ 901. To stabilize the magnetiza-
tion vector at resonance, a damping term must be added
into the equation of motion in (25). Landau and Lifshitz
(as cited by Helszajn [12]) have shown that the damping
force pulling the magnetization vector toward the driving
force Hint is

Fdamping /M�
dM

dt
ð54Þ

The damping force acting on the precession is illustrated
in Fig. 8. The equation of motion with the damping force

included is

dM

dt
¼ � m0gM�H�

am0

jMj
M�

dM

dt
ð55Þ

where a is a dimensionless constant.
Using small argument approximations and following

procedures presented in deriving (39) and (40), the com-
ponents in the susceptibility tensor can be derived as

wxx¼ wyy¼
omðo0þ jaoÞ

ðo0þ jaoÞ2 � o2
ð56Þ

wxy¼ � wyx¼
joom

ðo0þ joÞ2 � o2
ð57Þ

It appears that the susceptibility with damping factors
can be obtained by replacing o0 in the loss-free formulas
with o0þ jao. Watch out, the conventional way in deriving
damping effects is to replace o by oþ jao! Usually, the
susceptibility tensor is expressed in its real and imaginary
parts; that is

wxx¼ w0xxþ jw00xx ð58Þ

wxy¼ w0xyþ jw00xy ð59Þ

where

w0xx¼
o0omðo2

0 � o2Þþ a2o0omo2

½o2
0 � o2ð1þ a2Þ�2þ 4a2o2

0o
2

ð60Þ

w00xx¼
aomo½o2

0þo2ð1þ a2Þ�2

½o2
0 � o2ð1þ a2Þ�2þ 4a2o2

0o
2

ð61Þ

w0xy¼
�omo½o2

0 � o2ð1þ a2Þ�2

½o2
0 � o2ð1þ a2Þ�2þ 4a2o2

0o
2

ð62Þ

w00xx¼
2ao0omo2

½o2
0 � o2ð1þ a2Þ�2þ 4a2o2

0o
2

ð63Þ

Hint

H0
−  

H
→

M
→

θ
M

z
∧

 y
∧

Spinning
electron

θ
H

Figure 7. Forced precession with y�MoyH .

Spinning
electron

H0
  

M
→

M x
→ dm

dt

→

dm
dt

→

�M

Figure 8. Effect of damping force on the precession.
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Note that all components reach a common peak at

o0;max¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a2

p
� o 1þ

a2

2

� �
ð64Þ

Since o0 is given in terms of the impressed driving force
Hint, the magnetic field needed to attain a ferrimagnetic
resonance at a given frequency is

Hfr¼
o0;max

m0g
�

o
m0g

1þ
a2

2

� �
ð65Þ

The susceptibility component of particular interest is w00xx,
whose maximum is

w00xx;max¼
om

2ao
ð66Þ

Variation of w00xx with the impressed magnetic field is
sketched in Fig. 9, which shows the so-called linewidth
of ferrites. Linewidth is the parameter provided by ferrite
manufacturers to describe magnetic losses at resonance. It
is defined as the difference between the magnetic fields
where w00xx is one-half of w00xx;max for a given frequency.

Assuming that w00xx is changing quadratically near res-
onance, the linewidth can be derived as

DH �
2ao
m0g

ð67Þ

In general, circulators are operated in the region either
above resonance Hint4Hfr or below resonance HintoHfr as
indicated in Fig. 9.

3.3. Demagnetization

As mentioned previously, the biasing field exterior to a
ferrite sample is different from the interior one. This re-
lationship is dependent on the shape of the specimen as
well as the orientation of the external excitation. For ex-
ample, if the impressed field Bext is normal to the surface
of a ferrite slab or infinite extent, the continuity of the

normal component of magnetic flux density dictates that

Bext¼m0Hext¼ m0ðHintþMsÞ ð68Þ

Hence

Hint¼Hext �Ms ð69Þ

However, if the applied field is parallel to the slab’s sur-
face, the continuity of the tangential magnetic field inten-
sity demands that

Hext¼Hint ð70Þ

In general, the magnetic field intensity in ferrite can be
determined in terms of a demagnetization factor x:

Hint¼Hext � xMs ð71Þ

The argument is valid for all directions; therefore there
are three x values, one for each coordinate. Moreover, the
demagnetization factors are dependent on the shape of the
ferrite sample as well as the direction of the external field,
relative to the specimen. It can be proved that the sum of
three demagnetization factors in Cartesian coordinates is
equal to 1:

xxþ xyþ xz¼ 1 ð72Þ

For a circular ferrite disk of negligible thickness, the de-
magnetization factors can be determined as if it were a slab
such as that just mentioned, that is, xz¼ 1 and xx¼ xy¼ 0.
On the other hand, if a ferrite post of infinite length is
magnetized axially, the demagnetization factor in the z
direction is zero, and the x values on the x–y plane can be
determined by twofold symmetry; therefore xx¼ xy¼

1
2.

Similarly, on the basis of threefold symmetry, the demag-
netization factors for a sphere excited in any coordinate
are xx¼ xy¼ xz¼

1
3.

3.4. Propagation Transverse to Magnetization

In the study of forced precessions, a plane wave propa-
gates in the direction of the static magnetic excitation.
Preferential treatment of some waves and ferrimagnetic
resonance are established. However, wave propagations in
most circulators are transverse to the biasing magnetic
field. To illustrate the latter phenomenon, the simplest
configuration is used. It is a rectangular ferrite slab of in-
finite width and depth but of negligible thickness. For
consistency with the notations used in waveguides and
microstrip lines, the external magnetic field is x̂x-directed
and the permeability tensor given in (45) is applicable.

The ferrite slab is illuminated by an incident plane
wave propagating in the ẑz direction:

E¼ ðx̂xExþ ŷyEyÞe
�jb0z ð73Þ

H¼ ðx̂xHxþ ŷyHyÞe
�jb0z ð74Þ

Above
Resonance

Below
Resonance

H1 H2 HintHfr

∆H / 2

X"max

1/2X"max

Figure 9. Variation of w00xx with Hint.
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In a gyrotropic medium, the Maxwell equations are

r�E¼ � jomH ð75Þ

r�H¼ joeE ð76Þ

r .D¼ 0 ð77Þ

r .B¼ 0 ð78Þ

It is found that (75) can be satisfied with a nonzero Ez or a
nonzero Hz, but not both. Hence, a more general form for
waves in ferrite is selected:

E¼ ðx̂xExþ ŷyEyþ ẑzEzÞe
�jbz ð79Þ

H¼ ðx̂xHxþ ŷyHyþ ẑzHzÞe
�jbz ð80Þ

According to this postulation, @/@z¼ � jb; by symmetry,
@/@y¼ 0; and by the negligible thin approximation, @/@x¼
0. Thus, the constituents of the curl equations in (58) can
be reduced to

jbEy¼ � jom0Hx ð81Þ

�jbEx¼ � joðmHyþ jkHzÞ ð82Þ

0¼ � joð�jkHyþ mHzÞ ð83Þ

Similarly, the curl equation in (76) can be simplified to

jbHy¼ joeEx ð84Þ

�jbHx¼ joeEy ð85Þ

0¼ joeEz ð86Þ

Based on (86), Ez is zero; therefore Hz must be nonzero.
Moreover, from both (84) and (85), the intrinsic impedance
of the medium is found:

Z¼
Ex

Hy
¼ �

Ey

Hx
¼

b
oe

ð87Þ

Substituting (87) into (81), the propagation constant is
derived:

b2
¼o2m0e ð88Þ

It is also observed in (83) that Hz can be evaluated in
terms of Hy:

Hz¼
jk
m

Hy ð89Þ

This formula can be used to eliminate Hz from (82):

bEx¼o mþ jk
jk
m

� �
Hy

¼
o
m
ðm2 � k2ÞHy

ð90Þ

Combining (87) and (90), another solution for the propa-
gation constant is obtained

b2
e ¼

o2e
m
ðm2 � k2Þ ¼o2mee ð91Þ

where b is denoted by be to distinguish it from the other
solution given in, and me is an effective permeability of the
medium, given by

me¼
m2 � k2

m
ð92Þ

If the electric field of the incident wave is ŷy-directed, the
continuity of the tangential electric field intensity at the
air-ferrite interface implies that Ex¼ 0; so that Hy is also
zero, and by (89) Hz also vanishes. Hence, the only solution
for b is (88) and the wave is called ‘‘ordinary,’’ which means
that wave propagation in ferrite is not affected by the
magnetization. However, if the electric vector is x̂x-direct-
ed, the only viable b is that given in (91). With a nonzero
Hy, Hz is also nonzero, and the resultant wave is called
‘‘extraordinary.’’ Thus, wave propagation in ferrite is po-
larization-dependent. On the other hand, if the incident
field has both x̂x and ŷy components, it is treated as a com-
bination of two linearly independent entities, and each
propagates independently with a different phase velocity.
As a result, two images are created, the so-called birefrin-
gence effect. It is also noticed that k is frequency-depen-
dent; therefore the effective permeability for a given Hint

and Ms could become negative if the frequency is high
enough, and an incident wave will be totally reflected from
ferrite. This scenario can be viewed from a different angle
in which the frequency is fixed and evanescent effects can
be obtained by changing the external magnetic field
intensity.

3.5. Wave Circulation around a Ferrite Cylinder of
Infinite Length

The configuration of interest in this subsection is a ferrite
cylinder of radius a and of infinite length. It is placed on
the ẑz axis and magnetized axially; therefore the perme-
ability tensor given in (42) is appropriate. Wave propaga-
tion in ferrite can be determined by treating the cylinder
as a dielectric resonator. It is assumed that the cylindrical
surface would behave as if it were a magnetic wall; that is,
Ej¼0 at r¼a. So are the surfaces on top of and at the
bottom of the cylinder; therefore Er¼ 0 for z¼7N. Since
the cylinder is infinitely long, @/@z¼ 0; consequently Er¼ 0
everywhere. Using standard coordinate transformations,
the nonzero components of the magnetic flux density can
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be determined by (41):

Br¼Bx cosjþBy sin j

¼ ðmHxþ jkHyÞ cos j

þ ð�jkHxþ mHyÞ sin j

¼ mHrþ jkHj

ð93Þ

Bj¼ � Bx sinjþBy cos j

¼ � ðmHxþ jkHyÞ sin j

þ ð�jkHxþ mHyÞ cos j

¼ � jkHrþmHj

ð94Þ

The components of the curl equation in (75) in cylindrical
coordinates can be expressed as

1

r
@Ez

@j
¼ � joðmHrþ jkHjÞ

¼ � jomHrþokHj

ð95Þ

�
@Ez

@r
¼ � joð�jkHrþ mHjÞ

¼ � okHr � jomHj

ð96Þ

Hence, the magnetic field components can be written in
terms of Ez:

Hr¼
1

ome

�
k
m
@Ez

@r
þ

j

r
@Ez

@j

� �
ð97Þ

Hj¼
j

ome

�
@Ez

@r
þ

j

r
k
m
@Ez

@j

� �
ð98Þ

Similarly, the curl equation in (59) can be reduced to a
scalar one:

1

r
@ðrHjÞ

@r
�
@Hr

@j

� �
¼ joeEz ð99Þ

Substituting (97) and (98) into (99), a wave equation of Ez

is obtained:

@2Ez

@r2
þ

1

r
@Ez

@r
þ

1

r2

@2Ez

@j2
þ b2

eEz¼ 0 ð100Þ

This wave equation is the characteristic equation for find-
ing the admissible a. It is identical to that of a cylindrical
dielectric waveguide whose solutions are

Ez;n¼ ðA
þ
n ejnjþA�n e�jnjÞJnðberÞ; n¼1; 2; . . . ð101Þ

where Jn is a Bessel function of the first kind of the nth
order. The magnetic field of interest is Hj, which can be

found by substituting (101) into (98):

Hj¼
�j

Ze

Aþn ejnj J0nðberÞþ
n

ber
k
m

JnðberÞ
� ��

þA�n e�jnj J0nðberÞ �
n

ber
k
m

JnðberÞ
� �� ð102Þ

The resonance can be obtained by enforcing that Hj¼ 0 at
r¼a:

J0nðbeaÞ 
n

bea

k
m

JnðbeaÞ ¼0; n¼ 1;2; . . . ð103Þ

Note that there are two possible roots for each n, associ-
ated with waves circulating in the clockwise direction ejnj

and the other in the counterclockwise direction, e� jnj.
In most cases, the n¼ 1 mode is the dominant one, and
the corresponding solution of (103) is 1.84. Hence, be is
derived as

bea¼ 1:84 ð104Þ

The waves circulating in opposite directions could be made
in phase at one of the output ports and out of phase at the
remaining port. Assume that port 1 at j¼ 0 is the input,
the electric field at r¼a can be obtained by (101) for n¼ 1:

Ez;1¼E0¼ ðA
þ
1 þA�1 ÞJ1ðbeaÞ ð105Þ

At the isolated port at j¼ � 1201, the electric field inten-
sity is

Ez;1¼ ðA
þ
1 e�j120� þA�1 ej120� ÞJ1ðbeaÞ ð106Þ

If the output at the isolated port is made zero, the un-
known constants can be determined by solving the simul-
taneous equations in (105) and (106):

Aþ1 ¼
1þ j=

ffiffiffi
3
p

2J1ðbnaÞ
E0 ð107Þ

A�1 ¼
1� j=

ffiffiffi
3
p

2J1ðbnaÞ
E0 ð108Þ

It is interesting to find that the electric field at the output
port at j¼ 1201 is

Ez;1¼ ðA
þ
1 ej120� þA�1 e�j120� ÞJ1ðbeaÞ¼ � E0 ð109Þ

By substituting (107) and (108) into (102), the tangential
magnetic field at every port of the circulator can be deter-
mined in terms of E0. After a lengthy yet straightforward
algebraic manipulation, the results are

Hjðr¼aÞ¼

E0=Ze; j¼ 0�

E0=Ze; j¼ 120�

0; j¼ 240�

8
>><

>>:
ð110Þ
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where Ze is the effective impedance of ferrite, given by

Ze¼

ffiffiffiffiffi
me

e

r
ð111Þ

Sketched in Fig. 10 is the standing-wave pattern in a
magnetized ferrite cylinder. It is clearly shown that ener-
gy inputted to port 1 is outputted to port 2 with none to
port 3.

For comparison, the field pattern in a cylindrical
dielectric resonator is shown in Fig. 11, where the signals
at ports 2 and 3 are equal in both amplitude and phase.

3.6. Typical Ferrites Used in Circulators

In circulator designs, the selection of an appropriate fer-
rite element is of paramount importance. On one hand, it
must satisfy the electromechanical requirements on size,
weight, power handling, and temperature range. On the
other hand, it must meet the stipulated performance elec-
tronically, including center frequency, bandwidth, inser-
tion loss, and linearity.

Besides the physical dimensions and shape of a ferrite
specimen, the characteristics of the material could make a
major difference in the performance of a circulator. The
most important ferrite parameters are saturation magne-
tization (4pMs), Curie temperature (Tc), and linewidth
(DH). For reference, the characteristics of some spinels
and garnets are listed in Tables 2 and 3.

For example, the magnetic field needed to establish
ferrimagnetic resonance at f¼ 4 GHz is

Hfr �
o
m0g
¼ 1:137� 105A=m¼ 1429 Oe

For a specimen of zinc–nickel spinel with 4pMs¼ 5000 G,
the Cuire temperature is 3751C, and the damping factor is

a �
m0g
2o

DH¼
1

2HRF
DH¼ 0:17 Np=m

Input

Output

Isolation

Figure 11. Standing-wave pattern in a demagnetized ferrite
cylinder.

Input

Output

Isolation

Figure 10. Standing-wave pattern in a magnetized ferrite cylin-
der.

Table 2. Major Characteristics of Spinels

Composition 4pMs (G) Tc (1C) DH (Oe)

MgAl 650 100 115
1700 225 120
2420 310 180

MgMn 1130 175 180
1900 280 350
2800 300 300

MgMnAl 750 90 120
1300 140 135
1750 225 225

MgMnZn 2500 275 520
3000 240 190

NiAl 1000 400 320
2500 570 490

NiZn 4000 500 270
5000 375 160

LiTi 1000 330 300
2000 490 400
2900 600 550

Table 3. Major Characteristics of Garnets

Composition 4pMs (G) Tc (1C) DH (Oe)

Y 1800 280 45
Yal 250 100 40

550 160 40
1000 210 40
1600 265 40

YgdAl 210 110 65
550 185 65
800 260 75

1400 265 50
YGdAlDy 500 225 95

800 245 70
1200 260 60
1600 280 75

YgdAlHo 550 180 100
700 240 90
800 240 110

CaVIn 600 200 25
1200 220 10
1850 240 15
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If the circulator is designed to operate in the abovemen-
tioned resonance region, the external magnetic field re-
quired must be greater than

Hext¼HintþMs > HRFþMs¼1827 Oe

4. APPLICATIONS

4.1. Isolator

The principal application of circulators is load isolation, a
low transmission loss in one direction, and a relatively
high attenuation in the reverse path. At microwave fre-
quencies, generators are vulnerable to frequency shifting
due to load variations; therefore isolation is needed to
protect them from waves reflected from the less than per-
fectly matched loads. Reasonable isolation can be imple-
mented by inserting a circulator between the source and
its load with the third port terminated at a matched load
as depicted in Fig. 12.

For better protection, the isolation can be obtained by a
series of circulators. However, if amplifiers are used, ad-
ditional isolations as shown in Fig. 13 are recommended
because amplifiers are seldom unconditionally stable for
all loads.

Shown in Fig. 14 is a circulator inserted between a re-
ceiving antenna and a low-noise amplifier. In satellite re-
ceiving antennas, isolation is needed to prevent waves
leaking from the low-noise amplifier from interfering with
the weak signals picked up by the antenna.

Good isolation between the source and the load can be
obtained by using a one-port negative-resistance amplifier
as illustrated in Fig. 15. It is noted that many IMPATT
(impact ionization avalanche transit time) and BARITT
(barrier-injected transit time) diodes exhibit a negative
input impedance of Zd. The output signal is that reflected
from the diode as a result of impedance mismatch, and the
gain of the amplifier is equal to

r2¼
Zd � Z0

ZdþZ0

� �2

¼
Z0þ jZdj

Z0 � jZdj

� �2

ð112Þ

where Z0 is the characteristic impedance of the transmis-
sion line.

In fact, greater isolation can be obtained by inserting
an additional circulator in the isolator in Fig. 15 as shown
in Fig. 16.

4.2. Duplexer

A duplexer is a device that allows an antenna to serve as a
transmitter as well as a receiver. Many duplexers made of
hybrids junctions, solid-state switches, and others are
available on the market, but simple ferrite duplexers are
preferred because they allow a single antenna to carry out
both functions simultaneously. The outgoing waves are
coupled to the transmitting antenna through a circulator,
and signals picked up by the antenna are fed to the
receiving amplifier via a circulator such as that shown
in Fig. 17.

Load

Source
Zo

Figure 12. Isolation between the source and its load.

Source

Load 

Diode 

Figure 15. A negative-resistance isolator.

Zo

LNA Receiver

Figure 14. Isolation between a receiving antenna and a low
noise amplifier.

Load 

Source Amp 
Zo Zo

Figure 13. Isolation between the source, the amplifiers, and the
load.

Source

Load 

Zo

Diode 

Figure 16. An enhanced negative-resistance isolator.
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For a poorly matched antenna, part of the outgoing
signal is reflected by the antenna and is directed by the
circulator to the amplifier with the incoming signal. In
order to enhance the transmitter–receiver isolation and to
prevent damage to the amplifier, a limiter is usually added
at the output port of the circulator as shown in Fig. 18.

4.3. Reciprocal Ferrite Switch

As wave circulation in a circulator is dependent on the
polarity of its excitation, the direction of circulation can be
reversed by reversing the biasing magnetic field. It is also
noted that ferrite retains its magnetization even after the
external driving force is removed and waves can circulate
in the same course until the permanent magnetization
effect wears off. If the magnetic field is generated electro-
magnetically by a current coil, magnetization can be re-
versed by a large current pulse in an appropriate
direction. On the basis of this idea, a reciprocal ferrite
switch has been designed and is sketched in Fig. 19.

4.4. Multiplexing

A multiplexer is a device that carries many channels of
signals in a given bandwidth. The simplest one is the dip-
lexer of two channels shown in Fig. 20. Signals output
from the lowpass filter are directed by the circulator to the
highpass filter, where they are rejected. The reflected
waves are then forwarded to the common channel with
the output of the highpass filter via the same circulator.

In general, multiplexers can be built by simply inter-
connecting the filters together, but utmost care must be
taken to reduce interactions among various filters. Multi-
plexers with circulators, on the other hand, can accommo-
date almost any filter because the circulator serves as an
isolator as well as an integrator. Naturally, this concept
can be extended to design a three-channel multiplexer as
sketched in Fig. 21. As circulators have insertion losses,
this configuration is not recommended for building a mul-
tiplexer of many channels.

5. TYPES OF CIRCULATORS

Of all the available circulators, the junction circulator is
by far the dominant one. Over the years, many types of
junction circulators of different power ratings have been
developed for use at a wide range of frequencies, from VHF

Receiver

Transmitter

Figure 17. A ferrite duplexer.

Limiter

Transmitter

Receiver

Figure 18. A ferrite duplexer with a limiter.

Source

Switched
circulator

Unswitched
circulator

Load

Electromagnet

Figure 19. A reciprocal ferrite switch.

Channel 1

Channel 2

Figure 20. A diplexer.

Channel 1

Channel 2

Channel 3

Figure 21. A three-channel multiplexer.
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to millimeter waves. Depending on the transmission
medium, circulators can be sorted into categories of wave-
guides, microstrip lines, striplines, and coaxial lines. Com-
mon to all junction circulators, the magnetization is
transverse to the direction of wave propagation.

For comparison, waves propagate in the direction of
magnetization in differential phase shift circulators and
Faraday rotation circulators. Hence, the principle of oper-
ation is drastically different from that of junction circula-
tors. These four-port circulators are skipped in this article
simply because they are seldom used in modern systems.

5.1. Waveguide Y-Junction Circulators

At microwave and millimeter-wave frequencies, the only
feasible circulator is a waveguide junction circulator, con-
stituting a Y junction of three H-plane rectangular wave-
guides as shown in Fig. 22 [13,14]. A ferrite cylinder
spanning the height of the waveguide is mounted normal
to the floor of the waveguide junction. It is placed at the
center of the Y junction for symmetry. Moreover, a metal
plate with three symmetric spikes pointing toward the
ports of entry is added between the ferrite specimen and
the waveguide floor for better impedance matching as
shown in Fig. 23. Also shown in the same figure is the
glue that serves as an insulating layer separating the fer-
rite post and the impedance-matching plate. The ferrite
post is magnetized axially by a permanent magnet or an
electromagnet outside the waveguide.

Even though the connecting waveguides are operating
in TE10 modes, higher-order modes, including the evanes-
cent ones, exist in the junction. Note that the ferrite cyl-
inder itself is a dielectric resonator whose resonant
frequency is dependent on its length ‘ and its radius af.
To bring about wave circulations in the waveguide junc-
tion, af is obtained by solving the characteristic equation
given in (103). However, the result obtained from (104) is
adequate for most cases:

af ¼
1:84

be

¼
1:84l

2p
ffiffiffiffiffiffiffi
mee
p ð113Þ

The leverage in adjusting ‘ does provide us a mechanism
to generate higher-order modes [33] such as HE11 for im-
proving the performance of the circulator, including im-
pedance matching, bandwidth, quality factor, and
insertion loss [15]. To this end, a partial-height ferrite cyl-
inder on an elevated floor as shown in Fig. 24 is developed.
For stronger mechanical support, the space above and be-
low the shortened post is filled by two dielectric cylinders
of similar shape. Moreover, it is observed that the electric
field tangential to the central plane of the waveguide is
either maximum or zero due to symmetry. If the post is cut
into two halves, a zero tangential field is obtained. Hence,
an additional option is gained by cutting the ferrite post
into two with one remaining on the floor and the other
attached to the ceiling as shown in Fig. 25.

Ferrite posts of circular and triangular cross sections are
the popular choices, but hexagonal and other shapes
can also be used. Since disks can be made by slicing a cyl-
inder and their principles of operation are identical, it is

Ferrite

R0

Figure 22. A Y-junction waveguide circulator.

Glue
Ferrite

Waveguide
wall

Impedance
matching plate

Figure 23. Side view of a ferrite post in a waveguide Y junction.

Ferrite

Dielectric

2af

l

Figure 24. Side view of a partial ferrite post in a waveguide Y
junction.

l/2

l/2

Figure 25. Side view of a divided partial ferrite post in a wave-
guide Y junction.
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considered as a cylinder. It has been shown that circulator
with a triangular ferrite cylinder might have a marginally
lower insertion loss [16], but its overall performance is
comparable to that of a circular one. However, in cases
where the tolerance on physical dimensions is very slim,
the circular post prevails because grinding and polishing
the superhard and brittle ferrite cylinder to a cross section
of a perfect circle is much easier than making one with a
faultless equilateral triangle. The situation is especially
critical for millimeter-wave circulators because the diame-
ter of the relevant ferrite posts is less than a millimeter.
Along this line of thought, a new design is proposed in
which the cylinder is replaced by a sphere as shown in Fig.
26. Spheres are chosen because they can be mass-produced
with the highest precision as if they were ball bearings
produced by the time-honored technologies [17]. In fact, the
major gain in this maneuver is ease in implementation. As
the base of a ferrite cylinder is very small, mounting it
normally on a flat surface is easier said than done; there-
fore erecting one properly on the floor of an equally minis-
cule Y-junction circulator is very tricky. This agony is
totally resolved in the present design because a sphere is
always normal to the floor. The performance of this circu-
lator is at least on par with the traditional one. Rigorous
analysis and experimental studies of waveguide circulators
with ferrite spheres will be examined in later sections.

5.2. Stripline Y-Junction Circulators

At ultrahigh frequencies, stripline circulators are more
popular because waveguides are seldom used in this fre-
quency range [18]. The junction where three striplines
meet is a conducting disk of radius ac. Anisotropic effects
are provided by two ferrite disks of radius af above and
below the center conductor. For better performance, af-

Zac, and both of them are much larger than the width of
the stripline w. Preferably, the ferrite disks are thin
enough such that the sandwich can be squeezed between
the upper and lower conducting plates of the original
striplines as shown in Fig. 27. The junction circulator is
magnetized externally such that the magnetic vector is
normal to the surface of the ferrite disks. The ferrite disks
and the center conductor may be in any shape as long as
the threefold symmetry is retained.

The striplines carry TEM modes only; therefore wave
propagations are transverse to the magnetization vector.
As w5ac, the tangential magnetic field is constant over
the widths of the striplines and is zero on the circumfer-

ence of the center conductor. Since afEac, the magnetic
field strength on the peripheral of the ferrite disk is ob-
tained by enforcing the continuity of tangential magnetic
fields, a constant at the input ports and zero elsewhere.
The normal electric field in ferrite Ez satisfies the Helm-
holtz equation given in (100), and the magnetic fields are
expressed in terms of Ez as given in (97) and (98).

The required wave equation is derived by expressing
Ez as

EzðjÞ¼
Z p

�p
Gðj;j0ÞHjðj0Þdj0 ð114Þ

where G(j;j0) is the Green function [18], given by

Gðj;j0Þ ¼ � j
Ze

2p
J0ðbeaf Þ

J00ðbeaf Þ
þ

Ze

p

X1

n¼1

�

k
m

nJnðbeaf Þ

beaf
sin nðj� j0Þ � jJ0nðbeaf Þ cos nðj� j0Þ

½J0nðbeaf Þ�
2 �

k
m

nJnðbeaf Þ

beaf

� �2
Jnðbeaf Þ

ð115Þ

Except for simple configurations, the wave equation in a
Y-junction stripline circulator stated in (103), (114), and
(115) cannot be solved analytically in a closed form. How-
ever, the electric and magnetic fields can be accurately
and efficiently determined by numerical means. In terms
of the field quantities, other characteristics of the junction
circulator such as input impedance, reflection coefficient,
transfer function, isolation, bandwidth, quality factor, and
insertion loss can be derived.

However, for most applications, the radius of the ferrite
disks required for resonance can be obtained by (113)
and the field pattern in ferrite is similar to that sketched
in Fig. 10. Moreover, stripline junction circulators are
usually biased far above resonance in the UHF region:
HintbHfr. It then follows that m and k can be approximated
by

me � m¼ 1þ
4pMs

Hint
ð116Þ

k¼
4pMsHfr

H2
int

ð117Þ

af

Ferrite sphere

Resin

Figure 26. Side view of a ferrite sphere in a waveguide Y
junction.

Ferrite

Ferrite

Center conductor

Ground
plane

Ground
plane

w

af

ac

Figure 27. A stripline junction circulator.
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It is also recommended that the minimum radius required
be

af >
4w

3
ð118Þ

5.3. Microstrip-Line Y-Junction Circulators

One reason why circulators are seldom used today is the
lack of effective circulators for microstrip lines, the most
popular media of wave transmission at UHF and micro-
wave bands. Traditionally, a microstrip-line junction cir-
culator is made by laying three metallic strips on a ferrite
disk as shown in Fig. 28. For better impedance matching,
the center conductor may assume any three-way symmet-
ric shape such as the equilateral triangle shown in Fig. 28.
Unlike its stripline counterpart, a microstrip-line junction
circulator has only one ferrite disk on a large ground
plane. For the microstrip line on a substrate of ferrite, its
characteristic impedance is quite different from that on a
dielectric substrate. Hence, an additional impedance
matching is needed at every port of entry.

In order to improve impedance matching and to reduce
cost, a simpler version is developed. Instead of putting the
microstrip lines and the center conductor on a ferrite disk,
they are printed on a dielectric substrate as illustrated in
Fig. 29. Wave circulation is made possible by covering the
junction with a ferrite disk of radius af. Similar to a wave-
guide Y-junction circulator, the disk can be replaced by a
hemispherical one. The major advantage gained in this
maneuver is flexibility because the frequency of a given
circulator can easily be altered by replacing its ferrite by a
different material or by changing its physical shape or di-
mension. Unfortunately, the performances of the afore-
mentioned circulators are not very satisfactory and
further improvements are needed.

One improvement proposed is a microstrip-line circu-
lator with a ferrite sphere as shown in Fig. 30 [19]. Even
though a better performance is observed, it remains infe-
rior to those waveguide and stripline circulators. With the
increasing popularity of microstrip lines and other copla-
nar waveguides, development in this direction is desper-
ately needed.

5.4. Lumped-Element Circulators

Common to all junction circulators, as mentioned previ-
ously, the size of the ferrite specimen is proportional to
wavelength. This means that the circulator could become
prohibitively large in HF and VHF regions. To this end, a
simple circulator is designed by winding three coils
around a ferrite disk as shown in Fig. 31 [20]. The coils
in these lumped-element circulars are oriented 1201 from
one another, so are the magnetic fields created by these
coils. Two ferrite disks of 10–15 mm in diameter and 1–
2 mm thick are packed inside a grounded metal box. The
so-called coil in each port in fact consists of two one-turn
coils in parallel; one returns through the bottom of the
shielding box and the other via its top, as illustrated in
Fig. 32. In order to distribute the magnetic field more
evenly in ferrite, the current is divided into multiple fil-
aments as shown in Fig. 33. The magnetic field is parallel
to the surface of the ferrite disk. The magnetization vector
is normal to the magnetic fields due to the coils and the
ferrite disk is usually biased above resonance.

Ground plane

Figure 28. A junction circulator with microstrip lines on a sub-
strate of ferrite disk.

Ferrite
Sphere

Figure 30. A microstrip-line junction circulator with a ferrite
sphere.

Substrate

Ground plane

Figure 29. A microstrip-line junction circulator with a ferrite
disk on top. Figure 31. A lumped constant circulator.
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Applying the concept of a balanced three-phase power
circuit, the neutral or return line can be obliterated, pro-
vided the three branches are 1201 out of phase from one
another. The combined length of each coil is much shorter
than a wavelength, so it is essentially an inductor. To re-
store resonance at the junction, each branch is shunted to
ground via a capacitor, and the resultant star circuit is
depicted in Fig. 34a. Alternatively, a series capacitor Cs can
be added in series with the coil as shown in Fig. 34b. It can
be shown that the waves rotating in opposite directions in
ferrite can be characterized by two inductances, namely

Lþ ¼L0ðmþ kÞ ð119Þ

L� ¼L0ðm� kÞ ð120Þ

where L0 is the inductance of each phase with the ferrite
disk removed. For an ideal circulation, these inductances
are given by

Lþ þL� ¼
2

o2Cs
ð121Þ

Lþ � L� ¼ 1:156
Z0

o
ð122Þ

The gyrotropic parameters can be determined on the basis
of (119)–(122):

m¼
1

o2L0Cs
ð123Þ

k¼
Z0

1:73oL0
ð124Þ

6. IN-DEPTH ANALYSIS OF SOME SELECTED
CIRCULATORS

The formulas presented in Section 4 are derived for
circulators with clear-cut geometries, and they are
based on many approximations, including the over sim-
plified ones. It is obvious that these simple formulas
are not accurate enough for computer-aided designs of
miniature circulators at microwave and millimeter-wave
frequencies. In-depth analyses of circulators, on the
other hand, do exist, but the number is limited because
the topic itself is commonly considered as old-fashioned,
compared with mobile communications, networking,
nanotechnology, and other trendy ones. Even if one exists,
it is customarily developed for waveguide circulators.
Nonetheless, it is worthwhile to present some of the
techniques in detail in this section because they can be
modified to treat other types of circulators. Most impor-
tant of all, the rationale behind the development of these
techniques and the insights gained during the process are
invaluable in the design of innovative circulators in the
future.

All in all, four techniques for analyzing typical circu-
lators will be covered. Note that the emphasis is not placed
on the techniques themselves, but on how the technique is
applied to solve the problem and the characteristics of the
circulators. Through the examples, readers may pick up
the skill for identifying an appropriate method for ana-
lyzing their circulators.

Ferrite

Center conductors

Shielding box

Figure 32. Side view of a lumped constant circulator.

Parallel
Conductors

Magnetic
flux lines

Magnetization

Ferrite

Figure 33. Magnetic field lines in ferrite and around the current
coil.

(a) (b)
Figure 34. Equivalent circuit of the lumped
constant circulator: (a) shunt; (b) series.
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6.1. Finite-Difference Method

The configuration of interest is an H-plane waveguide
Y-junction circulator with a full-length ferrite post
as sketched in Fig. 22. Consistent with the assumption
that the only mode propagating in the waveguide in
the dominant TE10 mode, all field quantities in the
circulator are independent of z, a direction normal to
its floor. Hence, the problem is reduced to a two-dimen-
sional one. It can be shown that the transverse compo-
nents of the electromagnetic wave in ferrite can
be determined in terms of Ez and Hz. In the cylindrical
coordinate system, the characteristic equations in
ferrite are

@2Ez

@r2
þ

1

r
@Ez

@r
þ

1

r2

@2Ez

@j2
þ b2

eEz¼ 0 ð125Þ

@2Hz

@r2
þ

1

r
@Hz

@r
þ

1

r2

@2H2

@j2
þ b2Hz¼ 0 ð126Þ

where b and be are as given in (88) and (91), respectively.
Equations similar to (125) and (126) can be used to
determine both Ez and Hz exterior to the ferrite
post in the junction, provided be in (125) is replaced
by b.

The major difficulty in solving the characteristic equa-
tions is to resolve the conflict due to the rectangular wave-
guides and the cylindrical junction. The simplest yet
sufficiently in-depth method for solving this boundary
problem is the finite-difference method proposed by Yung
and his researchers [21]. In order to keep the boundary of
a waveguide Y junction cylindrical in shape, a truncation
boundary as illustrated in Fig. 35 is introduced. With ev-
anescent modes ignored, the field values at the truncation
boundary can be expressed in terms of the TE10 modes at
the input and output ports; therefore all boundary values
are defined. It is readily recognized that discretization of
(125) requires the field values at five nodes. A unique so-
lution is obtained by enforcing that the tangential electric
and magnetic fields are continuous on the surface of the
ferrite post.

The finite-difference method is applied to analyze
a waveguide Y circulator with a G1002 ferrite post
(er¼ 15.4, 4pMs¼ 1000 G, DH¼ 20 Oe, and af¼ 3 mm).
The width of the waveguide is 22.86 mm and the internal

magnetic field is H¼ 200 Oe. The reflection coefficient,
the insertion loss, and the isolation are plotted in Figs.
36 and 37, and 38, respectively. Also shown in these fig-
ures are the experimental data published in Ref. 22. Ex-
cellent agreement between the analytical results and
measurements is seen. It is also observed from the plots
that the finite loss of ferrite has negligible effects on the
general performance of a circulator except when the fre-
quency is close to ferrimagnetic resonance.

6.2. Finite-Difference Time-Domain Method

Other than full-height ferrite posts, the field quantities in
the waveguide junction are usually dependent on z, even
though the dominance of TE10 remains valid in the input
and output waveguides. For a three-dimensional case, the
finite difference method just mentioned is no longer ade-
quate, but the finite-difference time-domain (FDTD) meth-
od is. Yee’s discretization scheme [23] is chosen because it
does not require the time-consuming matrix inversion and
convergence is assured. In terms of Yee’s mesh, the FDTD

� � - Plane 
 Truncation
 boundary node 

waveguide
wall

Figure 35. The truncation boundary and the nodal pattern in
the waveguide junction.
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approximations of six field components in (75) through
(78) are
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where Dx, Dy and Dz are the widths of the Yee cell, and
m11¼ m22¼ mxx and m12¼ m21¼ mxy are as given in (56) and
(57), respectively.

As the FDTD approximations above are expressed in
Cartesian coordinates, the algebra involved in solving a
waveguide Y-junction circulator will be very tedious and
the resultant time of computation prohibitively long. To
better depict the nature of the FDTD scheme, it is applied
to solve a waveguide T-junction waveguide as shown in
Fig. 39. Although a partial-height ferrite post is shown,
the FDTD scheme is, in fact, applicable for any body of
arbitrary shape, including a sphere. Moreover, it is noted
that some values in (127)–(132) are not available directly
from Yee’s scheme, but fortunately, they can be generated
by a linear interpolation of the neighboring fields. Details
are not given here; interested readers are referred to the
paper by Schneider and Hudson [24].

The waveguide T-junction circulator under investiga-
tion consists of three X-band waveguides of dimensions
22.86 � 10.16 mm, and the radius of its full-height ferrite
post is af¼ 3.5 mm. Variations of the reflection coefficient
at the input, the insertion loss at the output, and the
isolation at the isolated port are respectively plotted in
Figs. 40 and 41, and 42 as a function of frequency. It is
readily seen that excellent agreement with the results
published in Ref. 25 is observed.

R0

Figure 39. A waveguide T-junction circulator.
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Figure 40. Variation of the reflection coefficient at the input port
with frequency.
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To better depict the characteristics of wave circulation,
the power density in the ferrite post is plotted in Fig. 43 as
a function of j at f¼ 10.3 GHz for three different r values.
The input and output power densities in a closed path at a
given r are always conserved as ferrite is assumed to be
lossless and no power is dissipated in the waveguide
junction area. It is also observed that the power entering
the input port at j¼ 901 is transmitted to the output port
at j¼ 2701.

For comparison, the variations of power densities out-
side the ferrite post are plotted in Fig. 44, where R0 is the
radius of the largest circle inside the T junction. The
nature of power transfer to the output port is clearly
demonstrated.

Although we have absolute faith in the accuracy of our
results computed in the numerical analysis, it is always
nice to know that they compare well with those obtained
in experimental studies. In fact, readings in measurement
are vulnerable to numerous errors and constraints, in-
cluding purity of the materials, uniformity of the mixture,
tolerance of the physical cuttings, stability of the fre-
quency generation, imperfect matching of the intercon-
nects, loss due to spurious radiations, and precision of the
measuring instrument. There is no reason to believe that

measurements are more reliable than computational data.
However, most engineers and researchers will feel more
comfortable whenever they see a reasonably good agree-
ment between the analytical and the experimental results.
In this connection, the FDTD study is repeated for a
waveguide circulator with a NiZn ferrite sphere (af¼

1.0 mm, er¼ 2.25, 4pMs¼ 5000 G, Hext¼ 1700 Oe, and DH¼
120 Oe). The numerically obtained reflection coefficients,
insertion losses, and isolations are plotted against the
experimental data in Fig. 45. Given the complexity of
the configuration and the gyrotropic nature of the pro-
blem, the agreements between the analytical results and
the measurement are more than acceptable.

6.3. Finite-Element Method

The finite-element method (FEM) is known for its cap-
ability to model complex structures. Since it requires only
information about the geometry of the device to be ana-
lyzed, the method can be developed into a general-purpose
software package, for example, Ansoft HFSS. With the use
of edge-based vector elements, the FEM can handle dis-
continuity interfaces between different materials without
invoking spurious solutions. When combined with the
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Figure 41. Variation of insertion loss at the output port with
frequency.

−20

−15

−10

−5

0

7.5 8.5 9.5 10.5 11.5 12.5

Frequency (GHz)

Is
ol

at
io

n 
(d

B
)

FDTD

[25]

Figure 42. Variation of the isolation at the other output port
with frequency.
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asymptotic waveform evaluation (AWE) and complex fre-
quency-hopping (CFH) techniques, the FEM can generate
frequency responses over a wide band very efficiently.
Although the low-order FEM suffers from the problem of
numerical dispersion, which tends to accumulate as the
wave propagates, this problem has been largely overcome
with the development of higher-order finite elements [28].
The major remaining difficulty is the relatively long com-
puting time and the associated memory requirements for
the resulting finite-element system. More recently, the
preconditioned iterative solutions [29] and numerical
de-embedding techniques [30] have been developed to
accelerate solutions and reduce memory.

Consider a microwave ferrite device with multiple
ports, inside the ferrite device, where the field satisfies
the vector partial differential equation

r�f½mr�
�1 . ðr�EÞg � k2

0er .E¼ 0 ð133Þ

The boundary condition on the surface of port i can derives
as

n̂ni�r�EþPiðEÞ¼Uinc
i ð134Þ

where n̂ni denotes the outward unit vector normal to the
surface Si, the cross section of port i, and

PiðEÞ¼
X
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In the above, eTM
t;m denotes the transverse part of the

electric field of the mth transverse magnetic (TM) mode,
and eTE

t;n denotes the transverse part of the electric field of
the nth transverse magnetic (TE) mode. Einc

i denotes the
incident fields at port i. In accordance with the general
variational theory, the functional for the boundary value
problem defined above given by

FðE;EaÞ¼
1

2

ZZZ
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2
0Ea .EdV

�
1
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½Ea .PiðEÞ �Ea .U
inc
i �ds

ð137Þ

where N denotes the total number of ports and Ea denotes
the solution to a properly defined adjoint problem. The
FEM discretization of (137) using vector basis functions
yields the resulting matrix equation:

½A�fEg¼ fbg ð138Þ

The solution of (138) can be done using an iterative
solver such as conjugate-gradient method (CGM) and gen-
eralized minimum residuals method (GMRES), and
preconditioned techniques can be used to improve the con-
dition number of the FEM system and accelerate the
convergence rate of iterative solvers. As a result, this
will yield the electric fields everywhere, including
those over the ports from which the S parameters can be
determined. A three-port circulator loaded with a
full-height ferrite post is simulated with the FEM algo-
rithm given above. The circulation characteristics
are shown in Fig. 46 and are compared with the experi-
mental data of Ref. 31. Another example considers an 8-
mm waveband H-plane Y-junction waveguide circulator
with a partial-height ferrite post [30]. The computed and
experimental results are given in Fig. 47 and show good
agreement.
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6.4. Mode-Matching Method

Discrete-domain techniques such as the finite-difference
and finite-element methods are slowly convergent,
even for those with simple configurations. Straight appli-
cation of the aforementioned FDTD scheme to analyze a
waveguide Y-junction circulator with a ferrite specimen
of arbitrary shape is possible but is used only as a last
resort. The culprit is its complex boundary condition,
which involves rectangular walls in the feeding
waveguides, cylindrical truncation border of the wave-
guide junction, and the spherical surface of the ferrite
sphere. It is further complicated by the anisotropic nature
of ferrite. As illustrated earlier in this section, the
computation time can be significantly reduced if a three-
dimensional problem can be approximated by a two-di-
mensional one. Of course, this is not a realistic assumption
for most circulators, but sometimes this scenario can be
created in a piecewise sense by partitioning the configu-
ration of interest appropriately. For example, the partial-
height ferrite post shown in Figs. 23 and 24 can be divided
horizontally into three parts such that each part contains
a cylindrical resonator of uniform content. In contrast
to the previous example, the field quantities in a resonator
of finite height is not independent of z, yet the subsequent
computation can be significantly cut by assuming that
its dependence takes up the ejbzz form. As a result,
the relevant characteristic equation is similar to that of
a two-dimensional case given in (100) with be replaced by
bn, given by

bn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

e � b2
z

q
ð139Þ

The electric and magnetic fields in these resonators are
obtained by summing up all possible solutions or modes of
the characteristics equation. Finally, the overall solution
is deducted by stipulating that the tangential electric and
magnetic fields be continuous at both ends of the cylin-
drical resonators in the adjacent parts.

The mode-matching scheme can be extended to cover a
ferrite body of revolution such as a sphere. For illustra-
tion, if the circle shown in Fig. 48 is segmented vertically
into parallel parts, a cascade of tubes is formed by
revolving the partitioned circle around the z axis. Note
that each tube consists of three components of heights
h1, h2, and h3. Success of the present scheme relies on
our ability to find the field quantities in a waveguide tube
of uniform content analytically. Again, details are skipped
and readers are referred to another source [27] for an in-
depth analysis of a waveguide lube of an annular base.
The final solution is obtained by requiring that the tan-
gential electric and magnetic fields be continuous on the
cylindrical surfaces as well as the annular bases of the
waveguide tubes.

Although the mathematical derivation is very time-
consuming and the equations obtained are very lengthy,
the required computation time is very short. Characteris-
tics of a waveguide Y-junction circulator with a ferrite
sphere can easily be determined. Results similar to those
given in Figs. 49–51 can be computed in a personal com-
puter in milliseconds, and excellent agreement between
the analytical with experimental results is observed. Due
to the computational efficiency, we can afford to find the
general field pattern inside a waveguide junction circula-
tor. Shown in Fig. 49 are the strength and direction of the
electric field vector in a magnetized ferrite sphere. The
field pattern in the waveguide junction exterior to the
magnetized ferrite sphere is shown in Fig. 50. In both fig-
ures, the nature of wave circulation is clearly demonstrat-
ed. For comparison, the symmetric field pattern in the
waveguide with a demagnetized ferrite sphere is sketched
in Fig. 51.
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7. CONCLUDING REMARKS

Study of circulators is a multidisciplinary one that covers
material science, ferrimagnetism, wave propagation, and
circuit design; therefore, it finds a special position in many
engineering curricula. Design of circulators marks a sharp
deviation from the current trend in problem solving as
engineers are inclined to solve their assignments by brute
force, such as using a faster computer, a better database, a
larger memory, and a wider bandwidth at a higher fre-
quency. Here, an engineer’s ingenuity can be fully shown
as significant improvement can be obtained by using dif-
ferent material, changing the size and shape of ferrite,
fine-tuning its location, and other insignificant altera-

tions. Circulators may be replaced in the future, but the
underlying principles will prevail forever as it is an excel-
lent manifestation of our ability in harnessing the nature
for our benefit.
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1. ISOLATORS AND THEIR APPLICATIONS

The transmission of a radiofrequency or microwave signal
(above 1 GHz) along a line differs with that of a low-fre-
quency signal essentially in the fact that one of the di-
mensions of the line is greater than the wavelength. This
means that at a given time the instant value of the signal
varies along this dimension. Furthermore, the signal may
propagate along the line according to the opposite direc-
tions (forward and backward propagations).

The behavior of the wave is characterized by the map-
ping of the electric and magnetic fields. This mapping
depends on the geometry of the line as well as the con-
ductivity, the dielectric, and the magnetic constant of the
materials used in the structure. The characteristic imped-
ance is calculated from the mapping of the electric field
and the magnetic field; its value is often set at 50O for
practical use.

If several kinds of lines are used to transmit a signal
from a source to a load, the electromagnetic field map will
be different along each line. As a result, the signal will be
perturbed at each connection. The impedance mismatch
between two lines causes a return loss, that is, a reflection
of a part of the signal toward the source and a weaker
wave transmitted to the load. Since this reflection is un-
desirable and may be disruptive or even destructive, it has
to be eliminated by the use of an isolator.

Isolators are two-port circuits that allow the microwave
energy to propagate along a direction and stop it along the
opposite one (Fig. 1a). The flow is restricted to one direc-
tion; hence any reflected energy at the load is trapped or
dissipated. Because the behavior of the isolator differs for
direct and reverse propagations, it is referred to as a non-
reciprocal device.

Operating frequencies above 10 GHz are currently the
higher limit for a correct functioning of active isolators or
circulators, not only because of the limited bandwidth of
semiconductors but also because of noise generation and
power dissipation. On the other hand, microwave ferrite
material can be regarded as a mature technology, and
their interesting anisotropic properties have been widely
exploited for passive nonreciprocal applications [1,2].

1.1. Applications

Isolators are intensively used in microwave communica-
tion systems. Their applications include the decoupling
between a generator and its load, the decoupling of several
amplifiers, and the combining of two or more transmitters.

1.1.1. Decoupling between Generator and Load. Gener-
ators are usually affected by any power coming back to
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them, which may result in nonlinear effects such as fre-
quency shift and instability. To overcome these problems,
an isolator is used to eliminate the coupling between the
generator and the load as shown in Fig. 1b, where the
isolator attenuates only the backward wave and protects
the generator.

1.1.2. Decoupling of Amplifier Stages. In applications
where amplifiers are connected in series, they can affect
each other in relation to their input impedance. The in-
fluence increases if their working frequency band is nar-
row because their input impedance varies sharply. If
different amplifier stages are decoupled by isolators as
shown in Fig. 1c, they can be tuned and adjusted without
affecting the others, and if one stage is unbalanced, the
others will not be overloaded.

1.1.3. Combination of Several Transmitters. A typical
emitter stage of a mobile phone base station includes
several transmitters working at different frequencies
(Fig. 1d). The signal of each transmitter passes through
an isolator, which has a low insertion loss, and a filter
centered on the transmitter’s frequency. It travels then to
the combiner. This lets the signal of each transmitter
travel to the antenna without disturbing the others.

1.2. Characteristics

A perfect isolator should transmit all the energy from port
1 to port 2, cut all the backward energy from port 2 to
port 1, and provide no reflection at port 1 and at port 2
(Fig. 2a).

The corresponding S parameters can be expressed in
the following matrix:

S11 S12

S21 S22

 !
¼

0 0

1 0

 !
ð1Þ

Actual isolators response is not so ideal (Fig. 2b), and
their specification must take into account several funda-
mental parameters such as insertion loss, isolation,
and standing-wave ratio, as well as frequency band-
width, intermodulation, and thermal and power consider-
ations.

1.2.1. Insertion Loss. It corresponds to the neutrality
of the component in the forward direction and its magni-
tude must be close to the unity. When a signal is applied
to port 1, the insertion loss (IL) will be the ratio
of the input power (port 1) to the output power (port 2).
Typical values, expressed in decibels (dB), are between
0.1 and 1 dB and are calculated by the following
expression:

IL ðdBÞ¼20 log10

a1

b2

����

����¼ � 20 log10 jS21j\0 ð2Þ

1.2.2. Isolation. This corresponds to the ability of cut-
ting the backward wave. Its magnitude must reach high
values. When a signal is applied to port 2, the isolation (IS)
will be the ratio of the input power (port 2) to the output
power (port 1). Typical values, expressed in dB, are
between 20 and 30 dB and are calculated by the following

Port 1 Port 2

(a) (b)

generator isolator load

mismatch

amplifier isolator amplifier

(c)

(d)

circulator

to receiver

antennaamplifiers

com
biner

isolators narrow-band
filters

broad-band
filter

Figure 1. Some applications of isolators: (a) cir-
cuit symbol; (b) decoupling of generator and load;
(c) decoupling of amplifiers; (d) combination of
transmitters.
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expression:

IS ðdBÞ¼ 20 log10

a2

b1

����

����¼ � 20 log10 jS12jb0 ð3Þ

1.2.3. SWR. The standing-wave ratio (SWR) specifies
how the input signal will be reflected back toward the
source. It depends directly on the magnitude of return loss
(R) at port 1, that is, the ratio of the incident power to the
reflected power. The SWR is always greater than one and
typical values are between 1.05 and 1.2, to maintain a
good impedance matching:

jRj ¼
b1

a1

����

����¼ jS11j ’ 0 ð4Þ

SWR¼
1þ jRj

1� jRj
\1 ð5Þ

1.2.4. Bandwidth. The operating bandwidth can be ex-
pressed as the difference between the high and low work-
ing frequencies divided by the center frequency multiplied
by 100 (percentage bandwidth). Various bandwidth values
are available according to the technology of the isolator,
but 10% is often presented.

1.2.5. Intermodulation. When nonlinear elements such
as ferrite materials are used, harmonics (2f1, 3f1, etc.) ap-
pear but can be easily eliminated thanks to their high
frequency value. However, in the case of several but close
frequencies (f1 and f2), intermodulation rays appear

(2f1� f2 and 2f2� f1) and their influence is qualified by a
third-order intermodulation product defined as the ratio of
the intermodulation magnitude to the fundamental mag-
nitude.

1.2.6. Temperature Range. The operating temperature
range of an isolator is limited by the materials used in the
device, especially by ferrites. Magnetic materials indeed
exhibit nonlinear behaviors and frequency shift due to
temperature variation and become nonmagnetic above
their Curie temperature. Operating temperatures from
� 20 to þ 701C are common.

1.2.7. Power Dissipation. For low-power isolators, ex-
ceeding the power limit causes nonlinearity effects in the
ferrite material and provides a frequency shift and an in-
crease in the insertion loss. For high-power isolators, av-
erage power induces an increase of temperature and
cooling of the device is sometimes needed. The peak pow-
er should cause breakdown or arcking, which generally
results in permanent degradation of performance. Power
depends on the technology and can be limited from a few
watts (planar dropin isolators) to several hundred watts
(waveguide isolators). Acceptable average power decreas-
es with the working frequency. Peak power can reach sev-
eral kilowatts.

2. DEVICES

The first experimental microwave ferrite device was dem-
onstrated in 1949. The development of this type of device
was strongly linked to ferrite materials preparation and to
the knowledge of spin interaction in ferrimagnetic mate-
rials [3–5].

The behavior of microwave ferrite devices is based on
the gyromagnetic property of ferrimagnetic materials.
Several effects can be exploited to provide nonreciprocal
propagation of the signal, such as Faraday rotation, fer-
romagnetic resonance, and field displacement.

Many microwave components such as circulators, iso-
lators, phase shifters, or gyromagnetic filters are using
ferrite materials and are always essential because there is
no alternative semiconductor-based device that satisfies
similar requirements.

Furthermore, microwave technologies are moving to
higher frequencies, up to 100 GHz, where high-resistivity
materials are needed so that ferrites remain the first
choice and semiconductor materials are currently not
competitive.

2.1. Waveguide Isolators

The microwave applications of ferrites had their founda-
tions in the Faraday effects, and the first devices were cir-
cular waveguide Faraday rotators. Then, rectangular
waveguide components were developed using resonance
absorption or field displacement [6].

2.1.1. Faraday Rotation Isolator. The linear polarization
of a wave rotates if it propagates in a longitudinally
magnetized ferrite. This phenomenon, called Faraday
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Figure 2. Characteristics of an isolator: (a) S parameters;
(b) actual frequency response.
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rotation, is nonreciprocal so that the polarization always
rotates in the same direction whatever the propagation
direction. The Faraday rotation can be used in an isolator
if waves are absorbed or not, according to the rotation of
their polarization. The device is made from a circular
waveguide containing a 451 rotator between two 451 shift-
ed rectangular waveguides. Absorbing sheets are placed in
rectangular-to-round waveguide transitions (Fig. 3).

The polarization of the electric field of a wave entering
port 1 is parallel to the smallest side of the rectangular
waveguide so that it is normal to the first resistive sheet
and is not affected by it. The polarization is rotated 451
clockwise by the rotator and becomes normal to the second
resistive sheet. The wave can therefore emerge without
attenuation.

In the reverse direction, a wave entering port 2 is ro-
tated 451 in the same direction (clockwise) so that the
electric polarization is parallel to the port 1 resistive
sheet. The wave is then absorbed and cannot propagate.

The average power that can be absorbed is limited by
resistive sheets. On the other hand, insertion loss and iso-
lation are improved if the magnitude of circular polariza-
tions is not affected by the rotator so that no perpendicular
polarization appears before resistive sheets.

2.1.2. Resonance Isolator. A circularly polarized wave
that penetrates into a magnetized ferrite may be absorbed
or not, according to its rotation direction. The effect is
maximum at the gyromagnetic resonance frequency of the
ferrite. This phenomenon can be used in a rectangular
waveguide where the polarization is circular at two dif-
ferent positions (Fig. 4). If a ferrite is placed at one of these

positions, the nonreciprocal absorption of the microwave
energy is used to make an isolator [7]. A transverse DC
field is required to magnetize the ferrite.

The optimum position of the ferrite is chosen for a cir-
cular polarization of the internal microwave magnetic
field. This position may however differ from that of the
empty guide because of the ferrite presence. Several fer-
rite shapes can be used (E-plane or H-plane resonance
isolator), but H-plane ferrite geometry, consisting of two
thin flat ferrite rods, shows better performance. It has the
particular advantage of setting the ferrite rods against the
waveguide with a maximum contact area so that the ma-
terial can be cooled through the metal waveguide.

2.1.3. Field Displacement Isolator. In a partially ferrite-
filled waveguide, the microwave energy may be rejected
from the material according to its direction of propagation.
As a result, the microwave electric field vanishes near the
ferrite for direct propagation direction and is maximum
for the reverse direction (Fig. 5).

If a resistive sheet is placed against the ferrite slab
where the difference of energy is maximum, it will have
little effect on the direct propagation, but there will be
strong absorption in the backward propagation.

As for resonance isolator, a transverse DC magnetic
field is applied to the ferrite, but a lower intensity is re-
quired. This kind of isolator gives low insertion loss about
0.1 dB. It is well suited for low-power operations because
the resistive sheet cannot be cooled as it is not in contact
with the waveguide.

2.2. Planar Isolators

The development of planar circuits, fabricated by conven-
tional printed-circuit techniques, has liberated the micro-
wave designer from high costs and many constraints
encountered with waveguides and coaxial lines [8,9]. Fer-
rite devices were rapidly developed for stripline and mi-
crostrip circuits such as edge-guided-mode isolators or Y-
junction circulators.

2.2.1. Coplanar Resonance Isolator. The coplanar wave-
guide is a surface strip transmission line and consists of a
central conductor strip separated from ground planes by
two slots on a dielectric substrate [10]. At high frequen-
cies, the propagation in this structure is no longer TEM
(transverse electromagnetic) because a longitudinal

Forward propogation

Backward propogation45° Faraday rotator

Resist
ive

sheet

Resist
ive

sheet

Port 1

Port 2

Figure 3. Waveguide Faraday rotation isolator.

H-plane

E-plane

HDC

Figure 4. Waveguide resonance isolator.

Forward
propogation

Reverse propogation

HDC

Resistance sheet

Figure 5. Waveguide field displacement isolator.
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component of the microwave magnetic field appears. Thus
the resulting elliptically polarized magnetic field in the
slot can be used for nonreciprocal operations if it interacts
with a ferrite material. A resonant isolator can be fabri-
cated by attaching ferrite rods at the air–dielectric inter-
face between the conductors (Fig. 6). A horizontal
magnetic polarization is applied to the ferrite, perpendic-
ular to the microwave elliptic polarization plane.

This device will show better performances if the micro-
wave polarization is circular. High insertion loss and mod-
erate isolation values are the consequences of an
ellipticity different from unity. However, since the domi-
nant propagation mode is TEM, the microwave polariza-
tion will never be circular but the ellipticity could be
improved under one of these conditions: a higher permit-
tivity substrate, wider strip and slots dimensions, or a
higher working frequency [11].

2.2.2. Stripline Resonance Isolator. TEM transmission
lines are not suitable for nonreciprocal devices because
there is no longitudinal component of the microwave mag-
netic field. However, the line may be antisymmetrically
loaded with a dielectric material so that a longitudinal
field appears according to Maxwell’s equations and bound-
ary conditions [6]. Ferrite rods are placed near the air–
dielectric interface, where the longitudinal field is higher.
A longitudinal magnetic field is required to obtain an el-
liptic polarization such as that in the device described
above as it will interact with the magnetic rods to provide
nonreciprocal attenuation of the signal. Figure 7 shows
ferrite isolators based on a coaxial line and a stripline.
They are both half-filled with a dielectric material and
contain vertically magnetized ferrite rods. The nonrecip-
rocal effect is maximum at the ferrite resonance as in the
case of the coplanar isolator.

2.2.3. Coupled Microstrip Line Isolator. The coupling be-
tween two microstrip lines on a ferrite substrate is non-
reciprocal if the gyrotropic material is magnetized [12].
The nonreciprocal effect is a differential phase shift be-
tween S12 and S21 that can be used to create an isolator.

The coupling length is adjusted so that the direct signal at
one port is coupled to the other line and the reverse one is
not delivered to the first line. External matching loads are
placed at the end of each line to absorb reflected power
(Fig. 8).

2.2.4. Microstrip Edge-Guided-Mode Isolator. A micro-
strip or a stripline using a ferrite substrate, with a mag-
netization normal to the ground plane, with a wide strip
conductor, shows an exponential field variation of the
dominant mode along the device width (Fig. 9). This field
displacement effect is nonreciprocal as it is reversed for
each direction of wave propagation and for opposite mag-
netic polarizations [13]. The energy is concentrated near
opposite edges of the component and may be dissipated in
the reverse propagation direction by placing an absorbing
film on one edge of the strip.

The field displacement is caused by the gyromagnetic
properties of the ferrite, which is magnetized below the
resonance in the low-loss region. The device therefore
shows better performance with a low field bias. On the
other hand, the use of a strip much wider than the sub-
strate thickness produces a low characteristic impedance
so that suitable impedance transformers are required for
approximate matching to 50-O-impedance lines.

Because the presence of the absorber should provide
insertion loss, several improvements were proposed. The
absorbing film can be replaced by a short circuit of one
edge of the strip with the ground plane. The addition of an
iron plate near the short circuit provides a strong inter-
action with the magnetic field that improves the nonre-
ciprocal effect [14].

2.2.5. Sawtooth Edge-Mode Isolator. Other authors sug-
gested printing the wide strip with a slots on its edge
without absorber [15]. The direct wave is not affected by
the slot discontinuity, while the reverse one is reflected
by this effective open circuit and dissipates in the ferrite
substrate. This device is strictly planar and requires no
absorber.
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Figure 6. Coplanar resonance isolator.
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Figure 7. Coaxial and stripline resonance isolator. (From [10]; r
1969 IEEE, reproduced with permission.)

HDC
Ferrite substrate

Port 2

Port 1

Matching loads

Figure 8. Coupled microstrip-line isolator.

HDC

HDC
Absorber

Reverse
Port 2Port 1

Forward

Ferrite
substrate

Impedance
Transformers

Figure 9. Microstrip edge-guided-mode isolator. (From [13]; r
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To improve the bandwidth, a multislot (sawtooth) con-
figuration is used and a lossy material covers only the saw-
tooth to reduce insertion loss (Fig. 10). The behavior of the
device can be tuned by varying the size of those slots; iso-
lation is increased with a large sawtooth design, while low
insertion loss is obtained with a small sawtooth design [16].

2.2.6. Slotline Field Displacement Isolator. It is also pos-
sible to obtain a nonreciprocal field displacement in a fer-
rite-loaded slotline (Fig. 11). If a horizontal static
magnetic field is applied, the energy travels along each
side of the ferrite according to the propagation direction
[17]. Thus the presence of an absorbing material at the
bottom of the ferrite provides the isolation. An alumina
substrate may be placed between the ferrite and the lines
to reduce the insertion losses of the device. The main
drawback of such a structure is the transition between the
slotline and a coaxial line (or other lines) at each port of
the device that provides mismatch losses. The same kind
of device can be built using a finline structure [18].

2.2.7. Circulator-Based Isolator. One of the most popu-
lar planar isolators proposed by manufacturers for
low-power applications is based on a three-port circulator
by adding a matching termination to one port. A usual
form consists of a stripline symmetric Y junction with a
circular center conductor surrounded with two ferrite
disks (Fig. 12). The circular junction behaves like a reso-
nant cavity with two contrarotating modes resulting in a
standing wave. If a static magnetic field is applied per-
pendicularly to the disks, the resonant frequencies of the
two modes are different. The pattern of the standing wave

is therefore rotated so that the third port is isolated while
the others are coupled [19].

The easy fabrication and the good performance of the Y-
junction circulator make this miniature nonreciprocal de-
vice one of the most widely used, as a circulator as well as
an isolator.

3. NONRECIPROCAL EFFECTS

The functioning of passive microwave isolators is based on
ferromagnetic resonance properties of ferrite materials.
Magnetized ferrites are indeed anisotropic and character-
ized by an antisymmetric permeability tensor, which is
necessary to obtain nonreciprocal effects such as isolation.
Most passive magnetic devices need a saturated state of
the ferrite or at least a magnetic polarization that is per-
formed by permanent magnets or magnetic coils.

3.1. Ferromagnetic Resonance

To understand the origin of the anisotropy, the interaction
between magnetic moments of the ferrite and a magnetic
field needs to be studied.

3.1.1. Magnetic Units. The current ferrite literature
still uses cgs units (centimeter, gram, second) for histor-
ical reasons. Therefore, conversions between this system
and SI units (meter, kilogram, second, ampere) frequently
have to be performed.

In the SI system, the following relations correspond to
the response of a material (M and B) immersed in an ap-
plied field (H)

wH¼M¼
dm

dV
ð6Þ

B¼ m0ðHþMÞ¼ m0Hð1þ wÞ ¼m0mrH ð7Þ

The ratio of the magnetization to the applied field is
the susceptibility (6), and the ratio of the induction to
the field is the permeability (7). The susceptibility van-
ishes and the relative permeability equals one for
nonmagnetic materials. In the case of anisotropic materi-
als, induction, magnetization, and applied field are not
parallel and the susceptibility as well as the permeability
become tensorial.
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Figure 10. Sawtooth edge-mode isolator. (From [16]; r 2001
IEEE, reproduced with permission.)
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In the cgs system, vacuum permeability is set at the
unity and (7) must be written as follows

B¼Hþ 4pM ð8Þ

and the conversion between cgs and SI units are [20]

1 A=m¼ 4p10�3 Oe magnetic field ðHÞ ð9Þ

1 A=m¼ 10�3 emu=cm3 magnetization ðMÞ ð10Þ

1 T¼ 104 G induction ðBÞ ð11Þ

3.1.2. Static Magnetic Field. When a static magnetic
field (H0) is applied to a magnetic material, its magnetic
moments (m) and the corresponding magnetization (M)
for a given volume precess around the field axis with an
angular velocity proportional to the magnitude of the field
(Fig. 13a). This phenomenon, called Larmor’s precession,
is governed by the following relations, which give the gy-
romagnetic equation of motion, the angular velocity, and
the gyromagnetic ratio, respectively:

dm

dt
¼ � gm0ðm�H0Þ ð12Þ

o0¼ gm0H0 ð13Þ

g¼ 176 109 rad s�1 T�1
ð, 28 GHz=TÞ ð14Þ

3.1.3. Microwave Field. If, in addition, the material is
submitted to a microwave field (h) perpendicular to the
static one, the magnetic moments tend to precess around a
total field that oscillates (Fig. 13b). When the angular ve-
locity of the moments reaches the frequency of microwave
oscillations, the microwave energy is transmitted to the
material and absorbed.

3.1.4. Polder’s Model. After taking into account the mi-
crowave field, the spectral expression of the equation of
motion leads to a relative permeability tensor:

�mmr¼

mr 0 þ jk

0 1 0

�jk 0 mr

0
BB@

1
CCA ð15Þ

This tensor is used for a y-axis applied field (xy, yx, yz, and
zy elements vanish) and for a saturated material (yy ele-
ment is equal to 1). The presence of the imaginary number
j corresponds to the rotation of the moments; that is, there
is a 901 phase difference between mx and mz.

The elements of the permeability tensor depend on the
frequency

mr¼ 1þ
o0oM

o2
0 � o2

ð16Þ

k¼
ooM

o2
0 � o2

ð17Þ

oM ¼ gm0MS ð18Þ

and they both depend on the magnitude of the applied
field (13) and on the saturation magnetization of the ma-
terial (18).

3.1.5. Damping Factor. If losses are taken into account,
the angle between m and H0 will decrease until these el-
ements are aligned (Fig. 13c). Tensor elements become
complex quantities, and a damping parameter is intro-
duced in (16) and (17):

mr¼ m0r � jm00r ¼1þ
ðo0þ jaoÞoM

ðo0þ jaoÞ2 � o2
ð19Þ

k¼ k0 � jk00 ¼
ooM

ðo0þ jaoÞ2 � o2
ð20Þ

The real and imaginary parts of the elements of the
permeability tensor are shown in Fig. 14 for a 180 mT sat-
uration magnetization and 0.1 damping factor. Figure 14a
shows a frequency sweep with a fixed applied field, which
is currently the most common representation, thanks to
vector analyzer measurements facilities. For historical
reasons, Fig. 14b is the most widely known representa-
tion because it was previously easier to work with a single-
frequency microwave source and to vary the applied field
by adjusting a continuous current.

According to Fig. 14b, the resonance losses are charac-
terized by the width of the imaginary part, which increas-
es for lossy materials. The width at midheight of the curve
is called linewidth and is frequently used by manufactur-
ers (often expressed in oersteds). It depends on the dam-
ping factor and on the working frequency:

gm0DH¼ 2ao ð21Þ

Figure 14b also shows three different zones according to
the magnitude of the applied field. The expressions below,
above, or at resonance refer to a field sweep and not to a
frequency sweep. The confusion could be reinforced if the
static field were expressed as a frequency as in (13).

Polder’s model is defined for saturated material so that
the magnetization of the ferrite reaches the saturation
magnetization. Under particular operation conditions
such as low bias fields, several magnetic domains with
different magnetization magnitudes and orientations are

m
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h

H0

H0+h

m
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�
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�0

Figure 13. Precession of ferrite moments under an applied field:
(a) static applied field; (b) static and microwave applied fields; (c)
with losses.
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present. Therefore new models must be used to take into
account the resulting effects on the gyromagnetic phenom-
enon [21].

3.1.6. Demagnetizing Factors. All the previous defini-
tions concern materials influenced by an internal magnet-
ic field, that is, the actual field experienced by the spin
dipoles. In a infinite medium, the internal field equals the
applied field, but in the case of a finite medium, there is a
discontinuity of the magnetic field at the boundary be-
tween materials with different permeability values. De-
termining the field inside an arbitrarily shaped sample is
not always possible, but the problem is tractable for an
approximate ellipsoidal shape. Thus, the internal field can
be expressed from the applied field as follows

Hi¼H0 �NM ð22Þ

N¼

Nx 0 0

0 Ny 0

0 0 Nz

0
BB@

1
CCA ð23Þ

where the demagnetizing factors, Nx, Ny, and Nz, depend
on the shape of the sample. The sum of these terms are
equal to one. Each term equals 1

3 in the case of a sphere;

the term tends to zero if the corresponding size increases
and to one if it becomes thinner. Several approximations
have been calculated and are helpful in estimating inter-
nal fields for arbitrary shapes [22].

Since the demagnetizing factors concern static and mi-
crowave fields, the tensor elements are dramatically
changed and the resonant frequency is given by Kittel’s
equation for a z-direction applied field:

or¼ gm0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½H0þ ðNx �NzÞM�½H0þ ðNy �NzÞM�

p
ð24Þ

3.2. Nonreciprocal Wave Propagation

Because waveguide or planar configurations are difficult
to solve, nonreciprocal effects in ferrites can be more ele-
mentarily understood by considering the microwave prop-
agation in infinite media. Maxwell’s equations can be
combined to include the permeability tensor and, consid-
ering a propagation along the z axis, it gives

r�r�H� o2e0m0er �mmrH¼ 0 ð25Þ

H¼h expðjotÞ expð�gzÞ ð26Þ

where

g¼ aþ jb¼ j
o
c

ffiffiffiffiffiffiffiffiffi
eeme
p

ð27Þ

is the propagation coefficient that represents both the at-
tenuation and the phase delay of the signal. In an infinite
medium, they depend on the effective permittivity and
permeability of the material.

According to the direction of the static magnetic field,
which fills the permeability tensor (15) in different ways,
several phenomena on the effective permeability and on
the propagation occur.

3.2.1. Longitudinal Field. If a static magnetic field is
applied parallel to the propagation direction (z axis), then
(25) leads to an eigenproblem where the eigenvalues are

mþ ¼ mrþ k ð28Þ

m� ¼ mr � k ð29Þ

These associated eigenvectors are respectively a right-
hand circular polarized magnetic field for (28) and a left-
hand polarization for (29). This means that the microwave
must be decomposed according to these two polarizations
and each part propagates with the corresponding effective
permeability.

The effective permeability values, obtained from Fig. 14b,
are plotted versus the applied field in Fig. 15a. In an in-
finite medium, the propagation coefficients of the corre-
sponding plane wave are given by

g ¼ j
o
c

ffiffiffiffiffiffiffiffiffiffi
erm
p

¼ j
o
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
erðmr  kÞ

p
ð30Þ
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and are plotted in Fig. 15b. Since real parts and imaginary
parts are all different, nonreciprocal effects can be ob-
tained not only for absorption but also for phase.

3.2.2. Transverse Field. If the permeability tensor is
filled according to a perpendicular field (x or y axis), prop-
agation will occur with two effective permeability values

mþ ¼
m2

r � k2

mr

ð31Þ

m� ¼ 1 ð32Þ

The eigen vectors are now linear polarizations. Perme-
ability values and propagation coefficients are plotted in
Fig. 16. Nonreciprocal effects are also possible.

Although the explanations above are defined for plane
waves (without longitudinal field components), they can
be generalized for cases of propagation in waveguides or
planar lines where longitudinal fields (non-TEM modes)
appear.

3.2.3. Faraday Rotation. Figure 15b shows different
values of the phase delay. If a linearly polarized incident
microwave field is decomposed in both right-hand and left-
hand circular polarizations, each part will be differently
phase-shifted for a given distance (Fig. 17). Then the com-
bination of the two emerging circular polarizations (with

the same magnitude) gives a linear polarization with a
rotation equal to the half phase difference:

y¼
Df
2
¼

b� � bþ
2

L ð33Þ

The rotation is nonreciprocal. The polarizations of back-
ward and forward waves rotate in opposite directions (re-
spectively to the left or to the right) according to their own
coordinate system because the applied field is inverted. As
a result, rotations are in the same direction according to
the ferrite axes.

Faraday rotation should be performed for low field
values where losses are weak to ensure that the circular
magnitudes are not attenuated and the emerging
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Figure 15. Microwave propagation parallel to the applied field:
(a) effective permeability values; (b) nonreciprocal propagation
coefficients.

−4

−2

0

2

4

6

8

50 100 150 200 250

H0(kA/m)

(a)

300

�+″

�+′

�−′

�−″

H0(kA/m)

(b)

0

1

2

3

4

5

6

7

8

9

0 50 100 150 200 250 300

 

  

−

+

�−

�+

Figure 16. Microwave propagation perpendicular to the applied
field: (a) effective permeability values; (b) nonreciprocal propaga-
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polarization remains linear. The nonreciprocal rotation
effect, similar to the behavior of Faraday rotation in opti-
cal media, was the first phenomenon exploited in micro-
wave ferrite devices and is widely used to build circulators
or isolators as shown in Fig. 3.

3.2.4. Resonance Absorption. Figures 15b and 16b both
show nonreciprocal absorption according to the polariza-
tion of the wave. Losses are added in (28) and vanish in
(29), where the imaginary part of the effective permeabil-
ity is nearly zero regardless of the applied field. The max-
imum nonreciprocal attenuation occurs at the resonance
where phases are equal.

In the first configuration, a left-hand circular polariza-
tion is absorbed while a right-hand polarization can prop-
agate. If the polarization of the incident wave is elliptic,
the attenuation depends on whether the magnitude of
the right-hand circular polarization is maximum or not
(Fig. 18).

In the second configuration, a linearly polarized micro-
wave magnetic field parallel to the static field does not
interact with the ferrite and the wave propagates in the
same way as in a dielectric material. On the other hand, a
polarization perpendicular to the applied field is strongly
absorbed.

The resonance absorption is widely used in devices
where a longitudinal magnetic field exists. If longitudinal
and transverse fields are 901 phase-shifted, then they form
an elliptic polarization that can interact with the rotation
of the moments in a ferrite. The material must be mag-
netized perpendicular to the plane where the microwave
polarization and the magnetic moments rotate. If longitu-
dinal and transverse magnitudes are equal, the polariza-
tion becomes circular and effects are maximum. This
configuration is used in rectangular waveguide resonance
isolators (Fig. 4) and in coplanar and stripline isolators
(Figs. 6 and 7).

3.2.5. Transverse Field Displacement. The negative
value of the effective permeability, in Figs. 15b and 16b,
implies that the microwave field is rejected from the ma-
terial, while the other permeability allows the wave to
penetrate. If a waveguide is partially filled with a ferrite
material and if the case of a negative permeability occurs,
the energy therefore propagates in the empty region. This
phenomenon is a form of field displacement and is used in
the rectangular waveguide isolator described in Fig. 5.

Another configuration where field displacement can be
observed is the case of two wide strips separated by a fer-
rite substrate. In this type of structure, only TE modes are
considered because TM modes cannot exist between par-
allel strips when the spacing is less than a half-wave-
length [13].

The field components can be expressed as follows

Ex;Hy;Hz¼Ax;y;z expð�ayyÞ expð�jbzzÞ ð34Þ

where the propagation coefficients depend on the elements
of the permeability tensor:

bz¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0e0ermr
p

ð35Þ

ay¼o
k
mr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0e0ermr
p

ð36Þ

The corresponding wave can therefore propagate along
the z axis (purely imaginary coefficient in the propagation
direction) while it is attenuated along the y axis (purely
real coefficient along the width), so that the field magni-
tudes decrease exponentially along the width. This is the
edge-guided mode (Fig. 19). The phenomenon is more ef-
ficient if the material is magnetized below the resonance
with a weak internal field to avoid losses, just enough for
the saturation.

If the applied field is inverted, the sign of the attenu-
ation is changed and the exponential decay is inverted.
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Figure 18. Resonance absorption of left-hand and right-hand polarizations.
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The same changes occur for a reverse propagation.
The field displacement is therefore nonreciprocal and
can be used to build a stripline or a microstrip isolator
by adding an absorber on one edge as shown in Fig. 9. For
high frequencies, other modes of propagation with a sinu-
soidal pattern can exist. As a result, the field displace-
ment, corresponding to the edge-guided mode, is
frequency-limited.

3.2.6. Ferrite Junction Circulation. A ferrite disk placed
between two conducting planes is a geometry of planar
junction circulator. Electric fields are supposedly mainly
perpendicular to the conductors and the boundary condi-
tions lead to two different configurations of electromag-
netic waves: right-handed and left-handed rotating waves.
A standing-wave pattern is established where fields in-
tensities are equal and oppositely directed on either side of
the conductor (Fig. 20).

For an isotropic substrate (or unmagnetized ferrite),
the corresponding effective indices where the rotating
waves propagate are equal. The standing wave intensity
is maximum at the input port (port 1), and vanishes at 901
from the input port. As a consequence, a small amount of
energy is coupled to ports 2 and 3.

For a gyrotropic substrate (magnetized ferrite), the two
rotating modes are oppositely phase-shifted so that a ro-
tation of the electromagnetic pattern occurs. If the rota-
tion reaches 301, port 2 is then coupled (transmission) and
port 3 is isolated [23].

In this case, the effective permeability is given by

me¼
m2

r � k2

mr

ð37Þ

and the solutions of the electromagnetic equations give
magnetic microwave fields [24] proportional to

Aþ ¼Jn�1ðkrÞ �
JnðkrÞ

kr
1þ

k
m

� �
ð38Þ

A� ¼Jn�1ðkrÞ �
JnðkrÞ

kr
1�

k
m

� �
ð39Þ

where Jn are nth-order Bessel functions, and where

k2¼o2e0m0erme ð40Þ

is the wavenumber associated with the effective perme-
ability and r is the distance to the center of the ferrite disk.
The first modes (n¼ 1) show two opposite areas of maxi-
mum energy as in Fig. 20. The positive and negative ro-
tating modes are strongly linked to the ratio of the terms
of the ferrite permeability tensor and differ in sign.

Magnetic fields vanish at the boundaries (magnetic
wall if r equals the radius). Magnitudes (38) and (39) are
then equal to zero, and their solutions lead to the radius of
the ferrite disk for given working frequency and perme-
ability tensor.

The input impedance of each port can be adjusted with
the thickness of the disk, and the width of the access strip
and can be improved by an impedance transformer.

The best performance is obtained above the resonance
(according to the applied field, that is, at low frequencies),
but the circulator can also operate below resonance [25].
The rotation is then inverted because the sign of the ratio
is changed.

One of the most popular structure is the stripline Y-
junction circulator with two ferrite disks (Fig. 12).

3.3. Ferrite Materials

Microwave ferrites are high-resistivity ferrimagnetic ma-
terials used at frequencies above 0.1 GHz. They are ferri-
magnetic oxides made of oxygen anions around metal
(such as iron) divalent or trivalent cations [26]. The pos-
sibility of mixing the composition to adjust their behavior
is one very attractive property of ferrites. If a divalent iron
cation is replaced by any divalent composition, it gives a
mixed ferrite with sometimes completely different proper-
ties. In addition, the substitution of a trivalent iron cation

HDC

Ferrite

Edge-guided mode Higher mode

Figure 19. Field displacement and edge-guided mode. (From
[13]; r 1971 IEEE, reproduced with permission.)
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Figure 20. Ferrite junction circulation. (From
[24]; r 1965 IEEE, reproduced with permis-
sion.)
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gives a substituted ferrite whose behavior can be thinly
adjusted.

3.3.1. Properties. Although ferrites usually show weak-
er performance than do magnetic metals, they are highly
resistive, so that an electromagnetic wave can penetrate
and interact with the material. Their resistivity can in-
deed vary between 10 and 108O � cm, a value that must be
compared to the 10�4O � cm resistivity of ferromagnetic
metals. The relative dielectric permittivity of ferrites is
almost constant at microwave frequencies and close to 15.
Dielectric losses result mainly from the existence of both
trivalent and divalent iron cations. There is an excess of
electrons that may jump from one iron cation to another
and therefore cause some conduction and losses.

A fundamental property such as permeability has to be
considered because it governs the interaction between the
wave and the material. Low coercivity is a condition for
low losses. High Curie temperature and low magneto-
striction constant are the main factors in improving the
stability of ferrites. High saturation magnetization implies
high gyromagnetic anisotropy but also intense magnetic
field to saturate the material.

3.3.2. Spinels. Historically, spinel ferrites were the first
type of ferrite used in microwave devices, in the 3–30 GHz
range. The typical composition of a spinel ferrite is as
follows:

ðFe2þO2�
Þ . ðFe3þ

2 O2�
3 Þ¼Fe3O4 ð41Þ

Nickel mixed ferrite has a Curie temperature of about
5701C and is therefore rather stable. Its saturation mag-
netization is about 320 mT. Because it contains Ni ion,
which is a relaxing ion, the spinel ferrite is a lossy mate-
rial reserved for power applications. Lower magnetiza-
tions (down to 140 mT) are obtained by aluminium
substitution for iron, while partial substitution of zinc
for nickel increases the saturation magnetization
(480 mT) at a lower temperature (4001C).

Lithium ferrite has a magnetization of about 360 mT
with a high Curie temperature near 6451C. The lack of
divalent iron ions results in a narrow linewidth that ren-
ders this ferrite suitable for low power levels with low
losses. Magnetization can be decreased (down to 230 mT)
by Ti substitution and increased by Zn substitution
(500 mT).

3.3.3. Garnets. Yttrium iron Garnet (YIG) is a very-
narrow-linewidth material (near 3 kA/m, compared to 15–
35 kA/m of spinels) that remains the best microwave ma-
terial in the 1–10-GHz band. It can easily be saturated
thanks to its weak saturation magnetization (175 mT). As
the Curie temperature of YIG is 2861C, the stability with
temperature is low. The chemical formula is

3

2
ðY3þ

2 O2�
3 Þ

.
5

2
ðFe3þ

2 O2�
3 Þ¼Y3Fe5O12 ð42Þ

Aluminum substitution of iron ions decreases the magne-
tization as well as the Curie temperature, while Gd sub-
stitution of Y ions reduces the magnetization without

changing this temperature, which results in a better sta-
bility. Narrow linewidth as low as 0.8 kA/m can be ob-
tained with In or Zn substitutions (associated with Ca
ions).

3.3.4. Hexaferrites. These materials have an hexagonal
structure with a c axis of symmetry. Their crystalline
structure is essentially uniaxial of the M-type with the
following formula

ðBa2þO2�
Þ . 6ðFe3þ

2 O2�
3 Þ¼BaFe12O19 ð43Þ

for barium (BaM) or strontium (SrM) hexaferrites. They
have a high saturation magnetization (480 mT) and a Cu-
rie temperature as high as 7001C.

They also have a high magnetocrystalline anisotropy,
which results in an anisotropy field Ha (mainly near
1500 kA/m and up to 2700 kA/m) that can be added to
the internal field to reach resonance frequencies higher
than (24)

or¼ gm0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½H0þHaþ ðNx �NzÞM�½H0þHaþ ðNy �NzÞM�

p

ð44Þ

They are also characterized by a squared hysteresis loop
with high remanence that allows a self-polarization of the
material.

4. CURRENT DEVELOPMENTS

The manufacturing of ferrite materials is difficult, espe-
cially for small dimensions. These constraints do not make
this kind of components easy to integrate or to miniatur-
ize. Several ways of improving the performance and com-
pactness of ferrite devices are proposed [27,28].

In order to reduce the size of the devices, some authors
propose using hard magnetic materials with high reman-
ence so that no external field is needed. Hexagonal ferrites
such as SrM (315 mT saturation magnetization and
1500 kA/m anisotropy field) were successfully used in a
33-GHz rectangular waveguide circulator [29]. A 30-GHz
self-biased microstrip circulator using a 130-mm-thick
SrM substrate were realized [30]. Another interesting
property of this material is its high crystalline anisotro-
py, which can be added to the internal field so that the
resonance occurs at higher frequencies, above 10 GHz and
up to 90 GHz.

In the case of thin ferrite plates, ohmic losses caused by
metal resistivity may become the main contribution to to-
tal loss. To overcome this effect, the integration of super-
conductive materials in ferrite microwave devices has
been investigated and its feasibility has been demonstrat-
ed in the case of a 10-GHz ring network circulator made of
niobium or YBaCuO superconductors cooled to 77 and 4 K
[31]. The same criteria are considered for the choice of
ferrite material at either cryogenic temperature or at
room temperature with, however, higher saturation mag-
netization values.
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The main issue of current research is the integration of
ferrite devices with semiconductor technologies. Several
attempts at depositing ferrite films on silicon substrates
were performed using pulsed laser deposition, evapora-
tion, or sputtering [32]. Since the deposited film is amor-
phous and nonmagnetic, a thermal process is needed to
recover ferrimagnetic properties. High temperature val-
ues above 6001C are required, either during the deposition
process or during a postdeposition annealing, in order to
crystalize the material.

It may be possible to use a semiconductor to make a
millimeter-wave isolator or circulator instead of a ferrite
because its permittivity becomes tensorial if a static mag-
netic field is applied. This phenomenon is the dual of per-
meability tensor of ferrites. A 60-GHz circulator was
demonstrated experimentally using an n-type indium
antimonide (InSb) disk at an operating temperature of
77 K [33].

Isolator structures can also be used as a microwave
measurement technique for determination of the complex
permeability tensor components of magnetized materials.
A microstrip measurement cell based on Fig. 19 was real-
ized and provided measurements up to 6 GHz [34]. The
central zone between the strip and lower ground plane is
filled with the ferrite, and two different dielectric materi-
als are placed on each side to provide a nonreciprocal effect
necessary to extract all the tensor components.

BIBLIOGRAPHY

1. K. Chang, ed., Handbook of Microwave and Optical Compo-

nents, Vol. 1, Wiley, New York, 1989.

2. J. D. Adam, E. L. Davis, G. F. Dionne, E. F. Schloemann, and
S. N. Stitzer, Ferrite devices and materials, IEEE Trans. Mi-

crowave Theory Tech. 50(3):721–737 (March 2002).

3. K. J. Button, Microwave ferrite devices: The first ten years,
IEEE Trans. Microwave Theory Tech. 32(9):1088–1096 (Sept.
1984).

4. R. H. Knerr, An annotated bibliography of microwave circu-
lators and isolators: 1968–1975, IEEE Trans. Microwave The-

ory Tech. 23(10):818–825 (Oct. 1975).

5. G. P. Rodrigue, A generation of microwave ferrite devices,
Proc. IEEE 76(2):121–137 (Feb. 1988).

6. B. Lax and K. J. Button, Microwave Ferrites and Ferromag-

netics, McGraw-Hill, New York, 1962.

7. F. E. Gardiol, Anisotropic slabs in rectangular waveguides,
IEEE Trans. Microwave Theory Tech. 8(18):461–467 (1970).

8. K. C. Gupta, R. Garg, I. J. Bahl, and P. Bhartia, Microstrip
Lines and Slotlines, 2nd ed., Artech House, Boston, 1996.

9. R. M. Barrett, Microwave printed circuits—the early years,
IEEE Trans. Microwave Theory Tech. 32(9):983–990 (Sept.
1984).

10. C. P. Wen, Coplanar waveguide: A surface strip transmission
line suitable for non-reciprocal gyromagnetic device applica-
tion, IEEE Trans. Microwave Theory Tech. 17(2):1087–1090
(Dec. 1969).

11. B. Bayard, D. Vincent, C. R. Simovski, and G. Noyel, Electro-
magnetic study of a ferrite coplanar isolator suitable for in-
tegration, IEEE Trans. Microwave Theory Tech. 51(7):1809–
1814 (July 2003).

12. Y. C. Moon, J. R. Lee, S. W. Yun, and I. S. Chang, A broadband
planar isolator using coupled microstrip lines on a magne-
tized gyrotropic substrate, Microwave J. 44(11):90–103 (Nov.
2001).

13. M. E. Hines, Reciprocal and nonreciprocal modes of propaga-
tion in ferrite stripline and microstrip devices, IEEE Trans.
Microwave Theory Tech. 19(5):442–451 (May 1971).

14. T. Nuguchi, New edge-guided mode isolator using ferromag-
netic resonance absorption, IEEE Trans. Microwave Theory

Tech. 25(2):100–106 (Feb. 1977).

15. R. C. Kane and T. Wong, An edge-guided mode microstrip
isolator with transverse slot discontinuity, IEEE MTT-S Di-
gest, 1990, pp. 1007–1010.

16. A. H. Aly and E. B. El-Sharawy, Performance and modeling of
saw tooth edge mode isolators, IEEE MTT-S Digest, 2001, pp.
475–477.

17. L. Courtois and M. de Vecchis, A new class of nonreciprocal
components using slotlines, IEEE Trans. Microwave Theory

Tech. 23:511–516 (June 1975).

18. A. Beyer and K. Solbach, A new fin-line isolator for integrated
millimeter-wave circuits, IEEE Trans. Microwave Theory

Tech. 29(12):1344–1348 (Dec. 1981).

19. D. K. Linkhart, Microwave Circulator Design, Artech House,
1989.

20. J. D. Huba, NRL Plasma Formulary, rev. ed., Naval Research
Laboratory, Washington, DC, 2002.

21. Ph. Gelin and K. Berthou-Pichavant, New consistent model
for ferrite permeability tensor with arbitrary magnetization
state, IEEE Trans. Microwave Theory Tech. 45(8):1185–1192
(Aug. 1997).

22. M. Sato and Y. Ishii, Simple and approximate expressions of
demagnetizing factors of uniformly magnetized rectangular
rod and cylinder, J. Appl. Phys. 66(2):983–985 (July 1989).

23. H. Bosma, On the principle of stripline circulation, Proc. IEE

109:137–146 (Jan. 1962).

24. C. E. Fay and R. L. Comstock, Operation of the ferrite junc-
tion circulator, IEEE Trans. Microwave Theory Tech. 13:15–27
(Jan. 1965).

25. E. Schloemann and R. E. Blight, Broad-band stripline circu-
lators based on yig and li-ferrite single crystals, IEEE Trans.

Microwave Theory Tech. 34(12):1394–1400 (Dec. 1986).

26. J. Nicolas, Ferromagnetic Materials, North-Holland, Amster-
dam, 1980, Vol. 2, Chap. 4, pp. 243–296.

27. E. Schloemann, Advances in ferrite microwave materials and
devices, J. Magn. Magn. Mater. 209:15–20 (2000).

28. M. Pardavi-Horvath, Microwave applications of soft ferrites,
J. Magn. Magn. Mater. 215–216:171–183 (2000).

29. M. A. Tsankov and L. G. Milenova, Design of self-biased
hexaferrite waveguide circulators, J. Appl. Phys. 73(10):
7018–7020 (May 1993).

30. S. A. Oliver, P. Shi, W. Hu, H. How, S. W. McKnight,
N. E. McGruer, P. M. Zavracky, and C. Vittoria, Integrated
self-biased hexaferrite microstrip circulators for millimeter-
wavelength applications, IEEE Trans. Microwave Theory
Tech. 49(2):385–387 (Feb. 2001).

31. G. F. Dionne, D. E. Oates, D. H. Temme, and J. A. Weiss, Fer-
rite-superconductor devices for advanced microwave applica-
tions, IEEE Trans. Microwave Theory Tech. 44(7):1361–1368
(July 1996).

32. B. Bayard, J. P. Chatelon, M. Le Berre, H. Joisten, J. J. Rous-
seau, and D. Barbier, The effects of deposition and annealing
conditions on crystallographic properties of sputtered barium
ferrite thick films, Sensors Actuators A 99:207–212 (2002).

FERRITE ISOLATORS 1485



33. Z. M. Ng, L. E. Davis, and R. Sloan, Coplanar waveguide gy-
roelectric circulator, Int. J. RF Microwave Comput. Aided
Eng. 12(4):367–374 (July 2002).
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Ferrites and their technological applications have been
known for a long time. Magnetite, the first known mag-
netic material, is actually a ferrous ferrite. In 1269 Peter
Peregrinus gave a detailed description of a compass made
with a floating magnetite needle, probably a Chinese in-
vention. The Spanish word for the compass, brújula,
which literally means ‘‘small witch,’’ clearly shows former
navigators’ amazement with the mysterious magnetic
properties of the lodestone. The first experimental ferrite
device in microwave technology was demonstrated in 1949
[1]. Since then, applications of artificial ferrite materials
in microwave technology have grown rapidly and have
become a mature technology, which has been discussed in
many classical textbooks [2–10]. A good historical survey
of the beginnings of the microwave ferrite technology can
be found in Button [1]. A complete bibliography containing
the most relevant contributions in this field during the
years that followed can be found in Refs. 11 and 12.
Finally, an authorized survey of the most recent advanc-
es in microwave ferrite technology in Europe, the United
States, and Japan is found in Refs. 13, 14, and 15, respec-
tively.

This article describes the main physical effects due to
the propagation and guidance of electromagnetic waves in
ferrite-loaded waveguides useful in microwave technology.
The linear approach, in which the high-frequency mag-
netic susceptibility of the ferrite is a function of the inter-
nal static magnetic field, will be considered valid. This
approach includes the analysis of exchange free electro-
magnetic waves, as well as magnetostatic waves and other
approximations, but not the analysis of spin waves and
nonlinear effects, magnetoelastic waves, and other com-
plex interactions.

The choice of units in the analysis of microwave appli-
cations of ferrites presents some particularities. SI (Inter-
national System) units are preferred for most of the
electronic and electrical engineers. Nevertheless, cgs (cen-
timeter–gram–second) units are used mainly by research-
ers in the area of the constitutive electromagnetic
properties of ferrites. The usage in this text is a compro-
mise between both alternatives. Since in the linear theory
the equations for the static biasing magnetic field are
decoupled from the radiofrequency field equations, we will
use cgs units in the derivation of the internal magneto-
static field, as well as in the expression of the magnetic

permeability in terms of the static bias field H0, measured
in oersteds, and the saturation magnetization 4pM0, with
M0 measured in gauss (1 Oe¼ 4pG). For the electromag-
netic RF equations we will use SI units.

1. FUNDAMENTALS OF ELECTRODYNAMICS OF FERRITE
MATERIALS

As long as the linear approach remains valid, the problem
of finding the radiofrequency electromagnetic field inside a
magnetized ferrite can be divided into three steps. First
we must find the internal static field H0 as a function of
the external applied static field Hext. Then we must obtain
the RF magnetic permeability tensor that will be a func-
tion of the internal static field. Finally, we must solve the
Maxwell equations for the RF field with the appropriate
boundary conditions. Note that, in the linear approach,
the equations for the static field H0 remains independent
from the equations for the RF field. The coupling between
these two fields occurs only by means of the dependence of
the RF magnetic permeability tensor on the static mag-
netic field.

1.1. The Static Field

As a general statement, the internal static field H0 is the
solution of the static equations inside the ferrite with the
appropriate constitutive relations and boundary condi-
tions. In the simplest case of a saturated isotropic ferrite,
the static constitutive relations reduces to B0¼H0þ 4pMs

(remember that we will use cgs units in this part of the
analysis), where Ms is the magnetization of the ferrite at
saturation, which, in isotropic ferrites, will be parallel to
both B0 and H0. In many cases, the ferrite is placed in a
known external static and uniform field Hext provided by a
magnet. In this case the internal static field is the sum of
the external field and a demagnetization field Hd created
by the ferrite internal magnetization. For ellipsoidal fer-
rite samples, rods and plates this problem is a classical
one and is solved analytically, expressing the demagneti-
zation field as the dot product of the saturation magneti-
zation by a known demagnetization tensor, which depends
on the shape and the orientation of the ferrite sample. In
particular, for ferrite plates and rods placed in an external
magnetic field parallel to the rod axis or the plane of the
plate, it is easy to show that H0¼Hext. For ferrite plates
placed in an external magnetic field perpendicular to the
plate, it is H0¼Hext–4pMs.

1.2. The RF Magnetic Permeability Tensor

In this section we will state the more usual RF cons-
titutive relationships for magnetized ferrites. First we will
consider the simplest case of an intrinsically isotropic fer-
rite. In this context intrinsic isotropy means that the in-
ternal static magnetic field is the only source of anisotropy
(induced anisotropy). Thus, after magnetization, the fer-
rite becomes an uniaxial medium with an RF permeability
tensor given by (the z axis is chosen as the direction of
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internal magnetization)

½m� ¼ m0

½m�t 0

0 mz

 !
¼ m0

m jk 0

�jk m 0

0 0 mz

0
BB@

1
CCA ð1Þ

where m and k are in general complex quantities that
depend on the internal magnetic field and ferrite magne-
tization. This particular form of both [m] and [m]t ensures
the invariance of the permeability tensor after rotations
around the z axis, which is the unique symmetry require-
ment. Notice that, if ka0, the tensor is not symmetric.
Thus, a magnetized ferrite is a nonreciprocal medium.
For lossless ferrites the permeability tensor must be
Hermitian, and therefore m, k, and mz are real numbers.

The theory leading to appropriate expressions for m, k,
and mz, valid for intrinsically isotropic saturated ferrites
was first developed by Polder in 1949 from an analysis of
the precession of molecular magnetic dipoles in the static
internal field. The derivation of such expressions may be
found in many textbooks [2–7]. The final expressions are
given here for completeness

m¼1þ
oMoH

o2
H � o2

ð2Þ

k¼
ooM

o2
H � o2

ð3Þ

and mz¼ 1, where oH is the resonance frequency given by

oH ¼ gH0 ð4Þ

and

oM ¼ 4pgMs ð5Þ

(g is the gyromagnetic ratio g¼ ge/2mec, where g is the
Lande factor; –e and me, are the electron charge and mass,
respectively; and c the speed of light. In most ferrites the
magnetization is due to the electron spin alone; therefore
g¼ 2 and g¼ 1.76 � 107 rad/s.Oe).

There is also a wide class of useful microwave devices
that use ferrites at the remanent magnetization.
These are termed latch ferrite devices and use ferrite
materials with a square hysteresis loop, so that the re-
manence magnetization Mr is very close to the saturation
magnetization. At remanence H0¼ 0 and (2) and (3)
simplify to m¼ 1 and k¼ � 4pMr/o. Nevertheless, the use
of these expressions is subject to some restrictions related
to the magnetic losses that may appear at low values
of H0 [6].

The lossless ferrite is an approximation. Actually, there
are many mechanism of losses in ferrites. Some of them,
such as the ohmic conductivity, can be introduced in the
RF constitutive relationships adding an imaginary part to
the dielectric permittivity. Moreover, they are magnetic
losses as a consequence of the damping of the magnetic
oscillations described by the Polder tensor. The presence of
the resonance frequency o0 in that tensor clearly suggest
the presence of losses in real ferrites, with a maximum at

this frequency. Magnetic losses may be included in the
Polder tensor after the transformation [10]

oH ! oH þ jao ð6Þ

where a is a new parameter that accounts for the losses.
The a parameter is often substituted by the resonance
linewidth DH, which is the width of the resonance curves
for the real part of k and m� 1 plotted against H0. The
resonance linewidth is related to a by DH¼ 2aoH/g. The
magnitude of magnetic losses varies widely in ferrites
used for microwave applications. The resonance linewidth
ranges from about 0.1 Oe for single YIG crystals to several
hundreds for polycrystalline ferrite materials. In the first
case we can obtain meaningful results neglecting magnet-
ic losses, but this approximation may lead to significant
misleadings in other cases.

Until now we have considered only ferrites with intrin-
sic isotropy. This assumption is not realistic in all cases
because ferrites are crystalline materials with complex
internal structure. Magnetocrystalline intrinsic anisotro-
py usually induces in the crystal easy and hard directions
of magnetization (i.e., directions on which the ferrite
can—or cannot—be magnetized to saturation by a small
applied magnetic field). The modifications of the Polder
tensor induced by the magnetocrystalline anisotropy are
complex and will not be analyzed here. The reader inter-
ested in this topic is referred to any of the textbooks that
develop such expressions [e.g., 8].

The most important magnetocrystalline effect occurs in
uniaxial hexagonal ferrites. In these crystals, the reso-
nance is pushed to a extremely high frequency, even when
the applied static field is small. Thus, hexagonal ferrites
found most of its practical applications at millimeter wave
frequencies.

1.3. The Radiofrequency Field

The RF field in a ferrite, characterized by the tensor per-
meability (1), is obtained by solving the Maxwell equa-
tions with the appropriate boundary conditions. Assuming
a time-harmonic dependence of the kind exp jot, as well as
the vanishing of current sources, these equations will read

r�E¼ � jo½m� �H ð7Þ

r�H¼ joeE ð8Þ

where the dielectric permittivity e will be in general a
complex quantity, in order to incorporate dielectric and
ohmic losses.

1.3.1. Uniform Plane Waves with Longitudinal Magneti-
zation. Although the aim of this article is to analyze the
propagation along waveguides, the analysis of the propa-
gation in an unbounded ferrite medium will provide a
useful introduction to some relevant aspects of the prop-
agation in waveguides. We will first suppose a uniform
plane wave with a spacetime dependence of the kind exp
j(� kzþot) (this factor will be suppressed in the following
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text) and an internal static magnetic field directed along
the z axis: H0¼H0az.

The analysis of (7) and (8) with these restrictions leads
to two TEM-wave solutions with right-handed circular po-
larization (RCP) and left-handed circular polarization
(LCP) referred to the static field H0 orientation. These
two waves have different phase constants given by

k ¼o
ffiffiffiffiffiffiffiffiffiffi
emeff
p

ð9Þ

where the plus sign stands for the RCP polarization and
the minus sign, for the LCP polarization and meff is an ef-
fective magnetic permeability given by the two eigenvalues
of [m]t:

meff ¼ m0ðm kÞ ð10Þ

Note that the hand of polarization has been referred to the
internal static magnetic field orientation, regardless of the
direction of propagation. Therefore, if one of these waves is
fully reflected (e.g., by a perfect conducting plate perpen-
dicular to propagation), the hand of the circular polariza-
tion, as well as the effective magnetic permeability, will
remain unchanged, giving rise to a stationary wave.

The values of k7 for an isotropic lossless ferrite with
RCP and LCP polarizations are shown in Fig. 1 for a fer-
rite magnetized under the usual technological condition of
H0o4pM0. A forbidden frequency range for RCP waves, in
which kþ becomes imaginary, is given by

oHooooH þoM ð11Þ

If magnetic losses are considered, the transformation (6)
must be introduced in the expressions for meff. This leads
to two complex propagation constants, that of the RCP
wave having a typical resonant behavior with high reso-
nance losses (see Fig. 1).

The most important effect related to plane-wave prop-
agation in a longitudinally magnetized ferrite is the non-

reciprocal Faraday rotation of the plane of polarization of
a linearly polarized wave. A linearly polarized wave is not
a solution of (7) and (8), but it can be obtained by adding
two contrarotating RCP and LCP waves of equal ampli-
tude. Since the phase constants of these two waves are not
equal, the result is a rotation of the plane of polarization of
the linearly polarized wave. The rotation angle after the
wave has advanced a length Dz is given by

y¼
1

2
ðk� � kþ ÞDz ð12Þ

When a linearly polarized wave is reflected backward, the
hand of rotation of the polarization plane remains un-
changed. Thus, the planes of polarization of the incident
and the reflected waves will be different at a given dis-
tance from the plane of reflection. Therefore, the Faraday
rotation in ferrites is nonreciprocal. If losses are consid-
ered, both the RCP and the LCP waves in which the lin-
early polarized wave splits have different attenuation
constants. This leads to an unequal change in the ampli-
tudes of the RCP and LCP waves, which causes Faraday
elipticity of the original linearly polarized wave. Detailed
treatments of Faraday rotation and elipticity may be
found in the literature cited in the introduction [1–15].

1.3.2. Transverse Magnetization. We will now suppose
an uniform plane wave with a spacetime dependence of
the kind exp j(� kxþot) (this factor will be suppressed in
the following text) and an internal static magnetic field
directed along the z axis: H0¼H0az. The solution to (7)
and (8) with these restrictions leads two independent uni-
form plane waves with the E field linearly polarized. One
of them is a TEM wave with the magnetic field parallel to
H0. Thus, there is no interaction between the RF field and
the electronic spins, and the effective magnetic permeabil-
ity is meff¼ m0mz. This solution is called the ordinary wave,
with phase constant k2¼o

ffiffiffiffiffiffiffiffiffiffiffiffi
em0mz
p

. There is also an
extraordinary wave, whose propagation constant is still
given by (9), but with meff given by

meff ¼ m0

m2 � k2

m
ð13Þ

The extraordinary wave is a TE wave with the electric
field polarized parallel to H0 and the magnetic field ellip-
tically polarized in the plane perpendicular to H0. The
values of the propagation constants of the extraordinary
waves for the lossless and the lossy ferrites of Fig. 1 are
shown in Fig. 2. For the lossless extraordinary wave there
is a frequency-forbidden range, in which k becomes imag-
inary, defined by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
oHðoH þoMÞ

p
ooooH þoM ð14Þ

The presence of an ordinary wave and an extraordinary
wave with orthogonal polarization, recalls the birefrin-
gence of uniaxial crystals. This birefringence can be used

Im(k)

RCPRe(k)

RCP

RCP

1

LCP

�/�H

Figure 1. Normalized complex propagation constant for the RCP
wave (10) in a lossy ferrite with oM¼1.5oH and gDH¼0.1oH

(solid lines). The normalized phase constants for the two RCP and
LCP waves in a lossless ferrite with oM¼1.5oH and gDH¼0 are
also shown (dashed lines).
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in the design of microwave devices such as half- and quar-
ter-wave plates and polarizers.

1.3.3. Magnetization at Any Angle. In this case, the
phase constant can still be written as in (9), with an ef-
fective magnetic permeability that depends on the angle
yk between the static magnetization and the wave phase
velocity. The final expression for this effective permeabil-
ity is [10]

meff ðykÞ

¼m0

2þ
mt

mz

� 1

� �
sin2 yk 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mt

mz

� 1

� �2

sin4 ykþ4
k2

m2
cos2 yk

s

2
sin2 yk

mz

þ
cos2 yk

m

 !

ð15Þ

with mt¼ (m2
� k2)/m. For a fixed frequency, a plot of k, yk in

polar coordinates, with k¼o
ffiffiffiffiffiffiffiffiffiffi
emeff
p

, gives the phase con-
stants corresponding to the two solutions of (15). These
curves can also be interpreted as isofrequency curves of
the dispersion equation o¼o(k, yk) in the k, yk plane.
Thus, the group velocity vg¼rko will be perpendicular to
these curves at each angle yk. For an arbitrary yk, the di-
rection of the optical ray will not be parallel to the direc-
tion of propagation of the wavefronts.

1.3.4. Nonreciprocity. One of the basic theorems of
electromagnetism is the Lorentz reciprocity theorem. It
applies to any linear and causal medium whose cons-
titutive relationships can be described by symmetric fre-
quency-dependent dielectric permittivity and/or magnetic
susceptibility tensors. As was already mentioned, since
the tensor magnetic susceptibility (1) is not symmetric,
this is not the case for ferrites. In fact, many of the prac-
tical applications of ferrites in microwave technology, such
as circulators or isolators, arise from this nonreciprocal

behavior. However, it is still possible to reformulate the
reciprocity theorem in a form that is applicable to ferrite
media. Following Harrington [16] and McIsaac [17], we
will start from the Onsager relation, which states that any
tensor macroscopic susceptibility of a causal and linear
medium must be equal to the medium’s transpose after
reversal in time of all the physical relevant quantities. For
an externally magnetized ferrite, taking into account that
the static bias field changes of sign after reversal in time,
we conclude that the tensor magnetic susceptibility of a
ferrite (1) must equal its transpose after the change of sign
of the static biasing field. From this conclusion, we can
directly state the reciprocity theorem for ferrite media

ZZ
ðE�H0 �E0 �HÞ � dS¼

ZZZ
ðE0 � J�E�J0ÞdV ð16Þ

where the physical quantities must be reinterpreted as
follows: E, H and E0, H0 are two independent electromag-
netic field configurations produced by source current den-
sities J and J0 respectively, at frequency o in the same
ferrite medium, except that the medium in which the
prime quantities are defined has a reverse static magne-
tization: H00¼ �H0. The surface integrals on the left side
of (16) are over any surface containing the source current
densities included in the volume integral on the right side.
This generalized reciprocity theorem is useful in the anal-
ysis of mode orthogonality in ferrite-loaded waveguides, as
well as in the analysis of ferrite-loaded waveguide junc-
tions.

2. MICROWAVE PROPAGATION IN FERRITE-LOADED
WAVEGUIDES

In the preceding section microwave propagation in un-
bounded ferrite media was analyzed. Many of the studied
effects, such as Faraday rotation and nonreciprocity, also
appear when the RF field propagates along waveguides.
Moreover, the microwave propagation along ferrite-loaded
waveguides presents new useful effects, such as unidirec-
tionality and field displacement, complex and backward
modes, slow magnetostatic waves, and circulation.

In the following paragraphs we will choose the z axis as
the waveguide axis, and a spacetime dependence of the
kind exp j(ot� kz) will be supposed. The mode phase con-
stant k will be in general a complex number k¼ b� ja.
Both b and a will be chosen real without loss of generality,
and the factor exp j(ot� kz) will be suppressed.

2.1. Unidirectional and Bidirectional Modes

A mode with phase constant k that does not have a sym-
metric pair with the opposite phase constant –k is called
unidirectional. All lossless and reciprocal waveguides are
bidirectional. This is not the case for ferrite loaded wave-
guides, because ferrites are nonreciprocal media that are
not invariant after time reversal. The presence of unidi-
rectional modes of propagation in ferrite-loaded wave-
guides is useful in many microwave devices, such as
isolators and nonreciprocal phase shifters. However,
many ferrite-loaded waveguides, which remain invariant

�/�H

Re(k)

Im(k)

1

Figure 2. Normalized phase and complex propagation constants
for the extraordinary waves in the infinite lossless (dashed lines)
and lossy (solid lines) ferrites of Fig. 1 with transverse magneti-
zation.
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after some symmetry transformations, are bidirectional;
specifically, unidirectional modes cannot propagate along
these waveguides. McIsaac [18] and, more recently, Dmi-
triyev [19] have investigated these symmetries. McIsaac
[18] concludes that bidirectionality is ensured if the wave-
guide remains the same after one or more of the following
transformations:

* Reflection in a plane perpendicular to z axis
* Rotation by 1801 about an axis perpendicular to the z

axis
* Inversion at any point

In performing these transformations, the pseudovectorial
nature of the static bias field H0 has to be taken into ac-
count (i.e., H0 remains the same after spatial inversion
and after reflection in a perpendicular plane, but changes
sign after a reflection in a parallel plane). In particular,
any ferrite-loaded waveguide with longitudinal magneti-
zation must be bidirectional, because this waveguide re-
mains unchanged after reflection in a plane perpendicular
to the z axis.

Bidirectionality does not imply that all the character-
istics of the modes remain unchanged when the direction
of propagation is reversed. For instance, the energy dis-
tribution and/or the polarization of a pair of bidirectional
modes having the same but opposite phase constants may
be different. Moreover, although all modes in bidirectional
ferrite-loaded waveguides must be bidirectional, not all
the modes in nonbidirectional ferrite-loaded waveguides
are unidirectional; some of them, having the appropriate
polarization, may be bidirectional.

2.2. Complex and Backward Modes

Complex modes in inhomogeneously filled lossless wave-
guides were first reported by Tai in 1960 and Carricoats in
1965 [20]. Complex modes in lossless isotropic waveguides
are characterized by a complex propagation constant k¼
7b7ja and appear in groups of four solutions, in which all
the possible combination of signs are allowed. Carricoats
also shown that, for a single complex mode, power flows in
opposite directions along the different media filling the
waveguide, giving a zero net power flux. Therefore, com-
plex modes in lossless waveguides are reactive modes.
Complex modes have proved to be a very important part of
the spectra of ferrite-loaded waveguides [20] (in fact, they
were first reported for ferrite-loaded waveguides by Tai).
In particular, all the unidirectional and reactive modes in
ferrite-loaded waveguides must be complex [21,22].

Complex modes are closely related to backward modes
(i.e., modes with negative group velocity). In fact, a pair of
complex modes in lossless waveguides usually changes to
a pair of propagating forward and backward modes when
frequency varies [20]. Backward modes in the spectra of
ferrite loaded waveguides, mainly in the magnetostatic
wave region, has been widely analyzed (see, e.g., Ref. 8).

2.3. Mode Orthogonality

Mode orthogonality in ferrite-loaded waveguides was an-
alyzed in Ref. 23. Applying the generalized reciprocity

theorem (16) to two modes bfem, hm(x, y) exp j(ot� kmz)
and bfe0n;h

0
nðx; yÞ exp jðot� k0nzÞ of the actual waveguide

and the complementary waveguide (the complementary
waveguide is defined as the original one with the static
magnetic field reversed), the following relation is obtained

ðk0nþ kmÞ

ZZ
ðe0n�hm � em�h0nÞ � uz dx dy¼ 0 ð17Þ

where the integral is over the cross section of the wave-
guide. This equation may be considered as a general or-
thogonality relation since the integral must be zero unless
km¼ k0n. This relation simplifies for most practical situa-
tions in which the static magnetic field is either parallel or
perpendicular to the waveguide axis. The explicit orthog-
onality relationships for these particular but important
magnetizations can be found in Ref. 23.

2.4. Field Displacement Effects

It was pointed out earlier that electromagnetic wave prop-
agation in ferrites at an arbitrary angle with respect to the
magnetizing field usually implies that the optical rays
(and the power flux) are not parallel to the phase velocity.
However, in a nonradiating waveguide, both power flux
and wave propagation are forced to be parallel to the
waveguide axis. Thus, this effect cannot be present in
nonradiating waveguides. Instead, this tendency of power
to flow in a direction different from the wave propagation
may cause strongly unsymmetric accumulations of elec-
tromagnetic energy across the waveguide section. This
nonreciprocal field displacement effect is used in the
design of microwave isolators and phase shifters.

2.5. The Magnetostatic Approximation

Near the resonances meff-N and the effect of the Maxwell
displacement current may be neglected with regard to the
Faraday induction effects. This leads to the magnetostatic
approximation. Taking into account that r �B¼0, a mag-
netostatic potential H¼ �rc is defined, which must
satisfy

r � ð½m� � rcÞ¼ 0 ð18Þ

(in ferrite-loaded waveguides, the nabla operator is re-
placed by r ! rt � jkuz). The solutions to (18), with the
appropriate boundary conditions, are the magnetostatic
modes of the waveguide. Magnetostatic waves in ferrite-
loaded waveguides, have been analyzed extensively [8].
The main applications of magnetostatic waves in micro-
wave technology arise from its small wavelength. This re-
sult in broad applications in miniature controllable
devices, such as delay lines, filters, power limiters, and
signal-to-noise enhancers [24].

2.6. Basic Properties of Ferrite-Loaded Waveguide Junctions

A waveguide junction is characterized by its scattering
matrix Si,j. It is a well-known fact that if the materials
filling the junction are reciprocal, the scattering matrix
must be symmetric. If the junction is nonreciprocal, this
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statement must be modified as a consequence of the re-
formulation of the reciprocity theorem (16). This modifi-
cation leads to the following relations between the
scattering matrix elements of a ferrite-loaded junction
and its complementary (i.e., the junction with the biasing
static magnetic field reversed):

Si;jðo;H0Þ¼Sj;iðo;�H0Þ ð19Þ

If the junction is also lossless, the scattering matrix must
be unitary (Si;jS

�
k;j¼ di;k, where the rule of summation over

all the repeated subindex has been used). Other symme-
tries of the scattering matrix may be deduced from the
spatial symmetries of the junction (including the bias
field) [19].

The use of the scattering matrix symmetry properties is
useful in the design of many microwave devices, such as
isolators, phase shifters, and circulators. The Y circulator
is perhaps the most useful and best known nonreciprocal
junction. An Y circulator is a symmetric three-port junc-
tion with some specific properties. A symmetric three-port
junction must have S1,1¼S2,2¼S3,3, S1,2¼S2,3¼S3,1, and
S2,1¼S1,3¼S3,2. These relations are fulfilled by any junc-
tion having a rotation symmetry axis of third order and
magnetized along this axis. The circuit theory of three-
and N-port circulators may be found in Ref. 6 and other
textbooks. It can be shown that if a lossless, nonreciprocal,
and symmetric three-port waveguide junction is matched
(i.e., S1,1¼ 0), it is also an ideal Y circulator [i.e., S1,2¼ 1 or
0 and S1,3¼ 0 or 1]. If the magnetization of a nonreciprocal
three-port Y circulator is reversed, the direction of circu-
lation is also reversed, as a consequence of (19).

3. FERRITE-LOADED WAVEGUIDES FOR
PRACTICAL APPLICATIONS

In this section we will describe the most widely used fer-
rite-loaded waveguides. There are many classical text-
books and papers [2,3,5–7], and more recent ones [9,25]
that describe these waveguides, as well as the most useful
microwave devices that may be designed using them. The
reader may use these and other texts to broad the infor-
mation contained in this section.

3.1. Circular Waveguides with Longitudinal Magnetization

It is well known from the theory of hollow waveguides that
the fundamental mode of the empty circular waveguide is
the TE1,1 mode, which is a double degenerate mode with
two perpendicular polarizations in the waveguide cross
section. This mode has a field distribution that is almost
TEM in the vicinity of the waveguide axis. Thus, if a fer-
rite rod with longitudinal magnetization is placed at the
center of the waveguide (see Fig. 3), the two orthogonal
and degenerate TE1,1 fundamental modes will interact as
a consequence of the Faraday rotation effect, giving rise to
two nondegenerate circularly polarized RCP and LCP
modes (with the hand of polarization defined with respect
to the static bias field orientation). These modes can be
approximated by the same RCP and LCP modes of a cir-

cular waveguide with an inner isotropic rod with an scalar
magnetic susceptibility given by (10). In the same way, if a
linearly polarized wave with linear polarization enters the
ferrite-loaded waveguide, this wave will experience a
Faraday rotation by an angle given approximately by
(12), where kþ and k� are now the phase constants of
the RCP and LCP ferrite-loaded waveguide modes.

The phase constants, as well as the mode fields of the
two nondegenerate RCP and LCP ferrite-loaded wave-
guide modes, were obtained analytically by Waldron in
1958. Analytical solutions, not only for the cylindrical
waveguide with a ferrite rod but also for many other re-
lated structures, such as cylindrical waveguides loaded
with ferrite and dielectric tubes, may also be found in the
literature [4]. Modes in this kind of ferrite-loaded
waveguide are not TE nor TM, but becomes TE and TM
at cutoff [4], these modes are termed HE and EH depend-
ing on whether the magnetic Hz or the electric Ez field
dominates. At cutoff, HE modes become TE and EH modes
become TM.

Ferrite-loaded circular waveguides with longitudinal
magnetization are extensively used in Faraday rotation
devices, based on the aforementioned rotation of the po-
larization plane of a linearly polarized wave. The most
known Faraday rotation device is the four-port circulator,
described in many textbooks. Faraday rotation may be
also used in the design of magnetically tuned variable at-
tenuators, isolators and phase shifters (see, e.g., Ref. 9 and
references cited therein). In the early years of microwave
ferrite technology, much effort was devoted to develop
Faraday rotation circulators and other microwave devices
with cylindrical geometry. In the following years, however,
the Y-junction circulators, as well as phase shifters and
attenuators in rectangular and/or planar technology, were
found to be smaller, simpler, and more appropriate for

Ferrite
(�)

H0

a

Figure 3. Cylindrical waveguide with an inner centered ferrite
rod of longitudinal magnetization.
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most applications; the research effort then began to focus
on these devices.

3.2. E-Plane Transversely Magnetized Ferrite-Loaded
Rectangular Waveguides

Figure 4a shows the variation of the magnetic field com-
ponents Hx and Hz of the fundamental TE1,0 mode in a
hollow rectangular waveguide. The magnetic field is cir-
cularly polarized around the y axis where |Hz|¼|Hx|.
This condition occurs at two symmetric positions, at a dis-
tance d of the rectangular sidewalls, given by

d¼
a

p
cot�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4a2

l2
0

� 1

s !
ð20Þ

If an E-plane ferrite slab biased with a static magnetic
field directed along the y axis is placed at a distance d of
one of the lateral sidewalls (see Fig. 4b), the wave prop-
agating in the positive (negative) direction along the z axis
is right (left)-handed-polarized with respect to the static
bias field. Thus we can expect that the forward (backward)
wave will see the effective magnetic permeability of the
slab mþeff ðm

�
eff Þ, given by (10). Therefore, wave propagation

will be unidirectional, with different phase constants for
opposite directions of propagation. Moreover, since the de-
pendence of mþeff with H0 is much stronger than those of
m�eff , the forward wave will be much more affected by vari-
ations in the intensity of H0 than the backward one. If the
bias field is chosen in a region in which mþeff is positive and
presents a strong dependence on the bias field intensity,
the waveguide may be used as a nonreciprocal phase shift-
er. If the bias field is chosen at the resonance condition
(oH¼o), the forward wave will see a resonant magnetic
permeability and will experience strong attenuation due
to the resonance losses. Then, the waveguide may be used
as a resonance isolator. If the bias field is chosen at the
antiresonance condition oH¼o�oM, the forward wave
will see a perfect diamagnet with mþeff ¼ 0, which imposes
perfect diamagnetic boundary conditions at both slab
sides and, therefore, zero tangential electric RF field at
these boundaries. If an absorber is located at the inner
boundary of the slab, it is expected that the forward wave
will not be attenuated whereas the backward wave will be
strongly attenuated. This waveguide may thus be used as
a field displacement isolator.

The wave propagation characteristics along this wave-
guide may also be found analytically. The first published

results on this subject are due to of Kales (1953). Gardiol
[26] gave a general method for computing the propagation
characteristics of rectangular waveguides filled with an
arbitrary number of anisotropic slabs, including ferrite
slabs, making use of the transverse transmission matrix
method. Referred to the geometry of Fig. 4b, the trans-
verse transmission matrix of the i region [Ti] is defined as
the matrix relating the tangential fields, Ey and Hz, at
both sides of the ith region of the waveguide. In a notation
that becomes apparent, we can write

Ey

Hz

0
@

1
A

x¼a

¼ ½T3� � ½T2� � ½T1� �

Ey

Hz

0
@

1
A

x¼ 0

¼

t1;1 t1;2

t2;1 t2;2

0

@

1

A �
Ey

Hz

0

@

1

A

x¼ 0

ð21Þ

Since the lateral sidewalls are assumed to be perfect con-
ducting walls, the tangential electric field must vanish at
these boundaries. This imply that t1,2¼ 0, which may be
considered an implicit equation for the phase constant.
This method may be applied to rectangular waveguides
with any number of E-plane transversely magnetized fer-
rite slabs and/or lossy dielectric slabs, thus providing a
general method for the analysis of isolators and phase
shifters.

The nonreciprocal isolation and phase variation effects
of the E-plane ferrite-loaded waveguide of Fig. 4b may be
increased by placing a symmetric ferrite slab with reverse
magnetization at the remaining plane of circular polar-
ization of the TE1,0 mode. Since at this plane the circular
polarization of the TE1,0 wave has opposite handedness,
the effect of the new ferrite slab adds to the effect of the
former one. A variation of this two-slab ferrite-loaded
waveguide is the latch ferrite toroid in rectangular wave-
guide (Fig. 5a) proposed by Treuhaft (1958) [9] for phase-
shifting applications. The main advantage of this config-
uration is that the permanent magnet is substituted by a
ferrite toroid magnetized at remanence by an electric cur-
rent pulse, driven by a single wire at the center of the
waveguide (this wire is perpendicular to the RF electric
field and has a negligible effect on microwave propaga-
tion). This structure is also suitable for rapid switching
between the two opposite nonreciprocal states of the wave-
guide. In the analysis of this structure, the upper
and lower branches of the ferrite toroid, which do not
have substantial effect on phase change, may be neglected
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Figure 4. (a) Plot of the intensities of the mag-
netic field components |Hx| and |Hz| of the fun-
damental TE1,0 mode in a rectangular hollow
waveguide (frequency 9 GHz, a¼23 mm; dashed
lines—planes of circular polarization); (b) rectan-
gular waveguide loaded with a transversely
magnetized ferrite slab at a plane of circular
polarization of the RF magnetic field.
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leading thus to the simpler structure of Fig. 5b. Gardiol
[27] gives expressions that transform the geometry of Fig.
5a into the geometry of Fig. 5b with a gain in accuracy. An
alternative for reducing the unwanted effects of the upper
and lower branches of the ferrite toroid is to replace this
into a rectangular grooved waveguide, as proposed in Ref.
28. If nonreciprocity is not desired, a reciprocal phase
shifter may still be obtained magnetizing both slabs of Fig.
5b with parallel and equal static magnetic fields. This
structure is symmetric after inversion at a point in the
waveguide axis and, therefore, is bidirectional.

3.3. Other Useful Cylindrical and Rectangular
Ferrite-Loaded Waveguides

Although the circular and rectangular geometries seem to
be the natural geometries for longitudinal and transverse
magnetization, respectively, there are also some useful
devices that use transversely magnetized circular wave-
guides and longitudinally magnetized rectangular wave-
guides. Field displacement effects similar to those
reported earlier for rectangular waveguides may be
achieved in cylindrical waveguides loaded with latch fer-
rite tubes magnetized in the azimutal direction. The dual-
mode ferrite phase shifters include latch and transversely
magnetized circular waveguide sections [29]. A widely
used ferrite-loaded rectangular waveguide with longitu-
dinal magnetization is the Reggia–Spencer phase shifter
[30], which consists of a ferrite rod with longitudinal mag-
netization placed at the center of a rectangular wave-
guide. If the dimensions of the hollow waveguide allows
for the propagation of only the first TE1,0 mode, Faraday
rotation cannot take place. Instead, a strong variation of
the wave phase constant with the applied static magnetic
field occurs. Like all waveguides having longitudinal mag-
netization, the Reggia–Spencer phase shifter is bidirec-
tional; thus the phase change is reciprocal.

4. FERRITE-LOADED MICROSTRIPS, SLOTLINES, AND
FINLINES

After the mid-1960s, when planar microwave integrated
circuits became a viable technology, ferrite-loaded micro-
strips and slotlines began to be investigated as an alter-
native to traditional ferrite-loaded waveguides for the
design of reciprocal and nonreciprocal phase shifters
[31], isolators [32], and other useful devices, which have
been summarized in some classical review papers [25] and
textbooks [9]. Later, when finlines emerged as a useful

alternative for planar technology in millimeter-wave
circuits, ferrite-loaded finlines [33,34] also began to be
investigated.

4.1. The Ferrite-Loaded Parallel-Plate Waveguide

Before considering more complicated structures, it will be
useful to analyze the simpler parallel-plate waveguide
loaded with ferrite slabs (Fig. 6). It has been shown [25]
that for magnetization parallel to propagation, these
waveguides supports a quasi-TEM mode and that the fer-
rite layers may be characterized by an effective perme-
ability given by (13). For magnetization perpendicular to
both the direction of propagation and the plane of the
waveguide, the ferrite layers may be again characterized
by the scalar effective permeability (13), but the field is no
longer TEM because of the birefringence effects. Finally,
for magnetization perpendicular to propagation and par-
allel to the waveguide plane, there is almost no interaction
between the static magnetic field and the RF field and the
ferrite layers are characterized by the scalar permeability
mz. Near the forbidden frequency range, the analysis be-
comes more involved, due to the apparition of magneto-
static modes. Magnetostatic modes in parallel-plate
ferrite-loaded waveguides have been extensively analyzed
(see, e.g., Ref. 8 and references cited therein).

4.2. Ferrite-Loaded Microstrip Lines

Microstrip line (see Fig. 7a) is the most widely used wave-
guide in planar technology. Although exact methods of
analysis are now available, considerable insight into the
physical behavior of ferrite-loaded microstrip lines may be
obtained from the well-known parallel-plate microstrip

y

x

�=�(y), [�]=[�](y;H0)

Figure 6. Parallel-plate waveguide filled by a multilayer medi-
um including one or more ferrite slabs [e(y) and [m](y) are piece-
wise constant functions of y].

Ferrite

H0

Ferrite

H0 H0 �0�0 �I
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Figure 5. (a) Rectangular waveguide loaded with a latch
ferrite toroid; (b) rectangular waveguide loaded with two
oppositely magnetized ferrite slabs at the planes of circular
polarization of the RF magnetic field.
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model (see Fig. 7b). In this model, the microstrip line is
substituted by a section of parallel-plate waveguide be-
tween two magnetic walls. This section is slightly wider
than the microstrip, in order to incorporate the effects of
the fringing fields. Nevertheless, if, at the operating fre-
quency, magnetostatic modes could be excited in the hous-
ing surface waveguide at both sides of the microstrip (see
Fig. 7a), they could actually be excited by the microstrip,
which would then become a magnetostatic wave trans-
ducer [8,24].

4.2.1. Microstrip with Longitudinal Magnetization. Us-
ing the model of Fig. 7b and the results reported earlier,
the qualitative behavior of these kinds of microstrips may
be investigated by means of the analysis of a section of
parallel-plate waveguide loaded with one or more slabs of
effective magnetic permeability given by (13), bounded by
two perfect magnetic walls. This model provides a quasi-
TEM and bidirectional fundamental mode with a phase
constant that is a function of the biasing magnetic field.
The same qualitative results are provided by more accu-
rate quasi-TEM analyses of the actual microstrip line,
using either the effective permeability (13) [25], the tensor
magnetic permeability (1) [35,36], or by a full-wave
analysis, discussed later in this article. The main applica-
tion of microstrip lines with longitudinal magnetization
is in phase shifting by meanderlines, a design that min-
imize the size of the device [31]. The phase variation
with the applied magnetic field may be increased if strong-
ly coupled quarter-wave meanderline sections are used.
These structures provides strong nonreciprocal phase
shifting [31] were nonreciprocity is due to the coupling
effects.

4.2.2. Transversely Magnetized Microstrip Lines. We will
consider the two orthogonal magnetizations, perpendicu-
lar and parallel to the ground plane. For the second one
there is no expected interaction between the static bias
field and the RF field in the parallel plate waveguide mod-
el of Fig. 7b because of the RF magnetic field parallel to
the static bias field. In fact, only a slightly nonreciprocal
phase shift may be observed, due to the fringing field near
the microstrip edges.

Of much more interest is the microstrip line with mag-
netization perpendicular to the ground plane. Considering
anew the parallel plate model of Fig. 7b, the ferrite slab
can be characterized by a layer of effective magnetic per-
meability (13). However it must be realized that, for this
magnetization, the RF field is not quasi-TEM, due to the

birefringence effects in the ferrite layer. Hines [32] showed
that in a semiinfinite ferrite-filled parallel-plate wave-
guide, with a perpendicular magnetic wall at its end,
and magnetized along the direction perpendicular to the
ground planes, there is a TEM mode propagating along
the waveguide and attenuating in the direction perpen-
dicular to the magnetic wall. The phase constant of this
mode is given by k¼ k0ðj

ffiffiffiffiffiffiffi
erm
p

az � ðk=mÞ
ffiffiffiffiffiffiffi
erm
p

axÞ [note that
k � k¼ k2

0erðmeff=m0Þ; that is, k is the same as for a nonuni-
form plane wave in a slab of effective permeability meff].
Hines also showed that this mode is unidirectional. The
TEM mode described by Hines fulfills all the requirements
imposed by the lateral magnetic walls of Fig. 7b for suf-
ficiently wide strips. Moreover, since the mode in the semi-
infinite parallel-plate waveguide was unidirectional, the
microstrip mode will present a strong field displacement
from one to another strip edge when the direction of prop-
agation is reversed.

Although the analysis above has focused on ferrite-
filled parallel-plate waveguides, the same qualitative re-
sults also apply to multilayered ferrite-loaded parallel-
plate waveguides and microstrips. Hines modes are usu-
ally termed edge modes in microstrips because the RF field
is concentrated mainly in the vicinity of a microstrip edge.
Edge modes in microstrip are useful in the design of wide-
band edge-mode isolators and nonreciprocal edge-mode
phase shifters [32,38,39], which use the same principle as
do field displacement isolators and phase shifters. Analy-
sis of such structures is usually performed using approx-
imate models. More recently, spectral-domain analysis has
been successfully applied to analyze edge-mode isolators
without approximations [40].

4.3. Ferrite-Loaded Slotlines and Finlines

Slotlines (Fig. 8a) and coplanar waveguides are an useful
alternative to microstrip in the design of microwave inte-
grated circuits. In millimeter-wave technology, finlines in
rectangular waveguides (Fig. 8b) also represent a good al-
ternative for integration without radiation losses. By add-
ing ferrite layers to these waveguides, many of the effects
described for ferrite-loaded microstrips may be achieved.
Since the RF magnetic field in slotlines and finlines is
concentrated mainly in the slot and directed perpendicu-
lar to the air interface, it is expected that the strongest
effects for transversely magnetized slotlines and finlines
will occur for magnetization parallel to the fins. These
structures have been extensively analyzed for the design
of field displacement isolators and phase shifters [25]. A

�=�(y)
[�]=[�](y;H0)     
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�=�(y),[�]=[�];(y;H0)     

(a) (b)

Figure 7. (a) Microstrip line on a multilayer
ferrite-loaded substrate [as in Fig. 6, e(y) and
[m](y) are piecewise constant functions of y];
(b) parallel-plate waveguide model for the mi-
crostrip line of (a).

1494 FERRITE-LOADED WAVEGUIDES



millimeter-wave field displacement finline isolator has
been proposed [33]. Transversely magnetized slotlines
and finlines for nonreciprocal phase-shifting applications
have also been analyzed [37,42–44]. Applications of fin-
lines with longitudinal magnetization have been also in-
vestigated [34].

4.4. Methods of Analysis of Ferrite-Loaded Quasiplanar
Layered Structures

With a few exceptions, quasi-TEM analysis usually pro-
vide sufficiently accurate results for the analysis of con-
ventional microstrip and coplanar or slotlines. However,
this analysis is seldom suitable for these structures when
they are ferrite-loaded. In fact, quasi-TEM modes are by
definition bidirectional, and therefore the quasi-TEM
analysis cannot account for many of the most relevant
physical effects in ferrite-loaded transmission lines. Quasi-
TEM analysis in its standard form is restricted to
longitudinally magnetized lines [35,36]. More recently,
however, some attempts have been made in order to gen-
eralize this analysis to transversely magnetized struc-
tures [41]. Nevertheless, in general, planar and
quasiplanar ferrite-loaded transmission lines require
full-wave analysis.

With respect to numerical techniques, spectral-domain
analysis (SDA) is by far the most widely used technique
for the analysis of ferrite-loaded strip and/or slot struc-
tures [35–37,40,43–45]. The basic fundamentals of SDA
may be found in many textbooks, such as that of Mi-
rshekar-Syahkal [46]. SDA is specially well suited for the
analysis of microstrips and/or slot- and finlines on planar
single- or multilayer substrates, because of the translat-
ional symmetry of these substrates. Since the SDA applied
to microstrip or microslot structures is adequately de-
scribed in Ref. 46 and other textbooks, we only briefly de-
scribe here the main specific characteristics of the SDA
when it is applied to ferrite-loaded microstrip and/or mi-
croslot waveguides. The main difficulty in the application
of the SDA to ferrite-loaded microstrip or microslot on in-
finite planar substrates is in the determination of the
spectral-domain Greens function dyad �GGðkx; kzÞ, which re-
lates a surface current source Js¼Js,0 exp� jkxx exp� jkzz
in the plane of the structure, with the RF tangential elec-
tric field Et¼Et,0 exp� jkxx exp� jkzz (Et¼ (Ex, Ez)

t) over
the same or other parallel plane:

J0¼
�GGðkx;kzÞ �Et;0 ð22Þ

General methods for the computation of the spectral
Green dyad in multilayered ferrite-loaded substrates (in
fact, in general layered bianisotropic substrates) have

been reported [47,48]. The Fourier-transformed matrix
method reported in Ref. 47 is, in fact, an application of
the transverse transmission matrix procedure described
earlier to the determination of the spectral Green dyad
(22) in general bianisotropic media with arbitrary surface
current sheets. The equivalent boundary method, de-
scribed in Ref. 48, proposes a procedure for computing
the spectral Green dyad of an n-layered medium starting
from 4n (in the worst case) single-layer Green dyads de-
fined for each layer of the structure with appropriate
boundary conditions. This results in a recurrence algo-
rithm that is found to have a high numerical stability
[45,48].

The SDA may also be applied to boxed stripline and
finline structures. In this case the integral Fourier trans-
form of the field and currents must be substituted by a
Fourier series transform in an equivalent periodic struc-
ture. For magnetized ferrite-layered media in rectangular
metallic boxes, this imposes an important restriction—
strictly speaking, the SDA can be applied only to sub-
strates with static magnetization perpendicular to the lat-
eral sidewalls. In any other case, due to the properties of
the magnetic field after spatial reflection, it is not possible
to find an equivalent periodic structure with translational
symmetry suitable for the application of the series Fourier
transform. Therefore, the application of the SDA to boxed
structures magnetized in any direction different from the
aforementioned one, must be considered only as an
approximation.

The SDA, as described previously, applies only to struc-
tures with strips or fins of negligible thickness. Structures
with nonnegligible fin or strip thickness may be analyzed
using a mode-matching technique in the transverse direc-
tion, which also implies an SDA [49]. A similar method
may be applied to boxed structures with asymmetric rect-
angular piecewise boxes [50]. Finally, the SDA also applies
to structures having fully or partly lossy strips or fins,
provided these lossy strips or fins can be described by a
suitable surface impedance, defined over the strip or the
fin region [40].
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FERRITE PHASE SHIFTERS

WILLIAM E. HORD

Microwave Applications Group
Santa Maria, CA

Phase shifters are used extensively in the microwave and
millimeter-wave region primarily as array elements in
phased-array antennas. The first application of ferrite
phase shifters in antenna arrays was during the decade
of the 1960s. Since then growth has been dramatic with
military applications being the motivating force. The air
defense systems of the former Soviet Union are designed
and built around ferrite phase shifting devices as are sev-
eral of the ground-based, naval, and airborne systems of
the United States. The article describes the evolution of
ferrite phase shifters that have made the transition from
the research laboratory to the production floor. Wherever
possible, the author has identified the systems that use a
specific type device.

Ferrite phase shifters are two-port devices operating in
the microwave and millimeter-frequency range between
1.4 and 100 GHz. A variable insertion phase between in-
put port and output port is accomplished by varying the
bias magnetic field of the ferrite material. The insertion
phase of a phase shifter is the phase delay experienced by
a radiofrequency (RF) signal propagating between port 1
and port 2 and is the angle of S21, the transmission coef-
ficient from port 1 to port 2. If the angle of S21 equals the
angle of S12, the transmission coefficient from port 2 to
port 1, the phase shifter is reciprocal, while if these two
angles are not equal the device is nonreciprocal. The
phase shifter consists of (1) a microwave circuit contain-
ing magnetized ferrite whose purpose is to provide a vari-
able insertion phase to the RF signal and (2) an electrical
circuit containing electronic components whose purpose is
to vary the magnetic bias of the ferrite and control the
amount of variable insertion phase. Because the state-of-
the-art of electronic control circuits changes rapidly de-
pending on device availability, the focus of the following
discussion will be on the microwave portion of the ferrite

phase shifter and the electronic control techniques will be
limited to basic principles.

The use of magnetized ferrite to provide the variable
phase shift was recognized as early as 1953 [1]. Phase
shifter applications were stimulated by the discovery of
the reciprocal, ferrite phase shifter in 1957 [2] and the
latching ferrite phase shifter in 1958 [3]. During the
1960s, major efforts were undertaken on phase shifter de-
velopment, and the toroid phase shifter [4] and dual-mode
phase shifter [5] evolved into their present configurations
during this decade. The rotary-field phase shifter was
reported in the early 1970s [6].

Although they find application in many areas, the ma-
jor use of ferrite phase shifters are as phase shifting ele-
ments in electronic scanning antennas where the data
rate is high enough to preclude the use of a mechanical
scanning antenna or where the aperture must be shared
by several functions requiring the antenna have an agile
beam shape. Antennas used for systems tracking large
numbers of targets such as the AWACS (airborne warning
and control system) require data rates not attainable with
mechanical scanning antennas. A ground-based air de-
fense system such as the Patriot must track a particular
target while continuing to search for other threats neces-
sitating an electronic scanning system. Ferrite phase
shifters are also used as feed elements for reflector anten-
nas where the pattern of the reflector may be changed by
changing the feed pattern providing different coverages.
Electronic control is desirable since the system may be lo-
cated in space and the reliability of mechanical switches is
not adequate. Other antenna feeds use four phase shifters
to provide a variable phase to each quadrant of the an-
tenna resulting in a conical scanning beam for the anten-
na. A third use is as the variable element in microwave
circuits used for high-power switches and variable-power
dividers and combiners. Because of the low insertion loss
and excellent phase accuracy attainable with ferrite phase
shifters, high-power electronic switches with insertion
loss as low as 0.5 dB and with isolations approaching
� 40 dB may be realized. A circuit providing variable
phase shift in each leg of a bridge circuit has been used
to combine the azimuth and elevation difference signals
from a monopulse antenna and by properly phasing the
signals compensate electronically for aircraft roll. Finally,
ferrite phase shifters have been used as Doppler simula-
tors, frequency translators, and so on.

1. FERRITE MATERIALS AND PROPERTIES

A material is called magnetic if it exhibits a magnetic mo-
ment in the absence of an applied magnetic field. The
magnetic moment is due to the presence in the material of
at least two different electronic spin systems. If these spin
systems are equal and parallel, the material is ferromag-
netic; if the spin systems are equal and antiparallel, the
material is antiferromagnetic; and if the spin systems are
unequal and antiparallel, the material is ferrimagnetic
and is generically referred to as ferrite. Ferrite materials
are ionic crystals with no free electrons, resulting in
high resistivity and making them potentially useful for
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application in the microwave and millimeter frequency
ranges. Two types of ferrites both with cubic crystalline
structure but one (spinels) having structure similar to
spinel and the other (garnets) having the garnet structure
have been used for phase shifter fabrication. A sample of
ferrite material of a size required for microwave compo-
nents usually does not exhibit a net magnetic moment in
the absence of an external bias field. The material is com-
posed of magnetic domains; each of these exhibits a net
magnetic moment but is randomly aligned, resulting in
zero net magnetic moment when summed over the sample.
Application of an external magnetic bias field rotates the
domains that align with the bias field and produce a net
magnetization. When all domains in a sample are aligned,
the material is saturated and the magnetization is called
the saturation magnetization 4pMS. A virgin sample of
material exhibits a magnetization curve similar to that of
iron.

When the magnetizing current is removed, some mag-
netic flux may remain in the sample, and a current in the
opposite direction must be applied to reduce this flux to
zero. This phenomenon is called hysteresis. A ferrite ma-
terial formed in a closed loop exhibits a hysteresis loop
similar to that shown in Fig. 1, where the squareness of
the loop is a function of the chemical composition of the
material. The magnetic field intensity required to reduce
the magnetic flux density to zero is called the coercive force
Hc, while that magnetic flux density remaining after the
magnetic field intensity has been reduced to zero is called
the remanent flux density Br. Magnetic material proper-
ties are sensitive to temperature; and above a certain
temperature, called the Curie temperature, the magnetic
properties vanish.

Ferrite phase shifters require values of saturation mag-
netization ranging from approximately 200 to 5500 G
(gauss) (the maximum attainable value with commercial-
ly available materials). By substituting aluminum ions for

ferric ions in YIG, the saturation magnetization may be
reduced from 1780 gauss (the value for pure YIG) to about
175 G. For the lithium spinel family the substitution of
titanium ions for ferric ions is used, and both aluminum
and zinc separately or in combination have been used to
vary the saturation magnetization for the magnesium–
manganese ferrite family and the nickel ferrite family. In
general, when substitution is made the Curie temperature
is lowered from that of the unadulterated material. Dop-
ing with rare-earth ions may be used to increase peak
power capacity, although the insertion loss may increase
slightly.

Phase shifters providing variable values of insertion
phase operate with the ferrite partially magnetized. The
ferrite exhibits a tensor permeability whose on-diagonal
elements m vary slightly as a function of the applied mag-
netization. The off-diagonal elements of the tensor 7jk are
equal but of opposite sign, leading to the nonreciprocal
behavior of ferrite devices. These off-diagonal elements
are in phase quadrature with the on-diagonal elements
and are proportional to the ratio of applied magnetization
to saturation magnetization. If the RF energy is circularly
polarized, the effective permeability of the ferrite medium
is equal to (mþ k) for one sense of circular polarization and
(m� k) for the other sense of circular polarization, both of
which are dependent on the applied magnetization
through the off-diagonal element of the permeability ten-
sor. The permittivity of the ferrite is scalar with a dielec-
tric constant in the range 10–18. The dielectric loss
tangent of ferrite is about 0.0002 for garnets, 0.0003 for
magnesium spinels, 0.0005 for lithium spinels, and 0.001
for nickel spinels.

Phase shifter characteristics determined by the micro-
wave circuit are the mode of operation, either reciprocal or
nonreciprocal; operating frequency; instantaneous and
tunable bandwidth; polarization of the input and the out-
put signals; peak and average RF power; insertion loss
and modulation of the insertion loss; and return loss. Pa-
rameters determined by the microwave circuit and the
electrical control circuit are phase quantization, phase ac-
curacy, switching time, switching rate, and control power.
Physical parameters of the phase shifter include size;
weight; cooling requirements; input interfaces for RF sig-
nal, data, and control power; and output interfaces for RF
signal and built-in test. The phase shifter must conform
with environmental requirements such as operating and
storage temperature range, operating and transportation
shock, operating and transportation vibration, and oper-
ating and storage humidity. Finally, requirements gener-
ally exist for the reliability, interchangeability, and
maintainability of the phase shifter.

2. TYPES OF FERRITE PHASE SHIFTERS

Many ferrite phase shifters are described in the literature,
but only three types have been produced in quantity and
deployed in the field in various antenna systems. The one
characteristic shared by these three different devices is an
insertion loss less than 1 dB. System and antenna design-
ers are unwilling to use devices with higher loss because of

Br

Hc

B

H
−Hc

−Br

Figure 1. Ferrite hysteresis loop for a square-loop material de-
fining the remanent magnetization Br and the coercive force Hc.

1498 FERRITE PHASE SHIFTERS



reduction in antenna gain and cooling problems associated
with dissipation of the transmitter power in the antenna.

The J-STARS airborne surveillance system, the Patriot
mobile, ground-based air defense system, and the Aegis
naval air defense system use variations of the nonrecip-
rocal toroidal phase shifter. This device operates in a non-
reciprocal mode, requiring that the phase shifter be
switched immediately after the transmitter pulse to pro-
vide the proper phase shift for propagation in the receive
direction. The phase shifter is switched again just prior to
the next transmitter pulse, resulting in a switching rate
twice the pulse repetition rate of the radar. Switching time
is a few microseconds depending on operating frequency.
This type of phase shifter may be designed to have ex-
tremely wide operating bandwidth approaching 2 octaves
in some cases.

The second type of phase shifter, also nonreciprocal,
consists of a longitudinally magnetized ferrite rod located
on the axis of either square or circular waveguide. Several
of the ground-based, mobile air defense systems of the
Confederation of Independent States use these phase
shifters in antennas, radiating one sense of circular
polarization and receiving the orthogonal sense of circu-
lar polarization—the ‘‘single bounce’’ return. An adapta-
tion of the phase shifter that provides reciprocal phase
shift is referred to as the ‘‘dual mode’’ device and has
been successfully employed in several antenna designs
most notably the multimode offensive radar systems
of the B-1B. Switching times for these phase shifters are
in the tens of microseconds depending on the frequency
of operation. Operating bandwidth is more modest
than the toroid phase shifter, typically being 10–15%,
although 40% bandwidth has been achieved for experi-
mental devices.

The phase shifters described above provide a variable
insertion phase by varying the magnitude of the bias mag-
netic field, resulting in a variation in the equivalent in-
ductance of the waveguide and yielding a variable
propagation delay through the device. The final phase
shifter described in this section does not use this phenom-
enon but rather makes use of the variation in the direction
of the bias magnetic field to effect change in insertion
phase with no change in the propagation delay. Because of
the similarity of the phase shifter to the rotary-vane [7]
mechanical phase shifter, it has been called the rotary-
field phase shifter. The rotary-vane device uses a dielectric
vane to realize a half-wave plate that can be rotated
about the axis of a circular waveguide housing. A circu-
larly polarized RF signal receives phase shift when pass-
ing through the half-wave plate equal to twice the
mechanical angle of rotation of the half-wave plate. Sub-
stitution of a transversely magnetized ferrite rod for the
dielectric half-wave plate results in an electrically vari-
able version of this phase shifter. This phase shifter has
been employed in a single-axis scanning configuration for
the antenna for the AWACS surveillance aircraft and for
several single-axis scanning, ground-based, mobile air de-
fense systems. The switching time for the device is of the
order of hundreds of microseconds, and the operating
bandwidth is about the same as that of the dual-mode
phase shifter.

2.1. Toroidal Phase Shifters

The toroidal phase shifter consists of one or more ferrite
toroids inserted into a rectangular waveguide as shown in
Fig. 2. The cross section shown in Fig. 3a is the original
version of the toroidal phase shifter reported by Truehaft
and Silber (3) in 1958. The toroid is fabricated from a ma-
terial with a square hysteresis loop. Current flowing in the
switching wire induces a magnetic flux in the toroid that
remains after the current is removed. The phase shifter is
said to be ‘‘latched’’; operation in this mode is desirable
since control energy is required only when the phase shift-
er is set to a new state. The magnetic field intensity of the
TE10 mode in a rectangular waveguide is circularly polar-
ized in a longitudinal plane parallel to the narrow wall of
the waveguide and located a distance from the waveguide
centerline, which makes the longitudinal magnetic field
intensity equal in magnitude to the transverse magnetic
field intensity. The opposite sense of circular polarization
exists in the longitudinal plane located the same distance
on the other side of the waveguide centerline. If a sample
of magnetized ferrite is placed in the region of circular
polarization, a strong interaction between the RF and the
ferrite will occur, provided the direction of the bias field is
interchanged on either side of the waveguide centerline.

The geometry shown in Fig. 3b makes more efficient
use of the ferrite toroid and provides more total phase shift
than the geometry of Fig. 3a at a minimal increase in in-
sertion loss by loading the ‘‘window’’ in the toroid with a
dielectric. The dielectric loading effect of the ferrite toroid
and dielectric used to load the toroid window distorts the
behavior of the fields of the waveguide mode so that the
region of circular polarization no longer lies in the same
plane as that of the air-filled waveguide. Computer-aided
analysis programs have been evolved [8,9] to predict the
performance of the phase shifter as a function of toroid
placement and dielectric loading. A disadvantage of the
geometries shown in Figs. 3a and 3b is the excitation of
the TEM mode, which is easily established by the switch-
ing wire coupling to the rectangular waveguide. Two
toroids separated by a dielectric slab spacer as shown in

Switching wire
Ferrite toroid

Rectangular waveguide

Figure 2. Prototypical toroidal phase shifter. First described in
the 1950s, this device was the first latching, ferrite phase shifter.
By pulsing the switching wire the flux may be latched to either
þBr or �Br. Sustaining drive current is not required.
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Fig. 3c reduce this coupling by concentrating the RF en-
ergy in the region adjacent to the dielectric slab and lo-
cating the switching wires in regions of very low RF
energy. This geometry is referred to as the dual-toroid
and has come to be the preferred realization for this class
device.

The ferrite–dielectric composite is housed in a rectan-
gular waveguide that typically has a cross section smaller
than that of the connecting waveguide because of the di-
electric loading. Quarter-wave transformers are used to
match into and out of the ferrite–dielectric composite.
These transformers increase the length of the device but
do not contribute significantly to the insertion loss. When
the connecting transmission line is a TEM-type line such
as microstrip, a high dielectric constant (E100) material
may be used as the dielectric spacer to reduce the cross-
sectional dimensions of the phase shifter and lower the
characteristic impedance level to around 50O. This has
the added benefit of reducing the length of the device be-
cause of the increase in electrical length caused by the di-
electric loading. The ferrite toroids are bonded to the high-
dielectric-constant rib, and the composite is coated with a
conducting material to form the waveguide. Connection to
the TEM line may be made with a short length of wire

with a chip capacitor located at the point of connection of
the wire to the phase shifter in order to resonate the in-
ductance of the wire loop.

In order to establish a reference condition for the phase
shifter the toroid is reset; that is, a voltage pulse of mag-
nitude and duration sufficient to saturate the toroidal core
is applied to the control wire. The current in the control
wire remains roughly constant until the core saturates, at
which time the current increases sharply. Sensing the
current and removing the drive voltage when a predeter-
mined current has been attained allows the core to relax to
the remanent flux and establishes a stable reference point.
The magnitude of the voltage pulse is not critical for the
reset operation. The set operation establishes a flux level
in the core corresponding to a given value of phase shift.
Faraday’s law states that the change of flux is equal to the
time integral of the applied voltage; a variable flux level
may be set by using a variable amplitude voltage pulse for
a fixed time duration or a fixed amplitude voltage pulse for
a variable time duration. If either the voltage or the pulse-
width varies substantially from that used to calibrate the
phase shifter, the error in setting the flux may be exces-
sive and resorting to more complicated methods such as
integration of the voltage pulse may be necessary. Typical
switching waveforms are shown in Fig. 4.

During switching, the toroidal core presents a resistive
load to the source. Application of a voltage pulse to the
control wire results in a current pulse whose amplitude is
determined by Ampere’s law, NI¼

R
H dl. The magnetic

field intensity is constant and equal to the coercive force,
the number of turns is unity, and the integral of dl is equal
to the mean length around the ferrite toroid. Thus I¼Hc l.
The flux change from one remanent state to the other re-
manent state is 2BrA, where Br is the remanent flux den-
sity and A is the cross-sectional area of the toroid normal
to the direction of flux. For a constant voltage V applied to
the core for a time T, VT¼ 2Br A, yielding a switching time
T¼ 2Br A/V. This is the maximum value of the time to es-
tablish the reset condition; the total switching time would

Air Air
Air

Switching wire

Ferrite

Air Air

Switching wire

Switching wire

Ferrite

Dielectric

Dielectric

Ferrite Ferrite

(a)

(b)

(c)

Air Air

Figure 3. Evolution of the toroidal phase shifter into the twin-
toroid device. The window inside the toroid is loaded with high
dielectric material in order to improve the phase shifter RF per-
formance in (b) while in (c) another toroid is added that greatly
decouples the switching wires from the RF field.

Voltage

Current

Reset Set

t

t

Figure 4. Switching waveforms of the latching phase shifter
when driven from a constant voltage source. The voltage remains
approximately constant during switching until the ferrite satu-
rates. Saturation of the core to obtain a stable reset state is ex-
hibited by the abrupt rise in the current in the reset waveform.
The area under the voltage waveform for the set pulse determines
the amount of flux switched into the ferrite core and hence the
amount of phase shift.
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be at least twice this value. Increasing the applied voltage
reduces the switching time and increases the dynamic
core resistance, which is given by R¼ 2Br A/(THcl).

2.2. Dual-Mode Phase Shifters

Latching operation of the ferrite rod phase shifter is real-
ized by filling the waveguide completely with ferrite and
providing a magnetic return path for the bias flux through
the use of external ferrite yokes as shown in Fig. 5. The
control power is furnished by a coil that is wound around
the waveguide. Again the insertion phase of the device is
dependent on the value of magnetic flux existing in the
ferrite rod, and variable phase is realized by changing this
value. The RF energy propagating through the ferrite rod
must be circularly polarized, which may require the input
polarization be converted from linear polarization to cir-
cular polarization. Each sense of circular polarization re-
ceives a different value of insertion phase when
propagated through the device, and these values are in-
terchanged when either the direction of propagation or the
direction of magnetization is reversed. However, if an an-
tenna uses these phase shifters and receives the ‘‘single
bounce’’ return, transmitting right-hand circular and re-
ceiving left-hand circular or vice versa, switching between
transmit and receive is not required.

Adaptation of the ferrite rod phase shifter to the recip-
rocal dual-mode phase shifter is illustrated schematically
in Fig. 6, and the physical realization of the phase shifter
is shown in Fig. 7. Nonreciprocal circular polarizers
(NCPs) located on either end of the ferrite rod function
as the circulators shown in the schematic diagram con-
verting linearly polarized RF energy into circularly polar-
ized RF energy and vice versa. The NCP physically
consists of a section of the ferrite rod that is transverse-
ly magnetized with a four-pole bias field by a permanent
magnet located exterior to the microwave circuit. This
four-pole bias field provides a differential phase shift of 901
to cross-polarized signals. If the input to the NCP is

linearly polarized at an angle of 451 with respect to the
axis of the NCP, the output will be circularly polarized
with the sense of circular polarization depending on the
orientation of the input linear polarization. For a circu-
larly polarized input signal, the output of the NCP will be
linearly polarized with orientation depending on the sense
of the circularly polarized input signal. The NCP on the
left side of the device in Fig. 7 converts input linear po-
larization into right-hand circular polarization in the fer-
rite rod section when RF energy is propagated from left to
right. This circularly polarized energy receives a variable
value of insertion phase dependent on the magnitude of
the remanent bias flux density in the ferrite rod. The cir-
cular polarization is then restored to linear polarization by
the NCP on the right side of the figure. For propagation
from right to left, the RF energy in the ferrite rod is con-
verted to left-hand circular polarization by the NCP on the
right side of the figure, resulting in the signal receiving
the same value of variable insertion phase irrespective of
the direction of propagation through the device. The sig-
nal is restored to linear polarization by the NCP located on
the left side of the device.

The electronic control of the dual-mode device is similar
to that used for the toroid, but two major exceptions exist.

Figure 5. The Faraday rotation phase shifter. The ferrite-filled
circular waveguide provides the signal path for the RF energy.
Longitudinal magnetization is obtained using a drive coil
wrapped around the ferrite rod. Latching operation is realized
using latching yokes for a return path for the bias magnetic flux.

1	

2	

2	

2	

Figure 6. A reciprocal phase shifter realized using four nonre-
ciprocal components. The two circulators and two nonreciprocal
phase shifters provide port-to-port reciprocal behavior.

Nonreciprocal
circular polarizer;

2 places

Ferrite-filled
circular waveguide

Drive coil

Latching yoke

Dielectric transformer

Waveguide flange;
2 places

Latching yoke

Figure 7. Physical realization of the dual-mode reciprocal phase
shifter. This compact realization of the schematic shown in Fig. 6
has proved to be compatible with the packaging requirements for
electronic scanned phased array antennas with wide-scan-angle
requirements.
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The drive coil is almost always a multiturn coil, which re-
sults in the apparent resistance and inductance of the fer-
rite core being increased by the square of the number of
turns of the drive coil. Second, the waveguide walls do not
enclose the magnetic circuit in its entirety. The magnetic
flux cuts through the waveguide walls as it passes from
the ferrite rod and is returned through the external yokes,
resulting in an induced voltage in the waveguide walls
whenever the flux is changed. Since the waveguide walls
are made of low-resistivity material, a low-resistance path
allows eddy currents to flow in the waveguide walls and
produces the phenomenon called shorted-turn damping.
This effect may be modeled by including a parallel resis-
tance due to this damping in the equivalent-circuit of the
phase shifter.

2.3. Rotary-Field Phase Shifters

The geometry of the rotary-field phase shifter is shown in
Fig. 8. A composite ferrite–dielectric rod is metallized with
a thin metallic coating to form the microwave portion of
the circuit. This is inserted into a laminated steel yoke
that provides the variable magnetic bias field. The rod–
yoke assembly is housed in a two-piece metallic housing
that interfaces to standard rectangular waveguide. Two
interlaced windings wound on the multislot yoke generate
the four-pole bias field. Dielectric quarter-wave plates on
either end of the ferrite rod convert linearly polarized RF
energy to circularly polarized energy, and vice versa, for
propagation through the ferrite half-wave section.
The linearly polarized RF input signal is converted to
circularly polarized energy by means of the dielectric
quarter-wave plate. This circularly polarized energy pass-
es through the ferrite half-wave plate and receives a
variable phase shift dependent on the orientation of the
ferrite half-wave plate. At the output of the ferrite half-
wave plate the sense of circular polarization is reversed,
allowing the output dielectric quarter-wave plate to

reconstitute the same sense of linear polarization as the
input polarization. The phase shift through the device is
the same for either direction of propagation so that it is
referred to as a reciprocal device. In the strictest sense it is
nonreciprocal since a fixed 1801 phase shift exists between
signals propagating through it in opposite directions.

Latching operation of the rotary-field device was re-
ported in 1995 [10] and units presently deployed operate
with continuous holding current, resulting in a substan-
tial DC power supply for array applications. This has lim-
ited the device to single-axis electronic scanning antenna
applications such as the surveillance antenna for the
AWACS aircraft. Typically the electronic control for these
devices are two parallel drivers to control the two inde-
pendent windings on the yoke, with the control current on
one winding set proportional to the cosine of the desired
phase angle and the control current on the remaining
winding set proportional to the sine of the desired phase
angle.

3. PHASE SHIFTER CHARACTERISTICS

Most phase shifter designs are custom designs having
been developed for specific purposes and programs. Spe-
cific operating parameters will not be provided, but rather
general electrical and physical characteristics will be dis-
cussed. Finally, typical numbers are provided for the
reliability of the devices.

3.1. Electrical Characteristics

Electrical characteristics of importance are the operating
mode (reciprocal/nonreciprocal), the operating frequency,
the instantaneous bandwidth, the tunable bandwidth, the
input polarization, the output polarization, the peak and
average RF power, the insertion loss and the insertion loss
modulation, the return loss, the quantization of the phase
shift, the phase accuracy, the switching time, the switch-
ing rate, and the control power. Although it would seem
that reciprocal operation would be preferred over nonre-
ciprocal operation, there are many more nonreciprocal
phase shifters deployed than reciprocal ones. The interac-
tion of ferrite with RF energy is nonreciprocal and histor-
ically the earlier successful phase shifters were the
nonreciprocal toroidal types. The choice of operating
mode is generally dictated by system requirements; and
in several cases such as communication satellites, nonre-
ciprocal operation is not a handicap.

The operating frequency is another choice of the system
designer with phase shifters having been developed from
1.4 to 94 GHz. The instantaneous bandwidth refers to the
frequency band over which the phase shift remains within
specified tolerances, while the tunable bandwidth refers to
the frequency band over which the phase shifter may be
adjusted to bring the phase shift within the specified tol-
erance. The nonreciprocal toroidal phase shifter has been
designed to yield two octaves of instantaneous bandwidth,
while the dual-mode phase shifter and the rotary-field
phase shifter yield instantaneous bandwidths in the 2–4%
range with tunable bandwidth of the order of 15%.

Figure 8. The rotary-field phase shifter. This device provides
excellent phase accuracy and is capable of relatively high values
of RF power.
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The input and output polarization depends on the ap-
plication for which the phase shifter is intended and may
be either linear or circular or switchable between the var-
ious linear and circular polarizations. The nonreciprocal
toroidal phase shifter operates in a linearly polarized
waveguide mode so that the input and output polariza-
tions are linearly polarized. The dual-mode phase shifter
may use circularly polarized input–output polarization
operating in the non-reciprocal mode or linearly polarized
input–output polarizations when operating in the recipro-
cal mode. This phase shifter lends itself well to incorpo-
rating polarization switching so that various output
polarizations are available even when the phase shifter
is excited with a linearly polarized input. The rotary-field
phase shifter usually uses linearly polarized input and
output signals, although this is not required.

The peak RF power capacity of a ferrite phase shifter is
determined by the choice of ferrite used to realize the
phase shifter. If the RF magnetic field intensity exceeds a
threshold value, excitation of spin waves results and the
RF insertion loss increases substantially. Doping of garnet
material with rare-earth ions may be used to increase the
threshold value, but at the expense of increased low power
insertion loss. The average RF power capacity of a phase
shifter is determined by the mechanical design and may
be increased only by improving the heat flow path away
from the ferrite.

The insertion loss of the phase shifter, as mentioned
previously, should be below 1 dB in order to merit consid-
eration from antenna designers. Of the phase shifters dis-
cussed, the rotary-field device has the lowest loss with
values as low as 0.3 dB obtained in production quantities
for a device operating in the 5 GHz frequency range. The
toroidal phase shifter and the dual-mode phase shifters
have insertion loss in the range from 0.6 to 1.0 dB. The
variation of the insertion loss as a function of the insertion
phase of the device is greatest for the reciprocal devices,
generally of the order 0.2–0.4 dB, while the toroidal device
has loss modulation less than 0.1 dB.

The return loss of the ferrite phase shifters depends on
the RF input and output connections, and values cited will
be for linearly polarized input–output configurations. The
toroidal phase shifter generally has a maximum value of
return loss of � 20 dB, while the reciprocal phase shifters
have maximum values of return loss of the order of � 14 to
� 17 dB.

Ferrite phase shifters are generally designed to provide
3601 of electrical phase shift. Early ferrite phase shifters
were realized using discrete lengths of ferrite to provide
quantization of the phase shift in steps of 1801, 901, 451,
and 22.51. This method results in a simple electronic driv-
er design but a complicated microwave structure. Modern
ferrite phase shifters are realized using a continuous piece
of ferrite in order to minimize the cost of the microwave
structure, resulting in a continuous range of phase shift.
Quantization is provided by the electronic driver. Since
the driver commands are distributed over the total range
of phase shift, which is often greater than 3601, the final
quantization is 1 bit less than that provided by the elec-
tronic driver; that is, an 8-bit driver command results in
7-bit phase shift quantization. Quantization levels greater

than this are found in the control electronics of variable
power dividers/combiners but rarely are used in other
phase shifter applications.

The phase accuracy of the phase shifter refers to the
precision with which the insertion phase of the device may
be set. For the toroid phase shifter, this parameter is a
function of the stability of the reset state, the operating
frequency, and the operating temperature, and accuracies
of the order of 2–31 RMS error can be achieved. Improve-
ments in accuracy can be achieved at the expense of added
calibration. For the dual-mode phase shifter the align-
ment of the nonreciprocal polarizer magnets is another
source of phase error, and accuracies of the order of 3–41
RMS error are common with this device. The rotary-field
phase shifter may be set very accurately since the inser-
tion phase is proportional to the ratio of the two currents
that control the rotation angle of the magnetic bias field.
Typical phase accuracies for this device are in the range
1–1.51 RMS and are not particularly sensitive to frequency
and/or temperature.

The switching time of the phase shifter is the time re-
quired to establish a new insertion phase state and in-
cludes the times for resetting and setting the toroid and
dual-mode phase shifter. The switching time is a function
of the operating frequency since the size of the phase
shifter is dependent on the frequency. Typical switching
times for a toroid phase shifter range from about 20 ms at
2 GHz operating frequency to about 5ms at 20 GHz. Typ-
ical switching times for a dual-mode phase shifter range
from about 200ms at 5 GHz to about 50 ms at 20 GMz. The
nonlatching rotary-field phase shifter requires switching
times ranging from 200ms at 3 GHz to about 100ms at
10 GHz but requires a high-voltage boost circuit in order
to attain these speeds. The switching rate of the phase
shifter is generally determined by system requirements,
where the control power is directly proportional to the
switching rate.

3.2. Physical Characteristics

Important physical characteristics of the phase shifter are
the size, the weight, the cooling requirements, and the
physical location of the input and output interfaces. The
size is dictated by the operating frequency, average power
requirements, and type of phase shifter. In general the
toroid phase shifter has the smallest cross section, and the
rotary-field phase shifter has the largest cross section with
the dual-mode somewhere between the two. The weight of
the phase shifter is proportional to size; the toroid phase
shifter is generally the lightest weight unit, the rotary
field the heaviest, and the dual-mode in between the two.
The RF interfaces are the input and output RF ports,
which may be coaxial cable, microstrip transmission line,
rectangular waveguide, radiating elements into free
space, or any combination of these. Electrical interfaces
consist of the input data and any output data, such as
built-in-test, control, power, and ground.

The electrical and mechanical design must be such that
the phase shifter meets the specified values over operating
temperatures ranging from � 40 to þ951C. In many cases
a reduced temperature range for full performance with
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degraded performance over the temperature extremes is
allowed. Nonoperating temperatures normally range from
� 55 to þ 1251C. Operating shock and vibration require-
ments are determined by the mechanical design of the
system and the phase shifter mounting.

The reliability of the phase shifter as measured by the
mean time before failure (MTBF) is an important consid-
eration. The microwave portion of the phase shifter has
high reliability since it is composed of a ferrite core and
associated windings. The overall reliability is generally
determined by the electronic driver with values of roughly
200,000 h for the latching phase shifters and values of
50,000 h for the nonlatching phase shifters because of the
requirement for continuous drive current.

4. FUTURE DEVELOPMENTS

Two developments in waveguide devices offer promise.
The first is an attempt to provide a reciprocal phase shift-
er using the toroid phase shifter in a geometry similar to
that of the dual-mode device but using microstrip circula-
tors. The difficulty with this approach is that the micro-
strip circulator is realized naturally as a three-port device
and the schematic diagram of Fig. 6 requires a four-port
circulator to adequately isolate the input and output ports.
Work continues in this development. The second develop-
ment in the waveguide area is the latching rotary-field
phase shifter, which has been reported in the literature [6]
but has not been deployed in the field. Data taken on ex-
perimental units are very encouraging.

There is a continuing effort to develop a ferrite phase
shifter in a planar geometry suitable for integration with
microstrip transmission line. The literature contains many
references to these devices, but the insertion loss continues
to be a drawback to deployment. The textbook cited in the
Further Reading section contains several examples of pla-
nar phase shifters as well as many references.
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1. INTRODUCTION

Before discussing the fundamentals of ferroelectric mate-
rials and their applications, it is important to acquire
some background on how any material, especially insula-
tors such as ferroelectrics, behave under the equilibrium
conditions given by forces such as electrical, mechanical,
and thermal. Each of these forces gives rise to certain
properties depending on the basic physical nature of the
material. For example, an electric field (E) causes dis-
placement (D) [or polarization (P)], stress (Tij) causes
strain (Sij), and entropy (S) is caused by temperature
(T). These effects are not isolated from each other. In
fact, when the system is in equilibrium, they interact
with each other and give rise to additional properties. It
is helpful to understand the relationship between these
effects in order to appreciate the nature and properties of
electronic and other materials.

In 1925 Heckmann [1] proposed an equilibrium dia-
gram between electrical field, temperature, and stress,
which was later modified by Nye [2] in 1957. A simplified
version of this diagram is given in Fig. 1. It is assumed
that the system is in equilibrium and the properties can be
described with reference to changes that are thermody-
namically reversible. Interaction between stress (Tij) and
displacement (D) causes direct piezoelectric effect whereas
the converse piezoelectric effect is caused by the strain
(Sij) and electric field (E). The relationship between dis-
placement and temperature is called the pyroelectric effect.
The piezoelectric and pyroelectric effects are inherently
important for discussing ferroelectricity.

The interactions between the three principal agents
(E, Tij, and T ) within themselves and between the sec-
ondary agents such as displacement (D), strain (Sij), and
entropy (S) are responsible for materials to acquire certain
properties. Many of them are identified in Fig. 1. However,
for our purpose we need to consider only two more effects:
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(1) the thermal expansion effect, which is caused by the
interaction between strain (Sij) and temperature (T); and
(2) the heat of deformation, which originates from the in-
teraction between the strain (Sij) and entropy (S). Both
these, especially the thermal expansion coefficient, is a
very important parameter for the selection of a suitable
substrate for the growth of piezoelectric or ferroelectric
films to produce integrated structured devices for many
novel applications.

The three parameters—entropy, displacement, and
strain—undergo small changes corresponding to the small
changes experienced by the agent’s temperature, electric
field, and stress, respectively. Mathematically they can be
represented by the following three simple relationships

ds¼
Cv

T
dT ð1Þ

where cv is the specific heat per unit volume and it is as-
sumed that the system is in equilibrium and fully revers-
ible; and

dDi¼ kijdEj ð2Þ

where kij is the permittivity tensor and

dSij¼ sijkldTij ð3Þ

where sijkl is the elastic compliance.
In discussing ferroelectric materials and associated

topics, we will make use of these concepts in gaining a
good insight into the field of ferroelectricity.

The phenomenon now universally known as ferroelec-
tricity got its name more because of its phenomenological
similarity with ferromagnetism than because of the un-
derlying physics describing these two phenomena found in
materials. The name is deceptive in some sense. Ferro-

electricity, as the word implies, leads us to assume that it
has something to do with iron (ferum in Latin). In reality
it has hardly anything to do with this magnetic metal. In
fact only a handful of materials having iron (or other
prominent members of the ferromagnetic family such as
nickel and cobalt) have been reported to exhibit ferroelec-
tricity. However, they are certainly not members of the
mainstream ferroelectrics and are rarely researched active-
ly. Some examples are cadmium iron niobate, Cd2FeNbO6,
some members of the barium fluoride group [e.g., barium
iron fluoride (BaFeF4), barium cobalt fluoride (BaCoF4),
and barium nickel fluoride (BaNiF4)], and antimony sul-
fide-iodide-type compounds such as iron sulfide (FeS) [3,4].
Apart from the naturally found mineral FeS, another min-
eral termed ilmenite (FeTiO3), containing copper has also
been reported to be ferroelectric with a Curie point of
approximately 580 K [5]. No other group has made such
a claim. This author’s research group [6] has searched
extensively for ferroelectricity in laboratory-processed
doped ilmenite without any success.

Almost all well-known ferroelectric materials are man-
made (synthetic), in contrast to leading ferromagnetic ma-
terials, which are found abundantly in nature. Classic
examples are iron, cobalt, and nickel and their alloys. So
far as ferroelectricity is concerned only FeS and FeTiO3

are naturally found in which the possibility of ferroelec-
tricity might exist. Further research is warranted to
establish the fact.

Ferromagnetism was already a well-established field of
science and technology long before the birth of so-called
ferroelectricity. In 1921 Valasek [7] discovered the hyster-
esis effect between polarization and electric field in potas-
sium sodium tartarate tetrahydrate (KNaC4H4O6.6 H2O),
which is commonly known as Rochelle salt after its dis-
coverer who lived in France in the seventeenth century.
Since its discovery over 80 years ago, the field of ferro-
electricity has established itself as an important branch of

 

D

Sij

Converse 
Piezoelectric  
Effect 

Direct 
Piezoelectric
Effect 

Pyroelectric
Effect  

E 

T Tij 

Thermal ExpansionElasticity 

Heat Capacity Piezocaloric 
Effect 

Permittivity 

Piezoelectricity
  

Pyroelectricity  

Thermoelastic Effects

Electrocaloric 
Effect 

SHeat of deformation

Figure 1. Modified equilibrium diagram between electric field (E), temperature (T), and stress
(Tij) and their associated effects.
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physics and engineering. During this span of time, hun-
dreds of new ferroelectric materials have been discovered
leading to the emergence of novel technologies that exploit
various properties commonly found in ferroelectrics. The
range of applications of this class of materials is vast, en-
compassing the spectrum from classical to ultramodern
applications. On one hand, because of their high dielectric
constant, ruggedness, and the reliability with which the
materials can be processed reproducibly in very large vol-
umes, ferroelectrics are the materials of choice for the
fabrication of capacitors varying in size from miniature,
used in microelectronics, to large, used in power circuits.
On the other extreme, they find applications in such mod-
ern technologies as electrooptics, nonvolatile memory, un-
cooled focal plane arrays, microelectromechanical system
(MEMS), and wireless communication.

The physical mechanisms involved in these two fields
are entirely different and have practically nothing to do
with each other. While ferromagnetism is anchored in the
quantum-mechanical properties of an electron, especially
its spin, ferroelectricity is macroscopic in nature, originat-
ing from the long-range interactions of the electric dipoles
and the noncentrosymmetry of the unit cell of the crystal.

The phenomenological similarity between these two
mechanisms goes beyond the existence of a hysteresis
loop. Like ferromagnetism, ferroelectricity also shows
the existence of the Curie point, at which it ceases to be
ferroelectric and enters the nonpolar phase called the pa-
raelectric state, analogous to paramagnetism. Further-
more, as there are antiferromagnetic materials, there
are also antiferroelectric materials. Both ferromagnetic
and ferroelectric materials have domains, and their struc-
tures help in describing terms such as paramagnetism and
paraelectric as well as antiferromagnetism and antiferro-
electricity. Piezoelectricity and pyroelectricity are inher-
ently present in all ferroelectric materials and are
strongly coupled with each other. In other words, all fer-
roelectrics are piezoelectric as well as pyroelectric, where-
as not all piezoelectrics are ferroelectrics; nor are all
pyroelectrics also ferroelectrics. The simultaneous pres-
ence of piezoelectricity and pyroelectricity in a ferroelec-
tric material makes it truly a multifunctional material
and therefore very attractive for the emerging fields of
applications where multifunctionality is the most desired
property of a material. Ferromagnetic and ferroelectric
materials are not the only ones that display hysteresis
loops. There is another class of material in which a hys-

teresis loop exists between the stress and the strain; these
are called ferroelastic materials. Grouped together, ferro-
magnetic, ferroelectric, and ferroelastic are called ‘‘ferroic’’
materials.

According to the IEEE standard definitions [8], ferro-
electrics, ferroelastics, and ferromagnetics define the class
of primary ferroics. It is entirely possible to switch the di-
rection of spontaneous magnetization, spontaneous polar-
ization, or spontaneous strain by applying magnetic or
electric fields or stresses, respectively. Figure 2 shows the
idealized examples of the three types of hysteresis loops
for typical (a) ferromagnet, (b) ferroelectric, and (c) ferro-
elastic materials [8].

2. FERROELECTRICITY AND ASSOCIATED PHENOMENA

2.1. Background Information

Ferroelectric materials are important members of the fer-
roic group. Compared to magnetism, they represent a rel-
atively new field and yet have significantly impacted the
development of electronic technology. As described in the
preceding section, ferroelectric materials are truly multi-
functional in nature because at least two other important
phenomena, namely, piezoelectricity and pyroelectricity,
coexist with them. Even a casual inspection of Fig. 1
makes it obvious that cause and effect between the elec-
tric field (E), temperature (T), and mechanical stress (Tij)
respectively play a dominant role in inducing dielectric,
electric, and thermal properties in any material. Ferro-
electricity is a typical example of such a manifestation.
Because of the interplay between these forces, special ef-
fects take place, giving rise to distortion of the unit cell of a
crystal structure and rendering it noncentrosymmetric.
Table 1 and Fig. 3 will help in understanding the back-
ground of crystal symmetry, structure, and other classifi-
cations.

As shown in Table 1, the seven crystal systems are di-
vided into three groups based on their optical classifica-
tion. ‘‘Isotropic’’ means that the refractive index of the
cubic crystal remains unchanged irrespective of whether
it is measured in the a, b, or c direction of the crystal; thus,
cubic crystal has no birefringence. The terms tetragonal,
hexagonal, and trigonal are lumped together as uniaxial,
meaning that they have one value of birefringence be-
cause they can have two different values of refractive in-
dex when measured along the different crystallographic
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Figure 2. Idealized hysteresis loops of typical
(a) ferromagnet, (b) ferroelectric, and (c) ferro-
elastic materials [4].
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directions a, b, or c. Similarly, because of three possible
values of refractive index, the biaxial crystals can have
maximum of two values of birefringence. Such a classifi-
cation is very important for determining the electrooptic
properties of ferroelectrics and other electrooptic crystals.
The third column in Table 1 gives the number of charac-
teristic symmetry for each crystal system. As we can imag-
ine, the order of symmetry is the highest in the cubic
system and the lowest in triclinic. Progressively from the
lowest to the highest order, it goes from triclinic to cubic
system as indicated by the arrow in the last (rightmost)
column.

It is a well-established fact of crystal physics that out
of the seven fundamental crystal systems one can
generate 14 fundamental three-dimensional (3D) configu-
rations called the unit cells. It was the French physicist
Auguste Bravais in 1850 who first demonstrated that,
according to the periodic arrangements of atoms found
in a crystal, there could be only 14 possible arrangements
of atoms in space. These are the famous 14 Bravais
lattices, which are also known as fundamental unit
cells. They can be in four types: primitive (P), body-cen-
tered (I), face-centered (F) and base-centered (C). For
example, a cubic crystal can exist as simple cubic, or
body-centered, or face-centered. Only in the orthorhombic
structure are all four classes of unit cells found. Out of

the possible 14 Bravais lattices, 32 point groups originate.
These are possible combinations of macroscopic symmetry
elements, and once again, on the basis of the atomic
periodicity of crystal, there can be only 32 point
groups.

In Fig. 3 we show how these 32 point groups can be
subdivided into groups of centrosymmetric and noncen-
trosymmetric unit cells. Out of these 32 classes, 11 are
centrosymmetric and 21 noncentrosymmetric. These 21
are theoretically capable of exhibiting either ferroelectric-
ity, piezoelectricity, or pyroelectricity, or a combination
thereof. In reality only 20 of these 21 noncentrosymmetric
crystals do show these properties. One of them has other
symmetry elements, making this a special class of point
groups.

Noncentrosymmetry of the unit cell of a crystal is a
necessary condition for the existence of ferroelectricity, pi-
ezoelectricity and pyroelectricity. Figures 4a and 4b show
a simple representation of a centrosymmetric crystal be-
fore and after being subjected to a mechanical force [9].
Obviously, in the presence of an external force, the inter-
planar distance becomes smaller in the direction of the
applied force. But the crystal still retains its center of
symmetry. From Figs. 5a and 5b we also see that the crys-
tal retains its noncentrosymmetry before and after appli-
cation of an external force while experiencing, as in the

Table 1. Crystal System and Symmetry

Crystal System Optical Classification Characteristic Symmetry Order of Symmetry

Cubic Isotropic (also called anaxial) Four 3-fold axes Highest
Tetragonal Uniaxial One 4-fold axis
Hexagonal Uniaxial One 6-fold axis
Trigonal (also called

rhombohedral)
Uniaxial One 3-fold axis

Orthorhombic Biaxial Three mutually perpendicular 2-fold axes;
no axes of higher order

Monoclinic Biaxial One 2-fold axis
Triclinic Biaxial A center of symmetry or no symmetry at all Lowest

7 Crystal Systems 

14 Bravais lattices 

32 point groups 

21 noncentrosymmetric 
(polar groups) 

11 centrosymmetric  
(nonpolar groups) 

 

7 crystal systems 

Other symmetry elements still 
can be present in 1 out of the 21 
polar groups 

10 can be spontaneously polarized 
and show pyroelectricity as well as 
piezoelectricity ; the spontaneous 
polarization is not reversible 

20 show piezoelectric effect  

(polarized under mechanical stress) 

Ferroelectricity is found in the remaining
10, and the spontaneous polarization
 is reversible 

Figure 3. Point groups and their subgroups.
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previous case, contraction in the interplanar distance
along the direction of the force [9].

2.2. Parameters, Symbols, and Units

As are many other fields of science, ferroelectricity is also
described by inconsistent symbols spread over decades of
literature. This causes confusion, which might lead to
misinterpretation of phenomena and the applications orig-
inating from their properties. To avoid such confusion, we
follow here the definitions and symbols recommended by
the Committee of the Institute of Electrical and Electron-
ics Engineers, Inc. (IEEE). This group was charged with
developing standard definitions of terms used in ferroelec-
tricity and associated polar phenomena of piezoelectricity
as well as pyroelectricity [8]. Important parameters, their
symbols and units are reproduced in Table 2.

2.3. Ferroelectricity

We have already discussed some of the general features of
ferroelectricity in order to grasp an understanding of its
differences with ferromagnetism. A ferroelectric material
is defined as a class of material in which the spontaneous
polarization exists even when no electric field is applied to
it. It is capable of existing in two equivalent states that are
totally reversible, making ferroelectrics suited for many
applications.

There is another class of materials known as electrets,
which are often confused with ferroelectricity. These are
also dielectric materials in which quasipermanent real
charges can reside on the surface. They can also be found
in the bulk of the material, or as frozen-in aligned dipoles
in the bulk. Electrets behave in the same way as a battery

or an electrical counterpart of a permanent magnet. How-
ever, they are not ferroelectrics. Ferroelectric materials
are distinctly different from electrets in two respects:
(1) its polarization is spontaneous, which is retained
even at zero electric field; and (2) this polarization is con-
trolled by the crystal’s symmetry.

From Fig. 3 we find that the ferroelectric effect can be
present in the 10 noncentrosymmetric polar groups in
which the spontaneous polarization is reversible. Absence
of the center of symmetry is the essential condition for the
existence of not only ferroelectricity but also of piezoelec-
tricity and pyroelectricity. As we will see later, a piezo-
electric material assumes its polarization when subjected
to a mechanical stress. Here the polarization is not spon-
taneous. It disappears when the mechanical force is re-
moved. However, pyroelectrics are also spontaneously
polarized in the same way as ferroelectrics but are not
switchable. This is an important distinction between these
two closely related phenomena. Ferroelectrics are also dis-
tinguished from pyroelectrics in one additional important
way—only in ferroelectrics does the spontaneous polariza-
tion disappear at a well-defined temperature, called the
Curie point. There is no concept of the Curie point in ei-
ther piezoelectric materials, pyroelectric materials, or
electrets. This characteristic temperature enables ferro-
electrics to exist in two distinct phases: the polar (i.e., fer-
roelectric) phase and the nonpolar (the paraelectric)
phase. Furthermore, ferroelectrics are well known to be
materials showing very high dielectric constant, some-
times in excess of 50,000. The uniqueness of ferroelectric
materials reflects itself in many ways, which make them
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Figure 4. Schematic representation of a unit cell with center of
symmetry (a) before and (b) after application of a mechanical force
[9].
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Figure 5. Schematic representation of a unit cell with no center
of symmetry (a) before and (b) after application of a mechanical
force [9].

Table 2. Physical Properties and Their Symbols and Units

Terms Symbol
Units

(SI Units)

Curie constant C K (Kelvin)
Capacitance Cx,Cp,Ci F (Farad)
Elastic stiffness constant cijkl,cpq N/m2 (newtons/meter2)
Electric displacement

(vector)
Di C/m2 (coulombs/meter2)

Piezoelectric charge
(or strain) coefficient

dijk,dij C/N (or m/V)

Electric field (vector) Ei V/m (volts/meter)
Coercive field (or coercivity) Ec V/m
Piezoelectric stress

coefficient
eijk,eij C/m2

Pyroelectric current ip A (ampere)
Dielectric polarization

(vector)
Pi C/m2

Remanent polarization Pr C/m2

Spontaneous polarization Ps C/m2

Maximum polarization Pmax C/m2

Pyroelectric coefficient pi C/m2
�K

Strain (second-rank tensor) Sij Dimensionless
Elastic compliance constant sijkl,spq Dimensionless
Curie point Tc K or 1C
Stress (second-rank tensor) Tij N/m2

Permittivity of free space e0 F/m
Permittivity (second-rank

tensor)
eij F/m

Relative dielectric constant Kij Dimensionless

Source: Ref. [8].
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extremely attractive for diverse applications. We will dis-
cuss some of these later in this article. To sum up, the
characteristic features of a ferroelectric material are (1)
switchable spontaneous polarization, (2) high dielectric
constant, (3) the Curie point that clearly defines the tran-
sition between the polar and nonpolar states, (4) hyster-
esis loop between polarization and electric field, and (5)
crystal structures that lack center of symmetry.

The relationship between barium titanate (BaTiO3)
and ferroelectricity is similar to that between silicon and
a semiconductor. It is the most prominent member of the
family of ferroelectricity and well established in technol-
ogy. It is isostructural with the mineral calcium titanate
(CaTiO3) and synthesizes in perovskite structure, com-
monly represented by the formula ABO3. The typical
structure of BaTiO3 in its ferroelectric phase (below the
Curie point of 1201C) is shown in Fig. 6.

Here the Ba2þ ions occupy the eight corners of the unit
cell, which is based on close-packed face-centered cubic
crystal, the Ti4þ ions are located in the body-centered po-
sition, and the O2� ions are at the face-centered positions.
The barium ions are coordinated with 12 oxygen ions and
the Ti ions in the octahedral interstices. At and above the
Curie point, the unit cell of BaTiO3 undergoes a phase
transition from nonpolar to polar state. That is, it is no
more ferroelectric above the transition point. The pres-
ence of the Curie point is an important characteristic of all
ferroelectrics. Obviously, this is a material constant and
can vary for different materials.

The majority of the well-known ferroelectric materials
synthesize in perovskite structure. Some examples of tech-
nologically important ferroelectric materials with this
structure are K niobate, K tantalate niobate (KTN), Pb
titanate, and Pb zirconate-titanate (PZT). It is interesting
to note that besides ferroelectrics, many other electronic
materials of great scientific and technological importance
can also crystallize in this structure. This was realized in
the late 1980s, when high-temperature superconductivity
was discovered. Leading examples were prominent mem-
bers of the high-temperature superconductor family,
namely, 123 YBCO (YBaCu oxide) and the colossal mag-
netoresistive materials of the type LaCaCu oxide and
LaSrCu oxide. These discoveries have made the perovs-
kite group of materials a subject of intensive research in
attempts to discover some novel phenomenon.

Another prominent ferroelectric group is found in the
tungsten bronze structure shown in Fig. 7. They are rep-
resented by the generic formula of AB2O6. Leading mem-
bers of the family are Pb (meta)niobate (PbNb2O6), Pb
(meta)tantalate (PbTa2O6), PbK niobate (PKN) having the
formula (Pb2KNb5O15), and BaSr niobate (SBN) with the
formula of Ba2Sr3Nb10O30 [4]. PKN has been identified to
have the largest piezoelectric coupling coefficient and was
researched heavily in the mid-1980s. However, it was al-
most impossible to grow good crystals without producing
multiple cracks. With the advancement of film technology
and integration with silicon, PKN may once again receive
renewed attention. Among all the electrooptic materials,
SBN crystals show the most interesting properties and
was the choice material for the fabrication of delay lines.

Ferroelectric crystals, like their magnetic counterparts,
consist of a large number of domains in which the polar-
ization is oriented in one unique direction. The neighbor-
ing domains are separated from each other by domain
walls. All the polarization vectors point in one single
direction and are parallel to each other, resulting in the
maximum value of the spontaneous polarization for the
bulk of the material. This picture is attainable under two
conditions: (1) close to the absolute zero temperature and
(2) when subjected to a strong external electric
field. Between absolute zero and the Curie point the do-
main structure goes from fully ordered state (maximum
polarization) to fully disordered state (zero polarization).
Figure 8 shows schematically the parallel and antiparallel
configurations of ferroelectric domains. Even at room

a

A1 site B1 site B2 site C siteA2 site

b

Figure 7. The framework of the tungsten bronze structure look-
ing down the tetragonal c axis. The interstitial sites labeled A1,
A2, and C can accommodate A-type cations. The B-type cations
occupy the octahedron centers labeled B1 and B2 [10].

Ba TiO

Figure 6. Perovskite structure of BaTiO3 below Tc.
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temperature the energy associated with lattice vibration
is sufficient to destroy the ordered structure and cause the
domains to orient randomly, resulting in zero polarization
in the absence of an external field.

The hysteresis loop of ferroelectrics is obtained by using
the simple circuit originally given by Sawyer and Tower
[11] in 1930 and later modified by Sinha [12]. The switch-
ing time between the two states of remanent polarization
is determined by the method proposed in 1966 by Fatuzo
and Fatuzo [13]. A typical hysteresis loop of a ferroelectric
material is shown in Fig. 9.

The material at room temperature has randomly ori-
ented domains, as discussed earlier, and therefore zero
value of the polarization. Initially when the field is applied
and its magnitude is small, the P-versus-E curve is linear
because the field induces the polarization here. This cor-
responds to the linear portion of the curve OA in Fig. 9
when the applied field is very small. Once its magnitude
increases, an increasing number of domains orient in its
direction. Eventually the polarization enters the nonlin-
ear region and continues to increase with the field until it
reaches its maximum value þPm in the first quadrant
labeled I. This path is followed as shown by the dashed

curve OA and called the ‘‘virgin curve.’’ After this the effect
of increasing field is negligible. At point þPm all the do-
mains are fully oriented in one unique direction as shown
by the upward-pointing arrows. The interpolation of the
uppermost curve in quadrant I cuts the polarization axis
at zero field at point Ps; Ps is termed the spontaneous po-
larization. Strictly speaking, this definition is not exactly
correct because theoretically the value of the spontaneous
polarization is defined as the polarization at absolute zero.
However, the value derived from the hysteresis curve is
the value of the spontaneous polarization for all practical
purposes. In quadrant I, when the field is reduced from its
maximum value at Pm, it does not retrace its original path.
Instead, it shows hysteric effect and meets the polariza-
tion axis at þPr. This is the value of the polarization re-
maining from its original value of Pm at zero field; it is
called the remenant polarization. Usually the ratio of Pr to
Pm is less than 1. Ferroelectric materials with this ratio
close to 1 are of great importance to memory applications.
On further reduction of the field, in quadrant II, we see
that the polarization disappears at point �Ec; Ec is called
the coercivity or coercive field. In the second quadrant this
is the field that is needed to bring the remenant polariza-
tion to zero. Here the hysteresis curve has completed its
half-cycle. Further reduction of the field, in the third
quadrant (III) brings us to �Pm. Thus, here the sponta-
neous polarization has switched by 1801 as indicated by
the downward arrows representing the orientation of the
domains at this point. Once this point is reached, there is
no sense in increasing the field in the negative direction
any further. The field direction now is reversed and the
P-versus-E curve cuts the polarization axis at �Pr. From
the symmetry of the curve we observe that once again it is
the remanent polarization.

(a) (b)

Figure 8. Schematic of domain configurations of a ferroelectric
crystal: (a) parallel orientation (Ps¼maximum) and (b) antipar-
allel (Ps¼ zero) orientaiton.
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Figure 9. Polarization (P) versus electric field (E) hysteresis loop of a ferroelectric material.
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The presence of two equivalent states of Pr lends fer-
roelectrics bistable state similar to that found in ferro-
magnetism. This particular property is of great technical
significance and is the basis of nonvolatile ferroelectric
memory. This property is also exploited for many other
applications where memory effects are important. In the
fourth quadrant (IV) the increasing field brings us back to
the coercive field, þEc. Further increase of the electric
field allows the polarization to traverse the first quadrant
nonlinearly. It eventually reaches the þPm point. This
completes the full cycle of the loop.

No matter how many times the loops are generated,
they retrace their original paths. This reproducibility is
needed for designing devices based on the nonlinear prop-
erty of ferroelectrics. The shape of the loop is dependent on
the frequency of the AC electric field applied. It is also
strongly dependent on temperature. At and very close to
the Curie temperature of the ferroelectric material, the
nonlinearity ceases to exist because of the disappearance
of the spontaneous polarization. For all practical purposes
it reduces to a straight line. The temperature at which the
hysteresis loop collapses is also a measure of the Curie
point. However, it gives only the approximate value. The
exact value is to be determined by careful measurement of
the spontaneous polarization as a function of temperature.
The temperature dependence of the spontaneous polariza-
tion is shown in Figs. 10 and 11 [8].

From Figs. 10 and 11 it becomes clear that at the Curie
point the material goes through a phase transition from a
polar to a nonpolar state. Phase transition can be of two
kinds: first-order, in which the change is discontinuous;
and the second-order, in which the change is continuous.
For many ferroelectrics the first-order transition occurs
when it goes through a change in crystal structure such as
from tetragonal to cubic. Such is the case for BaTiO3, PZT,
and KTN. Also, we observe that the Curie point is the di-
viding line between the polar and nonpolar states. Below
this temperature ferroelectricity and therefore the non-
linear behavior dominates whereas above it the material
is linear, as is any other dielectric. The polar and nonpolar

phases in a ferroelectric are totally reversible, and this can
be explained on the basis of domain theory; specifically,
above the Curie point the domain orientations are ran-
dom, and as the temperature is lowered below the Curie
point, the spontaneous polarization in these domains be-
gins to renucleate and the number of these domains con-
tinues to increase as the temperature is lowered. At
absolute zero they attain the highest order, allowing the
spontaneous polarization to reach its maximum possible
value.

The nature of the phase transition is also reflected in
the temperature dependence of the relative dielectric con-
stant (K) as shown in Fig. 12. In each case, the value of K
goes to infinity at the Curie point. Ideally above the Curie
point K�1 increases linearly with increase in tempera-
ture. This is predicted by the Curie–Weiss law

K ¼
C

T � Tc
ð4Þ

In Fig. 12(a), y is the asymptotic Curie point at which K
reaches its maximum value and in almost all cases it is
close to the value of the Curie point determined by other
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(Ferro)
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Figure 10. Spontaneous polarization versus temperature for
first-order phase transition [8].

(Ferro)
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Tc

T
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Figure 11. Spontaneous polarization versus temperature for
second-order phase transition [8].

TcTc

1 1

0

(a) (b)

T T�
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Figure 12. Temperature dependence of inverse of relative dielec-
tric constant of a ferroelectric material undergoing phase trans-
formations at the Curie point of the (a) first order and (b) second
order [8].
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experiments. It should also be emphasized that not all
ferroelectrics follow the Curie–Weiss law strictly.

The capacitance–voltage plot, shown in Fig. 13, is also a
good indication of the materials quality of a ferroelectric.
Here too we observe that the nature of the curve is hys-
teric with respect to the decreasing and increasing bias
voltage. The width of the peak of the curves, as shown be
dashed lines, is a measure of the coercive force. Selected

examples of ferroelectric materials and their properties
are presented in Table 3.

2.4. Piezoelectricity

Like many other terms of science, this, too, is derived from
a Greek word meaning ‘‘to press.’’ As we have seen in Fig.
1, the relationship between the mechanical stress (Tij) and
the electric field (E) gives rise to piezoelectricity. Also, we
find from this figure that there are two types of piezoelec-
tric effects: direct and converse. Direct piezoelectric effect
occurs because of the interaction between the mechanical
stress (Tij) and the displacement (D). Similarly the inter-
action between the electric field (E) and the strain (Sij)
gives rise to the converse effect. Both these piezoelectric
effects have significant importance in technology.

If a stress is applied to a piezoelectric crystal, it devel-
ops an electric moment per unit volume (or charge per unit
area). The magnitude of polarization is proportional to the
stress applied. This is called direct piezoelectric effect.

Mathematically this is represented by the following
equation

P¼dT ð5Þ

where d is the piezoelectric coefficient, P the polarization,
and T the stress; or, more precisely as

DPi¼dijkDTjk ð6Þ
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Figure 13. Capacitance versus bias voltage plot of PNZT solgel
film [14].

Table 3. Selected Ferroelectric Materials and Their Properties

Name (Abbreviation) Chemical Formula
Curie Temperature

(1C)

Spontaneous
Polarization P

s

(mC/m�2) at (1C)

Crystal Structure

4TC oTC

Barium titanate BaTiO3 120 26.0 (23) Cubic Tetragonal
Lead titanate PbTiO3 490 50.0 (23) Cubic Tetragonal
Potassium niobate KNbO3 435 30.0 (250) Cubic Tetragonal
Potassium dihydrogen

phosphate (KDP)
KH2PO4 �150 4.8 (�177) Tetragonal Orthorhombic

Triglycine sulfate
(TGS)

(NH2CH2COOH)3
H2SO4

49 2.8 (20) Monoclinic
(centrosymmetric)

Monoclinic
(noncentrosymmetric)

Potassium sodium
tartrate tetrahy-
drate (Rochelle salt)

KNaC4H4O6. 4H2O 24 0.25 (5) Orthorhombic
(centrosymmetric)

Monoclinic
(noncentrosymmetric)

Lead zirconium
titanate (PZT) [21]

Pb(Zr,Ti)O3 200–480 Composition-depen-
dent

Cubic Rhombohedral or
Tetragonal (depends

on composition)
Lead niobium

zirconium titanate
(film), PNZTa

See below 400 58 (20) Cubic Tetragonal

Antimony sulfoiodide
(crystal)

SbSI 22 25.0 (5) Orthorhombic
(centrosymmetric)

Orthorhombic
(noncentrosymmetric)

Antimony sulfoiodideb SbSI 19 0.03 (19) Orthorhombic
(centrosymmetric)

Orthorhombic
(noncentrosymmetric)

Potassium tantalate
niobatec (KTN)

See below �108 to þ 19 Composition-depen-
dent

Cubic
(centrosymmetric)

Tetragonal
(noncentrosymmetric)

aPb1.1Nb0.04Zr02Ti0.8O3 [17,18].
bPLD-grown film [19].
cKTN of vialbe compostions,KTa(1. x)NbxO3, [20].

Source: Ref. 15.
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The converse piezoelectric effect takes place on the appli-
cation of an electric field to a piezoelectric material that
induces the shape to deform (or, change) slightly. This is
also a linear effect and can be represented by the following
simple relationship

DSjk¼dijkDEi ð7Þ

where S is the strain and E the electric field.
We have seen earlier that the elastic coefficient, the pi-

ezoelectric coefficient, and the dielectric constant are ten-
sors and there can be as many as 45 independent
coefficients. For example, the elastic constant can have
21 values; the dielectric constant, 6; and the piezoelectric
coefficient, 18. But in practice one need not worry about all
these different coefficients. One would usually apply the
electric field, for example, in only one direction and mea-
sure the mechanical response in some other direction. For
all practical purposes, the following two simple equations
will suffice to describe piezoelectricity [9]

T¼ cS� dE ð8Þ

D¼ eEþdS ð9Þ

where e is the dielectric constant. The validity of these
equations is given by the following arguments.

If d¼ 0, that is there is no piezoelectric effects present
in the material, then we have T¼cS, which is simply the
famous Hooke’s law; and D¼ eE, which is the most famil-
iar equation of electromagnetism. Alternatively, by setting
E¼ 0 in Eqs. (8) and (9) T¼cS, we once again get the fa-
mous Hooke’s law and D¼dS. The latter relation indi-
cates that even in the absence of an electric field in a
piezoelectric crystal a finite amount of polarization can
develop on the application of strain. Similarly, an electric
field can induce strain in a piezoelectric crystal even when
there is no mechanical stress applied.

In short, because of the piezoelectric properties, a
crystal develops strain when subjected to an electric
field. Alterenatively, polarization develops under mechan-
ical stress. What follows from these arguments is that
piezoelectric materials are ideally suited for applications
related to electromechanical transducers. They are
the materials of choice for many MEMS devices. Some
examples of leading piezoelectric materials are shown in
Table 4.

2.5. Pyroelectricity Effect

We have already encountered the term pyroelectricity in
Figs. 1 and 3. The origin of this effect lies in the following
two facts: (1) interaction between the displacement and
temperature and (2) noncentrosymmetry of the unit cell.
Thus, pyroelectricity is caused when a crystal having a
noncentrosymmetric unit cell and spontaneous polariza-
tion undergoes a temperature change. The change in tem-
perature can induce a change in surface charge, which in
turn can cause a change in electrical polarization of the
material. The end result is the emergence of a thermal
current, which can be detected, in an external circuit.

From electromagnetic theory we know that when an
electric field is applied to a polar material, the resultant
displacement is given by the following simple equation

D¼ e0EþPnet

¼ e0Eþ ðPsþPindÞ
ð10Þ

where D is the displacement, E the electric field, e0 the
permittivity of vacuum, and Pnet the net polarization.

Since the total polarization consists of both spontane-
ous component (Ps) and induced part (Pind), we rewrite Eq.
(10) considering that PscPind as follows

D � eEþPs ð11Þ

where e is the dielectric constant of the material. Differ-
entiating this equation with respect to dT, we get

dD

dT
�

dPs

dT
þE

de
dT

ð12Þ

assuming that the E remains constant. We obtain

peqv � piþE
de
dT

ð13Þ

where peqv represents the equivalent pyroelectric coeffi-
cient and pi, the true pyroelectric coefficient.

It is obvious from Eq. (13) that the true pyroelectric
coefficient pi can be evaluated by differentiating the
Ps–temperature curves as shown in Figs. 10 and 11. It is
also obvious from Eq. (12) that the change in temperature
will induce change in the polarization vector. Therefore,

Table 4. Representative Piezoelectric Materials

Material Type Piezoelectric Constant C/N�10�9 Relative Permittivity

Quartz,SiO2 Crystal d33¼2.33 4.0–4.5
Polyvinylidene fluoride (PVDF) Polymer d31¼23, d33¼1.59 12
Barium titanate (BaTiO3) Ceramic d31¼78 1700

crystal d33¼190 4100
Lead zirconate (PZ) Ceramic d31¼110, d33¼370 1200–3000
Zinc oxide (ZnO) Ceramic d33¼246 1400
Nb-doped PZTa (PNZT) Textured film d31¼54 2200

aFor further details, see Refs. 16 and 18.

Source: Ref. 15.
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the pyroelectric coefficient can now be defined as

DPi¼piDT ð14Þ

where i¼ 1,2,3,y.
The basic definition of the true pyroelectric coefficient

is given by Eq. (14), whereas Eq. (13) gives the actual
pyroelectric coefficient measured. The contribution from
the second term representing the temperature coefficient
of the dielectric constant (de/dT) cannot be neglected if
the pyroelectric measurements are done on a ferroelectric
material for which, as we know, the temperature coeffi-
cient of the dielectric constant can assume large values.

We have already seen that the large values of the di-
electric constant are also one of the most important fea-
tures of a ferroelectric material and reaches its maximum
value at the Curie point. This would mean that the equiv-
alent pyroelectric coefficient (peqv) would be large for a
ferroelectric with the Curie point near room temperature.
This is an important consideration while designing a pyro-
electric detector. Another important consideration in the
device design is the contribution made by the piezoelectric
coupling on the performance of the detector. Most of the
practical pyroelectrics are also piezoelectrics. Therefore
they will experience strain because of the thermal expan-
sion leading to the development of surface charges.

The thermal current (Ip) that can be generated by heat-
ing uniformly a pyroelectric material is given by

ip¼
dQ

dt
¼A

dPs

dT
.

dT

dt
ð15Þ

or

ip¼Api
dT

dt
ð16Þ

where A is the area of the electrode and pi the pyroelectric
coefficient. Here it is important to note that the heating of
the sample must take place at a uniform rate. The current
is generally determined when the experiment is conducted
in a dynamic mode. Alternatively, the pyroelectric coeffi-
cient can be evaluated directly by measuring the charge
(using an electrometer) that is generated at different tem-
peratures. The following equation can be used for this

purpose:

pi¼
Q2 �Q1

AðT2 � T1Þ
ð17Þ

Some examples of technologically important pyroelectric
materials are given in Table 5. These materials are used
mostly for infrared imaging.

2.6. Pyrooptic Effect

A lesser known property called the pyrooptic effect of di-
electric materials can also be potentially exploited for de-
tection of infrared. The temperature dependence of the
refractive index gives rise to this parameter. It is defined as

yp¼
dZ
dT

� �
ð18Þ

where yp is the pyrooptic coefficient and Z the refractive
index.

Performance of a pyrooptic detector will be significantly
superior to pyroelectric or photon detector because no me-
tallic contacts to pixel elements are needed to operate this
device. Because it is an optical system, it allows for non-
contact readout. This leads to an ideal thermal detecting
structure as it eliminates a major source of signal-to-noise
ratio in the system. In addition, for a pyrooptic detector,
the sample thickness need not be greater than the opti-
mum thickness required for supporting the optical waves
on reflection. Thus, the pixel volume (or, mass) can be very
small.

The concept of a pyrooptic detector was proposed in the
early 1990s [24,25]. The device can be built on a single-
crystal base or on films of a pyrooptic material. The film
can be freestanding or supported on a transparent sub-
strate having poor thermal conductivity.

Leading pyrooptic materials with their pyrooptic coef-
ficients are presented in Table 6. As we can see from this
table, once again ferroelectrics appear to be the material
for the pyrooptic technology.

It is to be noted that in spite of many attractive features
and simplicity, no practical device has become commer-
cially available that is based on this effect. However, with
the phenomenal progress made since the mid-1990s in
processing of materials, especially films, and in producing

Table 5. Representative Pyroelectric Materials

Materials Type Pyroelectric Coefficient/pi (mC �m�2 K� 1) at 1C

Triglycine sulfate (TGS) Single crystal 280 (35)
Deuterated TGS Single crystal 550 (40)
Lithium tantalite (LiTaO3) Single crystal 230 (25)
SBT, (SrBa)Nb2O6 Single crystal 550 (23)
Modified lead zirconate (PZ) Ceramic 400 (23)
PVDF Polymer film 27 (25)
BST (Ba0.65Sr0.35)TiO3 (bias field¼0.6 V/mm) Ceramic 7000 (20)
PST,Pb(Sc0.5Ta0.5)O3 (bias field¼10 V/mm) Sputtered film 850 (20)
Antimony sulfoiodide, SbSIa Film, laser ablated on Pt/Si 12.4 (19.2)
PNZT, Nb-doped PZTb Film, solgel grown on Pt/Si 1080 (23)

aThick film grown on Pt/Si substrate by PLD [22].
bSolgel film on Pt/Si ofPb(Nb0.02Zr0.2Ti0.8)3 [14].

Source: Ref. 23.
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integrated structures with silicon [26], it is reasonable to
assume that the pyrooptic effect might attain its rightful
importance in the infra-red technology.

2.7. Antiferroelectricity

Once again we have copied this term from the vocabulary
of magnetism. In antiferromagnets electronic spins are in
antiparallel configuration. Similarly, the dipoles are anti-
parallel to each other in an antiferroelectric material. In
these crystals the polarization is distributed throughout
in the bulk of the material in an antiparallel arrangement
such that the net polarization is zero. Figure 8b may be
considered to schematically represent such a system. Note
that this is a highly ordered configuration and must not be
confused with the randomness of the dipoles caused by
lattice vibrations. According to the classic work by Jona
and Shirane [21], an antiferroelectric material is to be de-
fined as an antipolar crystal whose free energy is compa-
rable to that of a polar crystal. In an antipolar crystal the
dipole interactions are such that they cause the antipar-
allel domains to dominate. Obviously these materials do
not exhibit hysteresis loops between the polarization and
the electric field. But a large anomaly is experimentally
detectable when the structure changes from a completely
unpolarized state to the antiferroelectric state at the tran-
sition point. Antiferroelectricity is a fundamental part of
ferroelectricity and plays an important role in under-
standing the physics behind dielectric materials. Lead zir-
conate (PbZrO3) is one of the most famous examples of
antiferroelectricity. It shows a large anomaly in the tem-
perature dependence of the dielectric constant at about
2501C and no dielectric loop at all [21]. This is a very im-
portant constituent of PLZT, PNZT, PZT, and other com-
pounds that have enormous technical importance.

2.8. Multiferroic Magnetoelectrics

No discussion of ferroelectricity can be complete without
considering multiferroic materials. These are the materi-
als in which ferroelectricity and ferromagnetism can co-
exist in the same phase. They are also known by different
terms, such as magnetoelectrics and ferromagnetoelectrics.

Ferromagnetism and ferroelectricity have been exten-
sively researched and used in developing many applica-
tions and technologies. They both remain to a great extent
independent fields of science with little or no overlap.
However, the scientific and technological importance has
long been realized for materials showing both ferromag-
netism and ferroelectricity in the same phase and prefer-

ably above room temperature. Unfortunately such
materials are not found in nature and have until relative-
ly recently frustrated the efforts to produce them with a
high degree of reproducibility in laboratories. This scarci-
ty might be anchored in the fact that the transition metal
d electrons, which are essential for the origin of ferromag-
netism, tend to reduce the lattice distortion that causes
ferroelectricity [27]. This results in a weak coupling be-
tween the spontaneous magnetization and spontaneous
polarization. Because of the advancement in film technol-
ogy and successful fabrication of integrated structures and
superlattices, the search for new multiferroic materials
has become very active. This covers a broad spectrum of
materials ranging from composites to epitaxial films. It
has been reported that magnetoelectric effects can be in-
troduced in the thin film consisting of nanometric level of
CoFe2O4 [cobalt ferrite (CFO)], which is a ferromagnetic
material, and ferroelectric lead titanate (PbTiO3) [28].
Bismuth manganate (BiMnO3) is another material in
which magnetoelectricity has been predicted [29]. The ex-
perimental search for this effect in BiMnO3 was presented
at a workshop conducted under the sponsorship of the US
Office of Naval Research [30].

Of special importance are the two new discoveries. The
presence of ferroelectricity in magnetic bismuth ferrite
(BiFeO3) has been conclusively shown by Palkar et al. [31].
They grew pure phase of bismuth ferrite on platinized sil-
icon substrates by the pulsed-laser ablation method (PLD)
under multiple partial pressures of oxygen. They report
the existence of saturated ferroelectric loop for their sam-
ples, and the typical anomalous behavior of the tempera-
ture dependence of dielectric constant, which is the
signature of a ferroelectric material. This anomaly occurs
at the antiferromagnetic transition temperature (TN) of
B3801C. The ferroelectric transition occurs at B8101C.
This is a remarkable result and is certain to contribute to
the field of multiferroic materials and their applications.

Another equally important discovery has been reported
by Hur et al. [32]. Electric polarization reversal and mem-
ory effects were induced by external magnetic field rang-
ing from 0 to 2 T (tesla) in terbium manganate (TbMn2O3)
multiferroic material. This is the first time anyone has
been able to demonstrate strong coupling between mag-
netic and ferroelectric states. Besides polarization rever-
sal induced by a magnetic field, the investigators were also
successful in attaining memory effects under the combined
influence of magnetic and electric fields. Like the previous
work, this outstanding discovery is certain to impact the
science and information technology.

Table 6. Examples of Some Pyrooptic Materials

Materials Formula Temperature Range (1C) Pyrooptic Coefficient yp (�10� 4 K� 1)

Antimony sulfoiodide SbSI 0–15 75
Bismuth vanadate BiVO4 20–100 2.8
Molybdenum disulfide MoS2 �100 to þ18 1.63
Lead titanate PbTiO3 �60 to þ40 1.5
Barium titanate BaTiO3 29–120 3.1
Triglycine sulfate TGS 40–300 5.0

Source: Ref. 24.
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3. MATERIALS PROCESSING

The ferroelectric materials are processed in three princi-
pal ways: ceramic processing, film deposition, and single-
crystal growth. Each of these methods has its merits and
demerits. Their selection depends primarily on the factors
such as cost, volume of materials needed, and intended
use. In the next few paragraphs we will briefly survey the
three processing techniques applicable to ferroelectric ma-
terials.

3.1. Ceramic Processing

For large-scale production and applications this is the
most widely preferred processing technique applied to
produce dielectric materials including ferroelectrics. It is
a relatively simple technique, is moderately expensive,
and gives high returns on investment. Additionally, it
lends itself easily to implementation of modifications and
parameter adjustments for producing materials with pre-
dictable properties in large volumes. On a smaller scale, it
provides an excellent research tool for designing and dis-
covering new dielectric materials.

This consists of seven major steps as shown in Fig. 14.
The first and foremost step is to begin with highest possi-
ble purity grades of raw materials in proper weight or mole

ratio. Then they should be mixed thoroughly such as by
ballmilling to break down the particle size and obtain a
homogeneous mixture. The subsequent steps of heat treat-
ment and forming desired shapes and sizes follow this step.
Then the most critical step is undertaken. The compaction
takes place by applying uniformly high pressures to the
dies containing the desired shapes and forms. Hydrostatic
pressing at elevated temperatures is the most desirable
approach to obtain a high-density and high-quality mate-
rial. However, if such a system is not available, cold hy-
drostatic pressing, or simply cold or hot isostatic pressing
are available alternatives. Once the pressing is done, the
green ceramic needs to be sintered at high temperatures,
which are mostly 90% of the melting temperature of the
materials, for hours in a specialized atmosphere. Air an-
nealing is usually sufficient. However, depending on the
chemistry of the material, it is necessary to do annealing in
reducing, oxidizing, or neutral atmospheres. The logic be-
hind sintering at high temperatures for extended time pe-
riods is to allow the diffusion process to produce single-
phase, homogenous materials with large grains (crystal-
lites) and with practically no voids. Each heat treatment
aids in attaining this goal. It is important that the steps
shown in boxes (second, third, and fourth seen from the
top) in Fig. 14 should be repeated at least 3 times before
high-pressure operation takes place. This laborious and
time-consuming processing method ensures the quality of
the material to be produced. Once the ceramic samples be-
come available, they are ready for use either for scientific
experiments or for product development.

3.2. Film Deposition

Because of their multifunctional nature, ferroelectrics
lend themselves to a large number of applications and de-
velopment of novel devices for which high-quality epitax-
ial or textured films are required. They are grown by a
variety of techniques; the most common ones are sputter-
ing, electron-beam evaporation, solgel, metallorganic de-
position (MOD), physical vapor transport (PVT), and
pulsed-laser deposition (PLD). As in the case of ceramic
processing, the choice of the method for film growth de-
pends on many factors; again, the foremost are the cost
and quality of films needed. As can be expected, each of
these methods has its merits and limitations. The litera-
ture is full of excellent books and publications dealing
with each of these techniques. Unfortunately, we are not
in a position to cover any of these methods in depth in this
article. However, we are giving here some basic informa-
tion related to the methods mostly used by the ferroelec-
tric community for the benefit of the reader.

For large-scale production, sputtering and solgel are
the leading methods used on industrial scale. Having sim-
ilarity with solgel MOD is also widely used but it is not as
effective a method as solgel. The PVT method is used only
when other methods are not applicable such as if the ma-
terial has high vapor pressure. These are mostly iodides,
fluorides, sulfides, and similar compounds. The PVT meth-
od is capable of producing high-quality textured or even
single crystalline films on a variety of substrates. Howev-
er, it has its own limitations and is not easily modifiable

High - purity - grade raw materials mixed in desired
proportion by weight or mole percent 

Ballmilled to achieve thorough mixing 

Sintered at high temperatures in appropriate 
atmospheres to allow diffusion process to produce 

homogenous mixture

Fine - ground powder mixed with organic binders are 
packed tightly in stainless - steel dies of appropriate 

geometries.

Well - formed green ceramics are released from dies
and then sintered at high temperatures in an 

appropriate atmosphere for several hours to obtain
 dense and single - phase polycrystalline samples

The sintered ceramic samples can be used as target for 
laser ablation or for fundamental studies or device 

fabrication

Pressure is applied uniaxially or isostatically and at 
room temperature or at higher temperatures depending 

on facilities available

Figure 14. Flow diagram for ceramic pressing.
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for large-scale applications. Figure 15 shows a simple ex-
perimental arrangement developed by us [22] for the
growth of antimony sulphoiodide (SbSI) films for pyroelec-
tric and pyrooptic research [26]. High-quality textured or
even single-crystal films could be grown of this high vapor
pressure material by the PVT method.

The PLD method is versatile and has been used for the
growth of a large number of oxides including ferroelectrics,
high-temperature superconductors, and colossal magneto-
resistive (CMR) materials. Since its discovery in late 1980s
when it was first introduced very successfully for
the growth of high-temperature superconductor, especial-
ly 123 YBCO, PLD has become the choice method for re-
search on oxide growth. It is a versatile method and can
be easily adopted to implement necessary changes in
growth parameters. Its greatest strength lies in the fact
that it retains the chemical homogeneity of the film with
respect to its source (called ‘‘targets’’ in the language of
PLD) and can produce polycrystalline, textured, or single-
crystalline films; integrated structures; and superlattices.
It is also used for the growth of complex device configura-
tions. An excellent treatment is given of PLD technology in
Ref. 33.

3.3. Single-Crystal Growth

Single-crystal growth has been the most fascinating and
challenging area of materials processing. Ceramics, films,
integrated structures, and superlattices can meet many
scientific and technical needs, yet there are still some very
specialized needs for high-quality bulk single crystals.
Substrates for epitaxial growth of films are exclusively
bulk single crystals. This has been a very well-established
field for more than a century. Its biggest impact in tech-
nology came with the invention of transistors in the late
1950s when it was realized that device-quality single crys-
tals of silicon were needed for superior performance and
reproducibility of the transistors. The crystal growth
method, which is today widely known as the ‘‘Czochralski
technique,’’ lived up to this enormous technical challenge.
It is the most widely used method for crystal growth.
Other growth methods are high-temperature solution
growth (HTSG), aqueous solution growth (ASG), Bridg-

man growth, top-seeded solution growth (TSSG), and tem-
perature-gradient transport growth (TGTG), to name only
a few. The literature is full of crystal growth methods ap-
plicable to a variety of materials. Obviously it is not within
the scope of this article to survey the literature for the
crystal growth of even ferroelectric materials. Interested
readers are referred to some excellent work such as given
in Refs. 34–36.

Here we plan to limit ourselves to a very introductory
presentation of this subject. The selection of an appropri-
ate growth method depends on all the factors outlined in
the previous two sections. But the most important criteri-
on is to determine whether a material melts congruently
or incongruently. When, for example, the melt and the
solid of a material have the same chemical composition,
then the material’s melting point is congruent. Otherwise,
it is incongruent. Very few ferroelectrics melt congruently.
As a result, the famous Czochralski technique cannot be
employed for the growth of these materials. This is unfor-
tunate in the sense that other methods are not as versatile
as the Czochralski technique in producing large single
crystals in a reasonable amount of time. The most suc-
cessful methods for the growth of ferroelectric crystals
have been HTSG, TGTG, TSSG, and ASG. The Czochral-
ski technique has been widely used for the congruently
melting members of the family of barium strontium titan-
ate (BST), strontium barium niobate, and lithium niobate
(LiNbO3). All these are highly attractive materials for
electrooptic applications and fabrication of optical wave-
guides. Lithium niobate, an excellent ferroelectric and
piezoelectric material, is also widely used as substrates
for building integrated structures.

The famous pyroelectric material, TGS, is grown by
AGS method. This is an excellent material for IR imaging.
But its hygroscopic nature is a drawback. A large number
of ferroelectric crystals have been grown by the HTSG
method, which is also known as the ‘‘flux growth method.’’
Here a suitable solvent is used for dissolving the raw ma-
terials (called ‘‘charge’’ in the vocabulary of crystal
growth) at high temperatures and then cooled very slow-
ly (usually 1–21/h) over many weeks. Relatively large (a
few millimeters to a few centimeters) crystals grow that
are harvested by dissolving the frozen flux in a suitable
solvent. Barium titanate (BaTiO3) has been grown in
device quality by the TSSG method.

A variation of this method is TGTG. This is a very in-
novative technique and has been applied for the growth of
some otherwise difficult-to-grow ferroelectrics with a min-
imum of compositional gradient within the bulk of the
sample. Potassium tantalate niobate (KTN), (Fig. 16),
which has excellent electrooptic, ferroelectric, and pyro-
optic properties, has been grown as a large single crystal
by this method [20].

4. APPLICATIONS

In the preceding sections we have established the multi-
functional nature of ferroelectrics. Ferroelectrics, as we
have already seen, are high dielectric constant materials,
which also possess reversible spontaneous polarization

Film  

Source

Figure 15. SbSI films grown by physical vapor transport
method.
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and piezoelectric coupling as well as pyroelectricity
simultaneously. These properties are the driving forces
behind the importance of ferroelectrics in a wide range
of technologies. In fact, they play a very vital role in the
advancement of technologies ranging from classical to ul-
tramodern. Classically, ferroelectrics are ceramics. Owing
to their unique electrical properties they are also impor-
tant members of the family of electroceramics.

It is not within the scope of this article to discuss in
depth even the most important applications based on the
multifunctional nature of ferroelectric materials. Interest-
ed readers will find the two publications [15,37] useful in
understanding of applications based on ferroelectrics and
associated phenomena and their impact on technology, es-
pecially electronic, electrooptic, communication, and in-
formation technology.

By carefully evaluating the multiple properties and
phenomena associated with these classes of polar materi-
als, we can get an idea of the enormity of its importance to
technology and its potential for the development of novel
devices. We can summarize them as follows:

* Because ferroelectrics are piezoelectric as well as
pyroelectric, they are also multifunctional.

* Piezoelectricity can exist alone in some polar materi-
als, or it can be accompanied by pyroelectricity,
or in some other materials all three effects—ferro-
electricity, piezoelectricity, and pyroelectricity—can
coexist.

* All pyroelectrics are piezoelectrics but not necessarily
ferroelectrics as well.

* The discovery of existence of both ferroelectricity and
ferromagnetism in the same phase (previously re-
ferred to as mutltiferroic or magnetoelectric) opens
avenues for world-class research in materials science,
physics, and microelectronics.

* Because piezoelectricity is an excellent class of elect-
ro-optic materials, its impact on the optical industry
is conspicuous.

In the beginning of this article we briefly examined the
equilibrium diagram (Fig. 1) between three forces, electric
field (E), temperature (T), and mechanical stress (Tij),
and their respective consequences; namely, displacement
(D), entropy (S), and stress (Sij). These six agents couple
together in noncentrosymmetric crystals to produce
the multifunctional phenomenon of ferroelectricity. Fig-
ure 17 presents some of these interactions and their con-
sequences.

We have already seen that the domains in ferroelectrics
even at room temperature can be randomly oriented.
Therefore, the materials need to be poled before they
can be utilized for device fabrication and integration. Pol-
ing is a relatively simple operation. First, metallic elec-
trodes are deposited by thermal evaporation or sputtering
or by other means on the surfaces of the samples so
that an electric field can be applied to them. Then they
are subjected to a DC electric field, which is much greater
than the sample’s coercivity, while slowly raising the
temperature to a point above the Curie point of the ma-
terial, where it is held for some time to ensure that
the entire material is in equilibrium in its paraelectric
state. Subsequently, the temperature is slowly lowered
to room temperature in the presence of the field. The pro-
cess involves the nucleation of domains as soon as
the temperature is lowered slightly below the Curie point.
Once the domains form they orient themselves in the

Figure 16. Potassium tantalate niobate (KTN) single crystals
[20]; the length scale shown here corresponds to 1 cm.

Agents

Electric field Mechanical stress Temperature

Direct 
piezoelectric 
effect
Piezocaloric 
effect
Piezooptic 
effect

Pyroelectric 
effect
Thermoelectric 
effect
Heat capacity 
effect

Converse 
piezoelectric effect
Electrocaloric 
effect
Electrooptic effect

(a)

(b)

(c)

(a)

(b)

(c)
Memory effect (d)

(a)

(b)

(c)
Figure 17. Agents and effects responsible for fer-
roelectric applications [15].
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direction of the field that is present in the sample. Their
number keeps on increasing, as the sample is finally
reaches room temperature. Now all the domains in the
material are should be fully aligned and will remain so
even after the field is removed. At this stage, the poling
has been completed and the field is removed. The sample
will retain its poled status as long as it is not reheated
above the Curie point. In that event, one will have to re-
pole the specimen.

On one end of the application spectrum, ferroelectrics
are the dominant material for design and fabrication of
ceramics. They are produced in large volumes and have
the largest share of capacitor market throughout the
world. Because of their unusually high dielectric constant,
a large quantity of electrical energy can be stored in a
relatively small volume and capacitor size. Therefore, fer-
roelectric-based capacitors can be made in large to minia-
turized shapes and fulfill vital functions in electronics and
integrated circuits.

On the other end of the spectrum, ferroelectrics
are conspicuously present in an array of modern applica-
tions covering as varied fields as MEMS technology,
radiofrequency and microwave communication, informa-
tion technology, electrooptics, optical communications,
infrared imaging, uncooled focal plane arrays, and
nonvolatile memory, to name just a few applications and
technologies to which ferroelectric materials have contrib-
uted.

Ferroelectrics dominate the scene of actuators and
transducers because of their piezoelectric properties.
Among all commercially available piezoelectric materials,
Pb zirconate titanate (PZT) plays a very prominent role.
Table 4 lists other piezoelectric materials. PZT is the most
widely used piezoelectric material and has established it-
self as a leading transducer material in microelectrome-
chanical (MEMS) technology.

When it comes to infrared imagining applications, fer-
roelectric materials once again lead the pack of materials
suitable for fabrication of detectors that can operate above
room temperature. These are the so-called uncooled focal
plane arrays. Around 1990 Texas Instruments in Dallas,
Texas championed ferroelectric-based uncooled focal plane
arrays. The original material used was highly dense ce-
ramic of barium strontium titanate (BST) having a tran-
sition temperature of around room temperature. In this
type of device, the unique pyroelectric properties of ferro-
electrics are exploited. In Table 5 we list the leading pyro-
electric materials.

Memory devices based on ferroelectric materials
are nonvolatile, meaning that the data stored are retained
in the memory even when the power fails or is switched
off. This is comparable to the well-established magnetic
memories. Another class of widely used memory is DRAM
(or dynamic random access memory), which consists
of volatile memories. These memories are based on silicon
integrated circuit technology, in which the stored data are
lost once the electrical power of the device is switched off.
In spite of this serious drawback and inconvenience,
DRAMs are widely used because of their high integration
capability. Nonvolatility of a ferroelectric memory is the
result of the stable bipolar states of its hysteresis loop

discussed previously in this article. Constant improve-
ments are being made in the design and integration of
FeRAMs.

Ferroelectrics are also an established group of materi-
als for microwave communications. Barium strontium ti-
tanate (BST) appears to be the leading material for such
applications. The literature is full of reports on how BST
can be used in developing integrated structured devices to
meet various requirements of the microwave communica-
tion. Ferroelectrics are attractive materials for microwave
devices because (1) they have low microwave losses in the
paraelectric phase, (2) dielectric permittivity is DC-field-
dependent, (3) tunability is high, and (4) extremely high
values of permittivity make it possible to miniaturize the
devices. The ferroelectric integrated structures (with sil-
icon and superconductors) are attractive for many micro-
wave applications:

* Varactors and varactor-based devices such as mixers
and harmonic generators

* Tunable resonators, filters, and antennas
* Miniature tunable delay lines and phase shifters
* High-density capacitors and small-size low-imped-

ance transmission lines
* Thin-film ‘‘bulk acoustic wave’’ resonators and filters
* Surface acoustic wave (SAW devices) filters, convolve-

rs, converters, and similar devices
* MEMS switches for actuation and transduction.

A good survey of applications of ferroelectric materials in
microwave communications is covered by Patel et al. [38].
Interested readers will benefit greatly from consulting
this resource. Integrated structured devices using ferro-
electric materials as one of the components are becoming
increasingly important for development of new microwave
[39] and other applications [40–46].

The following books and other publications are recom-
mended for serious readers who would like to gain an in-
sight in the field of ferroelectricity and related
phenomena.

BIBLIOGRAPHY

1. G. Heckmann, Ergebnisse der exacten Naturwissenschaften

4:140 (1925).

2. J. F. Nye, Physical Properties of Crystals, Oxford Science
Publications, 1986.

3. M. E. Lines and A. M. Glass, Principles and Applications

of Ferroelectrics and Related Material, Clarendon Press,
1977.

4. E. C. Subbarao, Ferroelectrics 5:267 (1973).

5. R. P. Viswanath and A. T. Seshadri, Solid State Commun.
92:831 (1993).

6. R. K. Pandey, P. Padmini, and P. Kale, unpublished results,
Laboratory for Electronic Materials and Device Technology
(www.emdtech.eng.ua.edu), Univ. Alabama, Tuscaloosa, AL.

7. J. Valasek, Phys. Rev. 17:475 (1921).

8. Draft 16 of a Working Document for a Proposed Standard
to be entitled IEEE Standard Definitions of Terms Associated

with Ferroelectric and Related Materials; see IEEE

FERROELECTRIC MATERIALS 1519



Trans. Ultrason., Ferroelectrics Freq. Control 50:1613
(2003).

9. L. Solymar and D. Walsh, Electrical Properties of Materials,
6th ed., Oxford Science Publications, 1999.

10. P. B. Jamieson, S. C. Abrahams, and J. L. Bernstein, J. Chem.

Phys. 48:5048 (1968).

11. C. B. Sawyer and C. H. Tower, Phys. Rev. 35(3):269 (1930).

12. J. K. Sinha, J. Sci. Instrum. 42:696 (1965).

13. E. Fatuzo and W. J. Merz, Ferroelectricity, North-Holland,
Amsterdam, 1966.

14. H. Han, X. Song, J. Zhong, P. Padmini, S. Kotru, and R. K.
Pandey, Appl. Phys. Lett. (Nov. 2004).

15. K. C. Kao, Dielectric Phenomena in Solids, Elsevier Academic
Press, 2004.

16. G. T. A. Kovacs, Micromachined Transducers Sourcebook,
McGraw-Hill, 1988.

17. C. Nistrorica, J. Zhang, P. Padmini, S. Kotru, and R. K. Pan-
dey, Integr. Ferroelectrics 62 (2004).

18. C. Nistorica, Integrated PNZT Film Structures for MEMS
Gyroscope, dissertation, Univ. Alabama, Tuscaloosa, AL,
2003.

19. S. Kotru, W. Liu, and R. K. Pandey, Proc. 12th IEEE

Int. Symp. Applications of Ferroelectrics (ISAF 2000),
2001.

20. K. W. Goeking, R. K. Pandey, P. J. Squattrito, A. Clearfield,
and H. R. Beratan, Ferroelectrics 92:89 (1989).

21. F. Jona and G. Shirane, Ferroelectric Crystals, Dover Publi-
cations, 1993 (originally published in 1962).

22. S. Kotru and R. K. Pandey, unpublished result, Laboratory for
Electronic Materials and Device Technology (www.emd-

tech.eng.ua.edu), Univ. Alabama, Tuscaloosa, AL.

23. A. J. Moulson and J. M. Herbert, Electroceramics, 2nd ed.,
Wiley, 2003.

24. J.-F. Li, D. Viehland, A. S. Bhalla, and L. E. Cross, J. Appl.

Phys. 71(5):2106 (1992).

25. L. E. Cross, A. S. Bhalla, F. Ainger, and D. Demjanovic,
Pyro-Optic Detector and Imager, US Patent 4,994,672
(1991).

26. R. K. Pandey, S. Kotru, X. Song and D. Donnelly, Bulletin of

the American Physical Society, paper P. 21.6, presented at
March 2003 Meeting of American Physical Society, Montreal,
Canada, 2004.

27. N. Spaldin, Why Are So Few Magnetic Ferroelectrics? gradu-
ate seminar abstract, Univ. California, Santa Barbara,
2003.

28. I. Takeushi, K.-S. Chang, M. Murakami, M. Aronova,
C. I. Lin, and J. Hattrick-Simpers, Bulletin of the American

Physical Society, paper P. 21.3, presented at March 2003
Meeting of American Physical Society, Montreal, Canada,
2004.

29. N. A. Hill and K. M. Rabe, Phys. Rev. B 59:8759 (1999).

30. D. Schlom, V. Gopalan, X. Pan, A. K. Cheetham, and R.
Ramesh, ONR Workshop on Frontiers of Epitaxial Engineer-
ing, Moab, UT, 2004.

31. V. R. Palkar and R. Pinto, PRAMANA-J. Phys. (Indian Acad-
emy of Sciences) 58(5):1003 (2002).

32. H. Hur, S. Park, P. A. Sharma, J. S. Ahn, S. Guha, and S.-W.
Cheng, Nature 2572 (2004).

33. D. B. Chrisey and G. K. Hubler, Pulsed Laser Deposition of

Thin Films, Wiley, 1994.

34. D. Elwell and H. J. Scheel, Crystal Growth from High-

Temperature Solutions, Academic Press, 1975.

35. J. J. Gilman, ed., The Art and Science of Growing Crystals,
Wiley, 1963.

36. B. R. Pamplin, ed., Crystal Growth, 2nd ed., Pergamon Press,
1980.

37. K. Uchino, Ferroelectric Devices, Marcel Dekker, 2000.

38. D. M. Patel, J. M. Pond, and J. B. I. Rao, Microwave ferro-
electric devices, in J. G. Webster, ed., Wiley Encyclopedia of

Electrical and Electronics Engineering, Vol. 13, Wiley,
New York, 1999, p. 109.

39. S. Hontsu, H. Nishikawa, H. Nakai, J. Ishii, M. Nakamori,
A. Fujimaki, Y. Noguchi, H. Tabata, and T. Kawai, Supercon-

duct. Sci. Technol. 12:836 (1999).

40. Y. Watanabe, Appl. Phys. Lett. 66:1770 (1995).

41. S. Mathews, R. Ramesh, T. Venkatesan, and J. Benedetto,
Science 276:238 (1997).

42. W. Wu, K. H. Wong, C. L. Mak, C. L. Choy, and Y. H. Zhang,
J. Appl. Phys. 88:2068 (2000).

43. A. M. Grishin, S. I. Khartsev, and P. Johnsson, Appl. Phys.

Lett. 74:1015 (1999).

44. T. Wu, S. B. Ogale, J. E. Garrison, B. Nagaraj, A. Biswas,
Z. Chen, R. L. Greene, R. Ramesh, T. Venkatesan, and A. J.
Millis, Phys. Rev. Lett. 86:5998 (2001).

45. S. R. Surthi, S. Kotru, and R. K. Pandey, Integr. Ferroelectrics

48:263 (2002).

46. S. Surthi, Integration of Colossal Magnetoresistive Materials
with Ferroelectrics, dissertation, Univ. Alabama, Tuscaloosa,
AL, 2001.

FURTHER READING

F. Jona and G. Shirane, Ferroelectric Crystals, Dover Publications,
1993 (a classic piece of literature on ferroelectricity).

J. F. Nye, Physical Properties of Crystals, Oxford, Univ. Press,
1985 (a fundamental work essential for all students of ceram-
ics and dielectrics).

J. C. Burfoot and G. W. Taylor, Polar Dielectrics and Their Appli-

cations, Univ. California Press, 1979 (a good introductory book
on polar materials).

M. E. Lines and A. M. Glass, Principles and Applications of Fer-
roelectrics and Related Materials, Clarendon Press, 1977 (this
book deals comprehensively with physics of ferroelectricity and
its applications; intended for advanced study and research in
the field).

K. C. Kao, Dielectric Phenomena in Solids, Elsevier, 2004 (an ex-
cellent treatment of dielectric materials, including ferroelec-
trics and associated phenomena; a must-read book for students
at the senior undergraduate and graduate levels).

J. Moulson and J. M. Herbert, Electroceramics, 2nd ed., Wiley,
2003 (offers an in-depth treatment of electroceramics).

K. Uchino, Ferroelectric Devices, Marcel Dekker, 2000 (an intro-
ductory book of its kind on device aspects of ferroelectricity and
related materials).

IEEE Standard Definitions of Terms Associated with Ferroelectric

and Related Materials, Draft 16, reprinted in IEEE Trans.

Ultrason. Ferroelectrics Freq. Control 50:1613 (2003)
(this standard should be consulted for basic definitions
and terms in the field of ferroelectricity and related
materials; it is an essential work to consult for ferroelectric
research).

1520 FERROELECTRIC MATERIALS

Next Page



FILTER SYNTHESIS

ERNST LUEDER

University of Stuttgart

1. AN OVERVIEW OF CLASSICAL FILTERS

Electrical filters are, as a rule, lossless two-ports embed-
ded in resistances R1 and R2, as shown in Fig. 1. A lossless
two-port may contain only inductors, capacitors, and ideal
transformers. The filters allow a band of the input fre-
quencies to pass with only a small attenuation while all
remaining frequencies are to a large extent suppressed.
The transfer function

V2ðpÞ

V0ðpÞ
¼F�ðpÞ ð1Þ

also called the transfer voltage ratio or the insertion volt-
age gain, is a function of the complex frequency p, where
p¼ jo stands for the natural and measurable angular
frequencies o. For brevity o will from now on be called
simply the frequency. From F*(jo)¼A(o)ejj(o) are derived
the magnitude A(o)¼|F*(jo)| and the phase j(o)¼
arg F*(jo) with the group delay t(o)¼ �dj(o)/do. The
attenuation function is a(o)¼ � 20 log|F*(jo)| in dB
(decibels) or, more seldom, ln|F(jo)| in Np (nepers). The
relation is 1 Np¼ 8.686 dB.

The synthesis of filters follows a well-established pat-
tern. First the properties of a transfer function F*(p) of a
two-port with given types of components have to be estab-
lished. This guarantees the existence of a solution with
realizable positive values of the components as long as the
desired transfer function exhibits the above mentioned
properties. The most common types of components for
classical filters are lossless inductors and capacitors, as
well as ideal transformers for the two-port and resistances
R1 and R2 as internal resistance of the source and as the
terminating load. This case is treated in this article. Other
types of components are switches such as FETs, capaci-
tors, and operational amplifiers in so-called switched
capacitor filters or delays, adders and multipliers in digi-
tal filters or resistors, capacitors and operational amplifi-
ers in RC-active filters, or electromechanical transducers
and a set of electrodes in surface acoustic wave (SAW) fil-
ters, which are treated in the last section.

The next step in filter synthesis is the approximation of
given specifications for a particular filter by functions
meeting the requirements of F*(p). The last step is the

calculation of the values of the components by mathemat-
ical means from the functions approximating the specifi-
cations. This step also provides the topology of the two-
port. For approximations it is mathematically easier to
handle the square of the magnitude |F*(jo)|2. For a loss-
less two-port in Fig. 1 F*(p) has the following properties
[1,2]:

1. F*(p) is a rational function in p, real-valued for real-
valued p; as a consequence, the coefficients in F*(p)
are real-valued if the numerator and the denomina-
tor of F*(p) do not contain a common complex factor.

2. Stability requires the poles of F*(p) to lie in Re po0
and the degree of the numerator not to exceed the
degree of the denominator. The denominator is
hence a Hurwitz polynomial.

3. The numerator is either an even or an odd polyno-
mial in p if common factors in the numerator and the
denominator are not canceled.

4. The maximum power available at the output reveals
the upper bound (Feldtkeller condition):

jF�ðjoÞj �
1

2

ffiffiffiffiffiffi
R2

R1

s

¼
1

q
ð2Þ

A given F*(p) meeting these requirements is always real-
izable by a lossless two-port embedded in R1 and R2.
|F*(jo)|2 can also be expressed by the reflection coeffi-
cient introduced by S. Darlington [3]

S11ðjoÞ¼
R1 � Z1ðjoÞ
R1þZ1ðjoÞ

ð3Þ

as

jF�ðjoÞj2¼
R2

4R1
ð1� jS11ðjoÞj2Þ ð4Þ

where Z1(jo) represents the input impedance of the two-
port loaded by R2. S11 is an element of the scattering
matrix. Instead of transfer functions the inverse of the
transfer function V0/V2 or V0/2V2 is also applied. These
functions are also called the insertion voltage loss. In
this article

V0ðpÞ

V2ðpÞ
¼K�ðpÞ ð5Þ

will be used.

R2

R1 I1

V0 V1 V2

Lossless
two-port

I2

Figure 1. Lossless two-port embedded in resistances R1 and R2.

|F *( j   )|2

q–2

q –3

2

c*

�

�c� �

Figure 2. Lowpass filter with cutoff frequency oc, 3 dB cutoff fre-
quency oc*, and the equiripple between q� 2 and q� 2

�a2.
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The insertion loss [4]

20 log
R2

R1þR2

V0ðjoÞ
V2ðjoÞ

����

����¼ 10 log
P0

P2
ð6Þ

is based on the ratio between the power P0¼|V0(jo)|2R2/
(R1þR2)2 dissipated in R2 without the two-port inserted
in between the source V0 with R1 and the load R2 and the
power P2¼|V2(jo)|2/R2 dissipated in R2 in the presence
of the two-port.

Figures 2–5 depict examples for |F*(jo)|2 of charac-
teristic filters, such as a lowpass, a highpass, a bandpass,
and a bandstop. The beginning and the end of the
passband are defined by a cutoff frequency oc or o�c. For
the lowpass in Fig. 2, o�c is chosen as the frequency, where
jF�ðjoÞj2 has decreased to half of the value at o¼ 0 (3 dB
frequency).

Another choice is a specific frequency oc. For example,
in Fig. 2 jF�ðjoÞj2 leaves the band of equiripple behavior,
later also called Chebyshev behavior.

A typical example for a lowpass circuit is shown in
Fig. 6. The zeros of F*(p) that generate a zero output volt-
age are visible in the circuit diagram. The series–parallel
resonator exhibits an infinite impedance at the resonant
frequency o1, preventing signals from reaching the out-
put. The same is true for the shunt–series resonator
exhibiting a zero impedance at the resonant frequency
o2. Finally, a zero output is observed at o¼N because the
shunt capacitors have a zero impedance and the series
inductor exhibits an infinite impedance. Nonideal resona-
tors represent a resistor R at the resonant frequency. The
larger the quality factor Q of a resonator is, the better the

transmission zero is realized. For series resonators Q¼
Z/R, whereas for parallel resonators Q¼R/Z with
Z¼

ffiffiffiffiffiffiffiffiffiffi
L=C

p
. L stands for the value of the inductor and C

for the value of the capacitor. jF�ðjoÞj ¼ const means a lack
of amplitude distortion; together with an arbitrary phase
j(o) it defines an allpass, the transfer function of which is

F�ðpÞ¼ k
rð�pÞ

rðpÞ

where r(p) is a Hurwitz polynomial in p and k a constant.
F*(p) with a linear phase j(o)¼ �ot0 reflecting in a con-
stant group delay t0 and with an arbitrary magnitude be-
longs to a two-port without phase distortion. F*(p) with a
constant nonzero magnitude in joj 2 ½0;oC�, zero magni-
tude otherwise, and a linear phase �ot0 is called an ‘‘ideal’’
lowpass, which works as a delay line with delay t0 for
frequencies in the passband.

A filter cascaded by an amplitude equalizer exhibits an
overall transfer function with an approximately constant
magnitude, whereas a phase equalizer in cascade provides
a linear phase of the overall two-port [4]. The phase equal-
izer is an allpass.

If all reactances in a two-port are discharged at time
t¼ 0, then F*(p) is the Laplace transform of the impulse
response h(t) with

hðtÞ¼
1

2pj

Z sþ j1

s�j1

F�ðpÞeptdp

|F *( j   )|2

a

a
2

c*

�

� �

Figure 3. Highpass filter.

|F * ( j   ) |2�

�

Figure 4. Bandpass filter.
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Figure 6. Example of a lowpass circuit.

|F *( j�)|2

�

Figure 5. Bandstop filter.
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where F*(p) is an analytical function in Re pZs0rs. The
step response is

aðtÞ¼

Z t

0
hðtÞdt

Some lowpasses with specific characteristics are dis-
cussed together with amplitude and phase equalizers in
the following subsections.

Guidelines will be presented on how to determine from
filter tables the component values of a filter meeting given
specifications. This should enable a system engineer to
achieve a quick filter design by selecting the appropriate
type of filter and by then finding the component values in
a table.

1.1. Butterworth Lowpasses

The Butterworth lowpass [9] in Fig. 7 exhibits a maximum
flat magnitude jF�ðjoÞj at o¼ 0—that is, dnjF�ðjoÞj=
don¼ 0 for n¼1,2,y,n, where n is the degree of F*(p).
The decay of the magnitude is moderately steep in
the transition region and approaches n� 20 dB per
frequency decade for large values of o. K*(p)¼1/F*(p) is
a polynomial.

We investigate the step response a(t) for various low-
passes, including the Butterworth lowpass. To compare
a(t) for those lowpasses, we normalize all of them with the
frequency oc, where jF�ðjocÞj ¼ 0:9�F�ð0Þ holds. For low-
passes with equiripple behavior, oc also stands for the end
of the equiripple band. The normalized time is t¼oct.
Figure 8 shows a(t)/a(N) for a Butterworth lowpass with
F*(p) of seventh degree [10]. There is an overshoot of
15.4% over the value a(N), the largest of the lowpasses
compared, but followed by rapidly decreasing oscillations
around the value a(N). Values for the overshoot in %
and for the risetime in t from 10% to 90% of a(N) are
listed in Table 1 for Butterworth lowpasses with F*(p) of
degree 1–7. For a Butterworth lowpass with F*(p) of 7th
degree the risetime is t¼ 2:51o�1

c , the 2nd smallest rise
time of all lowpasses in Table 5.

1.2. Thomson Lowpasses

Thomson lowpasses [11] are given by K*(p)¼ 1/F*(p) rep-
resenting a modified Bessel polynomial. They are there-
fore often also called Bessel lowpasses. F*(p) exhibits a
maximum flat group delay t0 at o¼ 0. The decay of the

magnitude is moderately steep in the transition region
and for a large o is again n� 20 dB/decade, where n is the
degree of F*(p). The step response a(t)/a(N) for the Thom-
son lowpass with n¼ 7 is plotted in Fig. 8 [10]. It is a re-
markably good approximation of an undistorted delayed
step. The overshoot is only 0.49% over a(N). Oscillations
around a(N) are only marginal. Table 2 contains values
for overshoot and risetime of a(t) for n¼1–7 [10]. Accord-
ing to Table 5, the risetime for n¼ 7 is t¼ 1.22oc

� 1, the
smallest value of all lowpasses listed in that table.

1.3. Chebyshev Lowpasses

Chebyshev lowpasses (Fig. 2) possess a magnitude oscil-
lating between two constant boundaries in the passband,
where each extremum touches the boundaries. This is
called an equiripple, or a Chebyshev behavior in the pass-
band. K*(p)¼ 1/F*(p) is a polynomial. The larger the rip-
ple a2 (Fig. 2), the steeper is the decay of jF�ðjoÞj2 in the
transition region from the passband into the stopband.
From all polynomials this decay is steepest. However, in-
dependent of a2 the decay at large os is again n� 20 dB/
decade. The step response a(t)/a(N) for n¼ 7 in Fig. 8 [10]

|F *( j   )|2

c*

F *2(0)

F *2(0)
2

0

�

��

Figure 7. A Butterworth lowpass, maximally flat at o¼0.
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Figure 8. Step responses a(t)/a(N) of various filters with trans-
fer functions F*(p) of seventh degree. The common characteristics
of the filters are provided in the caption and footnote of Table 1.

Table 1. Overshoot and Risetime of Butterworth
Lowpasses with F*(p) of Degree n¼1–7a

n Overshoot (%) Risetime, 10–90% (t)

1 0 1.06
2 4.32 1.50
3 8.15 1.80
4 10.83 2.03
5 12.78 2.22
6 14.25 2.38
7 15.41 2.51

aNormalizing frequency oc is given by jF�ðiocÞj ¼0:9�F�ð0Þ leading to the

normalized time t¼oct.
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exhibits the third largest overshoot over a(N); however,
the oscillations around a(N) decay rather rapidly. Accord-
ing to Table 5 the value for the overshoot is 12.7%, where-
as the rise time is t¼ 3.4oc

� 1, the second largest value in
Table 5. Overshoot and risetime of a(t) for n¼ 1–7 are list-
ed in Table 3 [10].

1.4. Cauer Filters as Lowpasses

Elliptic filters or Cauer filters [12] (Fig. 9) are lowpasses
exhibiting an equiripple behavior in both the passband
and the stopband. They are based on elliptic integrals,
which is why they are also called ‘‘elliptic filters.’’ K*(p)¼
1/F*(p) is a rational function in p. The step response of the
Cauer lowpasses for n¼ 7 in Fig. 8 exhibits the second
largest overshoot and only slowly decaying oscillations
around a(N) [10]. Overshoot and risetime for n¼ 1–7 are
listed in Table 4 [10]. In addition to the properties of the
normalization mentioned previously for Butterworth low-
passes, the minimum stopband attenuation of the Cauer
filters is chosen to be 60 dB.

Table 5 shows a comparison of overshoot and risetime
of the step response for four filter types with F*(p) of
degree 7.

Further filters such as bandpasses, highpasses, band-
stops, or filters with several passbands are obtained by a
frequency transformation applied to the lowpass, where
the frequency characteristics are preserved.

1.5. Design of Filters Using Filter Tables

Three characteristic lowpasses are tabulated to be chosen
from for a given task: the Butterworth, the Chebyshev,
and the Cauer lowpass, the features of which have been

discussed above. The Bessel lowpass is, as a rule, not con-
tained in tables as it deals mainly with properties in the
time domain.

After the selection of the appropriate type of lowpass
the designer turns to the pertinent filter tables. As a rule
only solutions for the special case R1¼R2 are tabulated. If
this is not acceptable because an additional amplifier may
be required, one has to go through the general design pro-
cedure as described in the next paragraph. The general
procedure is also mandatory if different types of specifica-
tions are given, such as steps in the attenuation in the
stopband or the suppression of specific pilot frequencies.

As shown in Fig. 12, the filter requirements are given
by four values for the attenuation aðOÞ¼ � 20 log jF�ðjOÞj
in dB, where

O¼
o
oc

ð7aÞ

is the normalized frequency. Those four values in dB
are A0 the minimum attenuation in the passband, Amax

the maximum attenuation in the passband, Amin the
minimum attenuation in the stopband, and the frequen-
cy Os defining the end of the transition region with a(Os)¼
Amin. For R1¼R2 we obtain A0¼ 0 as a special case. This
reduces the number of specifications to three.

First the reflection coefficient r¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 10�0:1Amax

p
has

to be calculated. A table with Aminþ 10 logðr�2 � 1Þ as
ordinate and Os as abscissa reveals the required degree
n for a given Os(r) Amin, and filter type. Then one turns
to tables for the chosen type of lowpass, the degree n, and
the value r, which provide the normalized values of the
components.

Table 2. Overshoot and Risetime of Thomson Lowpasses
with F*(p) of Degree n¼1–7a

n Overshoot (%) Risetime, 10–90% (t)

1 0 1.06
2 0.43 1.21
3 0.75 1.25
4 0.84 1.25
5 0.77 1.24
6 0.64 1.23
7 0.49 1.22

aNormalization as in Table 1.

Table 3. Overshoot and Risetime of Chebyshev Lowpasses
with F*(p) of Degree n¼1–7a

n Overshoot (%) Risetime, 10–90% (t)

1 0 1.06
2 14.0 1.59
3 6.82 2.36
4 21.2 2.45
5 10.7 2.98
6 24.25 2.95
7 12.68 3.40

aNormalization as in Table 1.

Table 4. Overshoot and Risetime of Cauer Lowpasses with
F*(p) of Degree n ¼ 1–7a

n Overshoot (%) Risetime, 10–90% (t)

1 0 1.06
2 14.0 1.59
3 7.10 2.38
4 22.2 2.57
5 12.2 3.23
6 25.9 3.31
7 13.72 3.81

aNormalization as in Table 1; in addition, minimum attenuation in stop-

band 60 dB.

|F *( j� ) |2

c s0 � ��

Figure 9. A Cauer lowpass (elliptic filter) with equiripple in
passband and stopband; os is end of transition region.
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The normalized values ‘ and c of the reactances pro-
vided by the tables are with a normalizing resistor R1

oL

R1
¼

o
oc

ocL

R1
¼O� ‘ ð7bÞ

and

oCR1¼
o
oc

ocCR1¼O� c ð7cÞ

where

‘¼
ocL

R1
ð8aÞ

and

c¼ocCR1 ð8bÞ

‘ and c are values without dimension.
For the inductors, the denormalized values are

L¼
R1

oc

. l

and for the capacitors

C¼
1

ocR1

. c

This concludes the design with the help of a table.

1.6. Equalization of Amplitude and Phase

In systems the need can arise to change the amplitude,
that is, the attenuation a(o), most often to render it con-
stant in a given range of frequencies. A simple solution is
to replace the resistance R2 at the output by a two-port
with input resistance R¼R2, but a frequency-dependent
inverse transfer function KB*(p) and the associated atten-
uation aðoÞ¼10 log jK�BðjoÞj

2. KB*(p) is multiplied with the
inverse transfer function of the given two-port, whereas
a(o) is added to its attenuation. Such an amplitude equal-
izer is shown in Fig. 38 with the design equation in the
figure caption. If several of those equalizers have to be
cascaded it is easily done by replacing the loading resis-
tance R¼R2 of the first equalizer by the next equalizer
and so on. Table 9 shows a(o) for various equalizer two-
ports. The shapes of a(o) are chosen such that they add to
the attenuation to be equalized at the frequencies where
this is needed. The equalizers, however, also change the
phase of the entire two-port, which is tolerable for all
filters where phase is not important, such as in audio
systems.

The correction of the phase or the group delay of a given
two-port is done by cascading phase equalizers at the out-
put of the given two-port. They are allpasses as depicted in
Fig. 40. The phase equalizers exhibit an input resistance
R¼R2 if terminated by R2, thus replacing the load R2 of
the given two-port. The design equations are given in the
caption of Fig. 40. The equalizers further offer a unit mag-
nitude that is an attenuation a(o)¼0 and a group delay as
shown in Figs. 39a and 39b. By cascading two-ports, the
transfer functions are multiplied and hence the phases in
the exponent of the exponential functions are added. This
also applies to the group delay. The attenuation of the giv-
en two-port remains unchanged due to a(o)¼ 0 of the all-
passes. Figures 39a and 39b reveal how the allpasses must
be chosen to add to the group delay at those frequencies
where an increase is needed. Most often the group delay
has to become constant by a phase equalization.

So far we have dealt with two-ports. There are also
m-n-ports with n input ports and m output ports. They can
realize filterbanks.

2. THE SYNTHESIS OF FILTERS

To obtain general results for lowpasses independent of the
values of the cutoff frequencies oc, we introduce a normal-
ized frequency O¼o/oc pertaining to the s plane with the
imaginary axis s¼ jO. This translates K*(p) in Eq. (5) in
which p¼ jo as follows:

V0

V2
¼K�ðjoÞ ¼K� j

o
oc

oc

� �
¼K�ðjOocÞ¼KðjOÞ

and hence

V0

V2
¼K�ðpÞ¼KðsÞ

The synthesis follows the steps as listed and explained
here:

1. The given tolerance scheme for jKðjOÞj2¼PðOÞ is
approximated by a realizable

jKðjOÞj2 � q2¼ 4
R1

R2
ð9Þ

with q in Eq. (2).

2. From jKðjOÞj2 the function K(s), the characteristic
function f(s); and the elements of the chain matrix
A(s) are determined.

3. A(s) is realized by a lossless two-port by a pole
removal process.

2.1. Calculations for the Individual Steps

The approximation and calculation may be performed by a
general approach based on a least square procedure. How-
ever, as a rule, special functions with suitable properties
are chosen to solve the approximation problem. These

Table 5. Comparison of Overshoot and Risetime of Step
Response for Four Lowpasses with F*(p) of Degree 7a

Lowpass Type Overshoot (%) Risetime, 10–90% (t)

Thomson 0.49 1.22
Butterworth 15.4 2.51
Chebyshev 12.7 3.40
Cauer 13.7 3.81

aNormalization as in Table 1.
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functions will be discussed. Finally, a general approxi-
mation procedure based on a conformal mapping will be
outlined.

2.1.1. The Chebyshev Approximation and the Calculation
of K(s). The square |K(jO)|2 of the magnitude of the func-
tion K(jO) according to the Chebyshev approximation is
plotted in Fig. 11. In the passband |K(jO)|2 completely
exhausts the tolerance stripe; that is, each extremum of
|K(jO)|2 touches the limit of the tolerance band from the
inside. In the stopband |K(jO)|2 tends to infinity. As these
filter characteristics are most widely used, more detailed
information on the Chebyshev approximation must be
given. The differential equation for a Chebyshev polyno-
mial y(x) is

m2ð1� y2Þ¼
dy

dx

� �2

ð1� x2Þ ð10aÞ

or

m2ðy2 � 1Þ¼
dy

dx

� �2

ðx2 � 1Þ ð10bÞ

where m is a constant. The differential equation equates
the zeros in Fig. 10a of yþ 1� and y�1 & with the zeros of
y02 and x� 1 � as well as xþ 1 �. The statement

x¼ cosW and y¼ cos Z

provides the solution

y¼ cosðmWþ cÞ with W¼ arccos x for jxj � 1

whereas the statement

x¼ cosh W and y¼ cosh Z

yields the solution

y¼ coshðmWþ cÞ with W¼ arcosh x for jxj � 1

where c is the integration constant. For c¼ 0 we obtain

TmðxÞ¼ y¼ cos mW ð11aÞ

and

W¼ arccos x for jxj � 1 ð11bÞ

and

TmðxÞ¼ y¼ cosh mW ð12aÞ

and

W¼ arcosh x for jxj � 1 ð12bÞ

The known trigonometric equality

cosðmþ1ÞW¼ cos mW cosW� sin mW sinW

¼ cos mW cosW�
1

2
ðcosðm� 1ÞW

� cosðmþ 1ÞWÞ

yields

cosðmþ 1ÞW¼ 2 cos mW cosW� cosðm� 1ÞW

or the recursion for Tmþ 1(x):

Tmþ 1ðxÞ¼2TmðxÞ� x� Tm�1ðxÞ ð13Þ

The starting solutions for m¼ 0 and m¼ 1 are provided
by Eqs. (11a) and (11b) as T0(x)¼ 1 and T1(x)¼ x. Some
polynomials Tm(x) for m¼ 2, 3, 	 	 	, 11 obtained from
Eq. (13) are listed in Table 6 and plotted for m¼ 4 and m
¼ 5 in Fig. 10b. Even m provide even and odd m odd poly-
nomials Tm(x). The coefficient at the leading term xm is 2m–1.

We first construct the function V0/V2¼K(s) from a
given jKðjOÞj2:jKðjOÞj2¼PðOÞ in Fig. 11 is expressed by

jKðjOÞj2¼ e2T2
mðOÞþ q2¼pðOÞ ð14Þ

1

1

−1

−1

y

x

(a)

x

1

m = 4

−1

−1 1

m = 5

Tm (x )

(b)

Figure 10. (a) A Chebyshev polynomial y(x). (b) The Chebyshev
polynomial of fourth and fifth degree m.
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For Ob1 we obtain with the coefficient 2m–1 of the leading
term

jKðjOÞj2 
 e222ðm�1ÞO2m
ð15Þ

and

aðoÞ¼ 10 log KðjOÞ
�� ��2


20½m logOþ ðm� 1Þ log 2þ log e�
ð16Þ

This reveals that for a small ripple eo1, log eo0 decreases
the rise of the attenuation for large O and for a large ripple
e41, log e40 increases the rise of the attenuation for large
O. The increase of a(O) for a decade 10 O is Da(O)¼ 20 m;
that is, 20 dB per decade and per degree m of Tm(O). The
attenuation a(o) belonging to Fig. 11 is depicted in Fig. 12
with minimum (respectively maximum) attenuation A0

(respectively, Amax) in the passband and the minimum at-
tenuation Amin in the stopband. The upper limit of the
transition region is Os. Chebyshev filters represent the
rare case in which all characteristic values q, e, and m in
Eq. (14) can be determined from the given values A0, Amax,

and Amin at Os by the equations

10 log q2¼A0 ð17Þ

and hence

q2¼ 10A0=10

10 logðq2þ e2Þ¼Amax ð18Þ

and hence

e2¼ 10Amax=10 � 10A0=10

and

aðOsÞ¼ 10 logðq2þ e2 cosh2 m� arcoshOsÞ ¼Amin

and hence

m¼
1

arcoshOs
arcosh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10Amin=10 � 10A0=10
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10Amax=10 � 10A0=10
p ð19Þ

In Eq. (19) the expression for Tm(O) for |O|Z1 was used.
The general synthesis procedure outlined next was es-

tablished by W. Bader [1;16a,b]. It is explained with
Chebyshev lowpasses as an example.

From the known |K(jO)|2 we have to calculate the
rational function K(s). We consider

jKð jOÞj2¼PðOÞ¼P
s

j

� �
¼QðsÞ ð20Þ

for s¼ jO and extend s into the entire complex plane. On
the other hand, as K(s) is real for real s, we obtain

jKð jOÞj2¼Kð jOÞKð jOÞ¼Kð jOÞKð�jOÞ¼KðsÞKð�sÞ ð21Þ

for s ¼ jO, which is also extended into the s plane. Equa-
tions (20) and (21) hence provide

KðsÞKð�sÞ¼QðsÞ ð22aÞ

Table 6. Chebyshev Polynomials of Degree n¼2–11

T2ðxÞ¼2x2 � 1
T3ðxÞ¼4x3 � 3x

T4ðxÞ¼8x4 � 8x2þ1
T5ðxÞ¼16x5 � 20x3þ5x

T6ðxÞ¼32x6 � 48x4þ18x2 � 1
T7ðxÞ¼64x7 � 112x5þ56x3 � 7x

T8ðxÞ¼128x8 � 256x6þ160x4 � 32x2þ1
T9ðxÞ¼256x9 � 576x7þ432x5 � 120x3þ9x

T10ðxÞ ¼512x10 � 1280x8þ1120x6 � 400x4þ50x2 � 1
T11ðxÞ ¼1024x11 � 2816x9þ2816x7 � 1232x5þ220x3 � 11x

Ω

|K( j Ω )|2

q 2+e2

q 2

T 2 (Ω ) Tm (Ω ) 

1

1
–1

m

Figure 11. The square of the magnitude |K(jO)|2 of a Chebyshev
lowpass with jKðjOÞj2¼ e2T2

mðOÞþq2.

Ω

a(Ω) 

A max

A 0

A min

Ωs1

Figure 12. The tolerance scheme in decibels for a Chebyshev
lowpass.
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Obviously, Q(s) is even in s, and real for real s. Hence the
zeros occur at s¼ si and s¼ –si as well as at s¼ si and
s¼ � si, as plotted in Fig. 13. For q¼ 0, zeros on s¼ jO are
feasible and have an even multiplicity. The zeros in Re
so0 and half the multiplicity of the zeros on s¼ jO are
assigned to K(s), thus forming a stable or at least quasi-
stable K(s) if the zeros on s¼ jO are single. We perform
these operations on |K(jO)|2 in Eq. (14) starting from P(O)
and Q(s) in Eqs. (20) and (22b), which yields

QðsÞ¼q2þ e2T2
m

s

j

� �
¼ 0 ð22bÞ

or

T2
m

s

j

� �
¼ �

q

e

� �2
ð23Þ

As the zeros are complex, we form

Tm
s

j

� �
¼ cos mW

¼ cos mðW1þ jW2Þ and
s

j
¼ cos W

ð24Þ

from which follows

Tm
s

j

� �
¼ cos mW1 cosh mW2

� j sin mW1 sinh mW2¼ � j
q

e

� � ð25Þ

The solutions are

cos mW1 cosh mW2¼ 0

sin mW1 sinh mW2¼ �
q

e

or

W1¼
2vþ 1

m

p
2

v¼ 0; 1; 2:::2m� 1 ð26aÞ

and

W2¼
1

m
arsinh

q

e
ð26bÞ

The location of the zeros is, with Eq. (24),
s¼ j cos W¼ j cosðW1þ jW2Þ or

s¼ sin W1 sinh W2þ j cos W1 cosh W2¼ bþ jg ð26cÞ

This finally provides

b2

sinh2 W2

þ
g2

cosh2 W2

¼ sin2 W1þ cos2 W1¼ 1 ð27Þ

The zeros obviously lie on an ellipse, as shown for m¼ 3 in
Fig. 14. Finally

KðsÞ¼ � e2m�1
Ym

i¼ 1

ðs� siÞ ð28aÞ

or

FðsÞ¼
�1

e2m�1
Qm

i¼ 1

ðs� siÞ

ð28bÞ

represents the solution for the desired K(s) and F(s) with
the m zeros of Eq. (22b) and the coefficient of the leading

j Im s

si

sk

o−si

−sk Re s

Zeros assigned to K(s)

o−si
−

o si
−

Figure 13. Zeros of Q(s)¼K(s)K(–s) in Eq. (22a).

γ

Zeros assigned to K(s)

Zeros of f (s) f (–s)

cosh ϑ2 

sinh ϑ2 

β

Figure 14. Zeros of K(s)K(–s) and f(s)f(–s) for Chebyshev filters
with m¼3.
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term stemming from the Chebyshev polynomial in
Eqs. (14) and (15).

2.1.2. Determination of the Chain Matrix A and of f(s). The
chain matrix of the lossless two-port in Fig. 1 is

A¼
A11 A12

A21 A22

 !
ð29Þ

with

V1

I1

 !
¼A

V2

I2

 !
ð30Þ

Necessary and sufficient conditions for a realizable LC
chain matrix are as follows [17]:

1. The four elements of A are rational in s and real for
real s. A11 and A22 are even, and A12, A21 are odd
functions of s.

2. det A¼ 1.

3. At least three ratios of horizontally or vertically
adjoining elements are LC driving point impedanc-
es. For A120 or A210 or A12, A210, the elements
A11 and A22 are constants reciprocal to each
other.

K(s) can be expressed as

KðsÞ¼
V0

V2
¼ A11þ

A12

R2
þ

q

2

� �2
ðR2A21þA22Þ

� �

with q¼ 2

ffiffiffiffiffiffi
R1

R2

s ð31Þ

The term q is explained in Eq. (2). With an unknown
‘‘characteristic’’ function f(s), we obtain

A11þ
A12

R2
¼

1

2
ðKðsÞþ f ðsÞÞ ð32aÞ

and

q

2

� �2
ðA22þR2A21Þ¼

1

2
ðKðsÞ � f ðsÞÞ ð32bÞ

According to condition 1, A11—respectively, (q/2)2A22—
are the even parts of 1

2 ðKðsÞþ f ðsÞÞ—respectively, 1
2ðKðsÞ�

f ðsÞÞ. A12=R2—respectively, (q/2)2R2A21—are the odd parts

of 1
2ðKðsÞþ f ðsÞÞ—respectively, 1

2ðKðsÞ � f ðsÞÞ. This provides

A11¼
1

4
ðKðsÞþ f ðsÞþKð�sÞþ f ð�sÞÞ ð33aÞ

A12

R2
¼

1

4
ðKðsÞþ f ðsÞ � Kð�sÞ � f ð�sÞÞ ð33bÞ

q

2

� �2
A22¼

1

4
ðKðsÞ � f ðsÞ þKð�sÞ � f ð�sÞÞ ð33cÞ

q

2

� �2
R2A21¼

1

4
ðKðsÞ � f ð�sÞ �Kð�sÞþ f ð�sÞÞ ð33dÞ

From det A¼ 1, we drive

A11
q

2

� �2
A22 �

A12

R2

q

2

� �2
R2A21¼

q

2

� �2

or, with Eqs. (33a)–(33d)

KðsÞKð�sÞ � q2¼ f ðsÞf ð�sÞ; with q¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R1=R2

p
ð34Þ

As K(s) and q2 are known, f(s) can be determined by the
same consideration as applied for finding K(s). The prod-
uct f(s)f(–s) is even; its zeros are assigned in complex con-
jugate pairs, if complex, to f(s) and the location with the
opposite sign to f(–s). The constraint of stability, manda-
tory for K(s), does not apply for f(s) as f(s) is no insertion
voltage loss.

For Chebyshev filters, from Eqs. (22a), (22b) and (34),
we obtain

f ðsÞf ð�sÞ¼ e2T2
m

s

j

� �
¼ 0 ð35Þ

The zeros can be derived from Eqs. (23), (26a), and (26b)
for q/e¼ 0, yielding

W1¼
2nþ 1

m

p
2

ð36aÞ

and

W2¼ 0 ð36bÞ

with the zeros in Eq. (26c) as

sk¼ j cosW1¼ j cos
2nþ 1

m

p
2

n¼ 0; 1:::2m� 1 and hence k¼ 1; 2:::2m

ð37aÞ

These zeros on the imaginary axis are double as demon-
strated in Fig. 14 for m¼ 3.

Finally, from Eq. (35) we obtain

f ðsÞ ¼ � e2m�1
Ym

k¼ 1

ðs� skÞ
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where sk are half the zeros in Eq. (35) and where a single
zero is taken from each location.

Now the elements Aik of the chain matrix can be cal-
culated using Eqs. (33a)–(33d). There are four possibilities
to calculate A depending on the selection of the signs for
K(s) and f(s).

2.1.3. Development of an LC Two-Port. Starting with a
chain matrix A with known elements Aik, the steps leading
to an LC two-port embedded in the resistances R1 and R2

in Fig. 1 will be given and explained. The basic concept is
the development of an LC reactance function into an LC
circuit in such a way that the poles of K(s) are realized.
The poles of K(s) in Eq. (31) are the zeros of the denom-
inator and the n�m poles at s¼N that occur if the degree
n of the numerator exceeds the degree m of the denomi-
nator, manifested by n�m40. For an all-pole filter, K(s) is
a polynomial where all poles lie at s¼N. The Chebyshev
filter is an example of an all-pole filter as well as the But-
terworth filter or the Thomson filter, which are treated
later.

The development of A into an LC two-port starts with
the selection of an element AikL with the largest degree in
s. If there is more than one such element, any one may be
chosen, yielding different solutions with the same inverse
transfer function K(s). Then we form the ratio D¼AikL/
AikN or the inverse D¼AikN/AikL, where AikN is the ele-
ment horizontally or vertically next to AikL. The ratios are
LC two-terminal functions. There are four possibilities to
form them depending on the selection of the neighbor to
AikL. Together with the four possible chain matrices, we
are at this point already faced with at least 16 possible LC
one-ports, with every one ensuring an equivalent solution.

The ratios may represent either an input or an output
driving point impedance function with a short circuit or an
open circuit at the receiving end. The short circuit or the
open circuit is later replaced either by the load R2 or
the input voltage V0 with the resistance R1 depending
on the physical meaning of the two-terminal function.

The development of the LC driving point impedance
function is based on a modified continued fraction ex-
pansion [16a,b] with partial pole removals [18–20] al-

lowed only at poles of K(s) and preferably at those poles
of K(s) at s¼N or s¼ 0. The process is explained by the
pole–zero plot in Fig. 15. The headline shows the poles of
K(s) to be realized. A full circle J or cross mark �
stands for the two zeros or the two poles at s¼7jO and
for the associated degree 2 in s, whereas a half-circle -
or a half-cross mark _ stands for the degree 1 in s. We
assume that Y in the second line is the admittance D we
have chosen from the chain matrix. The partial fraction
to the pole at s¼ 0 is a0/s. We remove part of this pole by
subtracting a1/s with a1oa0. It can be shown (16a,b) that
by doing this, all zeros beside the one at s¼N move to-
ward the pole partially removed. a1 is chosen such that
the zero at s¼ jO1 moves to s¼ jO0. a1/s is realized by the
first inductor in Fig. 16. A proof that there is always a
0oa1oa0 able to generate the desired zero is missing.
Now the admittance Y is inversed, and the pole of the
impedance Z at s¼ jO0 is fully removed (� ) and realized
by the series–parallel resonator in Fig. 16. The two-port
will exhibit a transmission zero at s¼ jO0 because the
infinite impedance of the series–parallel resonator pre-
vents energy from being delivered into the resistor R2,
which hence exhibits a zero voltage at frequency O0. The
same is true for a shunt zero impedance. It is even true
for a series infinite impedance or a shunt zero impe-
dance, which are generated by a partial pole removal,
because these impedances block the energy transfer to

0  

Remaining part of D

Partial removal of poles at s = 0

The inverse of line above

Y ≡ 0  as remaining part of D

Full removal of poles at s = 0

The inverse of line above

Remaining part of D

Full removal of poles at s = ± j Ω 0

Poles of K ( s)

Pole-zero plot of D

± j Ω 0

± j Ω 1
Y

Y

Z

Z

Y

Y

∞

Figure 15. Pole–zero plot of D with admittances
Y and impedances Z during partial _ and full�
removal of poles.

Full pole removal at s = j Ω0

Full pole
removal
at s = 0

Partial pole
removal
at s = 0

Ω0

2′ 1′

2 1

Figure 16. LC two-port generated by the development in Fig. 15.
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the output resistance R2. This imposes the constraint
that a partial pole removal is allowed only at poles
of K(s).

The partial removal of a pole does not lower the
degree of the driving point function. As a consequence,
the two-port generated does not exhibit the minimum
number of components. To minimize the number of com-
ponents, partial pole removal preferably should take place
at s¼ 0 or s¼N, where it is associated with only one re-
actance.

So far, the procedure for rational functions D has been
described. The function K(s) of Chebyshev filters in
Eq. (28a) is a polynomial where all poles lie at s¼N.
The development of the LC two-port is a special case plot-
ted in Figs. 17 and 18 [16c]. We start with an impedance,
the pole of which at s¼N is fully removed, realizing a pole
of K(s) at s¼N by the inductor L1 in Fig. 18. The full pole
removal in the admittance of the next step provides the
shunt capacitor C1 realizing another pole at s¼N. The
process continues in Figs. 17 and 18 [16c] until all poles
are realized by three inductors and two capacitors. Since
only full pole removals were used for the Chebyshev filter,
the circuit generated exhibits the minimum number of
components.

So far, from the given matrix A in Eq. (29), the matrix
A* in Eq. (37b)

A� ¼
kA11 A�12

kA21 A�22

 !
ð37bÞ

is realized if we assume that the driving point function D
was selected as D¼A11/A21. In D a common constant fac-
tor k may have been canceled. The physical meaning of
A11 is A11¼V1/V2 for I2¼ 0 and of A�11¼kA11¼V1=V�2 for
I�2¼ 0;where V�2 (respectively, I�2) are the output voltage
(respectively, current) in Fig. 19 at the LC two-port A* so
far realized. The terms are evaluated at an arbitrarily
chosen frequency, where s0¼ 0 or s0¼N are especially
easy to handle. The result is k¼A�11ðs0Þ=A11ðs0Þ. The
correction for ka1 is achieved by an ideal transformer in
Fig. 19 with matrix T in cascade with A* providing

A�T¼
kA11 A�12

kA21 A�22

 ! 1

k
0

0 k

0

@

1

A¼
A11 kA�12

A21 kA�22

 !
ð37cÞ

0  
Poles of K(s), multiplicity 5

Z

Z

Y

Y

Z

Z

Y

Y

Z

Z

L3

C2

L2

C1

L1

∞

Figure 17. Always in full pole removal _ if K(s) is a
polynomial in s; Y¼admittances, Z¼ impedances.

R2

V2V1

L1 L2 L3

V *2

C2C1

1 : k 

Figure 18. An LC two-port if K(s) is a polynomial.

R2

R1

V1 V2

A*
V0

I2

V *2

I *2 1 : k

Figure 19. The intermediate steps A*, the ideal transformer, and
the embedding in R1 and R2 during the synthesis of two-ports.
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We claim that with this last step the given matrix A is
realized. For proof we consider for the matrices A and A*T
the equations

det A¼A11A22 � A12A21¼ 1

and

det A�T¼A11kA�22 � kA�12A21¼ 1

The poles of K(s) are given by the denominators of the
elements Aik according to Eq. (31). They are already real-
ized by the synthesis procedure and are equal in A and A*.
Therefore, we now concentrate on the numerators of Aik.
We assume that A11 has the highest degree in s. At the n
zeros of A11 we obtain A12¼ –1/A21 and kA�12¼ � 1=A21.
This means that the numerators of A12 and kA�12 of degree
on are identical at n points; hence they are identical for
all s. The same applies to A22 and kA�22. Therefore, A*T¼
A, as desired.

Some remarks about the procedure for synthesizing an
LC two-port are necessary:

1. As mentioned previously, a proof has not yet been
found that partial pole removal with positive value
of the components is always feasible. However, so far
there has always been a realizable two-port among
all the alternatives for equivalent solutions.

2. If in each element in A the common factors are can-
celed, then it can be proved that horizontally or ver-
tically adjoining elements exhibit no common zeros.
However, for some developments it is necessary to
represent all elements with one single common de-
nominator. Then common zeros of adjoining ele-
ments may occur. They are also zeros of K(s) and
are realized by a partial fraction expansion. The
pertinent circuits are added in series of an open-
circuit reactance function and in the shunt of a
short-circuit reactance function D. This brief remark
may suffice.

3. The alternative solutions can differ in the number of
inductors and capacitors. Hence a search for a cir-
cuit with the minimum number of inductors is
worthwhile because capacitors are, as a rule, less
costly.

4. Developments with capacitors connected to a com-
mon terminal, such as ground, are advantageous
since parasitic capacitances can be included in these
capacitors.

5. Tuning of the transmission zeros can be carried out
by adjusting one element, preferably the capacitor,
in the series or parallel resonators.

6. The procedure can be used to generate specific one-
ports such as the equivalent circuit for a quartz os-
cillator in Fig. 20.

The general procedure for the synthesis of an LC filter
embedded in R1 and R2 from a given |K(jo)|2 was pre-

sented with Chebyshev filters as an example. The proce-
dure will be applied to all further filters discussed in this
article.

2.1.4. Further Filters Derived from Chebyshev Polynomi-
als. In the previous section a lowpass was derived from
the squared Chebyshev polynomials T2

mðOÞ;O¼o=oc.
Further filters are generated from 1=T2

mðOÞ;T
2
mð1=OÞ;

and 1=T2
mð1=OÞ. These functions are depicted in Figs.

21a–21c. In the Figs. 22a–22c the pertaining filters and
their K(s) are shown. It can be seen that a highpass with
Chebyshev behavior in the stopband (Fig. 22a), a highpass
with Chebyshev behavior in the passband (Fig. 22b), and
a lowpass with Chebyshev behavior in the stopband
(Fig. 22c) can be generated.

2.1.5. The Butterworth Approximation [9]. Contrary to
the Chebyshev approximation, the normalizing frequency
usually chosen for the Butterworth filters is oc*, the 3 dB
frequency, yielding O¼o/oc*. We again work with the
function K(jO) instead of FðjOÞ¼KðjOÞ�1.

The function

jKðjOÞj2¼A0ð1þO2nÞ ¼pðOÞ � q2¼ 4R1=R2 ð38Þ

exhibits dnPðOÞ=dOn
¼ 0 for O¼ 0 and n¼ 1, 2, y, 2n� 1

and is hence maximally flat at O¼ 0.
The inequality in Eq. (38) is met for A0 � q2. jKðjOÞj

and jFðjOÞj ¼ jKðjOÞj�1 are plotted in Fig. 23. The 3 dB
cutoff frequency is reached at O¼1. For large Ob1, we
obtain jKðjOÞj 


ffiffiffiffiffiffi
A0

p
On and the attenuation aðOÞ¼ 20 log

jKðjOÞj 
 20n logOþ 20 log
ffiffiffiffiffiffi
A0

p
, from which an increase

in attenuation Da for one frequency decade of Da¼
n 	 20 dB/decade can be seen.

According to Eq. (38), we obtain

QðsÞ¼P
s

j

� �
¼A0ð1þ ð�1Þns2nÞ¼KðsÞKð�sÞ ð39Þ

The zeros of Q(s) are given by s2n¼ ð�1Þn�1
¼ ejpðn�1þ 2kÞ for

k¼ 0, 1, 2, y, 2n� 1. This yields the zeros

Sk¼ ejðp=2nÞðn�1þ 2kÞ ð40Þ

Obviously, the zeros lie on the unit circle of the complex
s plane. If they are complex, they have to be complex con-
jugate, as Q(s) possesses only real coefficients. For n¼ 4
the zeros are plotted in Fig. 24. The zeros in Re so0 are
assigned to K(s), yielding a stable two-port. For n¼ 4 we

Figure 20. Equivalent circuit of a quartz oscillator.
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obtain

KðsÞ¼ �
ffiffiffiffiffiffi
A0

p
ðs� ej5p=8Þðs� e�j5p=8Þðs� ej7p=8Þðs� e�j7p=8Þ

or

KðsÞ¼ �
ffiffiffiffiffiffi
A0

p
ðs4þ 2:163s3þ 3:414s2þ 2:613sþ1Þ

Table 7 lists KðsÞ=
ffiffiffiffiffiffi
A0

p
for Butterworth filters with degree

n¼ 1–4.
The characteristic polynomial is determined due to

Eq. (34) by

KðsÞKð�sÞ � q2¼ f ðsÞf ð�sÞ ð41Þ

or

A0ð1þ ð�1Þns2nÞ � q2¼ f ðsÞf ð�sÞ ð42Þ

The zeros are given by

s2n¼ð�1Þn�1 1�
q2

A0

� �

1

q 2 +e2

q 2 +e2

q 2 +e2

q 2 

q 2 

q 2 

K j
c

 2

(a) c

�
�

c

�
�

c

�
�

�
�

K j
c

 2�
�

K j
c

 2�
�

1

(b)

1

(c)

Figure 22. (a) The highpass with jKðjðo=ocÞÞj
2¼q2þ

e2T�2
m ðo=ocÞ and Chebyshev behavior in the stopband; (b) the

highpass with jKðjðo=ocÞÞj
2¼q2þ e2T2

mðoc=oÞ and Chebyshev
behavior in the passband; (c) the lowpass with
jKðjðo=ocÞÞj

2¼q2þ e2T�2
m ðoc=oÞ and Chebyshev behavior in the

stopband.

1

1

T 2m
c(      )

c

1

1

(a)

�

�
�

�
�

�

T 2m (      )c�
�

T 2m (      )c�
�

1

1
c

�
�c

(b)

1

1

(c)

Figure 21. (a) The polynomial Tm
–2(o/oc). (b) The polynomial

Tm
2 (oc/o). (c) The polynomial Tm

–2(oc/o).
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or

sr¼ 1�
q2

A0

� �1=2n

ejðp=2nÞðn�1þ 2kÞ ð43Þ

where k¼ 0, 1, y , 2n–1 and hence r¼ 1, 2, y , 2n.
The 2n zeros lie on a circle in the s plane with radius

r0¼ 1�
q2

A0

� �1=2n

and are complex conjugate or real. Any complex conjugate
pair and any real zero can be assigned to f(s), while the
negative locations of these zeros belong to f(–s). This yields

f ðsÞ¼ �
ffiffiffiffiffiffi
A0

p Yn

r¼ 1

ðs� srÞ

With K(s) and f(s) now known, the elements of the chain
matrix are calculated by Eqs. (33a)–(33d), followed by the
development of the matrix into a two-port with the proce-
dure outlined previously. As an example, the solution for
the chain matrix A and for the pertaining two-port is now

listed for n¼3, A0¼ 1, and R1¼R2:

A11¼ 2s2þ 1; A12¼R2ð2s3þ 2sÞ

A21¼
2s

R2
; A22¼2s2þ 1

As all elements are polynomials in s, the pertaining two-
port in Fig. 25 was found by full pole removals and there-
fore exhibits the minimum number of components.

The solution, based on the normalized frequency
O¼o=o�c , provides the normalized values for the compo-
nents l1, l2, and c in Fig. 25, where the denormalized val-
ues L1, L2, and C are also listed.

2.1.6. The Thomson or Bessel Approximation [11]. A fil-
ter with a linear phase c(o)¼ot0 provides an ideal delay
by t0 and exhibits the function

K j
o
o0

� �
¼aejðo=o0Þo0t0

With o0t0¼ 1 and O¼o/o0 we obtain for s¼ jO extended
into the s plane

KðsÞ ¼aes ð44Þ

This normalization with o0 is different from the one used
previously for the comparison of a(t). It is commonly used
and emphasizes the delay t0¼1/o0 as the most important
property of Bessel filters.

The group delay dc/do¼ t0 is a constant. We have to
approximate the filter with constant group delay by a re-
alizable function K(s). A Taylor series for es is no more
Hurwitz from the fifth-order term on. A realizable solution
is provided by setting KðsÞ¼aes¼aðcosh sþ sinh sÞ, where

cosh s¼ 1þ
s2

2!
þ

s4

4!
þ 	 	 	 ð45aÞ

1

A0

1

2 A0

A0

1
2 A0

K( jΩ)

Ω

F( jΩ)

Figure 23. The magnitude |F(jO)| of the transfer function and
the magnitude |K(jO)| of the inverse transfer function for But-
terworth filters.

Zeros to K(s)

Zeros to e j

Re s

j Im s
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8

5
8

9
8
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8

1

2

3

4

0

7

6

5

k

� �

�

�

��

�

� �

�

Figure 24. The zeros of Q(s)¼K(s)K(–s) in Eq. (39) of Butter-
worth filters for n¼4.

R2

R2c, C

V0 V2

l1 =  l2 = 1

l1, L1 l2, L2

L1 = L2 = R2/ C

C = 2/ R2cω
c = 2

*�

Figure 25. The Butterworth filter for n¼3, A0¼1, and R1¼R2.

Table 7. Polynomials K(s) for Butterworth Filters

n KðsÞ=
ffiffiffiffiffiffi
A0
p

1 sþ1
2 s2þ

ffiffiffi
2
p

sþ1
3 s3þ2s2þ2sþ1
4 s4þ2:613s3þ3:414s2þ2:613sþ1
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is an even function and

sinh s¼ sþ
s3

3!
þ

s5

5!
þ 	 	 	 ð45bÞ

is an odd function in s.
A theorem states that if the ratio of the even part of a

polynomial over the odd part is an LC driving point func-
tion and if the even and odd parts are coprime, then the
sum of the even and odd parts is Hurwitz. To check the
property of an LC driving point impedance function,
we develop the continued fraction based on Eqs. (45a)
and (45b):

cosh s

sinh s
¼

1

s
þ

1
3

s
þ

1
5

s
þ

1
7

s
þ 	 	 	

1

2N � 1

s
þ 	 	 	

¼
mðsÞ

nðsÞ
ð46Þ

Since all terms in the infinite continued fraction expan-
sion are positive, h(s)¼m(s)þn(s) calculated from Eq. (46)
truncated at (2N� 1)/s is Hurwitz. For 2N� 1¼ 7, we
obtain from Eq. (46)

mðsÞ

nðsÞ
¼

s4þ 45s2þ 105

10s3þ 105s
and KðsÞ¼aC½mðsÞ þnðsÞ�

¼aCðs4þ 10s3þ 45s2þ 105sþ 105Þ

The factor C is needed to render K(0)¼a, as required
by Eq. (44). In the example C¼ 1

105, m(s)þn(s) can be
expressed by modified Bessel polynomials

BnðsÞ ¼ snB�n
1

s

� �
¼mðsÞþnðsÞ ð47aÞ

with

B�n
1

s

� �
¼
Xn

k¼ 0

ðnþ kÞ!

ðn� kÞ!k!ð2sÞk
ð47bÞ

A recursion formula is given by

BnðsÞ ¼ ð2n� 1ÞBn�1ðsÞ þ s2

Bn–2(s). With Eqs. (47a) and (47b), we finally obtain

KðsÞ¼aBnð0Þ
�1BnðsÞ ð48Þ

Table 8 lists the Bessel polynomials up to n¼ 5 [4].
The constant a is chosen such that the constraint for

jKðjOÞj is met. The characteristic function is determined
by KðsÞKð�sÞ � q2¼ f ðsÞf ð�sÞ. The LC two-port is then
calculated by the procedure given previously, applied for
polynomials.

2.1.7. Cauer Filters [4,12,21]. These filters exhibit
Chebyshev behavior in the passband and in the stopband,
as depicted in Fig. 26. They are based on elliptic functions
as derived by Cauer and are therefore also called elliptic
filters. The theory of elliptic filters is very involved. A sim-
pler approach based on the results is given here.

The filter function in Fig. 26 is represented by

jKðjOÞj2¼ q2þ e2F2
nðOÞ ð49Þ

Table 8. A List of Modified Bessel Polynomials Bn(s) and
Their Factored Form for n�5

B0ðsÞ¼1
B1ðsÞ¼ sþ1
B2ðsÞ¼ s2þ3sþ3

B3ðsÞ¼ s3þ6s2þ15sþ15¼ðsþ2:322Þðs2þ3:678sþ6:460Þ

B4ðsÞ¼ s4þ10s3þ45s2þ105sþ105¼ðs2þ5:792sþ9:140Þ

� ðs2þ4:208sþ11:488Þ

B5ðsÞ¼ s5þ15s4þ105s3þ420s2þ945sþ945

¼ðsþ3:647Þðs2þ6:704sþ14:272Þðs2þ4:679sþ18:156Þ

|K( jΩ )|2

Ω1Ω3 Ωs Ωs/Ω3 Ωs/Ω2 Ωs/Ω1Ω2Ω1

q 2

q 2 + �2  B

q 2 + �2

Figure 26. The characteristic jKðjOÞj2 of a
Cauer filter for n odd in Eq. (49).
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with

FnðOÞ¼ k
Qn=2

n¼ 1

O2
� O2

n

O2
� Os=On
� �2

n even

(
ð50Þ

FnðOÞ¼ kO
Qðn�1Þ=2

n¼1

O2 � O2
n

O2
� Os=On
� �2

n odd

(
ð51Þ

The equiripple behavior of F2
nðOÞ in O 2 ½0;1� in Fig. 27 is

guaranteed by the choice of On according to

On¼ sn

E
1

Os

� �
ð2n� 1Þ

n

0
BB@

1
CCA n even; n¼ 1; 2; . . . ;

n

2

8
>><

>>:
ð52aÞ

On¼ sn

E
1

Os

� �
2n

n

0

BB@

1

CCA n odd; n¼ 1; 2; . . . ;
n� 1

2

8
>><

>>:
ð52bÞ

where

E
1

Os

� �
¼

Z p=2

0

df

1�
1

O2
s

sin2 f

 !1=2
ð53aÞ

is the complete elliptic integral of the first kind and the
Jacobi elliptic function sn(u)¼ sinj is calculated from the
inverse j(u) of the incomplete elliptic integral of the first
kind

u¼

Z j

0

df

1�
1

O2
s

sin2 f

 !1=2
ð53bÞ

followed by forming sin j¼ sn(u). Os is chosen as Os 4 l;
Eqs. (52a) and (52b) yield 0oOno1, n¼ 1, 2, y , n/2, or
(n� 1)/2. Obviously, the zeros of F2

nðOÞ lie in jOjo1 and the
poles in jOj > Os. k in Eqs. (50) and (51) is chosen such that
F2

nðOÞ in Fig. 27 oscillates between 0 and 1 in O 2 ½0;1�.

Finally, the minimum value B of F2
nðOÞ in the stopband

in Fig. 27 is given by

B¼ k
Qn=2

n¼ 1

O2
s � O2

n

O2
s � ðOs=OnÞ

2
n even

(
ð54aÞ

B¼ kOs

Qðn�1Þ=2

n¼ 1

O2
s � O2

n

O2
s � ðOs=OnÞ

2
n odd

(
ð54bÞ

if the degree n of Fn(O) is chosen as

n �
Eð1=OsÞEð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1=B

p
Þ

Eð
ffiffiffiffiffiffiffiffiffi
1=B

p
ÞEð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ð1=Os

p
Þ
2
Þ

ð55Þ

If the minimum value for n is not an integer, then the
next-larger integer has to be chosen. In this case the re-
alized B in Eqs. (54a) and (54b) is larger than the desired
B in Eq. (55).

From Eq. (49) and Fig. 27, we derive

jKðj1Þj2¼ q2þ e2

and

jKðjOsÞ
2
j ¼ q2þ e2B

For the filter design the desired R1 and R2 yield

q¼ 2

ffiffiffiffiffiffi
R1

R2

s

;

the desired ripple in the passband provides e, and the
minimum q2þ e2B of jKðjOÞj2 in the stopband yields B in
Eqs. (54a) and (54b).

2.1.8. Approximation of jK ðjOÞj2 by Conformal Mapping
[4]. Lowpasses with Chebyshev behavior in the passband
and arbitrary characteristics in the stopband can be de-
signed by a conformal mapping. This includes also the
case of Chebyshev behavior in the passband and the stop-
band as a special case.

F 2 (Ω )

Ω1Ω3 Ωs Ωs/Ω3 Ωs/Ω2 Ωs/Ω1Ω2Ω1

1

B

n

Figure 27. F2
nðOÞ for a Cauer filter in Fig. 26

and in Eqs. (50) and (51).
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The procedure is based on the fact that the Hurwitz
polynomial

hðsÞ¼mðsÞþnðsÞ ð56Þ

where m(s) is even and n(s) is odd, provides the reactance
function m(s)/n(s). It can be further shown that the driving
point impedance function

wðsÞ¼
m=n

1þ
m

n

¼
mðsÞ

mðsÞþnðsÞ
ð57Þ

has the property

jwðjOÞj2¼
m2ðjOÞ

m2ðjOÞ � n2ðjOÞ
2 ½0; 1� ð58Þ

for O 2 ½�1;1�. This provides the Chebyshev behavior.
We investigate

f ðz2Þ¼
m2ðzÞ

m2ðzÞ � n2ðzÞ
with z¼uþ jv ð59Þ

and the transformation

z2¼ 1þ
1

s2
ð60Þ

providing

f ðz2Þ¼ f 1þ
1

s2

� �
¼ gðs2Þ

¼

m2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

1

s2

r !

m2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

1

s2

r !
� n2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

1

s2

r !
ð61Þ

The properties of the transformation in Eq. (60) are in-
vestigated in Figs. 28a–28e, where the passband s¼ jO
with jOj � 1, denoted by dashed lines, and the stopband
with |O|Z1, denoted by solid lines, are step by step
mapped into the z plane. The steps from s plane to the z
plane in Fig. 28 are w1¼ s2, w2¼ 1/w1, w3¼w2þ 1,
z¼ þ

ffiffiffiffiffiffi
w3
p

. The result is the following mapping:

O 2 ½�1; 1� into v 2 ½�1;1� ð62aÞ

jOj � 1 into u 2 ½0; 1� ð62bÞ

The complex conjugate pair of poles � in |O|Z 1
results in a double pole in u 2 ½0; 1�. The consequences of
this mapping for f(z2)¼g(s2) in Eqs. (59) and (61) are as
follows. For z¼ jv, v 2 ½�1;1�, and the pertaining O 2
½�1; 1�

f ð�v2Þ¼ gð�O2Þ¼
m2ðjvÞ

m2ðjvÞ � n2ð jvÞ
2 ½0; 1� ð63aÞ

s

j

– j

Re s

(a)

jΩ

–1

(b)

w1 =  s2

w1 w2

(c)

w2 = =w1

1
s2
1

–1

(d)

w3 =  w2+1
 = 1 +  = z2

1

s2
1

w3

(e) 

1

z

z = + 1 +
s2
1

Passband

Stopband

jv

u

Figure 28. The steps in the conformal map-
ping z¼ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ1=s2

p
for s¼ jO.
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for z¼u;u 2 ½0; 1� and the pertaining |O|Z1 with the
constraint |m(u)|Z|n(u)| and hence

0 �
n2ðuÞ

m2ðuÞ
� 1

f ðu2Þ¼ gð�O2Þ¼
m2ðuÞ

m2ðuÞ � n2ðuÞ

¼
1

1�
n2ðuÞ

m2ðuÞ

� 1
ð63bÞ

With these results

gð�O2
Þ¼

m2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

m2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ � n2ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

for s¼ jO

assumes the shape in Fig. 29. The function g(–O2) oscil-
lates between 0 and 1 in the passband as long as m(s) is
even and n(s) is odd and h(s)¼m(s)þn(s) is Hurwitz. The
selection of m(s) and n(s) is the freedom for the design of
filters.

For the filter, as in all previous cases, we obtain

jKðjOÞj2¼q2þ e2gð�O2Þ ð64Þ

with

e2gðs2Þ¼ e2 m2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

m2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ � n2ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

ð65Þ

or

e2gðs2Þ¼
e2

2
1þ

1

2

mþn

m� n
þ

1

2

m� n

mþn

	 

ð66Þ

The dominant term in the stopband, especially around
the poles, is

jKðjOÞj2 

e2

4

mðzÞþnðzÞ

mðzÞ � nðzÞ
ð67Þ

with z 2 ½0;1� and |O|Z1 in the stopband. The term with
the denominator m(z)þn(z)¼h(z) in Eq. (66) exhibits no
poles in the stopband as h(z) is Hurwitz. Hence the term
with the denominator m(z)�n(z) provides the poles. Now
we determine m and n from the requirements in the stop-
band. With the pole locations zi 2 ½0; 1� in Eq. (67), which
are found later, we obtain

mðzÞ � nðzÞ¼ ð�zþ 1Þj
Yr

i¼ 1

ð�zþ ziÞ
2

ð68Þ

and by exchanging z with –z

mðzÞþnðzÞ¼ ðzþ 1Þj
Yr

i¼ 1

ðzþ ziÞ
2

ð69Þ

The term z¼ zi in Eq. (68) represents the double pole in
z 2 ½0; 1�, while z¼ 1 stands for the pole of multiplicity j at
O¼N. The even part in Eq. (69) provides m(z), whereas
the odd part yields n(z). Hence

f ðz2Þ¼gðs2Þ¼
m2ðzÞ

m2ðzÞ � n2ðzÞ
ð70Þ

and |K(jO)|2 in Eq. (67) valid in the stopband are known.
The attenuation pertaining to Eqs. (67)–(69) is

aðOÞ¼ 10 log jKðjOÞj2

¼ 20 log e� 10 log 4þ
Xr

i¼1

10 log
zþ zi

�zþ zi

� �2

þj10 log
ðzþ 1Þ

ð�zþ 1Þ

The substitution

g¼ ln z and gi¼ ln zi

yields

ri¼ 10 log
zþ zi

�zþ zi

� �2

¼10 log
egi þ eg

egi � eg

� �2

¼ 10 log
egi�gþ 1

egi�g � 1

� �2

¼ 20 log coth
gi � g

2

���
���

ð71Þ

For zi¼ 1 we obtain

r1¼ 10 log
zþ 1

�zþ1

� �j

¼ 10j log coth
jgj
2

ð72Þ

The terms ri and rN can be considered a template
in Fig. 30 that can be shifted to all pole locations g¼ gi

and g¼0.
Any given tolerance scheme in the stopband can be met

by a sum of the templates in Eqs. (71) and (72). The num-
ber of those templates is minimized by shifting them to
appropriate locations gi. This numerical search procedure

g(– Ω2)

Ω1

Passband

Stopband

1

Figure 29. The function g(–O2) of Eq. (63a) in the passband and
the stopband.
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is performed either by a computer program or by trials
consisting of shifting and adding templates. The result
consists of pole locations zi, their number r, and the mul-
tiplicity j of the poles at z¼ 1.

As all considerations for the conformal mapping have
now been discussed, we are ready to list the sequence of
the synthesis steps:

1. The given R1,R2 and the ripple in the passband yield
q and e.

2. Determine poles zi.

a. If only discrete pilot frequencies

zi¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

1

O2
i

s

have to be suppressed, then these zi provide
Eq. (68).

b. If a tolerance scheme in the stopband has to be
met, templates provide the pole locations zi

together with r and j in Eq. (68).
3. Form

mðzÞ � nðzÞ¼ ð�zþ 1Þj
Yr

i¼ 1

ð�zþ ziÞ
2

mðzÞþnðzÞ¼ ðzþ1Þj
Yr

i¼ 1

ðzþ ziÞ
2

and

f ðz2Þ¼ gðs2Þ¼
m2ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

m2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ1=s2

p
Þ � n2ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

4. Form

jKðjOÞj2¼ q2þ e2gð�O2
Þ¼PðOÞ¼P

s

j

� �
¼QðsÞ

and

KðsÞKð�sÞ¼QðsÞ

The zeros and poles of Q(s) provide a stable K(s).

5.

f ðsÞf ð�sÞ¼QðsÞ � q2

¼ e2 m2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

m2ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ � n2ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=s2

p
Þ

The zeros and poles of Q(s)�q2 determine f(s).

6. With K(s) and f(s), calculate the elements Aik of the
chain matrix and synthesize the LC two-ports em-
bedded in R1 and R2.

2.1.9. Transformation of Lowpasses into Other Filters [19].
The synthesis procedures presented were all geared to low-
passes. The standard approach to generate other filter types
is a transformation of the lowpass with frequency variable s
and s¼ jO into a new filter with frequency w and w¼ jl. The
general transformation is

s¼ f ðwÞ ð73Þ

where f(w) is a reactance function. This will also allow trans-
formation of the reactances Ls and Cs into realizable reac-
tances in the w domain.

2.1.9.1. Lowpass Bandpass Transformation. The trans-
formation

s¼
a

w
þbw ð74Þ

with a, b40 maps s¼ jO into w¼ jl according to

O¼ �
a

l
þ bl ð75Þ

as depicted in Fig. 31. The passband of the lowpass with
O 2 ½�1; 1� is translated into the passband with l 2 ½l1; l2�

of the bandpass, as indicated by bold lines in Fig. 31. The
cutoff frequencies are

l1¼ �
1

2b
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4b2
þ

a

b

r
ð76Þ

l2¼
1

2b
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

4b2
þ

a

b

r
ð77Þ

The center frequency as an image of O ¼ 0 is

l0¼

ffiffiffi
a

b

r
ð78Þ

with l2
0¼ l1l2 representing the geometric mean of l1 and

l2. The reactances Ls and Cs translate into the series and
parallel resonators in Fig. 32. Due to f(w) in Eq. (73) of
second degree, a doubling of the reactances is observed. A
transformation f(w) of higher degree provides more than
one passband, as outlined by the transformation of sixth

 + 1

i

i

i

i

  = 0

20 log coth
| |

2

–

γ�

� �

�

�

Figure 30. The templates 20 log coth|gi–g|/2 for the approxima-
tion of the given characteristics in the stopband.
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degree

s¼awþ
b

w
þ

cw

w2þ l2
c

þ
dw

w2þ l2
d

ð79Þ

with a; b; c;d; l2
c ; l

2
d; > 0.

The mapping of s¼ jO into w¼ jl is shown in Fig. 33,
where three passbands are generated. The number of re-
actances has increased by a factor of 6 due to f(w) of sixth
degree.

2.1.9.2. The Lowpass Bandstop Transformation. For the
transformation

s¼
1

a

w
þ bw

with a; b > 0 ð80Þ

the function O¼ f(l) is shown in Fig. 34 with a stopband
for l 2 ½l1; l2� with l1; l2, and l0, as in Eqs. (76)–(78). The
doubling of the reactances is demonstrated in Fig. 35.

2.1.9.3. The Lowpass–Highpass Transformation. The trans-
formation

s¼
a

w
ð81Þ

a40 yields

O¼ �
a

l
ð82Þ

which is drawn in Fig. 36.
The cutoff frequency of the highpass is

l1¼a ð83Þ

According to Fig. 37, inductors and capacitors are inter-
changed.

1

–1

Ω

�
2�0�1�

Figure 31. The lowpass bandpass transformation.

w
a

w
Ca

w
La

s   =

s   =

  + bw

w
a   + bw

Cbw

LbwLs

Cs

Figure 32. Transformation of reactances for bandpasses.

12λ

–1

1

Ω

11λ

22λ

21λ

32λ

31λ
λ

cλ dλ

Figure 33. Transformation of a lowpass into a bandpass with
multiple passbands.

–1

1

Ω

λ
0λ1λ 2λ

Figure 34. Lowpass bandstop transformation with l0¼
ffiffiffiffiffiffiffiffi
a=b

p
.
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2.1.10. Amplitude and Phase Equalizers. Amplitude
equalizers generate two-ports with a constant magnitude
of the insertion voltage loss function K(s) at least in a lim-
ited frequency range. An often encountered solution to
this problem is cascading the unequalized two-port with
the bridged-T network in Fig. 38. If the impedances Z1 and
Z2 are chosen according to

Z1Z2¼R2 ð84Þ

and if the network is terminated by the resistor R,
then the input impedance is also R. This implies
that the bridged T terminated by R can replace the
load R2¼R of the original two-port without interaction.
The inverse transfer function of the bridged T loaded
by R is

K�BðpÞ¼ 1þ
Z1ðpÞ

R
ð85Þ

For

Z1=R¼
1

Gþ jYðoÞ

we obtain

jK�BðjoÞj
2¼
ð1þGÞ2þY2ðoÞ

G2þY2ðoÞ

and

aðoÞ¼ 10 log
ð1þGÞ2þY2ðoÞ

G2þY2ðoÞ
ð86Þ

The term a(o) is the attenuation added to the attenuation
of the original two-port in order to equalize the magnitude.

Table 9 lists a(o) for various impedances Z1 and
Z2¼R2/Z1 [4].

Phase equalizers have the tasks to provide a linear
phase or a constant delay for the equalized two-port. They
are commonly allpasses. The inverse transfer function of a
first-order and of a second-order allpass are

K�1 ðpÞ¼
pþo0

�pþo0
ð87Þ

and

K�2 ðpÞ¼
p2þ

2o0
b pþo2

0

p2 �
2o0

b pþo2
0

ð88Þ

with the phase c(o) and the group delay t(o) as

c1ðoÞ ¼ arg K1ðjoÞ¼2 arctan
o
o0

w
a

w
a

a
Cwbw

C

bw
L

a
Lws   =

  + bwLs

Cs

1

s   =
  + bw

1

Figure 35. Transformation of reactances for bandstops.

–1

–

1

Ω

λ
1λ

1λ

Figure 36. Lowpass–highpass transformation.

w
a

a
Cw

w
La

s   =

w
as   =

Ls

Cs

Figure 37. Transformation of reactances for highpasses.

Z1

Z2

R R

Figure 38. Bridged-T network with Z1Z2¼R2 for amplitude
equalization.
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and

c2ðoÞ¼ arg K2ðjoÞ¼ 2 arccot
b

2

o0

o
�

o
o0

� �

t1ðoÞ¼
d arg K1ðjoÞ

do
¼

2

o0

1þ
o
o0

� �2
ð89Þ

t2 oð Þ¼
d arg K2ðjoÞ

do
¼

b

o0

1þ
o0

o

� �2

1þ
b2

4

� �
o
o0
�

o0

o

� �2
ð90Þ

The group delays t1(o) and t2(o) are depicted in
Figs. 39a and 39b. For t2(o) the maximum is approaching

o¼o0 depending on increasing values of b. These

bell-like curves are added to the nonconstant group

delay of the given two-port and thus straighten it

out. Several different frequencies o0 may be needed

for this end. The network in Fig. 40 represents a second-

order allpass if it is terminated by R and if the

element values are as listed in the figure caption.

With the element values given in the figure caption, it ex-

hibits constant input and output impedances and can

therefore be cascaded without interaction with the un-

equalized two-port.

Table 9. A List of Impedances Z1 and Z2 and the Pertinent a(x) for Amplitude Equalization
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3. SURFACE ACOUSTIC WAVE FILTERS

Filters for high frequencies in the megahertz or gigahertz
range are difficult to realize as the calculation of a three-

dimensional electromagnetic field is required. To achieve
this, one has to resort to numerical methods, which, as a
rule, are inaccurate and hence necessitate complicated
tuning of the filters. Filters based on surface acoustic
waves (SAWs) are somewhat easier to design and build.
They are economically one of the most important exten-
sions of classical filters and have reached operating fre-
quencies of more than 10 GHz.

The surface of a piezoelectric substrate such as mono-
crystalline barium titanate or tantalate carries input and
output transducers as shown in Fig. 41. They translate the
electric field E stemming from the input voltage V1

through the piezoelectric effect into a mechanical wave
that travels with speed v mainly in the surface of the sub-
strate to the output transducer. Waves traveling backward
or through the bulk of the substrate disappear in an ab-
sorbing layer in Figs. 41 and 42. The inverse piezo effect
changes the mechanical wave in the output transducer
back to a charge separation, resulting in the output volt-
age V2.

In its simplest form, the fingers and the gaps of the
transducers exhibit all the same width as depicted at the
top of Fig. 43. In a more complicated but also more versa-
tile case, they are all unequal, as shown also in Fig. 43.
The latter layout provides more degrees of freedom for the
filter design. The electrical field in the gaps as response to

30 0.5 1 1.5 2 2.5

0 1(  ) ω ω τ 

0/ω ω 

2

1.4

1.8

1.6

1.2

0.8

1

0.6

0.4

0.2

0

(a)

20 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

b = 3.0

b = 2.5

b = 2.0

b = 1.5

0 2(  )ω ω τ 

0/ω ω 

7

5

6

4

3

2

1

0

(b)

Figure 39. (a) The group delay of a first-order allpass in Eq. (87).
(b) The group delay of a second-order allpass in Eq. (88).

C1 C2

L1

L2

C2

Figure 40. Bridged-T network realizing a second-order allpass
with constant input and output impedances R for the element
values L1¼2 R2C1C2

2C1 þC2
L2¼

1
2 R2C1 and for a termination by R.

V1

x

+

–

–

+

+

Absorber

Input transducer Output transducer

Dummy electrodes

Ex
Ex

Absorber

V2

v
H

v

Figure 41. Top view on surface acoustic wave
filter (SAW filter).
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Dirac impulses at the input reaches infinite values in the
borders of the fingers, as depicted in Fig. 43. This shape is
approximated also by Dirac impulses, as drawn in the last
plot in Fig. 43. This so-called d approximation renders the
calculation of the transfer function F(p) rather easy. Each
location of a d impulse is the origin of a mechanical d im-

pulse traveling with the speed v to the output transducer.
Figure 44 shows the distances from the pair of fingers m in
the input transducer to the pair of fingers n in the output
transducer; in Fig. 44 x0 is the distance between the last
fingers of the input transducer and the first fingers of the
output transducer. A most important parameter is the
overlap hm (respectively, gn) of a pair of fingers in the
transducers. They determine the width of the wave leav-
ing the input and being received by the output. Due to
diffraction, the width expands while the wave travels
through the substrate. This effect is limited by the dum-
my electrodes in Fig. 41. They form a surface with equal
potential from where the wave again starts with a given
width.

The two d impulses in the edges of the finger pair m in
the input transducer in Fig. 44 reach the center of the gap
of the finger pair n in the output transducer after the

Absorber

v v

Figure 42. Cross section of SAW filter.

r/2

c

c
Transducer with width

and gaps of fingers
all equal

Transducer with width
and gaps of fingers

not equal

Strength of electrical field
Ex in the gaps

Approximation of Ex 
by Dirac Impulses

r/2

+

+

–

–

Center of gap
SAW filter

r
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dµ

qµ

pµ

p cµ bµ

hµ

= +

q cµ dµ= –

c
r

= 4

x

Ex

x0
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xFigure 43. Top view of fingers and electrical
field in the gaps.
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delays

tL1
¼

x0þ ðnþ mÞrþ qm

v
ð91Þ

and

tL2
¼

x0þ ðnþ mÞr� pm

v
ð92Þ

with

pm¼ cþ bm ð93aÞ

and

qm¼ c� dm ð93bÞ

generating the voltage

emnðtÞ ¼kðdðt� tL1
Þþ dðt� tL2

ÞÞ ð94aÞ

with

k¼
k0

pmþqm
ð�1Þnð�1Þm minðhm; gnÞ ð94bÞ

The factor k describes the strength (area) of the impulse,
which is inversely proportional to the width of the gap
1/(pmþ qm) of the finger pair m, proportional to the
min(hm, gn) because the minimum of either the width hm

of the transmitted wave or the width gn of the overlap of
the receiving finger pair determines the received wave,
and, finally, proportional to the alternating sign of E in the
gaps represented by (–1)n (–1)m; k0 is a factor of propor-
tionality representing the transducer constant. As a syn-

thesis with min(hn, gm) is hard to achieve, we put

minðhn; gmÞ¼hm ð95Þ

meaning gn4hm for all n and m; thus the output transducer
receives the full energy transmitted by the input trans-
ducer.

The full impulse response h(t) of the SAW filter is given
by adding over all N transmitting finger pairs and over all
M receiving pairs, which provides, with Eqs. (91)–(95)

hðtÞ¼
XN�1

m¼0

XM�1

n¼ 0

k0ð�1Þnþ mhm

2cþ bm � dm
d t�

x0þ ðnþ mÞrþ c� dm

v

� ��

þ d t�
x0þ ðnþ mÞr� c� bm

v

� ��
ð96Þ

A Laplace transform of Eq. (96) yields the transfer func-
tion

F�ðjoÞ¼ k0ejox0=v
XN�1

m¼ 0

XM�1

n¼ 0

ð�1Þnþ m hm

2cþ bm � dm
e�jwðnþ mÞr=v

� e�jwc=vejodm=vþ ejoc=vejobm=v
h i

ð97Þ

This general result is, for practical applications, usually
simplified by setting bm¼ 0 and dm¼ 0 for all m, which
means that all fingers have the same width r/2, which is

. . . . . .

qµ

hµ

rµ

µ

rv

gv

pµ

V1

x0

t13

t12
V2

v00

Input transducer Output transducer

tL1

tL2 

Figure 44. Top view of input and output transducer with unequal widths and gaps of fingers.
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also the width of all gaps. This reduces F*(jo) in Eq. (97) to

F�ðjoÞ¼
k0

c
cos

co
v

e�j
ox0

v

XN�1

m¼ 0

ð�1Þmhme�jomr=v

�
XM�1

n¼ 0

ð�1Þne�jonr=v

ð98Þ

In Eq. (98) the term e�jox0=v stands for the delay x0/v of the
wave between the two transducers; the sum over n is the
essentially unwanted contribution of the output transduc-
er, whereas the cos term stems from the two d impulses
per finger pair. The desired frequency characteristic has to
be realized with the individual overlaps hm of the input
transducer. We set

ð�1Þmhm¼hm
0 ð99aÞ

and

z¼ ejo r=v ð99bÞ

and obtain from Eq. (98)

F�ðjoÞ

k0

c
cos

co
v

e�jo x0=v
XM�1

n¼ 0

ð�1Þne�jonr=v

¼
XN�1

m¼ 0

h0m z�m ð100Þ

F*(jo) is the desired transfer function to be synthesized;
the denominator on the left-hand side of Eq. (100) is the
unavoidable contribution of the transducers. The ratio of
both terms on the left has to be approximated by the right-
hand term. This term is the same as the transfer function
of digital filters with finite impulse response (FIR filters).
Therefore, the synthesis procedures known from FIR fil-
ters can be applied [21,22]. Even though SAW filters are
continuous time systems, the approximation by d impulses

renders them similar to time discrete systems, where r/v
in Eq. (99b) plays the role of the sampling time.

We cannot expect the approximation to provide h
0

m with
alternating signs. Hence the layout of the fingers must be
modified according to Fig. 45, where the alternation of
signs is interrupted.

The pitch r in Fig. 46 is chosen such that the output
signal is maximum at the center frequency of the pass-
band. This is achieved by a constructive interference of the
wave traveling the distance 2r in time 2r/v and the sin
wave with frequency o0 imposed by the voltage V1 exhib-
iting the period 2p/o0. This yields

2r

v
¼

2p
o0

or

r¼
vp
o0
¼

v

2f0
ð101Þ

Due to the approximations made, the design of SAW
filters as a rule requires a corrective redesign based on the
measured deviations from the desired characteristics.
Further damaging parasitic effects are the triple transit
signals, which are reflected by the fingers at the output
transducer and then again reflected back to the output by
the input transducer.

Economically important applications of the SAW tech-
nology are filters for the intermediate frequency in TV sets
and filters for mobile communications.

The bandpass for TV sets possesses a center frequency
of 38 MHz; the SAW substrate exhibits v¼ 1000 m/s. This
yields, according to Eq. (101), a width of the fingers that
equals the gaps of r/2¼ 13 mm. A shortcoming of SAW fil-
ters is the relatively large insertion loss in the passband of
around 8 dB, stemming mainly from the loss in the sub-

Ex

Ex

Ex
Ex

No alternation of sign

Ex = 0

Ex = 0+ +

_ _ _

+

Figure 45. Top view of layout of fingers without alternating signs
of electric field.

V1

r

2r

Ex Ex

+ +

– –

Ex

Figure 46. Construction of superposition of traveling wave and
wave fed in by V1.
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strate material. The loss can be decreased to around 5 dB
by employing a second output transducer in Fig. 47, which
catches the so far unused backward-traveling wave. How-
ever, the placement of the two output transducers both in
the distance x0 has to be accurate in order to maintain the
same phase of the waves added in the output transducers.

4. AREAS FOR FUTURE STUDY

Classical filter synthesis is a well-established area for
which the first contributions were published more than
70 years ago. Most of the important problems were indeed
solved in the meantime. Some remaining unresolved prob-
lems will be outlined in this section. There has been in-
creased focus on those problems in recent years because
the classical filters serve as models for filter implementa-
tions in new technologies, such as digital filters, RC active
filters, and switched-capacitors filters.

The following problems need to be resolved:

1. A proof that the synthesis of lossless two-ports with
partial and full pole removal is always possible with
realizable reactances is still missing. It is a difficult
task, as many unsuccessful attempts may testify.
However, a proof would certainly offer a deeper in-
sight into one of the most important synthesis pro-
cedures. A helpful hint for further investigations
would be the fact that negative impedances are also
tolerable for partial pole removal, as they can rep-
resent the negative component, and inductor or a
capacitor, in the equivalent circuit for a transformer
with tight couplings.

2. Guidelines on how to find lossless two-ports with a
minimum number of the more expensive inductors
would be of economic interest. The guidelines could
make use of the large number of equivalent solu-
tions.

3. A procedure is needed to control the various possi-
bilities for synthesizing a lossless two-port such that
the component values lie in a desired range. This
could help in using the components of an advanta-
geous price–performance category and in imple-
menting parasitic components of a given value.

For filters in new miniaturized technologies, the
solution to the problem could provide component
values that are feasible in the new technology, such
as multipliers with values in the raster 2n, n integer,
in digital signal processing or capacitors in the pF
range for CMOS technology while still maintaining
a closed-loop gain around 1 of the operational am-
plifiers. The same goal may be reached by a linear
transformation into an equivalent two-port either
for the time continuous classical filters [12,23] or for
digital filters [24].

4. A method is needed to generate equivalent reac-
tance circuits for nonelectric components, such as
coupled quartz oscillators, or for other mechanical
oscillators during the synthesis procedure for loss-
less two-ports.

5. In the approximation method based on a conformal
mapping, the approximation of arbitrary but realiz-
able requirements in the stopband by a minimum
number of coth |(gi� g)/2| functions should be
achieved by an analytical solution and not by a
search procedure, guaranteeing that the minimum
number of coth functions is always reached. This
design method would be one of the most powerful.

6. There is a need for synthesis of RLC two-ports that
also include lossy two-ports with a complex imped-

ance as a load and as internal impedance of the volt-

age source. This becomes more important the higher

the operating frequencies are, which imply complex

impedance loads. The synthesis of either lossy two-

ports with resistive loads or of lossless two-ports

V1
V2

x0 x0

Output
transducer

Output
transducer

Input
transducer

Figure 47. SAW filter with two parallel-con-
nected output transducers in two identical dis-
tances x0 from the input transducer.
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with complex impedance loads [25] has been solved.
Still unknown is the synthesis of two-ports combin-
ing the two properties.

7. There is a need for synthesis of SAW filters based on
a more accurate but still easy-to-handle simulation
of the device, which should eliminate the need for a
corrective redesign.

8. A straightforward synthesis of SAW filters with the
large number of geometric parameters in Eq. (69)
will save fingers and hence chip area. The synthesis
should also compensate for parasitic effects, such as
the triple transit signal.

9. Materials science ought to synthesize piezoelectric
substrates with a diminished attenuation of the
SAW in order to decrease the insertion loss of filters.
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FILTER THEORY
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1. INTRODUCTION

Filters are commonly used to transmit a particular thing
and stop everything else. For instance, a car’s oil filter
passes the oil and rejects the dirt particles, or a pool filter
passes the water and stops substances such as dirt, leaves,
and twigs. Similarly, the electrical filters also transmit the
desired signal or band of signals required for an electrical
system and reject spurious signals or harmonics. Electri-
cal filters have been employed in practical applications for
more than eight decades, and are currently used in all
frequency ranges to provide as nearly perfect transmis-
sion as possible for signals falling within desired passband
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frequency ranges, together with rejection of those signals
and noise outside the desired frequency bands. RF and
microwave systems often require means of suppressing
unwanted signals and/or separating signals having differ-
ent frequencies in the microwave region. Naturally, these
functions also are performed by electrical filters. RF/mi-
crowave filter technology stimulates many microwave ap-
plications, such as equalizers, impedance-matching
networks, transformers, shaping networks, power divid-
ers, attenuators, and directional couplers. In addition,
they are fundamental components in a variety of RF/mi-
crowave systems, such as cellular radiocommunications,
satellite communications, military applications, and
radar.

A paper published in 1937 by Mason and Sykes [1] be-
came a starting point of studies on microwave filters.
Much of the foundation of modern filter theory and prac-
tice took place during the World War II years and the
years immediately following. In particular, the invention
of the radar as well as the war itself led to important de-
velopments in the area of filter technology. Both theoret-
ical filter design methods and technology employed to
realize them have shown a continuous development since
World War II. Satellite communications that began in the
1960s stimulated filter transfer functions and network
synthesis as well as rapid advances in waveguide and di-
electric resonator filters. Later, cellular communications
led to further developments in filter technologies such as
the dielectric resonator, coaxial resonator, and ceramic
and surface acoustic-wave filters, due to the necessity of
low-loss high-power-handling selective filters with re-
duced size and at low cost. Much of developments in mi-
crowave filters in historical perspective were surveyed in
1984 by Levy and Cohn [2]. A survey of the significant
techniques employed in the design of microwave filters
after the first survey published in 1984 is also presented
[3]. Additional details on numerous advances in micro-
wave filter technology in the context of their applications
may be found in the paper by Hunter et al. [4].

Electrical filters may be classified into several main
categories in terms of their general response types: low-
pass, bandpass, highpass, and bandstop. Their frequency
responses are illustrated in Fig. 1. Lowpass filters trans-
mit all frequencies between zero frequency and some up-
per frequency limit (cutoff frequency oc), while they
attenuate all frequencies above the cutoff frequency. In
contrast to lowpass filters, highpass filters pass all fre-
quencies above a lower cutoff frequency and attenuate all
frequencies below cutoff value. Bandpass filters transmit
all frequencies in a specific frequency band (o1 to o2,
where o1 is lower cutoff frequency and o2 is upper cutoff
frequency as shown in Figs. 1c and 1d, respectively) and
reject all frequencies below and above that band. Finally,
bandstop filters are complementary to bandpass filters,
and reject all frequencies in a frequency band (o1 to o2)
and pass all frequencies outside the band.

The ideal electrical filters are devices that provide per-
fect transmission for all frequencies in one or more pass-
band regions and infinite attenuation in one or more
stopband regions. Since such ideal filters cannot be real-
ized in the practical sense, the aim of filter design is to ap-

proximate the ideal characteristics within an acceptable
tolerance. The electrical filters may also be classified ac-
cording to their response functions, such as maximally flat
or Butterworth, equally ripple or Chebyshev, elliptic func-
tion, generalized Chebyshev or pseudoelliptic, and maxim-
ally flat time delay or linear phase. These filter responses
can be distinguished from each other by examining the lo-
cations of the poles and the zeros of their transfer func-
tions. Briefly, the zeros of a transfer function are termed
transmission zeros (or attenuation poles), and its poles,
transmission poles. Of the filter responses, all the trans-
mission zeros of the Butterworth or maximally flat trans-
fer function are at infinity, and the poles of this function
are located on a unit circle in the left-half complex plane. A
Butterworth filter that has maximally flat characteristic
within the passband is therefore an all-pole filter.

Like the Butterworth response, all the transmission ze-
ros of the Chebyshev transfer function are also at infinity,
but the poles of a Chebyshev filter are distributed on an
ellipse in the left-half complex plane, where the major and
minor axes of the ellipse are the imaginary and real axes of
the complex plane. The filter having such a characteristic
is often called as an all-pole Chebyshev filter, or simply a
Chebyshev filter. The selectivity (or stopband slope) of a
Chebyshev filter is steeper than that of a Butterworth fil-
ter of the same degree (the degree or order of a filter is
equal to the number of elements used in filter design).

When frequency selectivity or stopband slope and pass-
band loss are considered to be the significant filtering pa-
rameters, then Butterworth and Chebyshev filters are not
optimum. Therefore, the filters can also be designed such
that the transfer function has equal ripples in both pass-
band and stopband. In this particular case, since the
transfer function is result in expressions containing ellip-
tic functions, a filter of this type is often called an elliptic
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Figure 1. General response types of electrical filters: (a) lowpass;
(b) highpass; (c) bandpass; (d) bandstop.
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function filter or a Cauer parameter filter [5,6], or simply
an elliptic filter. Elliptic filters have the maximum number
of poles located at finite frequencies. In comparison to the
Chebyshev filter, they show better passband performance
and a steeper stopband slope.

On the other hand, if one or more transmission zeros are
located at finite frequencies within the stopband of a
Chebyshev filter, such a filter is then described as a gener-
alized Chebyshev or pseudoelliptic filter [7,8]. The use of the
generalized Chebyshev filter makes possible filter imple-
mentations with the minimum impedance variation, which
is considerable for a printed circuit implementation, be-
cause when realizing the elliptic function filter, the imped-
ance variation in the filter increases and leads to problems
for printed circuit implementation. This filter approach of-
fers high selectivity as the elliptic function filter.

Low loss in the passband and sharp stopband slope at
the band edges are typical requirements for RF/microwave
filter design. In some applications, however, the other sig-
nificant characteristic also is behavior of the transmission
phase over the passband [9]. For instance, modern micro-
wave communication systems require, especially in satel-
lite communications, filters passing the desired signal
with a minimum distortion. In order to prevent the dis-
tortion, both the insertion loss and group delay of the filter
must be constant within the passband. The group delay
remains constant when the transmission phase varies lin-
early with frequency. Therefore, such a filter is frequently
called a maximally flat time-delay filter. In addition, al-
though maximally flat time-delay filters generally have a
poor selectivity, they have a rather flat group delay within
the passband. Since the group delay becomes flat over a
wider frequency region as the filter degree n is increased,
high-degree maximally flat time-delay filters are often
used for obtaining a flat group delay over a large pass-
band. Since the polynomials encountered in the transfer
function providing such a filter characteristic are associ-
ated with Bessel functions, and as the maximally flat
phase approximation was firstly derived by Thomson
[10], these filters are also known Bessel or Thomson fil-
ters. The maximal time-delay filters have poles placed on
an ellipselike path outside a unit circle in the complex
plane, and like Butterworth and Chebyshev filters, they
are also all-pole filters.

It is well known that microwave filters can be realized
with only lumped elements such as inductors, capacitors,
and resistors or only distributed elements such as wave-
guide sections, coaxial lines, microstrip lines, and strip-
lines, or mixed lumped/distributed elements, arranged in
a particular configuration. Although lumped-element fil-
ters can be utilized up to about Ku band, lumped realiza-
tions of the microwave filters with high-Q inductors and
capacitors are seldom convenient because the operation
wavelength is comparable with the physical size of circuit
elements. Consequently, at microwave frequencies, this
difficulty in realization of lumped-element filters requires
the use of various distributed elements where the size of
the elements is comparable with the wavelength. Howev-
er, the study of lumped-element filters is very important
for comprehension of the design of distributed microwave
filters based on lumped-element theory. More details on

the role of lumped-element filters in microwave realiza-
tions and design may be found in Ref. 3.

The design of microwave filters using two-port lumped-
element lowpass prototype networks has been a conven-
tional method because the methods for lumped-element
electrical filter design are well established. For this reason,
the lowpass prototype filter design is usually a starting
point for the design of microwave filters. In such a case, it
is not important which media (e.g., transmission line,
waveguide, or other media) in which the filter is practical-
ly realized. There are two filter theories for design of the
lowpass prototype filter: the image parameter theory and
the insertion loss theory [11]. The oldest method of filter
design is based on the image parameter theory. In the de-
sign of lumped-element filters, however, the insertion loss
theory is generally preferable because the use of the image
parameter theory presents the desired cutoff frequencies
and attenuation characteristics, but avoids the specifica-
tion of a frequency response over the comprehensive oper-
ating frequency range. In addition, although this method is
relatively simple, it is not an exact procedure and is based
on a good deal of cut-and-try procedures for obtaining an
adequate overall frequency characteristic. Unlike the im-
age parameter method, the insertion loss theory can pro-
duce any possible transfer function and offers a filter
design with a completely specified frequency response.
Therefore, only insertion loss theory will be discussed here.

In the following paragraphs, the basic concepts and
theories for design of general RF/microwave filters are de-
fined. Filter transfer functions, two-port lumped-element
lowpass prototype filters, and filter transformations are
discussed. Richards’ transformation, Kuroda’s transfor-
mations (or identities), impedance, and admittance invert-
ers are also investigated, which are required for
transforming lumped elements to transmission-line sec-
tions, for physically separating filter elements and to
change impractical elements into more realizable ele-
ments in a filter network.

2. BASIC CONCEPTS

2.1. Transfer Function

The transfer function of a linear and time-invariant net-
work as illustrated in Fig. 2 may be expressed in form of a
rational function as

S21ðsÞ¼
NðsÞ

DðsÞ
ð1Þ

where N(s) and D(s) are polynomials in a complex fre-
quency variable s. The s plane (sþ jO) is a particularly
convenient representation of a two-port network response
as a function of the neper frequency s and radian frequen-
cy O, which turns out to be very useful for modern network
synthesis. When the network is a lossless passive
network, then the neper frequency becomes s¼ 0, and
hence s¼ jO. In this case, the transfer function of a lossless
two-port network is also expressed as

S21ðjOÞ
�� ��2¼ 1

1þ e2F2
nðOÞ

ð2Þ
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where O is a frequency variable, e is a ripple constant, and
Fn(O) is a filtering function. Thus, to obtain the desired
response, the rational transfer function given by (1) can be
realized using (2).

The rational transfer function described in (1) is
defined on the s-complex plane. The s values that
make S21(s)¼ 0 are the zeros of the rational transfer func-
tion, and the s values that constitute S21(s)¼N are
the singularities (usually the poles) of the rational trans-
fer function. Briefly, the roots of polynomial N(s) give
the zeros of the transfer function S21(s), while the
roots of polynomial D(s) give the poles of the transfer
function S21(s). These poles and zeros are often called
transmission poles and transmission zeros, respectively,
and they can be illustrated on the s-complex plane [12,13].
The poles becomes the natural frequencies of the
filter when its frequency response is represented by the
transfer function S21(s). The denominator D(s) is a
Hurwitz polynomial [12]. Hurwitz requires that all
roots (zeros) of D(s) occur only in the left-half plane,
or on the imaginer axis of the s plane. Therefore, for
the filter to be a stable and causal network, the transfer
function described by (1) must satisfy the following con-
straints:

* It must be a rational function of complex frequency
variable s with a real coefficient.

* The natural frequencies (or poles) of the filter must
lie in the left-half complex plane, or on the imaginer
axis jO.

* The degree of the numerator N(s) must be equal to or
less than that of the denominator D(s).

Unlike the denominator D(s), the roots of numerator N(s)
may place anywhere on the s-complex plane, and they are
defined as finite-frequency transmission zeros of the filter.

2.2. Insertion Loss

The transmitted power through a two-port network is
characterized as insertion loss. The insertion loss, LA

(measured in decibels), of a two-port network at a partic-
ular frequency is defined as

LAðOÞ¼ 10 log
Pin

PL
¼ 10 log

1

S21ðjOÞ
�� ��2

dB ð3Þ

where Pin is the power delivered (incident power) to the
load when connected directly to the source and PL is the
power delivered to the same load after insertion of the two-
port network, as shown in Fig. 2. A typical insertion loss
response for a lowpass filter with an equal-ripple passband
and stopband is shown in Fig. 3, where Oc, Os, and Oz, are
the cutoff frequency, the frequency of the stopband edge,
and the frequencies of the transmission zeros, respectively.
Insertion loss becomes infinite at transmission zeros (or
attenuation poles), while it is zero at reflection zeros (or
transmission poles). All transmission zeros must be located
in stopband(s) to achieve maximum signal attenuation in
these frequency bands. Each transmission zero at infinite
frequency increases one the degree of filter while the trans-
mission zeros at finite frequencies appends double degrees.

2.3. Return Loss

The return loss LR (measured in decibels) characterizes
the reflected power and is defined as the ratio of the input
to reflected power. Since S11j j

2
þ S21j j

2
¼ 1 for a lossless,

passive two-port network, the return loss response of the
filter is given by

LRðOÞ¼ 10 log
Pin

PR

� �
¼ 10 log

1

S11ðjOÞ
�� ��2

¼ 10 log
1

1� S21ðjOÞ
�� ��2

dB

ð4Þ

VG

ZG

ZL

Pin

PR

PLPA

Linear,
time-invariant 

two-port network 
∼

Figure 2. General form of a linear and time-invariant two-port
network, where PL¼PA if the network is lossless, and PL¼Pin if
the network is lossless and there are no reflections.
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an equal-ripple passband and stopband.

FILTER THEORY 1551



where PR is the reflected power, as shown in Fig. 2, and
|S11|2 is power reflection coefficient. A typical return loss
response for a lowpass filter is shown in Fig. 3. Return loss
is infinite at reflection zeros but it becomes zero at trans-
mission zeros. In other words, reflected power is an infi-
nite number of decibels (N dB) smaller than the incident
power at reflection zeros, whereas it is equal to incident
power at transmission zeros. It should be known that the
return loss becomes infinite at frequencies where inser-
tion loss is zero, and the return loss has minimum value at
frequencies where passband ripple has maximum value.
All reflection zeros must be located in passband to enable
transfer of power to output with minimal reflection. The
total number of reflection zeros is equal to the total num-
ber of transmission zeros. The degree or order of a filter is
also equal to the total number of transmission zeros or
reflection zeros.

2.4. Phase Delay

In phase delay, the output signal in relation to the input
signal is delayed while a signal is transmitted through a
frequency-selective network such as a filter. The phase
delay tp (in seconds) is one of two parameters that play a
role in characterizing filter performance related to this
delay, and is defined by

tp¼
argðLAÞ

O
¼

f21ðOÞ
O

ð5Þ

where f21 (in radians) is the phase of the transfer function
of the filter and O is measured in radians per second. In
other words, phase delay is the ratio of the total phase shift
(usually expressed in radians) of a sinusoidal signal during
transmission through a transducer to the frequency
(usually expressed in radians per second) of the signal.

2.5. Group Delay

The second type of signal delay is the group delay de-
scribed as the negative of the slope of insertion phase.
Group delay is defined as

td¼ �
df21ðOÞ

dO
ð6Þ

The group delay determines the time required for a signal
to pass through a circuit and represents the true signal
delay.

3. FILTER CHARACTERISTICS

3.1. The Butterworth (or Maximally Flat) Characteristic

The ideal filter response can be approximated in a number
of different ways. A common approximation is the Butter-
worth or maximally flat response, and its transfer function
(or power loss ratio) is commonly described as

S21ðjOÞ
�� ��2¼ 1

1þ e2ðO=OcÞ
2n

ð7Þ

where Oc is the cutoff frequency or the edge of the pass-
band and n is the degree or the order of filter, which is also

the number of reactive elements required in the lowpass
prototype filter. In (7), e defines the insertion loss at the
cutoff frequency Oc¼1 and is commonly set equal to 1.
Hence, the filter has an insertion loss of LAr¼3.01 dB at
the cutoff frequency Oc¼1. For O4Oc, the insertion loss
increases indefinitely with frequency at a rate dependent
on the exponent 2n, as shown in Fig. 4.

3.2. The Chebyshev (or Equal-Ripple) Characteristic

The transfer function that describes this type of filter
response is given by

S21ðjOÞ
�� ��2¼ 1

1þ e2T2
nðO=OcÞ

ð8Þ

where TnðO=OcÞ is a Chebyshev polynomial of the first
kind of order n and is defined by

TnðO=OcÞ¼
cosðn cos�1ðO=OcÞÞ jðO=OcÞj � 1

coshðn cosh�1
ðO=OcÞÞ jðO=OcÞj � 1

(
ð9Þ

Insertion loss responses for Fifth- and Seventh-degree
Chebyshev filters are illustrated in Fig. 5. If the passband
response is allowed to have ripples between a minimum
value and a maximum value and the maximally flat stop-
band response, then the filter realized using (8) will have a
cutoff (or stopband slope) sharper than that of a corre-
sponding Butterworth filter, because the Chebyshev poly-
nomial Tn(O/Oc) oscillates between 81 for |O/Oc|r1,
while it increases monotonically for |O/Oc|Z1. This
means that the transfer function oscillates between 1
and 1/(1þ e2) in the passband and equals (1þ e2) at cutoff
frequency, and increases monotonically for |O/Oc|Z1.
Thus, the ripple constant e that defines the magnitude of
the ripple in the passband is given by

e¼ ð100:1LAr � 1Þ1=2 ð10Þ

where the insertion loss LAr at cutoff frequency is mea-
sured in decibels.

LA (dB)

Ωc

LAr

n=5

n=7

Ω

Figure 4. Butterworth (or maximally flat) filter characteristic of
degrees 5 and 7.
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3.3. The Elliptic Function Characteristic

The filter characteristic that can offer an equal-ripple re-
sponse in both the passband and stopband is known as an
elliptic function response. The transfer function for elliptic
function filter is given by

S21ðjOÞ
�� ��2¼ 1

1þ e2F2
nðO=OcÞ

ð11Þ

where the ripple constant e is defined by

e¼ 100:1LR � 1
� ��1=2

ð12Þ

and LR is the minimum return loss level in the passband
and is given by

LR¼ � 20 log S11j jdB ð13Þ

In (11), the filtering function Fn is an elliptic rational
function and can be expressed in terms of its zeros and
poles [5,14,15]

FnðOÞ¼

F0

Qn=2
i¼1 ðO

2 � O2
z;iÞQn=2

i¼ 1 ðO
2
� O2

p;iÞ
for n even

F0

O
Qðn�1Þ=2

i¼ 1 ðO2
� O2

z;iÞQðn�1Þ=2
i¼ 1 ðO2 � O2

p;iÞ
for n odd

8
>>>>>><

>>>>>>:

ð14Þ

where Oz,i are the zeros of the elliptic rational function,
Op,i are the poles of the elliptic rational function, Os41 is
frequency at which minimum stopband insertion loss LAs

(in decibels) occurs, and the scaling constant F0 that
ensures Fn(1)¼ 1, which is described as

F0¼

Qn=2
i¼ 1 ð1� O2

p;iÞ
Qn=2

i¼ 1 ð1� O2
z;iÞ

for n even

Qðn�1Þ=2
i¼ 1 ð1� O2

p;iÞ
Qðn�1Þ=2

i¼ 1 ð1� O2
z;iÞ

for n odd

8
>>>>>><

>>>>>>:

ð15Þ

It should be noted that the poles Op,i are inversely
proportional to the zeros Oz,i of the elliptic rational func-

tion Fn(O) and the relationship between them is described
as

Op;i¼
Os

Oz;i
ð16Þ

A typical insertion loss response for an elliptic function
filter is illustrated in Fig. 6. The elliptic filter provides a
much steeper stopband slope for a given degree, and rel-
atively small insertion losses as compared to Butterworth
and Chebyshev filters.

3.4. The Generalized Chebyshev (or Pseudoelliptic)
Characteristic

Generalized Chebyshev response or pseudoelliptic re-
sponse is one of the responses used frequently for micro-
wave filters. The responses of these types between the
Chebyshev and elliptic function filter characteristics have
a pair of transmission zeros at finite frequencies. The
transfer function that describes this type of response is
given by

S21ðjOÞ
�� ��2¼ 1

1þ e2F2
nðO=OcÞ

ð17Þ

where the ripple constant e is as given by (12) and the fil-
tering function Fn(O) for the odd-degree generalized
Chebyshev characteristic with three transmission zeros
at infinity and the remainder at a finite frequency is given
as [7]

FnðOÞ¼ cosh ðn� 3Þ cosh�1 O
O2

z � 1

O2
z � O2

 !1=2
2
4

3
5

8
<

:

þ3 cosh�1
ðOÞ
o

ð18Þ

where n is the degree of the filter and an odd number. It
should be noted that O¼ � Oz ðO > 1Þ are the frequency
locations of a pair of transmission zeros, and when Oz-N,
the filtering function Fn(O) converts to the ordinary
Chebyshev filter function. A typical insertion loss re-
sponse for a generalized Chebyshev filter is illustrated
in Fig. 7, where Oc, Os, Oz, and Om, are the cutoff frequency,
the frequency at which minimum stopband insertion loss
LAs (in decibels) occurs (or the frequency of the stopband

ΩC

LAr

n=5

n=7

Ω

LA (dB)

Figure 5. Chebyshev (or equal-ripple) filter characteristic of
degrees 5 and 7.

ΩC

LAr

LA (dB)

LAs

ΩS

Ω

Figure 6. A typical elliptic function filter characteristic.
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edge), the frequency of the transmission zero, and the fre-
quency of the minimum insertion loss in the stopband,
respectively.

3.5. The Maximally Flat Time-Delay Characteristic

Modern microwave communication systems require, espe-
cially in satellite and mobile communications, filters pass-
ing the desired signal with a minimum amount of
distortion. This problem can be solved successfully when
both the insertion loss and the group delay of the filter
remains constant within the passband. The group delay
will be constant if the transmission phase varies linearly
with frequency. Thus, filters of this type are often called
maximally flat time-delay filters.

For a maximally flat time-delay lowpass prototype filter
with the cutoff frequency of Oc¼ 1, the insertion loss is
given as [16]

LAðOÞ¼
10O2

ð2n� 1Þ ln 10
dB ð19Þ

For nZ3, the 3 dB bandwidth is approximately given by

O3 dB 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2n� 1Þ ln 2

p
ð20Þ

As can be seen from this expression, the 3 dB bandwidth of
a maximally flat time-delay filter is a function of the filter
degree n only, and it widens as the degree is increased. In
addition, the insertion loss responses of the maximally flat
time-delay, Butterworth, and Chebyshev lowpass filters,
which have identical topologies, are compared in Fig. 8. As
can be seen, the insertion loss of the maximally flat time
delay gradually increases outside the passband and its
stopband rejection is not as good as those of the other two
filters.

4. FILTER DESIGN USING THE INSERTION LOSS THEORY

This procedure of the filter design starts with deciding on
filter specifications such as frequency range, bandwidth,

insertion loss, stopband attenuation and frequencies, in-
put and output impedances, VSWR (voltage standing-
wave ratio), group delay, and phase linearity. This process
is followed by synthesis of a suitable filter network. In this
step, the lowpass prototype filter having desired filter
characteristics such as Butterworth, Chebyshev, elliptic,
pseudoelliptic, or maximally flat time-delay is designed.
We shall investigate design of lowpass prototype filters
using LC elements here, but the prototype networks can
also be designed employing ideal impedance or admittance
inverters that will be discussed later on. It should be
mentioned that all filters that can be designed with im-
pedance or admittance inverters are also designable em-
ploying LC prototype networks. In this article, therefore,
only lowpass prototype filters utilizing LC elements will
be discussed. For additional information on filter design
using prototypes with inverters, the reader is referred to
Refs. 13 and 16. The lowpass prototype filter is then trans-
formed to the required type (lowpass, highpass, bandpass,
or bandstop) filter with the specified center and/or edge
frequencies. Finally, the filter network is realized in terms
of lumped- and/or distributed-circuit elements. This filter
design procedure is schematically illustrated in Fig. 9.

The design of microwave filters is based principally on
transforming the lumped-element lowpass prototype filter
network having desired filter characteristics into a phys-
ically realizable filter. Lowpass prototype filters are two-
port lumped-element networks with an angular cutoff fre-
quency of 1 rad/s and operating in a 1-O system that have
been synthesized to elicit a desired filter response. The
elements of such a prototype filter are composed of induc-
tors and capacitors of the ladder networks as illustrated in
Fig. 10. The networks depict the two possible implemen-
tations of the lowpass prototype filter topologies providing
the same power transfer function. Lowpass filters
have characteristics such that they transmit all frequen-
cies between zero frequency and some upper frequency
limit (cutoff frequency oc) and attenuate all frequencies
above the cutoff frequency. These prototype networks are
all-pole networks with all their transmission zeros at in-
finity.

ΩC

LAr

LA (dB)

LAs

ΩS ΩZ Ωm

Figure 7. A typical generalized Chebyshev (or pseudoelliptic)
filter characteristic.

LA (dB)

Gaussian

Butterworth 

Chebyshev 

0
Ω

Figure 8. Comparison of characteristics of maximally flat time-
delay filter, Butterworth filters, and Chebyshev lowpass filters.
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In this section, only the equations and tables needed to
determine the basic values of some lowpass prototype fil-
ters will be presented. It should be mentioned that the
filter synthesis procedures will not be discussed here. (See
the article titled FILTER SYNTHESIS.)

4.1. Butterworth (or Maximally Flat) Lowpass
Prototype Filters

For Butterworth or maximally flat low-pass prototype fil-
ters with an insertion loss of 3.01 dB and at the cutoff fre-
quency of Oc¼1, the transfer function is given as

S21ðjOÞ
�� ��2¼ 1

1þO2n
ð21Þ

The element values of such a prototype filter can be cal-
culated using

g0¼ 1:0 :

gk¼ 2 sin
2k� 1

2n
p

� �
for k¼ 1; 2;3; . . . ;n

gnþ1¼ 1:0

ð22Þ

The Butterworth filters considered here are always sym-
metric in network structure, namely, g0¼ gnþ 1;
g1¼ gn; g2¼ gn�1, and so on. For a normalized lowpass
design where the source impedance and the cutoff fre-
quency are 1O and Oc¼ 1, respectively, the element values
for the ladder-type circuits of Fig. 10 can be tabulated [16].
These circuits may be considered as the dual of each other,
and either will offer the same response. For convenience,
their element values gn are given in Table 1 for filter de-
gree n values up to 10, Oc¼ 1 and L¼ 3.01 dB at cutoff
frequency Oc.

On the other hand, a designer often needs to be able to
select the number of elements in filter or the degree of
filter to achieve a specified attenuation at the some
frequency in the stopband. In such a case, the degree
of a Butterworth lowpass prototype filter may be deter-
mined as

n �
logð100:1LAs � 1Þ

2 log Os
ð23Þ

where LAs is the minimum stopband attenuation at a fre-
quency O¼Os in the stopband. For example, if LAs¼35 dB
and Os¼ 1.9, then nZ6.278, that is, a Butterworth proto-
type of degree 7 (n¼ 7) should be selected.

4.2. Chebyshev (or Equal-Ripple) Lowpass Prototype Filters

For a Chebyshev or equal-ripple lowpass prototype filter
with a cutoff frequency of Oc¼ 1, the transfer function is

given as

S21ðjOÞ
�� ��2¼ 1

1þ e2T2
nðOÞ

ð24Þ

The element values of the prototype filters shown in
Fig. 10 may be computed using the formulas

g0¼ 1:0 ð25aÞ

g1¼
2a1

g
ð25bÞ

gk¼
4ak�1ak

bk�1gk�1
for k¼ 2; 3; . . . ;n ð25cÞ

gnþ1¼
1:0 for n odd

coth2
ðb=4Þ for n even

(
ð25dÞ

with

ak¼ sin
ð2k� 1Þp

2n

� �
for k¼ 1; 2; 3; . . . ;n ð26aÞ

bk¼ g2þ sin2 kp
n

� �
for k¼ 1; 2; 3; . . . ;n ð26bÞ

g¼ sinh
b

2n

� �
ð26cÞ

b¼ ln coth
LAr

17:37

� �	 

ð26dÞ

where LAr is the passband ripple in decibels. Some ele-
ment values for Chebyshev lowpass prototype filters with
a normalized source impedance 1O and cutoff frequency
Oc¼ 1 for various LAr and n¼ 1–10 are listed in Table 2 [16].

g3

g2 gn

g1 gn

g0 gn+1 gn+1

n: oddn: even

(a)

g1 g3

g2 gn

gn gn+1g0 gn+1

n: even n: odd

(b)

Figure 10. Lumped-element lowpass prototype networks for all-
pole filters including Butterworth, Chebyshev, and maximally flat
time-delay responses with (a) a ladder network structure and (b)
its dual.

Filter
Specifications 

LPF  Prototype
Design 

LPF, HPF, BPF  
or BSF 

Transformation 

Filter
Implementation 

Figure 9. Filter design procedure.
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The degree of a Chebyshev lowpass prototype filter may
be determined by

n �

cosh�1 100:1LAs � 1
100:1LAr � 1

� �1=2

cosh�1 Os

ð27Þ

where LAr is the passband ripple and LAs is the minimum
stopband attenuation at O¼Os. Again, when the filter
specifications stipulate LAs¼ 35 dB, LAr¼ 0.1 dB, and Os¼

1.9, then nZ5.252, that is, a Chebyshev prototype of de-
gree 6 (n¼ 6) should be selected to meet this specification.

Since this example is the same as the example given above
for the Butterworth prototype, the Chebyshev design has
a better frequency characteristic than the Butterworth
design, and at microwave frequencies, the Former design
is preferred over the latter design.

Moreover, for given minimum return loss LR or maxi-
mum voltage standing-wave ratio (VSWR) in the pass-
band, the corresponding passband ripple LAr may be
calculated as

LAr¼ � 10 logð1� 100:1LR ÞdB ð28Þ

Table 1. Element Values for Butterworth or Maximally Flat Response Prototype Filter (g0¼1.0, Xc¼1, LAr¼3.01 dB at Xc)

n g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11

1 2.0000 1.0
2 1.4142 1.4142 1.0
3 1.0000 2.0000 1.0000 1.0
4 0.7654 1.8478 1.8478 0.7654 1.0
5 0.6180 1.6180 2.0000 1.6180 0.6180 1.0
6 0.5176 1.4142 1.9318 1.9318 1.4142 0.5176 1.0
7 0.4450 1.2470 1.8019 2.0000 1.8019 1.2470 0.4450 1.0
8 0.3902 1.1111 1.6629 1.9616 1.9616 1.6629 1.1111 0.3902 1.0
9 0.3473 1.0000 1.5321 1.8794 2.0000 1.8794 1.5321 1.0000 0.3473 1.0
10 0.3129 0.9080 1.4142 1.7820 1.9754 1.9754 1.7820 1.4142 0.9080 0.3129 1.0

Table 2. Element Values for Chebyshev Prototype Filters (g0¼1.0, Xc¼1)

n g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11

0.01 dB Ripple

1 0.0960 1.0
2 0.4488 0.4077 1.1007
3 0.6291 0.9702 0.6291 1.0
4 0.7128 1.2003 1.3212 0.6476 1.1007
5 0.7563 1.3049 1.5773 1.3049 0.7563 1.0
6 0.7813 1.3600 1.6896 1.5350 1.4970 0.7098 1.1007
7 0.7969 1.3924 1.7481 1.6331 1.7481 1.3924 0.7969 1.0
8 0.8072 1.4130 1.7824 1.6833 1.8529 1.6193 1.5554 0.7333 1.1007
9 0.8144 1.4270 1.8043 1.7125 1.9057 1.7125 1.8043 1.4270 0.8144 1.0
10 0.8196 1.4369 1.8192 1.7311 1.9362 1.7590 1.9055 1.6527 1.5817 0.7446 1.1007

0.1 dB Ripple
1 0.3052 1.0
2 0.8430 0.6220 1.3554
3 1.0315 1.1474 1.0315 1.0
4 1.1088 1.3061 1.7703 0.8180 1.3554
5 1.1468 1.3712 1.9750 1.3712 1.1468 1.0
6 1.1681 1.4039 2.0562 1.5170 1.9029 0.8618 1.3554
7 1.1811 1.4228 2.0966 1.5733 2.0966 1.4228 1.1811 1.0
8 1.1897 1.4346 2.1199 1.6010 2.1699 1.5640 1.9444 0.8778 1.3554
9 1.1956 1.4425 2.1345 1.6167 2.2053 1.6167 2.1345 1.4425 1.1956 1.0
10 1.1999 1.4481 2.1444 1.6265 2.2253 1.6418 2.2046 1.5821 1.9628 0.8853 1.3554

0.5 dB Ripple

1 0.6986 1.0
2 1.4029 0.7071 1.9841
3 1.5963 1.0967 1.5963 1.0
4 1.6703 1.1926 2.3661 0.8419 1.9841
5 1.7058 1.2296 2.5408 1.2296 1.7058 1.0
6 1.7254 1.2479 2.6064 1.3137 2.4758 0.8696 1.9841
7 1.7372 1.2583 2.6381 1.3444 2.6381 1.2583 1.7372 1.0
8 1.7451 1.2647 2.6564 1.3590 2.6964 1.3389 2.5093 0.8796 1.9841
9 1.7504 1.2690 2.6678 1.3673 2.7239 1.3673 2.6678 1.2690 1.7504 1.0
10 1.7543 1.2721 2.6754 1.3725 2.7392 1.3806 2.7231 1.3485 2.5239 0.8842 1.9841
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or

LAr¼ � 10 log 1�
VSWR� 1

VSWRþ 1

� �2
" #

dB ð29Þ

where LRo0 (in decibels) is the minimum return loss giv-
en by (13), and VSWR is

VSWR¼
1þ S11j j

1� S11j j
ð30Þ

4.3. Elliptic Function Lowpass Prototype Filters

If frequency selectivity and passband loss are considered
to be the significant filtering features, the elliptic function
filters exhibiting equal-ripple response in both passband
and stopband are optimum filters. Lumped-element low-
pass elliptic function prototype filters are shown in Fig. 11.
For the lowpass prototype filter shown in Fig. 11a, the
transmission zeros (or attenuation poles) at finite frequen-
cies in the stopband are produced by the parallel-resonant
circuits in the series branches since this resonant circuit is
open-circuited at resonance, while the transmission
zeros (or attenuation poles) at finite frequencies for
the prototype network in Fig. 11b are produced by the
series-resonant circuits in the shunt branches since this
resonant circuit is short-circuited at resonance.

Unlike the simple method of computing element values
for the Butterworth and Chebyshev lowpass prototype fil-
ters described above, there are no simple methods for com-
puting element values of the elliptic lowpass prototype
filter, but the low-pass prototype element values derived
by synthesis [17] have been published for a wide range of
passband and, stopband ripple values, and a number of
branches. However, the element values for some useful
cases are presented in Table 3 [13] for a passband ripple LAr

¼ 0.1 dB, a cutoff Oc¼ 1, various minimum stopband inser-
tion loss LAs, and frequency Os at which minimum stopband
insertion loss LAs occurs. More extensive tables for element
values of elliptic filters were offered by Saal and Ulbrich [6].

For an elliptic function lowpass prototype filter with a
cutoff frequency of Oc¼ 1, the transfer function is given as

S21ðjOÞ
�� ��2¼ 1

1þ e2F2
nðOÞ

ð31Þ

where the filtering function is as given by Eqs. (14) and
(15).

The degree equation for an elliptic lowpass prototype
filter may be written as

n �
KðksÞ

Kðk0sÞ

Kðk00Þ

Kðk0Þ
ð32Þ

where K(k) is the complete elliptic integral of the first
kind, given by

KðkÞ

Kðk 0 Þ
¼

1
p ln 2 1þ k1=2

1�k1=2

� �
0:707 � k � 1:0

1
p ln 2 1þ ðk

0
Þ
1=2

1�ðk 0 Þ1=2

� ��1
0 � k � 0:707

8
><

>:
ð33Þ

The arguments of the complete elliptic integral of the first
kind ks,ks

0,k0,k0
0, are described as

ks¼
1

Os
; k

0

s¼ ð1� k2
s Þ

1=2
ð34Þ

k0¼ eð100:1LAs � 1Þ�1=2; k0
0 ¼ ð1� k2

0Þ
1=2

ð35Þ

where LAs is the minimum stopband attenuation at O¼Os.
If LAs¼ 35 dB and Os¼ 1.9, then nZ3.957, namely, an el-
liptic function prototype network of degree 4 (n¼ 4),
should be selected to meet this specification.

4.4. Generalized Chebyshev (or Pseudoelliptic) Lowpass
Prototype Filters

The generalized Chebyshev filters have finite-frequency
transmission zeros at a single frequency (just outside the
edge of the passband) rather than being distributed freely
throughout the stopband. When attempting to realize the
elliptic function lowpass prototype filter, the impedance
variation in the filters becomes large, and this impedance
variation leads to problems for printed circuit implemen-
tation such as microstrip. The generalized Chebyshev fil-

g1 gn-1

n: even

g′ 2

g2
gn

gn

n: odd

gn-1

g′n-1 gn+1g0 gn+1

(a)

gn-1

n: even

g2

g ′2 gn

g1

gn-1

g′ n-1

gn

g0 gn+1 gn+1

n: odd

(b)

Figure 11. Lumped-element lowpass prototype fil-
ters for elliptic function response with (a) series–par-
allel-resonant branches and (b) its dual with shunt
series-resonant branches.
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ter has the advantage of leading to a more suitable range
of impedance levels in the filters. Lumped-element low-
pass prototype filter networks are shown in Fig. 12. For
the prototype filter networks of degrees 5, 7, 9, and 11, the
element values for RLZ20 dB and RLZ26 dB when g0¼ 1,
Oc¼ 1 and LAsZ40 dB are presented in Table 4 [7]. The
table also contains the values of Oz and Os.

Moreover, apart from the LC prototype networks
shown in Fig. 12, a generalized Chebyshev prototype fil-
ter using inverters is introduced in Refs. 13 and 18 for any
filter degree. However, since we have considered only the
LC prototype filter networks, such a network will not be
discussed here. For information on the design and char-
acteristics of generalized Chebyshev prototype filters

employing inverters, the reader is referred to Chapt. 10
of Ref. 13 and to Ref. 18.

4.5. Maximally Flat Time-Delay Lowpass Prototype Filters

Lowpass prototype filters for all-pole filters with a ladder
network structure as illustrated in Fig. 10 can serve as
maximally flat time-delay lowpass prototype filters be-
cause these are also all-pole filters. The lowpass prototype
element values for filters of this type are often derived by
network synthesis. However, for convenience, some ele-
ment values are provided in Table 5 [11,16]. It should be
noted that the first-degree maximally flat time-delay low-

Table 3. Element Values for Lumped-Element Elliptic Function Lowpass Prototype Filters (g0¼gn + 1¼1, Xc¼1,
LAr¼0.1 dB)

n Os LAs (dB) g1 g2 g02 g3 g4 g04 g5 g6 g06 g7

3 1.4493 13.5698 0.7427 0.7096 0.5412 0.7427
1.6949 18.8571 0.8333 0.8439 0.3252 0.8333
2.0000 24.0012 0.8949 0.9375 0.2070 0.8949
2.5000 30.5161 0.9471 1.0173 0.1205 0.9471

4 1.2000 12.0856 0.3714 0.5664 1.0929 1.1194 0.9244
1.2425 14.1259 0.4282 0.6437 0.8902 1.1445 0.9289
1.2977 16.5343 0.4877 0.7284 0.7155 1.1728 0.9322
1.3962 20.3012 0.5675 0.8467 0.5261 1.2138 0.9345
1.5000 23.7378 0.6282 0.9401 0.4073 1.2471 0.9352
1.7090 29.5343 0.7094 1.0688 0.2730 1.2943 0.9348
2.0000 36.0438 0.7755 1.1765 0.1796 1.3347 0.9352

5 1.0500 13.8785 0.7081 0.7663 0.7357 1.1276 0.2014 4.3812 0.0499
1.1000 20.0291 0.8130 0.9242 0.4934 1.2245 0.3719 2.1350 0.2913
1.1494 24.5451 0.8726 1.0084 0.3845 1.3097 0.4991 1.4450 0.4302
1.2000 28.3031 0.9144 1.0652 0.3163 1.3820 0.6013 1.0933 0.5297
1.2500 31.4911 0.9448 1.1060 0.2694 1.4415 0.6829 0.8827 0.6040
1.2987 34.2484 0.9681 1.1366 0.2352 1.4904 0.7489 0.7426 0.6615
1.4085 39.5947 1.0058 1.1862 0.1816 1.5771 0.8638 0.5436 0.7578
1.6129 47.5698 1.0481 1.2416 0.1244 1.6843 1.0031 0.3540 0.8692
1.8182 54.0215 1.0730 1.2741 0.0919 1.7522 1.0903 0.2550 0.9367
2.0000 58.9117 1.0876 1.2932 0.0732 1.7939 1.1433 0.2004 0.9772

6 1.0500 18.6757 0.4418 0.7165 0.9091 0.8314 0.3627 2.4468 0.8046 0.9986
1.1000 26.2370 0.5763 0.8880 0.6128 0.9730 0.5906 1.3567 0.9431 1.0138
1.1580 32.4132 0.6549 1.0036 0.4597 1.0923 0.7731 0.9284 1.0406 1.0214
1.2503 39.9773 0.7422 1.1189 0.3313 1.2276 0.9746 0.6260 1.1413 1.0273
1.3024 43.4113 0.7751 1.1631 0.2870 1.2832 1.0565 0.5315 1.1809 1.0293
1.3955 48.9251 0.8289 1.2243 0.2294 1.3634 1.1739 0.4148 1.2366 1.0316
1.5962 58.4199 0.8821 1.3085 0.1565 1.4792 1.3421 0.2757 1.3148 1.0342
1.7032 62.7525 0.9115 1.3383 0.1321 1.5216 1.4036 0.2310 1.3429 1.0350
1.7927 66.0190 0.9258 1.3583 0.1162 1.5505 1.4453 0.2022 1.3619 1.0355
1.8915 69.3063 0.9316 1.3765 0.1019 1.5771 1.4837 0.1767 1.3794 1.0358

7 1.0500 30.5062 0.9194 1.0766 0.3422 1.0962 0.4052 2.2085 0.8434 0.5034 2.2085 0.4110
1.1000 39.3517 0.9882 1.1673 0.2437 1.2774 0.5972 1.3568 1.0403 0.6788 1.3568 0.5828
1.1494 45.6916 1.0252 1.2157 0.1940 1.5811 0.9939 0.5816 1.2382 0.5243 0.5816 0.4369
1.2500 55.4327 1.0683 1.2724 0.1382 1.7059 1.1340 0.4093 1.4104 0.7127 0.4093 0.6164
1.2987 59.2932 1.0818 1.2902 0.1211 1.7478 1.1805 0.3578 1.4738 0.7804 0.3578 0.6759
1.4085 66.7795 1.1034 1.3189 0.0940 1.8177 1.2583 0.2770 1.5856 0.8983 0.2770 0.7755
1.5000 72.1183 1.1159 1.3355 0.0786 1.7569 1.1517 0.3716 1.6383 1.1250 0.3716 0.9559
1.6129 77.9449 1.1272 1.3506 0.0647 1.8985 1.3485 0.1903 1.7235 1.0417 0.1903 0.8913
1.6949 81.7567 1.1336 1.3590 0.0570 1.9206 1.3734 0.1675 1.7628 1.0823 0.1675 0.9231
1.8182 86.9778 1.1411 1.3690 0.0479 1.9472 1.4033 0.1408 1.8107 1.1316 0.1408 0.9616
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pass prototype filter is identical to the first-degree But-
terworth lowpass prototype filter.

5. IMPEDANCE AND FREQUENCY SCALING

Lowpass prototype filters are not practical for most appli-
cations because they have cutoff frequencies of 1 rad/s and
1O source and load terminations. Therefore, to obtain a
practical filter response such as lowpass, highpass, band-
pass, and bandstop, these prototypes can be scaled in
terms of impedance and frequency.

As mentioned above, the source and load terminations
of the prototype network are 1O, except for Chebyshev
filters with even n, which have load impedance different
from 1O. Therefore, the prototype filter reactances can be
considered as normalized by the source impedance Z0. The
g0¼ 1 normalization can be removed by multiplying the
impedances of the prototype network by the source im-
pedance Z0. Thus, if the component values of the prototype
design are represented by gn, and ZPL, then the new filter

component element values can be obtained as

L¼Z0gn ðfor series inductorsÞ ð36Þ

C¼
gn

Z0
ðfor shunt capacitorsÞ ð37Þ

Zs¼Z0 ð38Þ

ZL¼Z0ZPL ð39Þ

The impedance scaling process has no effect on the filter
response.

5.1. Frequency Scaling for Lowpass Filters

To transform the cutoff frequency of a lowpass prototype
filter from Oc¼ 1 to oc, we can choose a frequency trans-
formation as

O¼
o
oc

ð40Þ

L0(n-1) L0(n-2) L0(4) L0(2)

L2(4)L2(6)L2(n-3)L2(n-1)
C1(1)

C2(4)C2(6)C2(n-3)C2(n-1)
C1(n)1Ω 1Ω

(a)

C2(n-3) C2(6) C2(4)C2(n-1)

1Ω L2(n-3) L2(6)L2(n-1)
L0(n-3)L0(n-1)                                               L0(6) L0(2)

L2(4)
L0(4)

C1(n) C1(1)

1Ω

(b)

Figure 12. Lumped-element lowpass prototype fil-
ters for generalized Chebyshev response with (a)
with shunt series-resonant branches and (b) its
dual with series–parallel-resonant branches.

Table 4. Element Values for Generalized Chebyshev Prototype Filters (g0¼1.0, Xc¼1, LAsZ40 dB)

RLZ20 dB RLZ26 dB
Element Number n Element Number n

11 9 7 5 11 9 7 5

Oz 1.08873 1.14922 1.29516 1.78780 1.11580 1.19397 1.38122 2.01033
Os 1.03927 1.08480 1.21229 1.69345 1.05564 1.11696 1.28362 1.90012
L2(10) 1.395820 1.360350
L0(10) 0.840267 0.804735
C2(8) 0.805350 0.8135680 0.837434 0.799104
L2(8) 1.047550 0.9306790 0.959128 0.877829
L0(8) 0.661279 0.9474160 0.755266 0.928279
C2(6) 0.805350 0.9814700 1.100060 0.837434 1.000880 1.063870
L2(6) 1.047550 0.7714660 0.541922 0.959128 0.700860 0.492702
L0(6) 0.672323 0.8009000 1.080270 0.774110 0.898068 1.067530
C2(4) 0.604410 0.8135680 1.100060 1.374990 0.590439 0.799104 1.063870 1.257590
L2(4) 1.395820 0.9300679 0.541922 0.227543 1.360350 0.877829 0.492702 0.196755
L0(4) 0.661279 0.8009000 0.984147 1.206800 0.755266 0.898068 1.066170 1.170448
L0(2) 0.840267 0.9474160 1.080270 1.206800 0.804735 0.928279 1.067530 1.170480
C1(1), C1(n) 1.044280 1.0396900 1.026470 0.985022 0.846644 0.840714 0.824706 0.778435
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where the angular frequency oc is the new cutoff frequen-
cy and cutoff occurs when the operation frequency o is
equal to the cutoff frequency oc. If we use the frequency
transformation given by (40) together with the impedance
scaling expressions in (36)–(39), the new component
values are obtained as

Ln¼
Z0gn

oc
ðfor series inductorsÞ ð41Þ

Cn¼
gn

Z0oc
ðfor shunt capacitorsÞ ð42Þ

5.1.1. Lowpass-to-Highpass Transformation. To trans-
form a lowpass filter response into a highpass filter re-
sponse, the frequency transformation is given by

O¼ �
oc

o
ð43Þ

If this transformation is applied to the elements of a low-
pass prototype network, then, as a result of the negative
sign, the inductors and capacitors of the prototype net-
work convert to a capacitors and inductors in the highpass
filter, respectively. With impedance transformation, the
new element values are obtained as

Cn¼
1

Z0oc gn
ðfor series capacitorsÞ ð44Þ

Ln¼
Z0

oc gn
ðfor shunt inductorsÞ ð45Þ

5.1.2. Lowpass-to-Bandpass Transformation. If the angu-
lar frequencies o1 and o2 indicate the edges of the
passband, then a practical bandpass response may be
found using a frequency transformation as

O¼
1

FBW

o
o0
�

o0

o

� �
ð46Þ

where the fractional bandwidth of the passband FBW and
the center frequency o0 are, respectively

FBW¼
o2 � o1

o0
ð47Þ

o0¼
ffiffiffiffiffiffiffiffiffiffiffiffi
o1o2
p

ð48Þ

The practical bandpass filter elements can be obtained by
applying the frequency transformation given in (46) to the
lowpass prototype filter elements. In this case, a series
inductive element gn in the prototype network is trans-
formed to a series-connected series-resonant circuit in a
practical bandpass filter, while a shunt capacitive element
gn in the prototype network is transformed to a shunt-
connected parallel-resonant circuit. Thus, the new ele-
ments for the series-connected series-resonant circuit in
the bandpass filter and the shunt-connected parallel-res-
onant circuit in the bandpass filter are, respectively

Lsn¼
Z0gn

o0FBW

ðfor series inductor in lowpass prototypeÞ

Csn¼
FBW

o0Z0gn
ð49Þ

and

Cpn¼
gn

Z0o0FBW

ðfor shunt capacitor in lowpass prototypeÞ

Lpn¼
Z0FBW

o0gn
ð50Þ

Since both series- and parallel-resonant circuits have a
resonant frequency of o0, the resonant frequency o0 is
o2

0¼ 1=LsnCsn and o2
0¼ 1=LpnCpn.

5.1.3. Lowpass-to-Bandstop Transformation. A practical
bandstop response may be found using a frequency trans-
formation as

O¼
FBW

ðo0=o� o0=oÞ
ð51Þ

where FBW and o0 are as given in (47) and (48), respec-
tively. It should be noted that this transformation is oppo-
site to the bandpass transformation described above. In the
case of (51), the series inductors of the lowpass prototype
filter are, respectively, transformed to series-connected

Table 5. Element Values for Maximally Flat Time-Delay Prototype Filters (g0¼1.0, Xc¼1)

n g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11

1 2.0000 1.0000
2 1.5774 0.4226 1.0000
3 1.2550 0.5528 0.1922 1.0000
4 1.0598 0.5116 0.3181 0.1104 1.0000
5 0.9303 0.4577 0.3312 0.2090 0.0718 1.0000
6 0.8377 0.4116 0.3158 0.2364 0.1480 0.0505 1.0000
7 0.7677 0.3744 0.2944 0.2378 0.1778 0.1104 0.0375 1.0000
8 0.7125 0.3446 0.2735 0.2297 0.1867 0.1387 0.0855 0.0289 1.0000
9 0.6678 0.3203 0.2547 0.2184 0.1859 0.1506 0.1111 0.0682 0.0230 1.0000
10 0.6305 0.3002 0.2384 0.2066 0.1808 0.1539 0.1240 0.0911 0.0557 0.0187 1.0000
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parallel-resonant circuits using

Lpn¼
gnZ0FBW

o0

ðfor series inductor in lowpass prototypeÞ

Cpn¼
1

Z0gno0FBW
ð52Þ

and shunt capacitors to shunt-connected series-resonant
circuits using

Lsn¼
Z0

gno0FBW

ðfor shunt capacitor in lowpass prototypeÞ

Csn¼
gnFBW

o0Z0
ð53Þ

Again, since both series- and parallel-resonant circuits
have a resonant frequency of o0, the resonant frequency
o0 is o2

0¼ 1=LsnCsn and o2
0¼ 1=LpnCpn. All the transfor-

mations from lowpass prototype filters to other types of
filters are summarized in Table 6.

6. FILTER REALIZATION

Distributed filters, including combline, interdigital, hair-
pin-line, parallel-coupled-line, stepped-impedance, loop,
and patch filters can be realized in a variety of media
such as waveguide, coaxial lines, dielectric resonators, mi-
crostrip, stripline, and suspended substrate depending on
the desired application. The transformation of lumped el-
ements to transmission-line sections can be realized in

terms of Richards’ transformation [19], while Kuroda’s
transformations or identities [20,21] can be employed
to physically separate filter elements, to convert series el-
ements into parallel elements or vice versa, and to change
impractical elements into more realizable elements
in a filter network. In addition, to convert a filter network
composed of both series elements and parallel elements
into one that contains either only series-resonant
elements or only parallel-resonant elements, impedance
or admittance inverters are especially useful, particularly
for bandpass or bandstop having narrow (o10%) band-
widths.

6.1. Richards’ Transformation

Richards’ frequency transformation is defined as

S¼ jO¼ j tan b‘¼ j tan
o‘
vp
¼ j tan

po
2o0

ð54Þ

where O is the distributed frequency variable, b is the
phase constant, ‘ is transmission-line length, o is the
usual angular frequency, vp is the phase velocity indepen-
dent of frequency, and o0 is the angular frequency at
which the lengths of all transmission lines are a quarter-
wavelength long (or b‘¼ p=2). This transformation maps
the o plane to the O plane. As the frequency o changes
from 0 to o0, the new variable O changes from 0 to N.
Therefore, by applying Richards’ transformation of (54),
the entire frequency response of a lumped-element proto-
type is reproduced over a finite portion of the frequency
band. Responses of a typical lumped-element filter and a
corresponding transmission-line filter are illustrated in
Fig. 13. Note that the response of a transmission-line filter
repeats with a period of 2o0, which is due to repeated in-
crements of l/2 in the electrical length of the transmission-
line sections. Under Richards’ transformation, there is a

Table 6. Transformation Relations

Lowpass Prototype Lowpass Filter Highpass Filter Bandpass Filter Bandstop Filter

gn Ln Cn
Lsn Csn

Lpn 

Cpn

Ln¼Z0gn=oc Cn¼1=Z0ocgn Lsn¼Z0gn=o0FBW Lpn¼gnZ0FBW=o0

Csn¼FBW=o0Z0gn Cpn¼1=Z0gno0FBW

o2
0¼1=LpnCpn

gn Cn Ln Lpn Cpn
Lsn

Csn

Cn¼ gn=Z0oc Ln¼Z0=ocgn Cpn¼ gn=Z0o0FBW Lsn¼Z0=gno0FBW

Lp¼Z0oFBW=o0gn Csn¼ gnFBW=o0Z0

o2
0¼1=LsnCsn

FBW¼
o2 � o1

o0
; o0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
o1o2
p
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relation between the lumped elements and the quarter-
wave lines. The input impedance of short-circuited trans-
mission line is

Z¼ jZ0 tan b‘¼ jZ0 tan
po
2o0

� �
¼ jOZ0 ð55Þ

where Z0 is the characteristic impedance of the line and
the length ‘ is l/4 at o0. Similarly, the input admittance of
an open-circuited line is

Y ¼ jY0 tan
po
2o0

� �
¼ jOY0 ð56Þ

where Y0¼ 1/Z0 is the characteristic admittance of the
line. According to Eqs. (55) and (56), since the impedance
of a lumped inductor and the admittance of a lumped ca-
pacitor are, respectively, joL and joC, a lumped inductor
corresponds to a short-circuited line of l/4 at o0 with an
input impedance Z¼ jOZ0, while a lumped capacitor cor-
responds to an open-circuited line of l/4 at o0 with an
input admittance Y ¼ jOY0. These equivalences are illus-
trated in Fig. 14. In addition, note that the lumped resis-

tors are unaffected by Richards’ transformation because
they are independent of frequency. As a result, Richards’
transformation can be utilized for realizing transmission-
line filters consisting of commensurate (equal electrical
length) transmission-line sections.

6.2. Kuroda’s Transformations (or Identities)

Since the realization of series-connected stubs in trans-
mission-line filters leads to complexity, certain network
equivalences without compromising filter performance
may be desirable to realize filter networks. Such network
equivalences are known as Kuroda’s transformations or
identities [20,21]. Kuroda’s transformations have proper-
ties such as effecting physical separation between stubs,
mapping series stubs into parallel stubs or vice versa, and
changing impractical elements into more realizable ele-
ments in a filter network. Four network equivalences
known as Kuroda’s transformations of the first and
second kinds are illustrated in Fig. 15, where the com-
mensurate line sections having the same electrical length
y¼ b‘ are assumed for each identity. Kuroda’s transfor-
mations, as well as the unit element, were also discussed
in Ref. 22. The unit element labeled ‘‘UE’’ in Fig. 15 is
simply a lossless transmission-line section with charac-
teristic impedance Z0, and its length is a quarter-wave-
length at frequency o0. Levy [21] has generalized the
Kuroda transformations to include any two-port network
and unit element.

6.3. Impedance and Admittance Inverters

At microwave frequencies, it is desirable to convert a filter
network composed of both series- and parallel-resonant el-
ements into one that contains only one type of these ele-
ments. This can be achieved by using impedance and
admittance inverters. Impedance inverters are also known
as K inverters and admittance inverters, as J inverters. Ide-
al K and J inverters are defined in Fig. 16, where K (J) is
real and is the characteristic impedance (admittance) of the
inverter. These inverters have a phase shift of 7901 [16,23].

Briefly, lowpass filters can be implemented by employ-
ing only one sort of reactance, while bandpass filters can
be implemented by employing series (parallel) LC series

(b)

ω

0

(a)

L A
 (

dB
)

LAr

0

2ω0

ω0

ω0 2ω0 3ω0 4ω0 5ω0 6ω0  

3ω0 5ω0

ω

4ω0 6ω0

Ω

Figure 13. (a) Richards’ transformation (b) Chebyshev lowpass
filter characteristic using the Richards transformation.

Z=jωL

Y=jωC

L

C

Z0

l 

Z= j�Z0

Y=j�Y0

= jZ0 tan	l

=jY0 tan	l Y0

l 

Short

Open

Figure 14. Correspondence between short-circuited and open-
circuited transmission-line sections and lumped elements.
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(shunt) resonant circuits separated by impedance (admit-
tance) inverters. Thus, the lowpass prototype filters in
Fig. 10 can be transformed into the filter networks with
the impedance and admittance inverters shown in Fig. 17.
In this case, both the prototype filters and the filters with
inverters will have the same frequency responses, provid-

ed the inverter parameters K and J are computed by the
equations given in Fig. 17.

On the other hand, by applying suitable element trans-
formations, the impedance and admittance inverters can
also be utilized to convert the lowpass filters shown in
Fig. 17 into two bandpass filter or into other types of filters
commonly employed because impedance and admittance
inverters are frequency-invariable. Two bandpass filters
with the impedance and admittance inverters are illus-
trated in Fig. 18. The expressions for element transfor-
mation as well as for impedance and admittance of the
inverters are also given in the figures. It should be noted
that the source impedances are assumed to be the same
for the networks in Figs. 17 and 18, and again, since no
impedance transformation is required, the impedance
Z0 in (49) and (50) is assumed to be 1.0. Figure 18a illus-
trates a bandpass filter composed of only series resona-
tors, while the filter in Fig. 18b includes only shunt
parallel resonators.

(a)

(b)
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Z ′
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Z ′
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1 + ZUY0
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Z ′
0

Z ′
0

≡

≡

≡
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UE 
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ZU  
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ZU  

UE 

=

=

=
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Figure 15. (a,b) Kuroda’s transformations of the
first kind; (c,d) Kuroda’s transformations of the
second kind.
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Figure 16. Definition of (a) impedance (K) and (b) admittance (J)
inverters.
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As mentioned previously, difficulties in realization of
lumped-element microwave filters require the use of dis-
tributed elements such as waveguide sections, coaxial lines,
microstrip lines, striplines, and dielectric resonators. Con-
sequently, it is generally desirable to employ distributed-
element resonators instead of lumped-element ones to re-
alize microwave filters. Under ideal circumstances, the
reactances or susceptances of lumped and distributed res-
onators should be equal to each other, but they approxi-
mate each other only near resonance. So, for narrowband
distributed filters, the distributed resonator reactance
(susceptance) and the reactance (susceptance) slope are
determined by equating to those of their corresponding

lumped resonator at resonant frequency, and it is conve-
nient to introduce their reactance and susceptance slope
parameters. The reactance slope parameter for any reso-
nator having zero reactance at resonant frequency o0 (such
a resonator exhibits series resonance properties) is given by

x¼
o0

2

dX

do

����
o¼o0

O ð57Þ

where X is the reactance of the distributed resonator. For a
lumped series LC resonator, this expression reduces to
x¼o0L¼ 1=o0C. The susceptance slope parameter for any
resonator having zero susceptance at resonant frequency
o0 (such a resonator exhibits shunt resonance properties)

(a)

Z0

La1

K0,1

La2 Lan

Zn+1K1,2 K2,3 Kn,n+1

1

1
1,1,...,1

1

)1(
1,

10

10
0,1 ,,

+ 

+ 
+ = 

+ 

+ 
+ ===

nn

nan
nnn−i

ii

iaai
ii

a

gg

ZL
K

gg

LL
K

gg

LZ
K

(b) 

Y0 J0,1 Yn+1J1,2 J2,3 Jn,n+1Ca1 Ca2 Can

1

1
1,1,...,1

1

)1(
1,

10

10
1,0 ,,

+ 

+ 
+ − = 

+ 

+ 
+ ===

nn

nan
nnni

ii

iaai
ii

a

gg

YC
J

gg

CC
J

gg

CY
J

Figure 17. Lowpass prototype filter with (a) imped-
ance inverters and (b) admittance inverters.
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Figure 18. Bandpass filters with (a) im-
pedance inverters and (b) admittance in-
verters.
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Figure 19. Generalized bandpass filters including dis-
tributed resonators with (a) impedance inverters and (b)
admittance inverters.

Table 7. Practical Impedance and Admittance Inverters

Lumped-Element
Inverters

Lumped- and Distributed-
Element Inverters

Impedance Inverters

−L −L

L

−C −C 

C X=ωL




Z0 Z0 




X= −1/ωC

K¼oL K¼1/oC fo0 for X40 f40 for Xo0
K ¼Z0 tan jf=2j; f¼ � tan�1ð2X=Z0Þ

X

Z0

����

����¼
K=Z0

1� ðK=Z0Þ
2

Admittance Inverters

L  

−L −L  −C −C

C  
/2 
/2

Y0 

B= ω−1/ L


/2

J¼1/oL J¼oC f40 for Bo0 fo0 for B40
J¼Y0 tan jf=2j, f¼ � tan�1ð2B=Y0Þ

B

Y0

����

����¼
J=Y0

1� ðJ=Y0Þ
2
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is defined by

b¼
o0

2

dB

do

����
o¼o0

O�1 ð58Þ

where B is the susceptance of the distributed
resonator. For a lumped shunt LC resonator, this expres-
sion reduces to b¼o0 C¼ 1=o0L (see article titled RESO-

NATORS).
To transform the filters including lumped resonance

elements with K and J inverters in Fig. 18 into the filters
including distributed resonance elements with K and J
inverters in Fig. 19, we can addo0Lsi¼ xi and o0Cpi¼bi to
the expressions indicated in Fig. 18. As a result, general-
ized bandpass filters composed of distributed resonators
with impedance inverters and admittance inverters are
derived as shown in Fig. 19.

Essentially, an ideal quarter-wave impedance trans-
former can be used as an impedance inverter. Besides a
quarter-wave transformer, there are various other circuits
that have properties of K and J inverters. Such types of
practical K and J inverters are summarized in Table 7.
More details on impedance and admittance inverters and
their applications may be found in the literature
[13,16,21].

7. CONCLUSION

As mentioned previously, distributed filter topics
including lowpass, bandpass, highpass, and bandstop con-
structed in a variety of media, such as waveguide, coaxial
line, microstrip, stripline, and dielectric resonators,
are generally based on lumped-element filters. Many fil-
ter designs commence with a lumped-element lowpass
prototype filter. Therefore, the objective of this
study was to present the basic topics of filter theory
for newcomers to the area and to point out how a filter
may be designed. Various filter characteristics generally
used, such as Butterworth, Chebyshev, elliptic, pseudoel-
liptic, and maximally flat time delay, were discussed. In-
sertion loss theory only for lowpass prototype filter design
was investigated because of its superior to image param-
eter theory. Although the image parameter theory
is the oldest method of filter design, it has hardly ever
been used.

Note that the subject here is not to discuss the
microwave filter technologies, such as waveguide, coaxial,
combline, interdigital, parallel-coupled, hairpin, patch
and ring, ceramic resonator, dielectric resonator, suspend-
ed substrate stripline, and superconducting filters from
an applications perspective or a historical perspective.
However, the topics of microwave filters are extensively
investigated in the classic book of Matthaei et al. [16].
This book, even in its first edition, has been a milestone in
the history of microwave filters. Although it has become
a classic for microwave filters, it was published in
1980 and somewhat dated. The book by Hong and Lan-
caster [13] may be considered as an alternative of this
classic. It provides a comprehensive treatment of
RF and microwave filters based on microwave structures
and also discusses advanced microwave filters. The

1984 survey by Levy and Cohn [2] and the 2002 surveys
by Levy et al. [3] and Hunter et al. [4] may also be
considered as good reference sources for newcomers to
the field.
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Prior to 1990, numerical modeling of electromagnetic en-
gineering systems was implemented primarily using so-
lution techniques for the sinusoidal steady-state
(frequency-domain) Maxwell’s equations. Principal com-
putational approaches included high-frequency asymptot-
ic methods and integral equation techniques. However,
while asymptotic analyses are well suited for modeling the
scattering properties of electrically large complex shapes,
such methods have difficulty treating nonmetallic materi-
al composition and volumetric complexity of a structure.
Conversely, while integral equation methods can deal with
material and structural complexity, their need to con-
struct and solve systems of linear equations limits the
electrical size of possible models, especially those requir-
ing detailed treatment of geometric details within a vol-
ume, as opposed to just the surface shape.

While significant progress has been made in solving the
large systems of equations generated by frequency-
domain integral equations, the capabilities of even the
latest such technologies are exhausted by many volumet-
rically complex structures of engineering interest. This
also holds for frequency-domain finite-element tech-
niques. Further, incorporation of material and device non-
linearities into frequency-domain solutions of Maxwell’s
equations poses difficult problems as engineers seek to de-
sign active electromagnetic, electronic, and/or quantum-
optical systems such as high-speed digital circuits, micro-
wave and millimeter-wave amplifiers, and lasers.

Realization of the limitations of frequency-domain so-
lutions of Maxwell’s equations led to exploration of alter-
native approaches aimed at direct time-domain solutions
of Maxwell’s differential (curl) equations on spatial grids
or lattices. The finite-difference time-domain (FDTD)
method introduced by Yee in 1966 [1] was the first tech-
nique in this class. FDTD has remained the subject of
continuous active development and expanding application
areas [2] with numerous available software packages (e.g.,
see the list of WWW links to such softwares provided in

Ref. 3). Two related numerical approaches for solving
Maxwell’s equations, the finite integration technique
(FIT) introduced by Weiland [4,5] and the transmission-
line matrix (TLM) technique introduced by Johns [6,7],
have also been studied for many years and are also the
basis of commercial software packages. FIT and TLM
techniques will not be discussed in this article, which fo-
cuses on the foundation and illustrative applications of the
FDTD method.

There are six primary reasons for the expansion of in-
terest in FDTD and related grid-based time-domain nu-
merical solution techniques for Maxwell’s equations:

1. FDTD uses no linear algebra. Being a fully explicit
computation, FDTD avoids the difficulties with lin-
ear algebra that limit the size of frequency-domain
integral equation and finite-element electromagnet-
ics models to generally fewer than 107 field un-
knowns. FDTD models with as many as 109 field
unknowns have been run. There is no intrinsic up-
per bound to this number.

2. FDTD is accurate and robust. The sources of error in
FDTD calculations are well understood and can be
bounded to permit accurate models for a very large
variety of electromagnetic wave interaction prob-
lems.

3. FDTD treats impulsive behavior naturally. FDTD
directly calculates the impulse response of an elec-
tromagnetic system. For a linear system, a single
FDTD simulation can provide both the ultrawide-
band temporal response and (via discrete Fourier
transformation) the sinusoidal steady-state re-
sponse at any frequency within the excitation spec-
trum. For a nonlinear system, FDTD avoids the need
to perform harmonic balance calculations that are
required when using frequency-domain analyses.

4. FDTD is systematic and simple to implement. With
FDTD, specifying a new structure to be modeled is
reduced to a problem of mesh generation rather than
the potentially complex reformulation of an integral
equation. For example, FDTD requires no calcula-
tion of structure-dependent Green functions.

5. Computer memory capacities are increasing rapidly.
While this trend positively influences all numerical
techniques, it is of particular advantage to FDTD
methods which are founded on discretizing space
over a volume, and therefore inherently require a
large random access memory.

6. Computer visualization capabilities are increasing
rapidly. While this trend positively influences all
numerical techniques, it is of particular advantage
to FDTD methods that generate time-marched ar-
rays offield quantities suitable for use in color videos
to illustrate the field dynamics.

An indication of the expanding level of interest in
FDTD Maxwell’s equations solvers is the hundreds of pa-
pers currently published in this area worldwide each year,
as opposed to fewer than 10 as recently as 1985 [8].
This expansion continues as engineers and scientists in
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nontraditional electromagnetics-related areas such as dig-
ital systems and integrated optics become aware of the
power of such direct solution techniques for Maxwell’s
equations.

1. CHARACTERISTICS OF FDTD TECHNIQUES

FDTD and related space-grid time-domain techniques are
direct solution methods for Maxwell’s curl equations.
These methods employ no potentials. Rather, they are
based on volumetric sampling of the unknown electric and
magnetic fields within and surrounding the structure of
interest, and over a period of time. The sampling in space
is at subwavelength resolution set by the user to properly
sample the highest near-field spatial frequencies thought
to be important in the physics of the problem. Typically,
10–20 samples per wavelength are needed. The sampling
in time is selected to ensure numerical stability of the
algorithm.

Overall, FDTD and related techniques are marching-
in-time procedures that simulate the continuous actual
electromagnetic waves in a finite spatial region by sam-
pled-data numerical analogs propagating in a computer
data space. Timestepping continues as the numerical
wave analogs propagate in the space lattice to causally
connect the physics of the modeled region. For simulations
where the modeled region must extend to infinity, absorb-
ing boundary conditions are employed at the outer lattice
truncation planes, which ideally permit all outgoing wave
analogs to exit the region with negligible reflection. Phe-
nomena such as induction of surface currents, scattering
and multiple scattering, aperture penetration, and cavity
excitation are modeled timestep by timestep by the action
of the numerical analog to the curl equations. Self-consis-
tency of these modeled phenomena is generally assured if
their spatial and temporal variations are well resolved by
the spacetime sampling process. In fact, the goal is to pro-
vide a self-consistent model of the mutual coupling of all
the electrically small-volume cells constituting the struc-
ture and its near field, even if the structure spans tens of
wavelengths in three dimensions and there are hundreds
of millions of space cells.

Timestepping is continued until the desired late-time
pulse response is observed at the field points of interest.
Prolonged ‘‘ringing’’ of the computed field waveforms due
to a high Q factor or large electrical size of the structure
being modeled requires a combination of extending the
computational window in time and extrapolation of the
windowed data before Fourier transformation.

2. CLASSES OF FDTD SPACE LATTICES

Current FDTD and related space-grid time-domain algo-
rithms are fully explicit solvers employing highly vector-
izable and parallel schemes for time-marching the six
components of the electric and magnetic field vectors at
each of the space cells. The explicit nature of the solvers is
usually maintained by employing a leapfrog timestepping
scheme. Current methods differ primarily in how the
space lattice is set up. In fact, gridding methods can be

categorized according to the degree of structure or regu-
larity in the mesh cells:

1. Almost Completely Structured. In this case, the
space lattice is organized so that its unit cells are congru-
ent wherever possible. The most basic example of such a
mesh is the pioneering work of Yee [1], who employed a
uniform Cartesian grid having rectangular cells. Staircas-
ing was used to approximate the surface of structural fea-
tures not parallel to the grid coordinate axes. Later work
showed that it is possible to modify the size and shape of
the space cells located immediately adjacent to a struc-
tural feature to conformally fit its surface [9,10]. This is
accurate and computationally efficient for large structures
because the number of modified cells is proportional to the
surface area of the structure. Thus, the number of modi-
fied cells becomes progressively smaller relative to the
number of regular cells filling the structure volume as its
size increases. As a result, the computer resources needed
to implement a fully conformal model approximate those
required for a staircased model. However, a key disadvan-
tage of this technique is that special mesh generation
software must be constructed.

2. Surface-Fitted. In this case, the space lattice is glob-
ally distorted to fit the shape of the structure of interest.
The lattice can be divided into multiple zones to accom-
modate a set of distinct surface features [11]. The major
advantage of this approach is that well-developed mesh
generation software of this type is available. The major
disadvantage is that, relative to the Yee algorithm, there
is substantial added computer burden due to (a) memory
allocations for the position and stretching factors of each
cell and (b) extra computer operations to implement Max-
well’s equations at each cell and to enforce field continuity
at the interfaces of adjacent cells. Another disadvantage is
the possible presence of numerical dissipation in the time-
stepping algorithm used for such meshes. This can limit
the range of electrical size of the structure being modeled
due to numerical wave attenuation artifacts.

3. Completely Unstructured. In this case, the space
containing the structure of interest is completely filled
with a collection of lattice cells of varying sizes and
shapes, but conforming to the structure surface [12]. As
for the case of surface-fitted lattices, mesh generation
software is available and capable of modeling complicat-
ed three-dimensional shapes possibly having volumetric
inhomogeneities. A key disadvantage of this approach is
its potential for numerical inaccuracy and instability due
to the unwanted generation of highly skewed space cells at
random points within the lattice. A second disadvantage is
the difficulty in mapping the unstructured mesh compu-
tations onto the architecture of either parallel vector
computers or massively parallel machines. The struc-
ture-specific irregularity of the mesh mandates a robust
preprocessing algorithm that optimally assigns specific
mesh cells to specific processors.

At present, the best choice of computational algorithm
and mesh remains unclear. In the near future, we expect

1568 FINITE-DIFFERENCE TIME-DOMAIN ANALYSIS



continued progress in this area as various groups develop
their favored approaches and perform validations.

3. SOURCES OF ERROR

FDTD techniques have four primary sources of numerical
error. Each error source represents a type of behavior
of the numerical waves within the FDTD grid that
differs from that of the desired physical electromagnetic
waves being modeled. The error sources are as follows:

1. Imperfect Absorbing Boundary Conditions. For
open-region simulations wherein the FDTD lattice
would ideally extend throughout all of space, outgo-
ing numerical waves are spuriously reflected back
toward the lattice interior at the outermost grid
boundaries.

2. Wave Propagation Speed Errors. Numerical waves
in the FDTD space lattice have propagation speeds
that differ from that of light, as they are a function of
the lattice resolution and the propagation direction.
The resulting positional and/or phase errors of the
numerical waves are cumulative and can be signif-
icant for lattices that extend over many wavelengths
of the numerical modes.

3. Spurious Numerical Wave Reflections. A space lat-
tice region with position-dependent resolution and/
or unit cell shape causes numerical waves to prop-
agate with position-dependent speeds within its in-
terior. This generates spurious internal wave
reflections even if the lattice region has otherwise
uniform electrical properties.

4. Inaccurate Rendering of Surface Shapes. The shape
and/or size of the space lattice cells may not permit
fully conformal modeling of the surface of the wave
interaction structure being modeled.

Error source 1 has been practically eliminated for
many problems due to the development of highly effective
absorbing boundary conditions such as Berenger’s per-
fectly matched layer [13]; the anisotropic perfectly
matched layer [14,15], and the complementary operator
method [16]. Error sources 2 and 3 are being attacked by a
new generation of low-dispersion algorithms including the
wavelet-based multiresolution time-domain technique
[17] and the pseudospectral time-domain technique [18].
Finally, error source 4 is being attacked by a new gener-
ation of conformal-surface FDTD algorithms [10].

4. SCALING TO VERY LARGE PROBLEM SIZES

Using FDTD, we can model electromagnetic wave
interaction problems requiring the solution of consider-
ably more than one-billion field vector unknowns. At this
level of complexity, it is possible to develop high-resolu-
tion, volumetric, three-dimensional models of complete
physical and engineering systems, including the following:

* The entire Earth–ionosphere cavity for extremely
low-frequency wave propagation

* Entire aircraft and missiles illuminated by radar at
1 GHz and above

* Entire multilayer circuit boards and multichip mod-
ules for digital signal propagation, crosstalk, and ra-
diation

* Entire microwave and millimeter-wave amplifiers,
including the active and passive circuit components
and packaging

* Entire integrated optical structures, including lasers,
waveguides, couplers, and resonators

A key goal for such large models is to achieve algorithm/
computer architecture scaling such that for N field un-
knowns to be solved on M processors, we approach an or-
der(N/M) scaling of the required computational resources.

We now consider the factors involved in determining
the computational burden for the class of FDTD and
related space-grid time-domain solvers.

1. Number of Volumetric Grid Cells N. The six-vector
electromagnetic field components located at each
lattice cell must be updated at every timestep. This
yields by itself an order(N) scaling.

2. Number of Timesteps nmax. A self-consistent solu-
tion in the time domain mandates that the numer-
ical wave analogs propagate over timescales
sufficient to causally connect each portion of
the structure of interest. Therefore, nmax must in-
crease as the maximum electrical size of the struc-
ture. In three dimensions, it can be argued that nmax

is a fractional power function of N such as N1/3. Fur-
ther, nmax must be adequate to step through ‘‘ring-
up’’ and ‘‘ringdown’’ times of energy storage features
such as cavities. These features vary from problem
to problem and cannot be ascribed a dependence rel-
ative to N.

3. Cumulative Propagation Errors. Additional compu-
tational burdens may arise because of the need for
either progressive mesh refinement or progressively
higher-accuracy algorithms to bound cumulative po-
sitional or phase errors for propagating numerical
modes in progressively enlarged meshes. Any need
for progressive mesh refinement would feed back to
factor 1.

For most free-space problems, factors 2 and 3 are weaker
functions of the size of the modeled structure than factor
1. This is because geometric features at increasing elec-
trical distances from each other become decoupled as a
result of radiative losses by the electromagnetic waves
propagating between these features. Further, it can be
shown that replacing second-order accurate algorithms by
higher-order versions sufficiently reduces numerical dis-
persion error to avoid the need for progressive mesh re-
finement for object sizes up to the order of 100
wavelengths. Overall, a computational burden of or-
der(N 	nmax)¼ order(N4/3) is estimated for very large
FDTD and related models.
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5. THE BASIS OF FDTD: MAXWELL’S TIME-DEPENDENT
CURL EQUATIONS

Using MKS units, the time-dependent Maxwell’s curl
equations in three dimensions are given in differential
equation form for general materials by

@B

@t
¼ � r�E�M ð1Þ

@D

@t
¼r�H � J ð2Þ

where

E ¼ electric field intensity (V/m)
D ¼ electric flux density (C/m2)
H ¼magnetic field intensity (A/m)
B ¼magnetic flux density (Wb/m2)
J ¼ electric current density (A/m2)
M¼ equivalent magnetic current density (V/m2)

are the space- and time-dependent vectors that constitute
the electromagnetic field and its associated current den-
sities.

The constitutive relations between the field vector
pairs (B, H) and (D, E) which describe the macroscopic
interaction of the electromagnetic field with materials are
given in a general form by

H¼ f ðBÞ ð3aÞ

E¼ gðDÞ ð3bÞ

where f and g can be scalar, polynomial, matrix, time-de-
rivative, time-integral, or time-convolution operators. Ap-
propriate selection of f and g provides the description of
material anisotropies, frequency dispersions, and nonlin-
earities. For the simplest case of an isotropic, nondisper-
sive, linear material, f and g are multiplicative scalars and
(3a) and (3b) reduce to

H¼
B

m
ð4aÞ

E¼
D

e
ð4bÞ

where m and e are, respectively, the material’s magnetic
permeability (in henries per meter) and electric permit-
tivity (in farads per meter).

When expressed in a desired global or local spatial co-
ordinate system, Eqs. (1)–(3) directly form the basis of the
FDTD numerical algorithm for modeling electromagnetic
wave phenomena. For example, implementation of (1) and
(2) in Cartesian coordinates yields the following system of
six coupled differential equations for the vector compo-
nents of the fields:

@Bx

@t
¼
@Ey

@z
�
@Ez

@y
�Mx ð5aÞ

@By

@t
¼
@Ez

@x
�
@Ex

@z
�My ð5bÞ

@Bz

@t
¼
@Ex

@y
�
@Ey

@x
�Mz ð5cÞ

@Dx

@t
¼
@Hz

@y
�
@Hy

@z
� Jx ð6aÞ

@Dy

@t
¼
@Hx

@z
�
@Hz

@x
� Jy ð6bÞ

@Dz

@t
¼
@Hy

@x
�
@Hx

@y
� Jz ð6cÞ

In this example, we would (1) numerically approximate
the spatial partial derivatives of (5) and (6) with finite-
differences implemented in a Cartesian coordinate system,
(2) numerically integrate the resulting system of spatial
difference equations with respect to time by a finite-dif-
ference approximation of the time partial derivatives, and
(3) concurrently numerically implement the constitutive
relations of (3) to relate the Cartesian components of the
field-vector pairs (B, H) and (D, E) appearing separately
in (5) and (6). This yields a means to evolve each vector
component of the electromagnetic field in space and time
in a manner that mimics nature.

We note that the FDTD method involves only finite-
difference approximations of Maxwell’s curl equations,
and not Gauss’ laws for the electric and magnetic fields.
This is because FDTD space grids implicitly enforce
Gauss’ laws by properly (1) positioning the E- and H-field
vector components about each unit cell of the grid and
(2) defining the finite-difference approximations of the
space partial derivatives. Yee’s space grid and timestep-
ping method [1], which is the foundation of the FDTD
method in Cartesian coordinates, satisfies these criteria [2].

6. YEE’S SPACE GRID AND TIMESTEPPING METHOD

Yee [1] originated a system of finite-difference approxima-
tions of the time-dependent Maxwell’s curl equations of (5)
and (6). Consider first his central-difference approxima-
tions of the spatial partial derivatives comprising the curl
operators. Referring to Fig. 1, this is based on centering
the Cartesian components of E and H about rectangular
unit cells of size Dx, Dy, and Dz so that every E component
is surrounded by four ‘‘looping’’ H components and every
H component is surrounded by four ‘‘looping’’ E compo-
nents. Then, for example, the value of @Hz/@y observed at
the Ex component located at the centerpoint of the front-
face of the unit cell, [iDx, (jþ 0.5)Dy, (kþ 0.5)Dz], is calcu-
lated at the timepoint (nþ 0.5)Dt as

@Hz

@y
½iDx; ðjþ 0:5ÞDy; ðkþ 0:5ÞDz; ðnþ 0:5ÞDt�

¼
Hzj

nþ 0:5
i; jþ 1; kþ 0:5 �Hzj

nþ0:5
i; j ;kþ 0:5

Dy
þO½ðDyÞ2�

ð7Þ

where Dt is the timestep and i, j, k, and n are integers.
This calculation is second-order accurate in Dy. For
example, halving Dy reduces the error in the numerical
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approximation of @Hz/@y by 4 : 1. Central-difference ap-
proximations analogous to (7) can be written for all the
spatial partial derivatives of the Cartesian components of
E and H in (5) and (6).

Consider next Yee’s central-difference approximations
of the temporal partial derivatives in (5) and (6). The fol-
lowing is a sample calculation of a field component time
derivative, @Dx/@t as observed at grid location [iDx,
(jþ0.5)Dy, (kþ 0.5)Dz] and at timepoint (nþ0.5)Dt:

@Dx

@t
½iDx; ðjþ 0:5ÞDy; ðkþ 0:5ÞDz; ðnþ 0:5ÞDt�

¼
Dxj

nþ 1
i; jþ 0:5; kþ 0:5 �Dxj

n
i; jþ 0:5; kþ0:5

Dt
þO½ðDtÞ2�

ð8Þ

Referring to Fig. 2, this approach to time-differentiation
permits a fully explicit, second-order accurate, leapfrog
(alternating) calculation of the field vector pairs (B, H)
and (D, E) in time. Specifically, this permits the set {B} of
all magnetic flux density vector components in the space
grid to be calculated at a particular timepoint by having
(5) operate on the existing set {E} of electric field intensity
vector components. Then, (3a) operates on the newly ob-
tained {B} to yield the updated set {H} of all magnetic field
intensity vector components. Next, the set {D} of all elec-
tric flux density vector components can be calculated by
having (6) operate on the updated {H}. Then, (3b) operates
on the newly obtained {D} to yield the updated set {E}. The
computational cycle now begins again with the updating
of {B} based on the newly calculated {E}. This process con-
tinues until timestepping is concluded. A key point to note
is that the numerical time evolution of the electromagnet-
ic fields with this approach requires no usage of simulta-
neous equations and matrix inversion.

7. APPLICATION TO MAXWELL’S EQUATIONS IN
CARTESIAN COORDINATES

On applying the abovementioned ideas and notation, and
referring to Figs. 1 and 2, we proceed as follows:

1. We implement the following FDTD approximation of
Maxwell’s curl equation (5) to obtain fBnþ 0:5

g from
fEn
g:

Bxj
nþ 0:5
i�0:5; jþ 1; kþ 1¼Bxj

n�0:5
i�0:5; jþ 1; kþ 1þDt

�
Eyj

n
i�0:5; jþ 1; kþ 1:5 � Eyj

n
i�0:5; jþ 1; kþ 0:5

Dz

�

�
Ezj

n
i�0:5; jþ 1:5;kþ 1 � Ezj

n
i�0:5; jþ 0:5; kþ 1

Dy

�Mxj
n
i�0:5; jþ 1; kþ 1

�

ð9aÞ

Byj
nþ 0:5
i; jþ0:5; kþ 1¼Byj

n�0:5
i; jþ 0:5; kþ 1þDt

�
Ezj

n
iþ 0:5; jþ 0:5; kþ 1 � Ezj

n
i�0:5; jþ 0:5; kþ 1

Dx

�

�
Exj

n
i; jþ0:5; kþ 1:5 � Exj

n
i; jþ 0:5; kþ 0:5

Dz

�Myj
n
i; jþ 0:5; kþ 1

�

ð9bÞ

E E E E

t = 2∆t

E E E E

t = ∆t

E E E E

t = 0

H H H
t = 1.5∆t

H H H
t = 0.5∆t

x = 0 x = ∆x x = 2∆x x = 3∆x

Figure 2. Spacetime chart of the Yee algorithm for a one-dimen-
sional wave propagation example showing the use of central dif-
ferences for the space derivatives and leapfrog for the time
derivatives [2]. Initial conditions for both electric and magnetic
fields are zero everywhere in the grid.

z

y

x

Hx

Hz

Ex

Hy

Hy

Ey
Hz

Hz

Hx

Ez

Hy(i,j,k)

Hx

Figure 1. Position of the electric and magnetic field vector com-
ponents about a cubic unit cell of the Yee space lattice [1].
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Bzj
nþ 0:5
i; jþ 1; kþ 0:5¼Bzj

n�0:5
i; jþ 1; kþ 0:5þDt

�
Exj

n
i; jþ 1:5;kþ 0:5 � Exj

n
i; jþ 0:5; kþ 0:5

Dy

�

�
Eyj

n
iþ 0:5; jþ1; kþ 0:5 � Eyj

n
i�1=2;jþ 1; kþ 0:5

Dx

�Mzj
n
i; jþ 1; kþ 0:5

�

ð9cÞ

2. We implement constitutive relation (3a) to obtain
{Hnþ0.5} from {Bnþ0.5} (and possibly earlier values):

Hxj
nþ 0:5¼ fHx

ðBnþ 0:5;Bn�0:5;Bn�1:5; . . . ;

Hxj
n�0:5;Hxj

n�1:5;Hxj
n�2:5; . . .Þ

ð10aÞ

Hyj
nþ 0:5¼ fHy

ðBnþ 0:5;Bn�0:5;Bn�1:5; . . . ;

Hyj
n�0:5;Hyj

n�1:5;Hyj
n�2:5; . . .Þ

ð10bÞ

Hzj
nþ 0:5¼ fHz

ðBnþ 0:5;Bn�0:5;Bn�1:5; . . . ;

Hzj
n�0:5;Hzj

n�1:5;Hzj
n�2:5; . . .Þ

ð10cÞ

3. We implement the following FDTD numerical ap-
proximation of Maxwell’s curl equation (6) to obtain
{Dnþ 1} from {Hnþ0.5}:

Dxj
nþ 1
i; jþ 0:5; kþ 0:5¼Dxj

n
i; jþ0:5; kþ 0:5þDt

�

�
Hzj

nþ 0:5
i; jþ 1; kþ 0:5 �Hzj

nþ 0:5
i; j; kþ 0:5

Dy
:

�
Hyj

nþ 0:5
i; jþ 0:5; kþ 1 �Hyj

nþ 0:5
i; jþ 0:5; k

Dz

�Jxj
nþ 0:5
i; jþ 0:5; kþ 0:5

�

ð11aÞ

Dyj
nþ 1
i�0:5; jþ 1; kþ 0:5¼Dyj

n
i�0:5; jþ 1; kþ 0:5þDt

�

�
Hxj

nþ 0:5
i�0:5; jþ 1; kþ 1 �Hxj

nþ 0:5
i�0:5; jþ 1; k

Dz

�
Hzj

nþ0:5
i; jþ 1; kþ 0:5 �Hzj

nþ 0:5
i�1;jþ 1; kþ 0:5

Dx

�Jyj
nþ 0:5
i�0:5; jþ 1; kþ 0:5

�

ð11bÞ

Dzj
nþ 1
i�0:5; jþ 0:5; kþ 1¼Dzj

n
i�0:5; jþ 0:5; kþ 1þDt

�

�
Hyj

nþ 0:5
i; jþ 0:5; kþ 1 �Hyj

nþ 0:5
i�1;jþ0:5; kþ 1

Dx

�
Hxj

nþ 0:5
i�0:5; jþ 1; kþ 1 �Hxj

nþ 0:5
i�0:5; j; kþ1

Dy

�Jzj
nþ 0:5
i�0:5; jþ 0:5; kþ 1

�

ð11cÞ

4. Finally, we implement constitutive relation (3b)
to obtain {Enþ 1} from {Dnþ1} (and possibly earlier
values):

Exj
nþ1¼ gEx

ðDnþ 1;Dn;Dn�1; . . . ;

Exj
n;Exj

n�1;Exj
n�2; . . .Þ

ð12aÞ

Eyj
nþ1¼ gEy

ðDnþ 1;Dn;Dn�1; . . . ;

Eyj
n;Eyj

n�1;Eyj
n�2; . . .Þ

ð12bÞ

Ezj
nþ 1¼ gEz

ðDnþ 1;Dn;Dn�1; . . . ;

Ezj
n;Ezj

n�1;Ezj
n�2; . . .Þ

ð12cÞ

The computational cycle now repeats with implementa-
tion of (9).

With the system of (9)–(12), the new value of an elec-
tromagnetic field vector component at any space lattice
point depends only on previously calculated values of field
vector components in the lattice and known electric and
magnetic current sources. Therefore, at any given time-
step, the computation of a field vector can proceed either
one point at a time, or, if p parallel processors are
employed concurrently, p points at a time.

We note that constitutive relations (10) and (12) are
stated here in a very general form. In fact, for modeling
dispersive and nonlinear materials, a significant literature
exists that describes specific means to implement (10) and
(12). There are three primary techniques: recursive convo-
lution [19], auxiliary differential equations [20], and z
transforms [21]. Currently, multiple Debye and Lorentzian
dielectric dispersions can be efficiently modeled by any of
these approaches. For nonlinear dispersive materials, this
has led to the ability to use FDTD to model the propagation
and interaction of temporal and spatial optical solitons [22].

8. NUMERICAL DISPERSION

The FDTD algorithm for Maxwell’s curl equations re-
viewed above causes nonphysical dispersion of the simu-
lated waves in a free-space computational lattice; that is,
the phase velocity of numerical wave modes can differ
from c by an amount varying with the wavelength, direc-
tion of propagation in the grid, and grid discretization.
This artifact causes propagating numerical waves to
accumulate delay or phase errors that can lead to
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nonphysical results such as broadening and ringing of
pulsed waveforms, imprecise cancellation of multiple scat-
tered waves, anisotropy, and pseudorefraction. Numerical
dispersion is a factor that must be accounted to under-
stand the operation of FDTD algorithms and their accu-
racy limits, especially for electrically large structures.

Following the procedure discussed in Ref. 2, arbitrary
numerical waves propagating in the FDTD space lattice can
be considered as being fundamentally consisting of a sum of
plane, monochromatic, and sinusoidal traveling waves (‘‘Fou-
rier modes’’). For example, a general Fourier mode of free-
space wavelength l0 for the Ez component in a Cartesian
space lattice is given by Ezj

n
I;J;K ¼Ez0

exp½jðoFnDt
�kFx

IDx� kFy
JDy� kFz

KDzÞ�, where (I, J, K) is the obser-
vation point in the space lattice; kFx

, kFy
, and kFz

are the
components of the Fourier mode wavevector kF; and oF is
the angular frequency of the Fourier mode. Substituting this
and similar expressions for the other electromagnetic field
components into the system of (9)–(12) yields, after simpli-
fication, the following relation between oF and kF for the
linear, lossless, isotropic, nondispersive material case:

1

cDt
sin

oFDt

2

� �	 
2

¼
1

Dx
sin

kFx
Dx

2

� �	 
2

þ
1

Dy
sin

kFy
Dy

2

� �	 
2

þ
1

Dz
sin

kFz
Dz

2

� �	 
2
ð13Þ

where c¼ (me)� 1/2 is the speed of light in the material be-
ing modeled. Equation (13) is the numerical dispersion
relation of the Yee algorithm for the three-dimensional
case. In contrast to (13), the dispersion relation for a phys-
ical electromagnetic plane wave propagating in three di-
mensions in a homogeneous lossless medium is simply
(o/c)2¼ (kx)

2
þ (ky)

2
þ (kz)

2.
We consider the important special case of a cubic cell

space lattice having Dx¼Dy¼Dz¼D, and assume a real-
valued oF¼o (indicating a numerically stable algorithm, as
discussed later). Then, defining the Courant stability factor
S¼ cDt/D and the spatial sampling density Nl¼ l0/D, we can
solve (13) analytically for kF and the corresponding Fourier
mode phase velocity vF¼o/kF for a few special cases of wave
propagation direction in the lattice, for example:

Propagation parallel to the x-, y-, or z-coordinate axes of
the space lattice

vF¼
p

Nl sin�1 1

S
sin

pS

Nl

� �	 
 c ð14aÞ

Propagation along a 451 diagonal within any (x–y),
(x–z), or (y–z) plane of the space lattice

vF¼
p

21=2Nl sin�1 1

21=2S
sin

pS

Nl

� �	 
 c ð14bÞ

As an example, assume a space lattice having S¼ 0.5 and
Nl¼ 20. Then (14a) and (14b) provide unequal vF values of

0.996892c and 0.998968c, respectively. The implication is
that a sinusoidal numerical wave propagating obliquely
within any (x–y), (x–z), or (y–z) plane of this lattice has a
speed that is 0.998968/0.996892¼ 1.00208 times that of a
wave propagating along the x, y, or z axis of the same lat-
tice. This represents a velocity anisotropy of about 0.2%
between oblique and along-axis numerical wave propaga-
tion. Reference 2 demonstrated that this theoretical an-
isotropy of the numerical phase velocity appears in actual
FDTD simulations.

It would be very useful to derive closed-form expres-
sions for vF analogous to (14a) and (14b) for any wave-
propagation direction within the space lattice. However,
for this general case, the underlying dispersion relation
(13) is a transcendental equation. Reference 2 provides a
means to calculate sample values of vF by applying New-
ton’s method to solve (13) for kF. Figure 3 graphs results
obtained using this procedure that illustrate the variation
of vF with propagation direction f within any (x–y), (x–z),
or (y–z) plane of the space lattice. Here, for the Courant
factor fixed at S¼ 0.5, three different grid sampling den-
sities Nl are examined: Nl¼ 5 points per l0, Nl¼ 10, and
Nl¼20. We see that vFoc and is a function of both f and
Nl. It is clear that vF is maximum for waves propagating
obliquely within the plane (f¼ 451), and is minimum for
waves propagating along either major axis (f¼ 01, 901).

It is useful to quantify the algorithmic dispersive error
performance by defining two normalized error measures:
(1) the physical phase velocity error Dvp, and (2) the phase
velocity anisotropy error Dva. These are given by

Dvp¼
min½vFðfÞ� � c

c
� 100% ð15aÞ

Dva¼
max½vFðfÞ� �min½vFðfÞ�

min½vFðfÞ�
� 100% ð15bÞ

The first velocity error measure, Dvp, provides an upper
bound on the phase error that numerical modes suffer
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Figure 3. Variation of the numerical phase velocity with wave
propagation angle in a 2D FDTD grid for three sampling densities
of the square unit cells [2]; S¼ cDt/D¼0.5 for all cases.
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relative to physical modes propagating at c. For example,
from (14a) and (15a), Dvp¼ � 0.31% for Nl¼ 20. This
means that a sinusoidal numerical wave traveling parallel
to the x-, y-, or z-coordinate axes of this space lattice over a
10l0 distance (200 cells) develops a lagging phase error of
111. We note further that Dvp is a function of Nl. Since the
mesh cell size D is fixed, for an impulsive wave propagation
problem there exists a spread of effective Nl values for the
Fourier spectral components constituting the pulse. This
causes a spread of Dvp over the pulse spectrum, which in
turn yields a temporal dispersion of the pulse evidenced in
the spreading and distortion of its waveform as it propa-
gates. Figure 4 plots the variation of Dvp versus Nl within
any x–y, x–z, or y–z plane of the space lattice for on-axis and
oblique wave propagation for a sample Courant factor S¼
0.5. Here, we see that a mesh resolution Nl420 is required
for any particular Fourier component to limit its physical
velocity error to less than 0.3%.

The second velocity error measure, Dva, provides an
upper bound on the wavefront distortion. For example, a
circular cylindrical wave would suffer progressive distor-
tion of its wavefront since the portions propagating along
the grid diagonals would travel slightly faster than the
portions traveling along the major grid axes. For example,
from (14a), (14b), and (15b), Dva¼0.208% for Nl¼ 20. The
wavefront distortion due to this anisotropy would total
about 2.1 cells for each 1000 cells of propagation distance.

Liu [23] has shown that, for Nl410, Dva is virtually
independent of the timestep size and can be approximated
by the following simple expression:

Dva ffi
p2

12ðNlÞ
2
� 100% ð16Þ

For example, (16) yields Dva ffi 0:206% for Nl¼ 20. This is
very close to the 0.208% value previously obtained using
the complete dispersion relation.

We note that errors due to inaccurate numerical wave
velocities are cumulative, increasing linearly with the
wave propagation distance. These errors represent a

fundamental limitation of all grid-based time-domain
Maxwell equation algorithms, and can be troublesome
when modeling electrically large structures. A positive as-
pect is that both Dvp and Dva decrease as the square of the
sampling density Nl. Therefore, finer meshing is one way
to control the dispersion error.

There are ongoing active investigations of means
to reduce the dispersion error of FDTD algorithms
with the goal of allowing electrically very large structures
to be modeled in a computationally efficient manner
[17,18]. Specifically, with emerging pseudospectral
time-domain algorithms [18], Dva can be reduced to
very low levels approaching zero. In this case, residual
errors involve primarily the dispersion of Dvp with Nl,
which can be optimized by the proper choice of Dt. How-
ever, the new approaches presently have limitations re-
garding their ability to model material discontinuities,
and require more research.

9. NUMERICAL STABILITY

We have seen that the choice of D and Dt can affect the
propagation characteristics of numerical waves in the
FDTD space lattice, and therefore the numerical error.
In addition, Dt must be bounded to ensure numerical sta-
bility. This can be seen from the following discussion,
which summarizes the primary results on this topic re-
ported in Ref. 2. We solve dispersion relation (13) for a
potentially complex-valued numerical angular frequency
oF, obtaining:

oF¼
2

Dt
sin�1

ðxÞ ð17aÞ

where

x¼ cDt
1

ðDxÞ2
sin2 kFx

Dx

2

� �
þ

1

ðDyÞ2
sin2 kFy

Dy

2

� �	

þ
1

ðDzÞ2
sin2 kFz

Dz

2

� �
1=2
ð17bÞ

and kFx
; kFy

, and kFz
are assumed to be real numbers. With

a general field component V propagating in the space
lattice as VjnI;J;K ¼V exp½jðoFnDt� kFx

IDx� kFy
JDy

�kFz
KDzÞ�, we see that V grows exponentially with

time (i.e., is numerically unstable) if Im(oF)o0.
From (17), it can be shown that this condition is avoided if

Dt�
1

c
1

ðDxÞ2
þ

1

ðDyÞ2
þ

1

ðDzÞ2

	 
1=2
ð18Þ

For a cubic cell space lattice with Dx¼Dy¼Dz¼D, (18)
reduces to

Dt�
D=c
31=2

ð19aÞ
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Figure 4. Percent physical phase velocity error relative to the
free-space speed of light as a function of the mesh sampling den-
sity for on-axis and oblique wave propagation [2]; S¼0.5 is as-
sumed.
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which is equivalent to the following upper bound on the
Courant stability factor S¼ cDt/D:

S3D�3�1=2 ð19bÞ

If S exceeds S3D uniformly at all points within the space
lattice, Ref. 2 shows that the following multiplicative
growth factor occurs each timestep for the computed field
components:

q3D¼ 31=2Sþ ð3S2 � 1Þ1=2
h i2

�
for S > 3�1=2 ð20Þ

For example, if S exceeds S3D by only 0.05% (i.e., S¼
1.0005� 3� 1/2), then (20) indicates a growth factor of
1.0653 every timestep. This is equivalent to field growth
by 1.8822 every 10 timesteps, 558.7 every 100 timesteps,
and 2.96� 1027 every 1000 timesteps.

Similarly, Ref. 2 shows for a two-dimensional, square
cell Yee grid the stability requirement

S2D�2�1=2 ð21aÞ

and the multiplicative growth factor per timestep

q2D¼ 21=2Sþ ð2S2 � 1Þ1=2
h i2

�
for S > 2�1=2 ð21bÞ

if the stability limit is exceeded. For a one-dimensional Yee
grid, [2] shows the stability requirement

S1D�1 ð22aÞ

and the multiplicative growth factor per timestep

q1D¼ Sþ ðS2 � 1Þ1=2
h i2

�
for S > 1 ð22bÞ

if the stability limit is exceeded.
We note that numerical instability can arise if the Cou-

rant stability condition is violated at only a single point in
a space lattice. In this case, a rapidly oscillating and grow-
ing noise component due to numerical instability origi-
nates at this point, rather than everywhere within the
lattice. Despite this localization of the source of the insta-
bility, the numerical noise grows exponentially with time-
step number n, ultimately filling and corrupting the entire
grid.

There are ongoing active investigations of means to
surmount the numerical stability constraints of standard
FDTD methods based on Yee leapfrog timestepping. Tech-
niques being considered fall into two primary categories:
(1) unconditionally stable alternating-direction-implicit
(ADI) formulations [24,25] wherein explicit Yee timestep-
ping is replaced by a sequence of implicit field updates
along linear cuts through the space grid and (2) novel
‘‘one-step’’ matrix exponential techniques, which, in prin-
ciple, can eliminate timestepping altogether [26,27]. Thus
far, the ADI approaches proposed in Refs. 24 and 25 have
the limitation of progressively reduced accuracy as their

timestep is increased well beyond the normal FDTD sta-
bility limit [28]. Further, the one-step approaches pro-
posed by De Raedt et al. [26,27] have not yet been able to
incorporate absorbing outer grid boundaries, which are
essential for the modeling of open-region electromagnetic
wave interaction problems (see the following section). Ad-
vances in both ADI and one-step techniques for FDTD can
be expected soon since the potential reward of greatly re-
duced computer running time per model is so attractive.

10. INTRODUCTION TO ABSORBING
BOUNDARY CONDITIONS

Many electromagnetic wave interaction problems are de-
fined on ‘‘open’’ regions where the spatial domain is par-
tially or completely unbounded. Since no computer can
store an unlimited dataset, FDTD space lattices for such
problems must somehow be truncated without introducing
error due to spurious reflection of outward-propagating
numerical waves. Grid truncation conditions of this type
are popularly called absorbing boundary conditions
(ABCs) because of their requirement to absorb outward-
propagating numerical modes with negligible reflection.

ABCs cannot be directly obtained from the Yee algo-
rithm since it requires field data on both sides of an ob-
servation point, and hence cannot be implemented at the
outermost planes of a space lattice. Although backward
finite differences could be used, these are generally of low-
er accuracy for a given spatial resolution and have not
been used in any major FDTD software.

Research in this area since 1970 has resulted in two
principal categories of computationally efficient ABCs for
FDTD simulations:

1. Analytical. Boundary conditions are imposed on the
electromagnetic field and its spatial and temporal
derivatives at the outermost planes of the space lat-
tice [2]. Small numerical wave reflection coefficients
in the order of 10�2 to 10�3 can be attained.

2. Perfectly Matched Layer (PML). Specially formulat-
ed wave absorbing media are located within the
space lattice adjacent to its outer planes, by analo-
gy with the treatment of the walls of an anechoic
chamber [13–15]. Extremely small numerical wave
reflection coefficients in the order of 10� 5–10� 6 can
be attained.

PML ABCs have proved to be significantly more effective
than analytical ABCs, and are used in virtually all current
commercial FDTD software. There are two primary cate-
gories of PML ABCs: (1) Berenger’s split-field formulation
[13] and (2) the anisotropic formulation [14,15]. These are
now reviewed, following the more detailed discussion in
Ref. 2.

11. BERENGER’S SPLIT-FIELD PML ABC

Consider implementing an ABC by using an impedance-
matched electromagnetic wave absorbing layer adjacent to
the outer planes of the FDTD space lattice. Ideally, the
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absorbing medium is only a few lattice cells thick, reflec-
tionless to all impinging waves over their full frequency
spectrum, highly absorbing, and effective in the near field
of a source or a scatterer. An early attempt at implement-
ing such an absorbing material boundary condition was
reported [29] utilizing a conventional lossy, dispersionless,
absorbing medium. The difficulty with this tactic is that
such an absorbing layer is matched only to normally inci-
dent plane waves.

Berenger [13] provided the seminal insight that a non-
physical PML ABC can be implemented at the outer
boundary of an FDTD grid to effectively absorb outgoing
waves virtually regardless of their frequency, angle of in-
cidence, and polarization, assuming that the interior me-
dium is lossless, isotropic, and nondispersive. The key is to
exploit additional degrees of freedom arising from a novel
split-field formulation of Maxwell’s equations. Here, each
field vector component is split into two orthogonal compo-
nents. For example, in Cartesian coordinates in three
dimensions we have [30]

Hx¼HxyþHxz; Hy¼HyxþHyz;

Hz¼HzxþHzy

ð23Þ

Ex¼ExyþExz; Ey¼EyxþEyz;

Ez¼EzxþEzy

ð24Þ

The 12 resulting field components are expressed as satis-
fying the following set of coupled partial-differential equa-
tions that are modifications of Maxwell’s equations in
source-free space:

m
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� �
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Here, sx, sy, and sz denote electric conductivities, and s�x,
s�y, and s�z denote magnetic losses.

Equations (25) and (26) represent a generalization of
the electrodynamics of physical media. In the normal case,
if sx¼ sy¼ sz¼ s and s�x ¼ s�y ¼ s�z ¼ s�, then (25) and (26)
describe a physically realizable isotropic medium having a
combination of electric and magnetic losses. Additional
possibilities present themselves, however. For example, if
sxa0 and s�xO0 but sy¼ s�y ¼ 0 and sz¼ s�z ¼ 0, then (25)
and (26) describe a nonphysical medium that can attenu-
ate waves propagating along the 7x directions but not
along the 7y or 7z directions.

It is the latter situation that permits the PML ABC
to be established. Continuing with the example above,
assume that the interior of the FDTD space lattice is
filled with a homogeneous, lossless, isotropic medium
characterized by the electrical properties (e1,m1). Berenger
showed that, to effectively absorb waves propagating out
of the lattice in the 7x directions, it is sufficient to
locate adjacent to the xmin and xmax lattice outer bound-
aries layers of material that have the same (e1,m1) as the
lattice interior and are subject to (25) and (26) with the
constraint that sx and s�x satisfy the ‘‘perfect’’ matching
condition

sx

e1
¼

s�x
m1

ð27aÞ

At the interface between the lattice interior and the PML,
this yields theoretically zero wave reflection for incident
angles � 901ofo901 relative to the 7x axis regardless of
the wave frequency. Within the PML, the transmitted
wave propagates with the same speed and direction as
the impinging wave while simultaneously undergoing ex-
ponential decay along the 7x axis. Choosing the PML
thickness appropriately permits negligible overall wave
reflection from the lattice terminations at xmin and xmax,
which are usually assumed to be perfect electric conduc-
tors (PECs) having tangential electric field components
set to zero for all timesteps.

In a similar manner, PML absorbers can be established
adjacent to the other lattice outer-boundary planes. Adja-
cent to ymin and ymax, the PMLs again have the same (e1, m1)
as the lattice interior, but here are subject to (25) and (26)
with ðsx¼ s�x ¼ 0; sz¼ s�z ¼ 0Þ and ðsyO0; s�yO0Þ satisfying

sy

e1
¼

s�y
m1

ð27bÞ

Adjacent to zmin and zmax, the PMLs again have the same
(e1, m1) as the lattice interior, but here are subject to (25)
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and (26) with ðsx¼ s�x ¼ 0; sy¼ s�y ¼ 0Þ and ðszO0; s�zO0Þ
satisfying

sz

e1
¼

s�z
m1

ð27cÞ

Figure 5 illustrates the structure of a two-dimensional
FDTD grid employing the Berenger PML ABC in this
manner. Note that the electric and magnetic losses defined
in any overlapping PMLs in the grid corners are continued
into the overlap regions.

12. ANISOTROPIC PML (APML) ABC

The split-field PML introduced by Berenger is a hypothet-
ical, nonphysical medium based on a mathematical model.
Because of the coordinate dependence of the loss terms, if
such a physical medium exists, it must be anisotropic. In-
deed, a physical model based on an anisotropic, perfectly
matched medium can be formulated. This was first
discussed by Sacks et al. [14]. For a single interface,
the anisotropic medium is uniaxial and is composed of
both electric and magnetic constitutive tensors. This an-
isotropic PML, or APML, performs as well as Berenger’s
PML while avoiding its nonphysical field splitting. Fur-
ther, as summarized in Ref. 2, the APML has capabilities
exceeding those of Berenger’s PML by providing addition-
al degrees of freedom which permit it to attenuate eva-
nescent waves and terminate conductive and dispersive
materials.

We first summarize the analytical formulation of the
APML. Following Ref. 2, this can be most easily done in
the phasor (sinusoidal steady-state) domain, where we can
write Maxwell’s curl equations in a three-dimensional
APML medium as

r�H¼ joesE; r�E¼ � jomsH ð28Þ

Here, the field vectors are complex-valued phasors, and s
is the tensor defined by

s¼

s�1
x 0 0

0 sx 0

0 0 sx

2
666664

3
777775

sy 0 0

0 s�1
y 0

0 0 sy

2
666664

3
777775

sz 0 0

0 sz 0

0 0 s�1
z

2
666664

3
777775

¼

syszs
�1
x 0 0

0 sxszs
�1
y 0

0 0 sxsys�1
z

2

666664

3

777775

ð29Þ

Allowing for a nonunity real part k, the multiplicative
components of the diagonal elements of s are given by

sx¼ kxþ
sx

joe
; sy¼ kyþ

sy

joe
;

sz¼ kzþ
sz

joe

ð30Þ

If desired, the APML medium can be specialized to apply
throughout the entire FDTD space lattice. The following
lists all of the possible special cases.

Lossless, Isotropic Interior Zone. s is the identity tensor
realized by setting sx¼ sy¼ sz¼ 1 in (29). This re-
quires sx¼ sy¼ sz¼ 0 and kx¼ky¼kz¼1 in (30).

APML Absorbers at xmin and xmax Lattice Outer-Bound-
ary Planes. We set sy¼ sz¼ 1 in (29). This requires
sy¼sz¼ 0 and ky¼ kz¼ 1 in (30).

APML Absorbers at ymin and ymax Lattice Outer-Bound-
ary Planes. We set sx¼ sz¼ 1 in (29). This requires
sx¼ sz¼ 0 and kx¼ kz¼ 1 in (30).

x

y

Wave source
in vacuum

PML(�x1, �x1, �y2, �y2)∗

PML(�x1, �x1, 0, 0)∗ PML(�x2, �x2, 0, 0)∗

∗ PML(�x2, �x2, �y2, �y2)∗ ∗

PML(�x2, �x2, �y1, �y1)∗ ∗PML(�x1, �x1, �y1, �y1)∗ ∗

PML(0, 0, �y2, �y2)∗

PML(0, 0, �y1, �y1)∗

Perfect
electric

conductor

Figure 5. Structure of a two-dimensional FDTD
grid employing the Berenger PML absorbing
boundary condition [13].
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APML Absorbers at zmin and zmax Lattice Outer-Bound-
ary Planes. We set sx¼ sy¼ 1 in (29). This requires sx

¼ sy¼ 0 and kx¼ ky¼ 1 in (30).

Overlapping APML Absorbers at xmin, xmax and ymin,
ymax Dihedral Corners. We set sz¼ 1 in (29). This
requires sz¼ 0 and kz¼ 1 in (30).

Overlapping APML Absorbers at xmin, xmax and zmin,
zmax Dihedral Corners. We set sy¼ 1 in (29). This
requires sy¼ 0 and ky¼ 1 in (30).

Overlapping APML Absorbers at ymin, ymax and zmin,
zmax Dihedral Corners. We set sx¼ 1 in (29). This
requires sx¼ 0 and kx¼ 1 in (30).

Overlapping APML Absorbers at all Trihedral Corners.
We use the complete general tensor in (29).

We next summarize the efficient implementation of the
APML in a Cartesian FDTD formulation. Following the
derivation discussed in detail in Ref. 2, explicit timestep-
ping of the components of E in the APML requires two
steps in sequence: (1) updating the values of the compo-
nents of an auxiliary-defined field variable D and (2) using
these new D components to obtain updated values of the E
components. For example, the Dx update is given by

Dxj
nþ 1
iþ 1=2; j; k¼

2eky � syDt

2ekyþsyDt

� �
Dxj

n
iþ 1=2; j; kþ

2eDt

2ekyþsyDt

� �

�
Hzj

nþ 1=2
iþ 1=2;jþ 1=2;k �Hzj

nþ 1=2
iþ 1=2;j�1=2;k

Dy

0
@

�
Hyj

nþ 1=2
iþ 1=2; j; kþ 1=2 �Hyj

nþ 1=2
iþ 1=2; j; k�1=2

Dz

1

A ð31aÞ

The subsequent Ex update is given by

Exj
nþ 1
iþ 1=2; j; k¼

2ekz � szDt

2ekzþ szDt

� �
Exj

n
iþ 1=2; j; kþ

1

ð2ekzþ szDtÞe

	 


� ð2ekxþ sxDtÞDxj
nþ 1
iþ 1=2; j; k

h
�ð2ekx � sxDtÞDxj

n
iþ 1=2; j; k

i

ð31bÞ

A similar two-step procedure is required to implement an
explicit timestepping of the components of H in the APML:
(1) updating the values of the components of an auxiliary-
defined field variable B and (2) using these new B compo-
nents to obtain updated values of the H components. For
example, the Bx update is given by

Bxj
nþ3=2
i; jþ 1=2;kþ 1=2¼

2eky � syDt

2ekyþsyDt

� �
Bxj

nþ1=2
i; jþ 1=2;kþ 1=2 �

2eDt

2ekyþsyDt

� �

�
Ezj

nþ 1
i; jþ1;kþ 1=2 � Ezj

nþ 1
i; j;kþ1=2

Dy

 
�

Eyj
nþ 1
i; jþ 1=2;kþ1 � Eyj

nþ1
i; jþ 1=2;k

Dz

!

ð32aÞ

The subsequent Hx update is given by

Hxj
nþ 3=2
i; jþ1=2;kþ1=2¼

2ekz � szDt

2ekzþszDt

� �
Hxj

nþ 1=2
i; jþ 1=2;kþ1=2

þ
1

ð2ekzþszDtÞm

	 

ð2ekxþsxDtÞBxj

nþ 3=2
i; jþ1=2;kþ 1=2

h

�ð2ekx � sxDtÞBxj
nþ1=2
i; jþ 1=2;kþ 1=2

i
ð32bÞ

Nehrbass et al. [31] showed that such an algorithm is
numerically stable within the Courant limit. Further,
Abarbanel and Gottlieb [32] showed that the resulting
discrete fields satisfy Gauss’ law, and the APML is well
posed. Finally, Ref. 2 discussed how the APML formula-
tion in both the frequency and the time domains can be
extended to terminate material regions in the FDTD space
grid that are either electrically lossy or have frequency-
dispersive dielectric parameters.

13. PML PERFORMANCE

Consider a PML of thickness T used to terminate the
FDTD space lattice, which is assumed to have PEC out-
ermost planes. There are two primary contributors to
nonphysical wave reflections generated by this ABC con-
figuration: (1) the PEC wall backing the PML and (2)
the interface between the interior lattice medium and
the PML.

Minimizing wave reflection due to the PEC backing
wall calls for the greatest possible PML thickness and/or
electrical loss. However, blindly increasing the PML loss
can actually lead to degraded overall performance due to
increased wave reflections at the interior PML interface.
The latter represent a numerical artifact arising from the
finite spatial sampling inherent in the FDTD algorithm.
To reduce this artifact, Berenger [13] proposed that PML
losses gradually increase with depth d within the PML
along the w direction normal to the PML interface. Sub-
sequently, several such profiles have been investigated.
One of the most successful uses a simple polynomial
variation of the PML loss:

swðdÞ¼
d

T

� �m

sw;max ð33aÞ

kwðdÞ¼ 1þ ðkw;max � 1Þ .
d

T

� �m

ð33bÞ

This increases the value of the PML sw from zero at d¼ 0
(the interior surface of the PML) to sw,max at d¼T (the
PEC outer boundary of the space lattice). Similarly, for the
APML, kx increases from one at d¼ 0 to kw,max at d¼T.

For a fixed PML thickness T, the polynomial grading of
(33a) provides two adjustable parameters: polynomial or-
der m and sw,max. Through extensive numerical experi-
mentation [2], 3rmr4 has been found to be nearly
optimal for many FDTD simulations. Furthermore,
for many applications, an optimal value of sw,max for
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10-cell-thick PML is estimated to be [2]

sw;max 

0:8ðmþ 1Þ

ZD
ð34Þ

where Z is the wave impedance of the PML medium. For
detailed discussions and examples of PML performance
over a wide range of possible loss profiles, see Ref. 2.

14. WAVE SOURCES

In this section, we consider means to introduce into the
FDTD space lattice electromagnetic wave excitations ap-
propriate for modeling engineering problems. Six numer-
ical wave sources are reviewed: (1) E and H hard sources,
(2) J and M current sources, (3) total-field/scattered-field
lattice zoning, (4) the all-scattered-field formulation, (5)
waveguide sources, and (6) interface with linear and non-
linear electronic circuits.

14.1. E and H Hard Sources

E and H hard sources are set up simply by assigning de-
sired time functions to specific components of E and/or H
in the FDTD space lattice. The time functions are inde-
pendent of anything else in the model. Hard sources ra-
diate numerical waves having time waveforms
corresponding to the source functions.

While hard sources are very easy to implement, they
cause spurious, nonphysical reflections of any numerical
waves propagating in their vicinity. This is because hard
sources effectively enforce nonphysical field boundary con-
ditions. One way to time-limit the reflective nature of an
impulsive hard source is simply to replace it with a normal
free-space Yee field update after its pulse time waveform
has decayed essentially to zero. However, this is not ap-
propriate for source waveforms such as continuous sinu-
soids that have extended durations.

In FDTD models where hard sources can be used, anal-
ysis has shown that such sources do not behave as point-
wise emitters of numerical waves. In fact, hard sources
have a finite effective radius of approximately 0.2 lattice
cell [33].

14.2. J and M Current Sources

J and M current sources are set up simply by assigning
desired time functions to specific components of J and/or
M in the FDTD space lattice. Similar to E and H hard
sources, J and M current sources radiate numerical waves
having time waveforms corresponding to the source func-
tions. However, unlike hard sources, J and M current
sources cause no nonphysical reflections of numerical
waves propagating in their vicinity. This is because such
current sources behave in an additive manner relative to
the ambient electromagnetic field and set no field bound-
ary conditions whatsoever.

A key nuance is that J and M current sources can de-
posit charge and generate charge-associated fields in
three-dimensional FDTD space lattices. These fields,
which are required to satisfy the continuity equation,

can persist indefinitely and hence remain in the compu-
tational domain even after all of the radiated fields have
exited [34].

14.3. Total-Field/Scattered-Field Lattice Zoning

Total-field/scattered-field (TF/SF) lattice zoning permits
implementation of a numerical plane-wave source in the
FDTD space lattice. Such a wave source is characterized
by

* Arbitrary wave propagation direction, polarization,
time waveform, and duration

* Constant field amplitude along planes perpendicular
to the direction of propagation

* Invisibility relative to any other numerical waves in
the space lattice

The TF/SF formulation is based on the linearity of Max-
well’s equations. It assumes that the physical (measur-
able) total electric and magnetic fields Etotal and Htotal can
be decomposed as

Etotal¼EincþEscat ð35aÞ

Htotal¼HincþHscat ð35bÞ

Here Einc and Hinc are the values of the incident-wave
fields, assumed to be known at all points of the space lat-
tice at all timesteps. These are the fields that would exist
in vacuum, that is, if there were no materials of any sort in
the modeling space. Escat and Hscat are the values of the
scattered-wave fields, which are initially unknown. These
result from the interaction of the incident wave with any
materials in the space lattice.

We note that the finite-difference operations of the Yee
algorithm can be applied with equal validity to the inci-
dent field, the scattered field, and the total field. As shown
in Fig. 6, this property permits zoning of the Yee space
lattice into two distinct regions:

* Region 1—the inner zone of the space lattice. Here,
total fields are assumed to be stored in the computer
memory and operated on by the Yee algorithm. The
interacting structure of interest is embedded within
this region.

* Region 2—the outer zone of the space lattice sur-
rounding region 1. Here, scattered fields are assumed
to be stored in the computer memory and operated on
by the Yee algorithm. There is no incident wave in
region 2. The outer lattice planes bounding region 2
truncate the computation space and serve to imple-
ment an absorbing boundary condition, as discussed
in the previous section.

Regions 1 and 2 are separated by the TF/SF interface, a
virtual surface connecting the fields in each region that
generates the incident numerical plane wave. The algo-
rithms that implement the TF/SF interface for one-, two-,
and three-dimensional FDTD space lattices are discussed
in detail in Ref. 2.
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Figure 7 illustrates the action of TF/SF zoning by dis-
playing four successive snapshots of the Hz field within a
two-dimensional transverse-electric FDTD grid. In this
figure, the dotted lines show the location of the TF/SF in-
terface, which launches an obliquely propagating pulsed
numerical plane wave within the total-field zone. This
wave is incident on a square perfectly conducting cylinder.
We see that the incident wave is confined within the total-
field zone, while the scattered wave generated by the cyl-
inder eventually passes through all sides of the TF/SF in-
terface with no reflection. Thus, TF/SF lattice zoning
succeeds in simulating an incident plane wave arriving
from infinity, exciting a scattering object, and then per-
mitting the resulting scattered wave to propagate back to
infinity with zero interaction with the incident-wave
source.

14.4. All-Scattered-Field Formulation

The all-scattered-field formulation [35] again evolves from
the linearity of Maxwell’s equations according to (35a) and
(35b). Here, however, the FDTD space lattice assumes
scattered-field quantities everywhere, with no incident
wave propagating within the lattice. If the total E- or H-
field time waveform is needed, it is obtained in a postpro-
cessing step by adding the FDTD-computed scattered-field
time waveform to the known incident-wave time depen-
dence at that point.

Consider applying the all-scattered-field formulation to
modeling a perfectly conducting structure. At the struc-
ture surface, there must be zero total tangential E field.

Therefore, by (35a)

Etanjscat¼ � Etanjinc ð36Þ

must hold at the structure surface at all timesteps. This
causes a scattered wave to be locally generated at the
structure surface, where the scattered wave has tangen-
tial E components equal and opposite to those of the
known tangential E components of the incident wave.
These are specified in the all-scattered-field FDTD space
lattice as hard sources.

There are two principal disadvantages of the all-scat-
tered-field formulation relative to the total-field/scattered-
field technique when used to model perfectly conducting
structures:

* Tangential components of the incident E field must be
calculated at all space lattice points constituting the
surface of the structure being modeled. This calcula-
tion is structure-dependent and can require a large
amount of computer arithmetic.

* In lattice regions where the total fields are small
(such as inside well-shielded cavities), the incident
and scattered fields nearly cancel. Here, normal com-
putational uncertainties are greatly magnified if
postprocessing is needed to obtain the total field.
This is a well-known computational phenomenon
called subtraction noise, which limits dynamic range
in calculating the total field.

There is one major advantage of the all-scattered-
field approach relative to the total-field/scattered-field

Region 1: 
Total
fields

Region 2: 
scattered
fields

Lattice 
truncation

Interacting
structure

Connecting 
surface and 
plane wave 
source

Region 2 Region 2Region 1: Total Ez  and  Hy fields

Ez,scat

Hy,scat Hy,scatHy,tot Hy,tot Hy,tot Hy,tot

Ez,scatEz,tot Ez,tot Ez,tot Ez,tot Ez,tot

iL – 1/2 iR – 1/2

iL – 1 iL +1 iR –1iL iR iR + 1 

iL + 1/2 iR + 1/2

(a)

(b)

× × × × × ×

Figure 6. Total-field/scattered-field zoning of the
FDTD space lattice [2]: (a) total-field and scat-
tered-field regions, connecting virtual surface
(plane-wave source), and lattice truncation (ab-
sorbing boundary condition); (b) detail of field com-
ponent locations in a one-dimensional x-directed
cut through the space lattice of (a).
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technique. Incident fields can be calculated exactly using
an analytical expression, rather than via numerical prop-
agation through the FDTD space lattice. This eliminates
phase/delay errors in the incident wave excitation caused
by numerical dispersion, an increasingly important con-
sideration as the electrical size of the modeled structure
increases.

Holland et al. [36] reported the initial application of the
all-scattered-field formulation of FDTD to lossy dielectric
structures showing that Maxwell’s equations could be
written for isotropic nondispersive dielectrics as

m
@Hscat

@t
þ s�Hscat¼ � r�Escat � s�Hinc

� ðm� m0Þ
@Hinc

@t

ð37Þ

e
@Escat

@t
þ sEscat¼r�Hscat � sEinc

� ðe� e0Þ
@Einc

@t

ð38Þ

Equations (37) and (38) can be numerically implemented
in the conventional manner using Yee differences. The ad-
ditional computational burden is that the incident fields
and/or their time derivatives must be calculated at all lat-
tice locations where s�a0, sa0, mam0, or eae0.

14.5. Waveguide Sources

FDTD models of waveguides can be excited in ways
analogous to those discussed above for the free-space
case [2]. In certain cases, the transverse field distribution
of the desired propagating waveguide mode is known
analytically, allowing the numerical wave that is launched
to immediately represent the desired mode without
generating undesired propagating modes or below-
cutoff reactive fields. In other cases, the transverse distri-
bution of the desired mode is initially unknown or can be
only approximated. There are two options in this situa-
tion:

* Implement an approximation of the true mode. An
example is the excitation of a collinear array of E or J
components in the FDTD space lattice to simulate a
probe extending from a waveguide wall and dead
ending in air at a point halfway to the opposing
wall. Depending on the frequency content of the ex-
citation, this can generate a spectrum of numerical
waves including the desired mode, undesired high-
order modes, and nonpropagating (cutoff) reactive
fields. A substantial buffer length of waveguide may
be required in the model to permit any reactive fields
to decay.

* Use ‘‘bootstrapping.’’ This involves running a prelim-
inary FDTD model of the waveguide that is designed
to propagate only the desired fundamental mode and
is sufficiently long to decay undesired reactive fields.

Figure 7. Action of total-field/scattered-field grid
zoning for a plane wave propagating obliquely with-
in a transverse electric grid impinging on a square
perfectly conducting cylinder [2]. The Hz field is vi-
sualized in four successive snapshots as the wave
propagates through the total-field zone.
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The complete normalized transverse field distribu-
tion at the far end of this preliminary model
is stored in a data file and is subsequently used in
all production runs as a compact E hard source
or J current source. (In the case of a dielectric wave-
guide, this includes the significant transverse
fields located both internal and external to the wave-
guide.) Effectively, the preliminary FDTD run is used
to solve for the correct transverse modal field distri-
bution.

14.6. Interface with Linear and Nonlinear Electronic Circuits

An emerging sixth type of wave source involves interfac-
ing a passive FDTD space lattice with a time-domain nu-
merical model of an active linear or nonlinear electronic
device or circuit. Here, potential excitation sources include
discrete transistors and logic gates, and even complete
circuits composed of many such discrete devices. Hybrid
FDTD/electronic circuit models are increasingly useful in
constructing self-consistent simulations of high-speed cir-
cuits embedded within electromagnetic wave transmis-
sion and radiation systems. A summary of techniques in
this area is provided in Ref. 2.

15. NEAR–FAR-FIELD TRANSFORMATION

The provision of a scattered-field region in the FDTD
space lattice via either total-field/scattered-field lattice
zoning or an all-scattered-field lattice (as described in
the previous section) permits a systematic near–far-field
transformation. In other words, there is no need to extend
the FDTD space lattice to the far field to obtain far-field
data.

The near–far-field transformation is based on the
surface equivalence theorem [37], illustrated in Fig. 8.
This theorem permits electromagnetic fields in an exterior
region to be rigorously calculated from equivalent non-
physical currents properly defined over an arbitrary vir-
tual surface S that completely encloses the original
antenna or scatterer, even if S is located in the near
field.

Figure 8a depicts schematically the most general case
dealing with an arbitrary three-dimensional structure.
Following the notation of Balanis [37], we assume that a
field (E1,H1) filling all of space is generated by the action
of the physical electric and magnetic currents J1 and M1

associated with the antenna or scatterer of interest. In
Fig. 8b, we assume that J1 and M1 are removed, and that
there now exists a new field (E,H) inside virtual surface S

Arbitrary structure

S

(a)

(b)

(c)

S

S

n

n

(E1, H1)
(�0, �0) (�0, �0)

(E1, H1)

(E1, H1)
Ms = –n × (E1 – E )

Ms = –n × E1

Js = n × H1

Js = n × (H1 – H )
(�0, �0)

(E1, H1)
(�0, �0)

(0, 0)
(�0, �0)

(�0, �0)
(E, H)

M1

J1

Figure 8. Definition of electromagnetic fields and equiva-
lent electric and magnetic virtual currents for the surface
equivalence theorem: (a) original interaction geometry;
(b) intermediate equivalent problem; (c) final equivalent
problem [37].
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that completely encloses the structure. However, we
wish to observe the original field (E1,H1) outside S. For
this desired situation to satisfy the required electromag-
netic field boundary conditions on the tangential E- and H-
field components at S, there must exist the following
virtual electric and magnetic currents flowing tangentially
along S:

JS¼n� ðH1 �HÞ ð39aÞ

\

MS¼ � n� ðE1 �EÞ ð39bÞ

where n is the unit outward normal vector to S. The vir-
tual electric and magnetic currents of (39) radiate into free
space everywhere (inside and outside S), and generate the
original field (E1,H1) in the unbounded free-space region
outside S. Since the fields within S can be anything (and
we are not concerned with this region anyway with regard
to developing far-field information), it is useful to assume
that E¼0 and H¼ 0 inside S. Then, the equivalent prob-
lem of Fig. 8b reduces to Fig. 8c, with equivalent current
densities equal to

JS¼n� ðH1 �HÞjH¼ 0¼n�H1 ð40aÞ

MS¼ � n� ðE1 � EÞjE¼ 0¼ � n�E1 ð40bÞ

Using the surface equivalence theorem, a phasor-
domain near–far-field transformation can be efficiently
implemented for Cartesian FDTD models of arbitrary
three-dimensional structures. Here, S is a six-sided rect-
angular ‘‘box’’ that completely encloses the structure of
interest in the scattered-field zone of the FDTD space lat-
tice. Along each face of S, distributions of the equivalent
phasor electric current JS and phasor magnetic current
MS are calculated from (40) using discrete Fourier trans-
formations (DFTs) that are applied to the FDTD-computed
tangential H and E fields, respectively, ‘‘on the fly’’ during
timestepping. Then, as introduced in Ref. 38 and dis-
cussed in detail in Ref. 2, these equivalent currents are
integrated with a free-space Green’s function weighting to
obtain the desired normalized far-field patterns of the
scattered or radiated power.

In this manner, a single FDTD run that models
the impulsive plane-wave illumination of a scattering
object provides sufficient data to calculate the complete
far-field bistatic radar cross-sectional pattern of the object
at multiple sinusoidal frequencies for the incidence
and polarization angles of the illuminating wave used in
the modeling run. Similarly, a single FDTD run that
models the impulsive excitation of an antenna provides
sufficient data to calculate the complete far-field radia-
tion pattern of the antenna at multiple sinusoidal fre-
quencies.

An alternative time-domain near–far-field transforma-
tion is discussed by Luebbers et al. [39]. While FDTD
timestepping proceeds in a particular modeling run, this
transformation allows calculation of the evolving time
waveforms of the scattered or radiated E and H fields at
selected angular locations in the far field. Phasor-domain

results can be obtained in a subsequent postprocessing
step via Fourier transformation of the calculated time
waveforms.

16. EXAMPLES OF FDTD MODELING APPLICATIONS

Current examples of FDTD modeling applications span
much of the electromagnetic spectrum. A worldwide
FDTD developer/user community is involved in numeri-
cal simulation of electrodynamic phenomena ranging from
extremely low-frequency (ELF) propagation about the en-
tire Earth to the lasing behavior of aggregates of microm-
eter-scale particles exhibiting four-level quantum system
characteristics. Such applications of FDTD vividly illus-
trate the principle that ‘‘Maxwell’s equations work from
DC to light.’’ This section provides examples of current
and emerging FDTD applications that literally span this
range.

16.1. Global ELF Propagation within the Earth–
Ionosphere Waveguide

Global propagation of extremely low-frequency (ELF:
3 Hz–3 kHz) and very low-frequency (VLF: 3 kHz–30 kHz)
electromagnetic waves within the Earth–ionosphere
waveguide has been the subject of recurring theoretical
and experimental interest for decades. ELF/VLF propa-
gation phenomena form the physics basis of submarine
communications and remote-sensing investigations of
lightning and sprites, global temperature change, subsur-
face structures, and potential earthquake precursors.

Most theoretical techniques for modeling ELF/VLF
propagation are based on frequency-domain waveguide-
mode theory. However, these techniques cannot account
for arbitrary horizontal as well as vertical geometric and
electrical inhomogeneities of the ionosphere, continents,
and oceans. Recently, a full-vector, three-dimensional,
spherical coordinate FDTD model has been used to calcu-
late impulsive ELF propagation within the entire Earth–
ionosphere waveguide. All features of the lithosphere and
ionosphere located within 7100 km of sea level are mod-
eled with a resolution of approximately 40� 40� 5 km
[40]. Periodic boundary conditions are used in conjunction
with a variable-cell grid that wraps around the complete
Earth sphere. The model is verified by numerical studies
of frequency-dependent propagation attenuation with dis-
tance, antipodal propagation, and the Schumann reso-
nance. Figure 9 visualizes the results of one such model,
which illustrates the propagation about Earth of an ELF
electromagnetic pulse generated by a vertical lightning
stroke off the coast of South America.

16.2. High-Speed Electronics

High-speed electronic circuits have been traditionally
grouped into two classes: analog microwave circuits and
digital logic circuits.

1. Microwave circuits typically process bandpass sig-
nals at frequencies above 3 GHz. Common circuit
features include microstrip transmission lines,
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directional couplers, circulators, filters, matching
networks, and individual transistors. Circuit opera-
tion is fundamentally based on electromagnetic
wave phenomena.

2. Digital circuits typically process lowpass pulses
requiring a DC return. Typical circuits include mul-
tiple planes of metal traces for signal transmission,
power supply, and ground return. Via pins provide
electrical connections between the planes. Circuit
operation is nominally not based on electromagnetic
wave effects.

However, the distinction between the design of these two
classes is blurred. The rise of everyday computer clock
speeds above 3 GHz implies digital signal bandwidths
above 10 GHz, well into the microwave range. Electromag-
netic wave effects that, until now, were in the domain of the
microwave engineer are becoming a limiting factor in

digital circuit operation. For example, hard-won experience
has shown that high-speed digital signals can spuriously

* Distort as they propagate along the metal circuit paths
* Couple (create crosstalk) from one circuit path to an-

other
* Radiate and create interference to other circuits and

systems

An example of electromagnetic field effects in a digital
circuit is shown in Fig. 10, which illustrates the results of
FDTD modeling of an ultra-high-speed logic pulse enter-
ing a microchip embedded within a conventional dual in-
line package [41]. The fields associated with the logic
pulse are not confined to the metal circuit paths and, in
fact, smear out and couple to all adjacent circuit paths. We
note that FDTD modeling permits incorporation of (1) a
very high level of detail of the geometry and materials of
the chip packaging and (2) the nonlinear active circuit
components within the chip that terminate the metal

Figure 9. Snapshot visualizations of the FDTD-computed global
propagation of an ELF electromagnetic pulse generated by a
lightning strike off the coast of South America [40]. All features
of the lithosphere and atmosphere located within 7100 km of sea
level are modeled in three dimensions with a resolution of ap-
proximately 40�40�5 km. (This figure is available in full color
at http://www.mrw.interscience.wiley.com/erfme.)

Figure 10. Snapshot visualization of the FDTD-computed cou-
pling and crosstalk of a high-speed logic pulse entering and leaving
a microchip embedded within a conventional dual inline integrated
circuit package [41]. The fields associated with the logic pulse are
not confined to the metal circuit paths and, in fact, smear out and
couple to all adjacent circuit paths. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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connections. These attributes provide the engineer with
robust modeling capabilities to accurately assess the
crosstalk problem and test potential remedies involving
redesign of the microchip packaging.

16.3. Microwave Penetration and Coupling

FDTD computational electromagnetics has played an im-
portant role in helping to assess and mitigate the effects of
electromagnetic wave coupling into sensitive electrical
and electronic equipment. The primary sources of such
waves include lightning, nuclear electromagnetic pulses
(NEMPs), and high-power microwaves (HPMs).

NEMP can burn out electrical and electronic equipment
on Earth’s surface located many hundreds of miles away
from the detonation of a nuclear bomb above Earth’s at-
mosphere. Equipment failures on this geographic scale
could leave a nation largely defenseless against subse-
quent attack. HPM can neutralize electronics in the man-
ner as NEMP, but can be applied on a more selective basis
for either tactical or strategic applications. For both NEMP
and HPM, FDTD modeling has been used to understand
the complex electromagnetic wave penetration and cou-
pling mechanisms into potential targets, and means to
mitigate these mechanisms. FDTD is particularly useful
for these purposes since it can model extremely complicat-
ed three-dimensional structures in a straightforward
manner. As an example, Fig. 11 illustrates the results of
applying FDTD modeling to calculate the penetration of a
pulsed 10-GHz microwave beam into a missile radome
containing a horn antenna [42].

16.4. Ultrawideband Microwave Imaging for Early-Stage
Breast Cancer Detection

Several researchers have conducted theoretical investiga-
tions of the use of ultrawideband microwave pulses for
early-stage breast cancer detection. In principle, this tech-
nique could detect much smaller tumors over larger re-
gions of the breast than is currently possible using X-ray
mammography, and further avoid exposing the patient to
potentially hazardous ionizing radiation. In this proposed
technique, an array of small antennas would be placed on
the surface of the breast to emit and then receive a short
electromagnetic pulse lasting less than 100 ps. Signal pro-
cessing techniques would then be applied to the received
pulses at each antenna element to form the breast image.

In work to date, FDTD modeling has provided crucial
simulated test data and allowed optimization of the imag-
ing algorithms. As shown in Fig. 12, these simulations in-
dicate promise for imaging small, deeply embedded
malignant breast tumors in the presence of the back-
ground clutter due to the complicated surrounding nor-
mal tissues [43]. In this figure, the simulated 2-mm-
diameter tumor has a volume that is about one order of
magnitude smaller than that needed for reasonably reli-
able detection by X-ray mammography.

16.5. Photonic Integrated Circuits

Microcavity ring and disk resonators are proposed compo-
nents for filtering, routing, switching, modulation, and

multiplexing/demultiplexing tasks in ultra-high-speed pho-
tonic integrated circuits. Figure 13 is a scanning electron
microscope image of a prototype photonic circuit consisting
of 5.0-mm-diameter aluminum gallium arsenide (AlGaAs)
microcavity disk resonators coupled to 0.3-mm-wide optical
waveguides across airgaps spanning 0.1–0.3mm [44].

FDTD solutions of Maxwell’s equations permit calcula-
tion of the optical coupling, transmission, and resonance
behavior of the microoptical structures in Fig. 13. This
permits effective engineering design. For example, Fig. 14
shows visualizations of the FDTD-calculated sinusoidal
steady-state optical electric field distributions for a typical
microdisk in Fig. 13 [45]. In the upper left panel, the op-
tical excitation is at a nonresonant frequency, 193.4 THz
(an optical wavelength l of 1.55 mm). Here, 99.98% of the
rightward-directed power in the incident signal remains
in the lower waveguide. In the upper right panel, the ex-
citation is at the resonant frequency of the first-order ra-
dial whispering-gallery mode of the microdisk, 189.2 THz
(l¼ 1.585 mm). Here, there is a large field enhancement
within the microdisk, and 99.79% of the incident power
switches to the upper waveguide in the reverse (leftward)
direction. This yields the action of a passive, wavelength-
selective switch.

Missile body

Horn

Scattered
energy

Incident
wave

Energy guided
in wall

Horn
scattering

Metal tip

Dielectric
radome

E

Figure 11. Snapshot visualizations of the FDTD-computed pen-
etration of a short microwave pulse into a missile radome con-
taining a horn antenna [42]. The impinging plane wave
propagates from right to left at the speed of light and is oblique-
ly incident at 151 from boresight. Complicated electromagnetic
wave interactions visible within the radome structure require
FDTD Maxwell’s equations solutions to permit effective design.
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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The lower left and right panels of Fig. 14 are visual-
izations at, respectively, the resonant frequencies of the
second- and third-order whispering-gallery modes,
191.3 THz (l¼ 1.567 mm) and 187.8 THz (l¼ 1.596 mm). A
goal of current design efforts is to suppress higher-order
modes to allow the use of microdisks as passive wave-

length-division multiplexing devices having low crosstalk
across a wide spectrum, or as active single-mode laser
sources.

16.6. Applications in Microcavity Laser Design

FDTD solutions of Maxwell’s equations are being used
to design the world’s smallest microcavity laser sources
for use in ultra-high-speed photonic integrated circuits.
These sources are based on the physics of photonic
crystals, which are artificial structures having a periodic
variation of the refractive index. Photonic crystals
have a frequency stopband over which there is no trans-
mission of electromagnetic waves. However, a defect
introduced into the periodic structure creates a
resonant mode at a frequency that lies inside the band-
gap. This defect behaves as a microcavity resonator to trap
light.

Figure 15 (top) illustrates how light is contained
inside a laser microcavity in a photonic crystal structure
[46]. First, a half-wavelength thick high-refractive-index
slab (consisting of indium gallium arsenic phosphide)
is used to trap light in the vertical direction by total
internal reflection. Then, light is localized in plane
by the action of a two-dimensional photonic crystal con-
sisting of a hexagonal array of submicrometer-radius
airholes etched into the slab. In the simplest structure,
a single airhole is removed from the photonic crystal,
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Figure 12. Top: 2D FDTD breast model derived
from magnetic resonance imaging containing a 2-
mm-diameter malignant lesion at a depth of
3.1 cm. The black dots along the surface of the
breast represent positions from which an antenna
transmits low-power ultrawideband pulses into
the breast. Bottom: Image showing the backscat-
tered energy as a function of location in the breast.
The image was reconstructed from FDTD-comput-
ed backscattered waveforms using a spacetime
beamforming approach. Note that the tumor sig-
nature is almost 100 times stronger than the back-
scattering clutter generated by the surrounding
heterogeneous normal tissue [43]. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Figure 13. Scanning electron microscope image of a prototype
photonic integrated circuit [44]. The photonic circuit is composed
of 5.0-mm-diameter aluminum gallium arsenide (AlGaAs) micro-
cavity disk resonators coupled to 0.3-mm-wide AlGaAs optical
waveguides across airgaps spanning as little as 0.1 mm.
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thereby forming a resonant microcavity which traps light
energy.

Figure 15 (bottom) visualizes along a planar cut
through the middle of the slab the magnitude of the opti-
cal electric field calculated from a three-dimensional
FDTD solution of Maxwell’s equations. Nearly all of the
laser power is emitted vertically. Experimental realization
of this microcavity laser design indicates a lasing wave-
length within 0.3% of the FDTD-predicted value. Ongoing
research involves optimizing this and similar laser cavi-
ties by performing FDTD simulations to reduce the re-
quired pump power and facilitate room-temperature
operation.

16.7. Incorporation of Quantum Effects

The final modeling example illustrates one of the most in-
teresting current frontiers in FDTD theory and applica-
tions that may lead to significant advances in overall
electrical engineering technology. This frontier involves
the self-consistent modeling of a system of nanometer-
scale sources (originating from quantum phenomena)
interacting with each other and with external material
geometries via electromagnetic wave energy transport
over micrometer-distance scales.

Figure 16 shows a specific problem where this type of
modeling is being pursued: the exploration of the physics
of lasing in random clusters of zinc oxide (ZnO2) nanopar-
ticles [47]. Here, quantized electron energy states in ZnO2

are described by a four-level two-electron model consisting
of a system of six simultaneous time-domain differential
equations for the electron population densities and result-
ing induced polarizations. This system is coupled to a con-
ventional two-dimensional FDTD Maxwell equation
solver. Quantum phenomena such as the excitation of
electrons to higher energy states, population inversion,
and photon emission/stimulated emission are modeled
concurrently with the classical phenomena of multiple
scattering of optical electromagnetic waves within the
particle cluster leading to light localization and potential
lasing action.

As computing capabilities advance, the extension of
such a multiphysics quantum/classical electrodynamics
model to three dimensions will enable the development
of robust and comprehensive engineering design tools for
active photonic and quantum nanostructures. Nanostruc-
tures of these types may become the basis of much of mid-
21st century communications and computing technologies
in our society.

Figure 14. Visualizations of the FDTD-computed sinusoidal
steady-state optical electric field distributions in a 5.0-mm-diame-
ter AlGaAs microdisk resonator coupled to straight 0.3-mm-wide
AlGaAs optical waveguides for single-frequency excitations propa-
gating to the right in the lower waveguide [45]. Upper left: off-res-
onance signal. Upper right: on-resonance signal, first-order radial
mode. Lower left: second-order radial-mode resonance. Lower
right: third-order radial-mode resonance. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)

Total Internal Reflection (TIR)
Distributed Bragg Reflection (DBR)

Defect region
Active region (4 QWs)
InP substrate (n = 3.2)

�/2 waveguide (n = 3.4)
Etched air holes (n = 1)
Undercut region (n = 1)

Figure 15. Photonic crystal microcavity laser [46]. Top: geome-
try. Bottom: visualization of the FDTD-computed optical electric
field along a horizontal planar cut through the middle of the laser
geometry. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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FINITE ELEMENT ANALYSIS

JIAN-MING JIN

MATTHYS M. BOTHA
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Urbana—Champaign

Urbana, Illinois

1. INTRODUCTION

The finite-element method is a numerical procedure used
to obtain approximate solutions to boundary value prob-
lems of mathematical physics. The method was first pro-
posed by Courant in 1943 to solve variational problems in
potential theory [1]. Thereafter, the method was developed
and applied extensively to problems of structural analysis
and increasingly to problems in other fields. Today, the fi-
nite-element method is recognized as a general, preemi-
nent method applicable to a wide variety of engineering
and mathematical problems, including those in RF and
microwave engineering.
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1. INTRODUCTION

The finite-element method is a numerical procedure used
to obtain approximate solutions to boundary value prob-
lems of mathematical physics. The method was first pro-
posed by Courant in 1943 to solve variational problems in
potential theory [1]. Thereafter, the method was developed
and applied extensively to problems of structural analysis
and increasingly to problems in other fields. Today, the fi-
nite-element method is recognized as a general, preemi-
nent method applicable to a wide variety of engineering
and mathematical problems, including those in RF and
microwave engineering.
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The first application of the finite-element method to
microwave engineering and electromagnetics appeared in
1969, when Silvester employed it to analyze wave propa-
gation in a hollow waveguide [2]. The importance of the
method was quickly recognized, and successful applica-
tions were achieved for the analysis of electrostatic, mag-
netostatic, and dielectric-loaded waveguide problems. In
1974, Mei developed a technique that combined the finite-
element method with eigenfunction expansion to deal with
open-region electromagnetic problems such as antenna
and scattering analysis [3]. In 1982, Marin developed an
alternative method to deal with open-region scattering
problems, which combined the finite-element method and
a boundary integral equation [4].

An important breakthrough in the finite-element anal-
ysis of vector field problems occurred in the 1980s with the
development of edge-based vector elements [5–7]. These
new elements accurately model the nature of the electric
and magnetic fields and eliminate much of the problems
associated with traditional node-based scalar elements.
Since the development of the vector elements, the finite-
element method has become a very powerful numerical
technique in computational electromagnetics. Today, the
method is used as a major design tool for RF and micro-
wave devices. Its basic principle and a variety of applica-
tions have been described in many books, such as those by
Silvester and Ferrari [8], Jin [9], and Volakis et al. [10].

2. FINITE-ELEMENT ANALYSIS OF SCALAR
POTENTIAL PROBLEMS

To illustrate the basic principle of the finite-element meth-
od, consider the problem of calculating the static electric
potential f due to electric charge density r distributed in
domain O. The domain can be either two- or three-dimen-
sional and is filled with a medium having a permittivity e.
On the basis of electromagnetic theory, the problem is to
solve the following Poisson equation

�r . erfð Þ¼ r on O ð1Þ

subject to given boundary conditions. Typical boundary
conditions include the Dirichlet type, which specifies the
value of the potential on the boundary, and the Neumann
type, which prescribes the normal derivative of the poten-
tial. To illustrate the treatment of both boundary condi-
tions, the following boundary conditions are assumed for
this example

f¼fD on GD ð2Þ

n̂n . erfð Þ¼ kN on GN ð3Þ

where fD denotes the specified value of the potential on
the Dirichlet boundary GD and kN denotes the prescribed
value for the normal derivative of the potential on the
Neumann boundary GN. The entire boundary of domain O
consists of GD and GN and is denoted by G.

The boundary value problem expressed by Eqs. (1)–(3)
is usually too complex to allow a closed-form solution. This

is particularly true when O has an irregular shape and the
medium, characterized by e, is inhomogeneous. In this
case, a numerical solution is the only alternative. Among
numerical methods, the finite-element method is very
powerful because of its ability to deal with arbitrary
shapes and inhomogeneous media. The basic principle of
the finite-element method is to divide the entire domain
into many small subdomains, called finite-elements, and
then seek an approximate solution in each of the subdo-
mains. The commonly used subdomains are triangular el-
ements in two dimensions and tetrahedral elements in
three dimensions (Fig. 1) because of their flexibility in
modeling complex shapes, although other elements can
also be used for special problems.

Once the domain O is divided into small elements, the
potential in each element can be approximated as a simple
function, such as linear, quadratic, and cubic functions.
This approximation can be obtained by interpolating the
potential values at a set of discrete points on the element.
For example, the potential in a triangular element (Fig. 2)
can be approximated as

fe
ðx; yÞ¼Ne

1ðx; yÞf
e
1þNe

2ðx; yÞf
e
2þNe

3ðx; yÞf
e
3 ð4Þ

where fe
1, fe

2 and fe
3 denote the values of the potential

at nodes 1, 2, and 3, respectively, and Ne
1ðx; yÞ, Ne

2ðx; yÞ,
and Ne

3ðx; yÞ are the corresponding interpolation functions.
These interpolation functions are completely determined
by the coordinates of the three nodes. The interpolation
functions, also known as basis functions or expansion
functions, determine the order of the elements. An impor-
tant requirement for the interpolation functions is
that they guarantee the continuity of the interpolated
potential.

When the potential in each element is interpolated us-
ing its values at discrete points, the potential in the entire

Figure 1. Finite-element mesh with (a) triangular and (b) tetra-
hedral elements.
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domain can be expressed as

f¼
XN

i¼ 1

Nifiþ
XND

i¼ 1

ND
i f

D
i ð5Þ

where N denotes the total number of nodes, at which the
potential is unknown, and ND denotes the number of
nodes on GD, where the potential is as given by (2). Fur-
thermore, fi denotes the value of the potential at node i
and Ni is the corresponding interpolation or basis function
(the superscript ‘‘D’’ denotes the quantities on GD). This
interpolation function consists of the corresponding inter-
polation functions in all the elements that are directly
connected to the associated node. Figure 3 shows the lin-
ear interpolation function in a two-dimensional triangular
mesh.

Expression (5) can now be substituted into (1) to deter-
mine the unknown potentials fi, using the method of
weighted residuals. It should be noted that the method
of weighted residuals is only one of the methods for the
finite-element formulation. Another commonly used meth-
od is the so-called variational method, which starts from
the variational representation of the boundary value prob-
lem defined in (1)–(3). The method of weighted residuals is
used here for its simplicity. In this method, a suitable
testing or weighting function w is applied to (1) and the
resulting equation is integrated over the problem domain,
yielding

�

Z

O
r . erfð Þ½ �w dV ¼

Z

O
rw dV ð6Þ

Using the well-known vector identity r . werfð Þ¼

½r . ðerfÞ�wþ erf .rw and Gauss theorem

Z

O
r . f dO¼

I

G
bnn . f dG ð7Þ

(6) can be written as

Z

O
erf .rw dO¼

Z

O
rw dOþ

I

G
ðbnn . erfÞw dG ð8Þ

where one of the del operators is now transferred from f to
w. Substituting (3) into (8), one obtains

Z

O
erf .rw dO

¼

Z

O
rw dOþ

Z

GD

n̂n . erfð Þ½ �w dGþ
Z

GN

kNw dG

ð9Þ

This equation is called the weak-form representation of
the boundary value problem defined by (1)–(3). The corre-
sponding solution is called the weak-form solution, which
satisfies (1) in the weighted average sense.

Next, a suitable weighting function needs to be chosen
for w. A popular choice is

w¼Ni i¼ 1; 2; :::;N ð10Þ

where Ni is the interpolation function associated with un-
known fi. The resulting formulation is known as Galer-
kin’s formulation. Doing so, one obtains

XN

j¼ 1

fj

Z

O
erNi .rNj dO¼

Z

O
rNi dOþ

Z

GN

kNNi dG

�
XND

j¼ 1

fD
j

Z

O
erNi .rND

j dO

ð11Þ

and it is noted that the integral over GD in (9) disappears
here since Ni vanishes on GD. Equation (11) can be written
more compactly as

XN

j¼ 1

Kijfj¼ bi i¼ 1; 2; . . . ;N ð12Þ

where

Kij¼

Z

O
erNi .rNj dO ð13Þ

bi¼

Z

O
rNi dOþ

Z

GN

kNNi dG

�
XND

j¼ 1

fD
j

Z

O
erNi .rND

j dO

ð14Þ

1

node i

Figure 3. Basis function Ni for linear triangular elements. (After
Jin [9], r2002 Wiley.)

1 2

3

e

Figure 2. Linear triangular element.
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Equation (12) represents a set of linear equations, which
can also be written in matrix form as

½K �ffg¼ fbg ð15Þ

where [K] is an N�N square and symmetric matrix, ffg is
an N� 1 column vector containing the unknown potential
values at all the nodes except those on GD, and fbg is the
N� 1 known vector contributed by the known charge den-
sity and the Dirichlet and Neumann boundary conditions.
The matrix equation (15) can be solved using one of the
many standard matrix solvers, and its solution yields the
potential values at all the nodes. The potential elsewhere
can then be obtained by interpolation in (5).

A very important property of the finite-element method
is that its matrix [K] is extremely sparse. This becomes
obvious from (13), which is nonzero only when Ni and Nj

overlap with each other. Since Ni is nonzero only within
the elements directly connected to node i, it overlaps with
Nj only when nodes i and j belong to the same element.
Hence, in each row of matrix [K], there are only a few
nonzero elements no matter how large the dimension of
the matrix is. Therefore, the memory required to store [K]
is proportional to O(N), and the solution can also be made
very efficient by using special solvers that exploit the
property of sparsity. Such solvers are often referred to as
sparse solvers. As a result, the finite-element method is
very suitable for large-scale applications, where one has to
deal with a very large number of unknowns.

In the actual implementation of the finite-element
method described above, it might prove difficult to find
the explicit expressions of Ni and Nj to evaluate Kij, since a
node may be connected to a different number of elements,
each having a different shape. To alleviate this difficulty,
(13) is rewritten as

Kij¼
XM

e¼ 1

Z

Oe

erNi .rNj dO ð16Þ

where Oe denotes the domain of element e and M denotes
the total number of elements in O. Using (16), one can
process elements one by one and calculate its contribution
to [K]. This process, called assembly, is described in detail
in Ref. 9 using a specific example.

3. FINITE-ELEMENT ANALYSIS OF VECTOR
FIELD PROBLEMS

The finite-element method described in Section 2 can be
extended to deal with problems involving vector fields. For
this, consider the problem of calculating the electric field
intensity E due to electric current density J in a domain O
characterized by relative permittivity er and relative per-
meability mr. Maxwell’s equations for this case can be con-
verted into the vector Helmholtz equation

r�
1

mr

r�E

� �
� k2

0erE¼ � jk0Z0J on O ð17Þ

where k0 denotes the free-space wavenumber and Z0 de-
notes the free-space intrinsic impedance. Typical bound-
ary conditions for the electric field include the
homogeneous Dirichlet condition on a perfectly conduct-
ing surface and the mixed boundary condition on an im-
pedance surface. To illustrate the treatment of these two
conditions, the following are assumed for this example

n̂n�E¼ 0 on GD ð18Þ

n̂n�
1

mr

r�E

� �
þ

jk0

Z
n̂n�ðn̂n�EÞ¼KN on GN ð19Þ

where Z denotes the normalized surface impedance on GN

and KN is a known function introduced to make (19) more
general.

Similar to the scalar problem discussed in Section 2,
instead of solving the boundary value problem (17)–(19)
directly, one can seek its weak-form solution by multiply-
ing (17) by an appropriate weighting function W and
integrating over the problem domain, which yields

Z

O
W . r�

1

mr

r�E

� �
� k2

0erE

	 

dO

¼ � jk0Z0

Z

O
W .J dO

ð20Þ

By invoking the vector identity

W . r�
1

mr

r�E

� �	 

¼ � r . W�

1

mr

r�E

� �	 


þ
1

mr

ðr�WÞ . ðr�EÞ

ð21Þ

and Gauss theorem (7), one obtains

Z

O

1

mr

ðr�WÞ . ðr�EÞ � k2
0erE .W

	 

dO

¼

Z

GD

1

mr

ðr�WÞ . ðn̂n�EÞdG

�

Z

GN

jk0

Z
ðn̂n�WÞ . ðn̂n�EÞþKN .W

	 

dG

� jk0Z0

Z

O
J .W dO

ð22Þ

after the boundary condition (19) is applied.
To find a numerical solution of (22) using the finite-

element method, the entire domain O is first divided into
small elements. Within each small element, E can be in-
terpolated using a set of discrete values. One approach is
to assign E at a few points on the element and then in-
terpolate E elsewhere using a set of scalar interpolation
functions. This approach turns out to be very problematic
because of the difficulty in applying correct boundary con-
ditions to the interpolated field E. A better approach is to
assign the tangential component of E at each edge of the
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element and then interpolate E elsewhere using a set of
vector basis functions. For example, the field in a trian-
gular element can be interpolated as

Ee
ðx; yÞ¼Ne

1ðx; yÞE
e
1þNe

2ðx; yÞE
e
2þNe

3ðx; yÞE
e
3 ð23Þ

where Ee
1, Ee

2, and Ee
3 denote the tangential component of

E at edges 1, 2, and 3, respectively, and Ne
1ðx; yÞ, Ne

2ðx; yÞ,
and Ne

3ðx; yÞ are the corresponding interpolation or basis
functions. Different from those in (4), these functions are
vector functions and the corresponding element is called
the vector element or edge element, in contrast to the pre-
vious scalar element or nodal element. Figure 4 shows the
vector basis functions for a triangular element. Clearly,
such basis functions ensure the tangential continuity of
the interpolated field while allowing the normal compo-
nent to be discontinuous. Hence, they accurately model
the nature of the vector field E.

When the field E is interpolated in each element using
its tangential values at the edges of the element, the field
E in the entire domain O can be expressed as

E¼
XNe

i¼ 1

NiEi ð24Þ

where Ne denotes the total number of edges excluding
those on GD, Ei denotes the tangential component of E at
the ith edge, and Ni is the corresponding basis function.
Obviously, for an edge inside O, Ni spans over two neigh-
boring elements that share the common edge, and for an
edge on GN, Ni spans over only one element. Figure 5
shows Ni for an interior edge.

By substituting (24) into (22) and using the same Ni as
the weighting function W, one obtains

XNe

j¼1

KijEj¼ bi i¼ 1; 2; . . . ;Ne ð25Þ

where

Kij¼

Z

O

1

mr

ðr�NiÞ . ðr�NjÞ � k2
0erNi .Nj

	 

dO

þ jk0

Z

GN

1

Z
ðn̂nNiÞ . ðn̂n�NjÞ

	 

dG

ð26Þ

bi¼ � jk0Z0

Z

O
J .Ni dO�

Z

GN

KN .Ni dG ð27Þ

Note that the integral over GD in (22) disappears here
since n̂n�Ni¼ 0 on GD. Equation (25) can be written com-
pactly as

½K �fEg¼ fbg ð28Þ

which can be solved for fEg. Similar to the scalar case, [K]
is a sparse and symmetric matrix, which can be solved ef-
ficiently using a sparse solver. Once fEg is obtained, the
field everywhere in O can be calculated using (24).

4. COMPUTATIONAL ASPECTS

When solving a problem using the finite-element method,
one first sets up the mesh, then fills the matrix equation
based on the mesh together with the boundary conditions,
and finally solves the resulting system of linear equations.
The computational issues of mesh generation and matrix
solvers are discussed in this section.

4.1. Mesh Generation

The finite-element method assumes the availability of a
mesh on the structure under consideration. However, ob-
taining this mesh is not trivial. Finite-element meshes can
be split into two main categories: structured and unstruc-
tured meshes. Structured meshes have the property that
all elements have the same number of neighbors, while
unstructured meshed have no such constraint. When us-
ing rectangular or brick elements, structured meshes usu-
ally result, while unstructured meshes most often consist
of triangles or tetrahedrons. Unstructured meshing with

Figure 4. Vector basis functions Ne
i for a lin-

ear triangular element. (After Jin [9], r 2002
Wiley.)

Figure 5. Vector basis function Ni for linear triangular elements.
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triangles and tetrahedrons is much more general, since
any polygonal/polyhedral domain may be represented by
such a mesh.

The quality of an unstructured mesh is determined by
the shape regularity of its elements, which is defined on an
elemental basis as the ratio between the radius of the
largest inscribed circle/sphere and the maximum dimen-
sion of the element. Among the most widely used ap-
proaches to unstructured meshing are ‘‘Octree,’’
‘‘Delaunay,’’ and ‘‘Advancing front.’’ The first approach
breaks the structure into blocks until a desired resolution
is obtained, and then the blocks are meshed. The second
approach actually refers to a criterion for ensuring shape
regularity when creating a mesh from a given set of nodes.
The third approach relies on an already meshed boundary,
to which elements are progressively added toward the in-
terior.

As various requirements are placed on the meshing al-
gorithm, such as continuity between different regions and
variations in element size, the process becomes increas-
ingly complicated. See [11,12] and the references therein
for further discussions on mesh generation.

4.2. Matrix Solvers

An efficient solution of the finite-element matrix equation
is very important, since in the course of solving a problem
with finite-elements most computer resources (memory
and time) are usually expended on this step. The impor-
tant issues are matrix storage schemes, matrix solvers
(direct or iterative), and matrix preconditioners (in the it-
erative case).

The matrices produced by the finite-element method
are sparse with only a very small percentage of nonzero
elements. By storing only the nonzero entries, the matrix
storage requirement is reduced from O(N2) to O(N). Pop-
ular approaches to sparse storage are compressed row and
compressed column storage.

The choice of matrix solver can have a significant
impact on computational efficiency, so it is important
to choose a solver that best suits the properties of the ma-
trix. There are two types of matrix solvers. The first type is
direct solvers based on Gaussian elimination or LU
decomposition. These solvers are commonly used for full
matrices, but are also applicable to sparse matrices stored
in a band format, or even a fully sparse format in the
case of the frontal and multifrontal methods [13,14].
The alternative to direct solvers are iterative solvers,
where very little extra memory is required, since
they are based on calculating successive matrix–vector
products according to an iterative algorithm to converge to
the solution [15]. The main drawback of such algorithms is
that they might require a prohibitive amount of iterations
to converge, depending mainly on the locations of the
eigenvalues of the matrix; if the eigenvalues are all locat-
ed close to unity, convergence is usually rapid. This prob-
lem is addressed by using a preconditioner to move the
eigenvalues closer to unity and thereby reduce the itera-
tion count. Construction of a preconditioner can be based
on physical insight into the problem or on the structure of
the original matrix.

4.3. Fast Frequency Sweep

Many RF and microwave engineering applications require
computation of frequency responses over a broad band
rather than at one or a few isolated frequencies. Such cal-
culations can be very time-consuming when a traditional
frequency-domain numerical method is used because a set
of algebraic equations must be solved repeatedly at many
frequencies. The number of calculations is proportional to
the electrical size of the problem and can be large for most
applications. Therefore, there is a need to find approximate
solution techniques that can efficiently simulate a frequen-
cy response over a broad band. This can be accomplished by
the method of asymptotic waveform evaluation [16]. In this
method, the unknown solution vector, the right-hand vec-
tor, and the system matrix are first expanded into Taylor
series at a chosen frequency. The expansion coefficients of
the solution vector are then determined by moment match-
ing. The Taylor series of the solution vector is then con-
verted into a Padé rational function to broaden the radius
of convergence. With this approach, one obtains a solution
that is accurate at frequencies near the point of expansion.
The accuracy of the solution decreases when the frequency
moves away from the point of expansion. In many practical
applications, one is often required to find the solution over a
specified frequency band, where one point of expansion
may not be sufficient, and multiple points of expansion be-
come necessary. These points can be selected automatically
using a simple binary search algorithm [9].

5. APPLICATIONS OF THE FINITE-ELEMENT METHOD

The finite-element method has been widely applied to the
analysis of problems in RF and microwave engineering. A
few typical applications are discussed here to illustrate
the treatment of various problems commonly encountered
in the finite-element analysis.

5.1. Cavity Analysis

Typical cavity analysis involves finding the resonant fre-
quencies and modal distributions of a given cavity. Math-
ematically, it translates to solving the homogeneous vector
Helmholtz equation

r�
1

mr

r�E

� �
� k2

0erE¼ 0 on O ð29Þ

for a set of discrete values of k2
0 that yield nontrivial so-

lutions for E. Application of the finite-element analysis
described in Section 3 to (29) yields a generalized eigen-
value problem

½A�fEg¼ k2
0½B�fEg ð30Þ

where

Aij¼

Z

O

1

mr

ðr�NiÞ . ðr�NjÞ dO ð31Þ

Bij¼

Z

O
erNi .Nj dO ð32Þ
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The eigenvalues solved for in (30) yield the resonant
frequencies of the cavity modes, and the corresponding
eigenvectors fEg provide the modal distributions.

5.2. Waveguide Analysis

Typical waveguide analysis involves finding the propaga-
tion constants and field distributions of the propagation
modes in an infinitely long waveguide. Since the wave-
guide is assumed to be uniform in its longitudinal direc-
tion, say, the z direction, it is sufficient to consider (29)
over the cross section of the waveguide.

For all the propagating modes, the electric field can be
written as

Eðx; y; zÞ¼
1

b
etðx; yÞþ jẑzezðx; yÞ

	 

e�jbz ð33Þ

where b represents the propagation constant, et repre-
sents the transverse component, and ez represents the
longitudinal component. The coefficients of et and ez are
introduced to cast the final result in a more desirable form
[17]. By introducing the weighting function

Wðx; y; zÞ¼
1

b
wtðx; yÞ � jẑzwzðx; yÞ

	 

ejbz ð34Þ

the weak form of (29) can be found as

Z

O

1

mr

ðrt�etÞ . ðrt�wtÞ � k2
0eret .wt

�

þ b2 1

mr

ðrtezþetÞ . ðrtwzþwtÞ � k2
0erezwz

	 
�
dO¼ 0

ð35Þ

where rt denotes the transverse del operator.
When edge elements are used for et and nodal elements

are employed for ez, (35) can be converted into a general-
ized eigenvalue problem

Att 0

0 0

" #
et

ez

( )
¼ � b2

Btt Btz

Bzt Bzz

" #
et

ez

( )
ð36Þ

in which

Attij¼

Z

O

1

mr

ðrt�NiÞ . ðrt�NjÞ � k2
0erNi .Nj

	 

dO ð37Þ

Bttij¼

Z

O

1

mr

Ni .Nj dO ð38Þ

Btzij¼

Z

O

1

mr

Ni .rtNj dO ð39Þ

Bztij¼

Z

O

1

mr

rtNi .Nj dO ð40Þ

Bzzij¼

Z

O

1

mr

rtNi .rtNj � k2
0erNiNj

	 

dO ð41Þ

where the indices of Ni and Nj run from 1 to Ne and those
of Ni and Nj run from 1 to N.

From (36), one can solve for a set of eigenvalues b2 and
the corresponding eigenvectors fet ezg

T for a given value of
k0. These eigenvalues and eigenvectors give the propaga-
tion constant and field distribution of each waveguide
mode. Figure 6 shows the dispersion curves for an insu-
lated image guide, calculated using the method described
here.

5.3. Microwave Device Analysis

A microwave device has typically one or more ports, and it
is usually characterized by its s parameters. To perform
the finite-element analysis of a microwave device, it is
necessary to terminate each port to limit the volume of
analysis. A boundary condition is then required at each
port to uniquely define the boundary value problem.

To derive such a boundary condition, one needs to know
the propagation constants and field distributions of the
waveguide modes. For most waveguides such as rectan-
gular, circular, and coaxial waveguides, the propagation
constants and modal fields can be obtained analytically.
For other waveguides such as partially filled waveguides
and microstrip lines, they can be calculated using the
finite-element method described in Section 5.2. Once
the waveguide modes are known, the total electric field

 a

b

d

w

h εr

εs

0 0.5 1 1.5 2 2.5 3
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

k0 h

β 
/ k

0

Figure 6. Dispersion characteristics of an insulated image guide
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at a port can be written as

Eðx; y; zÞ¼Einc
ðx; y; zÞþ

X1

n¼ 1

an
1

bn

etnðx; yÞþ jẑzeznðx; yÞ

	 

e�jbnz

ð42Þ

where n denotes the mode number, (x,y,z) are the local co-
ordinates (where z denotes the axis of the waveguide), and
Einc represents the incident field at the port. Using the
orthonormality property of the modes, one finds

an¼ bnejbnz0

Z

GA

etnðx; yÞ . ½E�Einc
�z¼ z0

dG ð43Þ

where GA denotes the aperture of the port and z0 denotes
its position. From (42), it can be shown that

n̂n�
1

mr

r�E

� �
þPðEÞ¼Uinc at z¼ z0 ð44Þ

where

PðEÞ¼ �
j

mr

X1

n¼ 1

bn etnþrteznð Þ

Z

GA

etn .E dG ð45Þ

Uinc
¼ bnn� 1

mr

r�Einc

� �
þPðEinc

Þ ð46Þ

Equation (44) can be considered as a generalized mixed
boundary condition and can be treated in a manner sim-
ilar to that for (19).

Once the field inside the device and at its ports has
been obtained, the s parameters can be calculated in a
straightforward manner. Figure 7 shows the transmission
coefficient jS12j for a circular cavity resonator. The input
and output ports are WR75 waveguides, coupled to the
internal resonator through two rectangular slots.

5.4. Antenna Analysis

Most antennas are used to radiate electromagnetic waves
into an open space. An antenna is typically characterized
by its radiation pattern and input impedance. For multiple
antennas such as an antenna array, the mutual coupling
is also important. The main difficulty in the finite-element
analysis of antennas is how to deal with the surrounding
open space. A common approach is to introduce an artifi-
cial surface to truncate the infinite solution domain into a
finite one. A boundary condition is then required at this
surface for a unique solution of the electromagnetic fields.
This boundary condition should be transparent to the ra-
diated field; that is, it should permit the radiated field to
pass through without any reflection. Unfortunately, there
is no simple boundary condition that meets this require-
ment. Over the years, a variety of approximate boundary
conditions, also called absorbing boundary conditions,
have been developed to approximately satisfy this require-
ment. The simplest absorbing boundary condition is the
well-known Sommerfeld radiation boundary condition,
which states that if the truncation surface is sufficiently

far away from the radiation source, the radiated field sat-
isfies

bnn� 1

mr

r�E

� �
þ jk0bnn� ðbnn�EÞ 
 0 ð47Þ

This equation is simply the homogeneous version of the
mixed condition (19), the treatment of which is discussed
in Section 3.

Another issue in the finite-element analysis of anten-
nas is the modeling of the antenna feeds. If the antenna
feeds can be modeled approximately as electric current
sources, they can be treated as J in (17). If a more accurate
modeling is desired, they can be modeled as waveguide
ports, the treatment of which is described in Section 5.3.

It must be noted again that (47) is approximate; hence,
the analysis result is also approximate. Although the ac-
curacy can be improved by placing the truncation surface
farther away from the antenna, one then has to deal with
a very large computational domain, which makes the
analysis inefficient. A better alternative is to use an exact
boundary integral equation as a boundary condition at the
truncation surface. This allows the truncation surface to
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Figure 7. Transmission coefficient S12 of a cylindrical cavity res-
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be placed as close to the antenna as possible. This ap-
proach is briefly described in Section 6.3.

Figure 8 shows the input impedance of a microstrip
patch antenna, which consists of a 5.0� 3.4-cm rectangu-
lar patch residing on a substrate having thickness t¼
0.08779 cm, relative permittivity er¼ 2:17, and a loss tan-
gent of 0.0015. The antenna is excited by a current probe
applied at (xf ¼ 1:22, yf¼ 0.85 cm) and has a 50-O resistor
placed at (xL¼ � 2.2 cm, yf¼ � 1.5 cm), assuming that the
patch is centered at the origin.

5.5. Scattering Analysis

The finite-element analysis of electromagnetic wave scat-
tering by an object is similar to the analysis of antennas.
An artificial surface is first introduced to enclose the en-
tire object and to truncate the infinite solution domain to a
finite one. An absorbing boundary condition is then

employed to permit the scattered field to leave the trun-
cation surface without significant reflection. If the So-
mmerfeld radiation condition is used as the absorbing
boundary condition, it can be written as

bnn� 1

mr

r�Esc

� �
þ jk0bnn� bnn�Esc

ð Þ 
 0 ð48Þ

where Esc denotes the scattered field, which is the differ-
ence between the total and the incident fields
(Esc
¼E�Einc).

Since the absorbing boundary condition applies only to
the scattered field, the formulation for scattering analysis
is slightly different from that for the antenna analysis for-
mulation. There are two approaches to formulating the
scattering problem. One approach uses the total field that
satisfies (29). The absorbing boundary condition (48) is
then written in terms of the total field as

bnn� 1

mr

r�E

� �
þ jk0bnn� bnn�Eð Þ¼Uinc

ð49Þ

where

Uinc
¼ bnn� 1

mr

r�Einc

� �
þ jk0bnn�ðbnn�Einc

Þ ð50Þ

Another approach is to work on the scattered field using
(48) directly. In this case, (29) can be written for the scat-
tered field as

r�
1

mr

r�Esc

� �
� jk0erE

sc
¼Finc

ð51Þ

where

Finc
¼r�

1

mr

r�Einc

� �
� jk0erE

inc
ð52Þ

and the boundary conditions on conducting surfaces be-
come

bnn�Esc
¼ � bnn�Einc

ð53Þ

Both approaches are mathematically equivalent. They
differ in the numerical implementation, specifically, in the
implementation of the excitation. In the first approach,
the excitation is introduced as a boundary source on the
truncation surface; in the second approach, it is intro-
duced on the conducting surface and over the object. Nu-
merical experiments show that the second approach is
slightly more accurate since the wave travels a shorter
distance in the finite-element mesh, resulting in a smaller
dispersion error.

Figure 9 shows the VV-polarized monostatic radar
cross section of a metallic double ogive at 9 GHz, which
is formed by joining two different half-ogives. The top
piece has a half-length of 12.7 cm, a maximum radius of
2.54 cm, and a half-angle of 22.621 at the tip, and the bot-
tom has a half-length of 6.35 cm, a maximum radius of
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2.54 cm, and a half-angle of 46.41 at the tip. The calculated
results are compared with measured data.

6. ADVANCED FINITE-ELEMENT ANALYSIS

There are many advanced methods that build on and com-
plement the basic finite-element method framework as il-
lustrated in Sections 2 and 3. A few of the most prominent
of these methods are discussed here.

6.1. Higher-Order Elements

Most finite-element methods use basis functions that vary
linearly within every element (see Figs. 3 and 5). However,
it is also possible, and often very advantageous, to consid-
er basis functions of higher polynomial orders. Such basis
functions are defined for scalar nodal elements in Refs. 8
and 9 and for vector elements in Refs. 21 and 22.

Higher-order basis functions can be categorized into
two classes: interpolatory and hierarchical. Interpolatory
basis functions relate to a set of elemental points, such
that every basis function is of the same order, and is equal
to unity at one point and zero at all others. On the other
hand, hierarchical basis functions are formed by adding
new higher-order basis functions to the lower-order ones;
thus the elemental solution is expanded in terms of basis
functions of differing polynomial orders. Both approaches
have the same accuracy, but one may be favored over the
other, depending on the application. Interpolatory basis
functions generally lead to better conditioned matrices,
while hierarchical basis functions permit the use of dif-
ferent elemental orders in a single finite-element solution.

Since higher-order basis functions interpolate the so-
lution field much more accurately, the finite-element
method may be expected to yield much more accurate re-
sults, as the elemental order is increased. Specifically, for
smooth functions it can be shown that if p is the order of
the basis functions, h denotes the elemental size divided
by the order of the element, and l denotes the excitation
wavelength, the interpolation error is of the order
Oððh=lÞpþ 1

Þ. Therefore, in the case of smooth solutions,
the finite-element solution error may be reduced accord-

ingly by using higher-order basis functions. If the true so-
lution to the finite-element analysis contains a singularity,
this interpolation error estimate does not hold anymore
and it becomes more advantageous to use smaller ele-
ments of low polynomial order around the singularity.

When the finite-element method is applied to the Helm-
holtz equations (scalar as well as vector cases), the simu-
lated wave propagates at a speed slightly different from
the exact value. Consequently, there is a numerical error
in the phase of the numerical solution, which is called
dispersion error. Analysis based on the finite-element disc-
retization of plane wave propagation in a uniform medium
shows that the dispersion error per wavelength is propor-
tional to Oððh=lÞ2p

Þ. From this result follows the very im-
portant conclusion that phase errors may be decreased
exponentially by increasing the order of the elements.
Therefore, higher-order elements are especially suitable
for simulating large-scale wave propagation problems.

6.2. Curvilinear Elements

In the same way that elemental basis functions can be
defined to arbitrary polynomial order, the geometric rep-
resentation of the elements can also be defined to arbi-
trary polynomial order. The elements shown in Figs. 3 and
5 are of linear geometric order since all edges and faces are
straight and flat, and can thus be described by linear
functions of position. Such elements are termed rectilin-
ear. Elements of higher geometric polynomial order may
be defined by modeling elemental edges and faces with
higher-order polynomial functions of position. For exam-
ple, one may require the edge of a triangular element to
pass through two of its vertex nodes together with an ad-
ditional node that may not lie on the straight line con-
necting the vertices. In this case, a second-order geometric
representation would suffice. Such elemental representa-
tions are very useful when modeling curved boundaries
and are termed curvilinear. When the order of geometric
representation is the same as the order of basis functions,
the element is called isoparametric. Otherwise, it is called
either subparametric (when the order of geometric mod-
eling is lower) or superparametric (when the order of geo-
metric modeling is higher).

6.3. Finite-Element/Boundary Integral Method

As mentioned in Section 5.4, instead of using an absorbing
boundary condition to approximate an infinite exterior
volume to the finite-element domain, one may use a
boundary integral equation as a boundary condition
such that the infinite exterior region is modeled exactly
through the Green function [9]. This approach, called the
finite-element/boundary integral method, allows complete
freedom in choosing the truncation surface enclosing the
region of interest.

For example, consider the case of solving (17) on a
truncated mesh with infinite exterior free space. The trun-
cation surface, denoted by S, is closed, and given the elec-
tric and magnetic fields on such a surface, one can
calculate the electric and magnetic fields to its exterior
using the electric and magnetic field integral equations,
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which are defined as follows

E¼Einc
� Z0LðS;JSÞþKðS;E� bnnÞ ð54Þ

Z0H¼Z0Hinc
� Z0KðS;JSÞ �LðS;E� bnnÞ ð55Þ

where Einc and Hinc represent the exterior incident fields
and

LðS;vÞ¼ jk0

I

S

vðr0ÞG0ðr; r
0Þ þ

1

k2
0

r0 . vðr0ÞrG0ðr; r
0Þ

	 

dS0

ð56Þ

KðS;vÞ¼

I

S
vðr0Þ �rG0ðr; r

0ÞdS0 ð57Þ

in which G0ðr; r0Þ denotes the scalar, free-space Green
function [9,23] and JS¼ bnn�H on S. For the finite-element
region one may then use the simple boundary condition

bnn� 1

mr

r�E

� �
¼ � jk0Z0JS on S ð58Þ

and solve it together with a numerical system obtained by
applying Galerkin’s method to either (54) or (55) (or linear
combinations of these), in terms of both E and JS. This
approach has been widely used, with various modifica-
tions to improve robustness and efficiency [9,24].

The finite-element/boundary integral method generally
leads to sparse matrices with fully populated subblocks,
corresponding to the unknowns associated with the exte-
rior boundary. This aspect implies increased computation-
al resource requirements, but on the other hand, the
method enables one to reduce the computational domain’s
size to a minimum. More importantly, the method is ac-
curate and reliable since its formulation involves no ap-
proximation other than numerical discretization.

6.4. Time-Domain Finite-Element Method

The finite-element method for electromagnetic fields may
be formulated in the time domain, rather than the fre-
quency domain, so that transient responses may be calcu-
lated directly. This is especially useful when data over a
wide frequency band are required or when nonlinear de-
vices are considered. In the time domain, the vector wave
equation (17) takes the following form:

r�
1

m
r�E

� �
þ e

@2E

@t2
þ s

@E

@t
¼ �

@J

@t
on O ð59Þ

In order to solve (59) with the finite-element method,
both spatial and temporal discretization is required. The
spatial discretization follows the procedure described in
Section 3 by using vector elements to represent the fields,
which yields the following system in terms of the time
variable:

½T�
d2fEg

dt2
þ ½R�

dfEg

dt
þ ½S�fEgþ ff g¼ f0g ð60Þ

This equation represents a set of second-order ordinary
differential equations in terms of the time-dependent

spatial unknowns fEg. This equation is solved numerical-
ly by first dividing the time axis into discrete intervals of
length Dt. Next, the time derivatives are approximated
such that fEg can be calculated at successive timesteps,
t¼nDt, n¼ 1,2,3,y. For this purpose, various timestep-
ping schemes are available, such as central differencing
and the Newmark b method [9,25]. The Newmark b meth-
od, when applied to (60), takes the following form:

1

ðDtÞ2
½T� þ

1

2Dt
½R� þ b½S�

� �
fEgnþ 1

¼
2

ðDtÞ2
½T� � ð1� 2bÞ½S�

� �
fEgn

�
1

ðDtÞ2
½T� �

1

2Dt
½R� þ b½S�

� �
fEgn�1

� bff gnþ 1þð1� 2bÞff gnþ bff gn�1
 �

ð61Þ

This method has a very important characteristic that
when the parameter b is set to b � 0:25, it becomes
unconditionally stable, which means that it can be used
with a timestep independent of spatial discretization size.
Usually the stability of a timestepping scheme is tied to
the minimum size of the spatial discretization, given a
fixed Dt.

When considering open-region problems, the time-do-
main equivalents of the absorbing boundary condition and
the finite-element/boundary integral method can be
employed [9].

6.5. Adaptive Finite-Element Method

Associated with any finite-element solution is an error due
to the approximate representation of the solution on the
mesh. Quantifying this error is an important extension to
the finite-element method, since it opens up the possibility
of adaptive finite-element analysis, which can enhance the
efficiency of the finite-element method significantly.

The goal of an adaptive finite-element analysis is to
optimize the mesh size (designated by h) and element or-
ders (designated by p) with which a given accuracy can be
obtained with the minimum number of unknowns. This is
accomplished in the following way. Choose an initial disc-
retization and solve the problem. On the basis of the so-
lution, estimate the error distribution and the global
solution error, as measured in a relevant quantity such
as energy, impedance or scattering cross section. On the
basis of the error distribution, refine the solution repre-
sentation selectively with respect to h and/or p. Resolve
the problem using the new discretization and repeat the
process. Iterate in this way until the global error measure
drops below a required level.

The core component of this process is the error estima-
tion, which is termed a posteriori error estimation, since
an existing solution is required. Many different approach-
es to a posteriori error estimation exist [26,27]. Usually
the error estimator is derived mathematically, based on
the finite-element formulation at hand and the output
quantity of interest, but sometimes one can construct it on
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the basis of physical insight alone. For example, for vector
field problems one can use the residues of (17) and (19) to
estimate the error over each element. The field continuity
condition across each element edge or face can also be in-
corporated into the error estimation.

7. CONCLUSION

This article has described the basic principle, the numer-
ical formulation, and some applications of the finite-ele-
ment method for analysis of electromagnetic problems in
RF and microwave engineering. It also has discussed brief-
ly some computational aspects and advanced topics asso-
ciated with the method. The finite-element method is a
powerful analysis and design tool because it can model
very complex geometries and can deal with a variety of
media, including inhomogeneous and anisotropic cases.
Moreover, the method yields a very sparse matrix that can
be generated, stored, and solved efficiently.

The finite-element method in RF and microwave engi-
neering, and electromagnetics in general, has undergone
several important developments. For example, the devel-
opment of vector elements enabled the correct modeling of
the electric and magnetic vector fields for the first time.
The development of higher-order versions of the vector el-
ements permitted accurate and efficient modeling of large-
scale field problems, especially wave propagation prob-
lems, because of the reduced interpolation and dispersion
errors. The development of absorbing boundary conditions
and perfectly matched layers [28,29] allowed fast, approx-
imate analysis of wave radiation, scattering, and propa-
gation problems. The development of the hybrid finite-
element/boundary integral method provided a more reli-
able and robust approach to deal with these problems. It
also created a mechanism to incorporate fast integral solv-
ers into the finite-element simulations, such as FFT-based
methods and the fast multipole method [30]. The hybrid-
ization with asymptotic methods [31] made it possible to
analyze electrically very large scatterers with small and
complex features. The development of adaptive methods
[32] further enhanced the efficiency of the finite-element
method and provided an error-controllable solution. The
development of the time-domain finite-element method
[33] enabled numerical modeling of nonlinear devices
and materials and made efficient broadband simulation
possible.

The material covered in this article represents only a
fraction of the theory and application of the finite-element
method in electromagnetics. With its continuous advance-
ment and the rapid development of computer technology,
RF and microwave devices will in future be designed rou-
tinely on computers in the same way as is done today with
electronic circuit designs.
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5. J. C. Nédélec, Mixed finite elements in R3, Numerische Math-

ematik 35:315–341 (1980).

6. A. Bossavit and J. C. Verite, A mixed FEM-BIEM method to
solve 3-D eddy current problems, IEEE Trans. Magn. 18:431–
435 (March 1982).

7. M. L. Barton and Z. J. Cendes, New vector finite elements for
three-dimensional magnetic field computation, J. Appl. Phys.
61:3919–3921 (April 1987).

8. P. P. Silvester and R. L. Ferrari, Finite Elements for Electrical

Engineers, 3rd ed., Cambridge Univ. Press, Cambridge; UK,
1996.

9. J.-M. Jin, The Finite Element Method in Electromagnetics,
2nd ed., John Wiley, New York; 2002.

10. J. Volakis, A. Chatterjee, and L. Kempel, Finite Element

Method for Electromagnetics: Antennas, Microwave Cicuits
and Scattering Applications, Oxford Univ. Press, Oxford and
IEEE Press, New York, 1998.

11. J. -F. Lee and R. Dyczij-Edlinger, Automatic mesh generation
using a modified Delaunay tesselation, IEEE Anten. Propag.
Mag. 39:34–45 (Feb. 1997).

12. D. N. Shenton and Z. J. Cendes, Three-dimensional finite el-
ement mesh generation using Delaunay tesselation, IEEE

Trans. Magn. 21:2535–2538 (Nov. 1985).

13. B. M. Irons, A frontal method solution program for finite el-
ement analysis, Int. J. Numer. Meth. Eng. 2:5–32 (1970).

14. J. W. H. Liu, The multifrontal method for sparse matrix so-
lution: Theory and practice, SIAM Rev. 34:82–109 (March
1992).

15. R. Barrett, M. Berry, T. F. Chan, J. Demmel, J. Donato,
J. Dongarra, V. Eijkhout, R. Pozo, C. Romine, and H. V. der
Vorst, Templates for the Solution of Linear Systems: Building
Blocks for Iterative Methods, 2nd ed., SIAM, Philadelphia,
1994.

16. L. T. Pillage and R. A. Rohrer, Asymptotic waveform evalu-
ation for timing analysis, IEEE Trans. Comput.-Aided Design
9:352–366 (April 1990).

17. J. -F. Lee, D. -K. Sun, and Z. J. Cendes, Full-wave analysis of
dielectric waveguides using tangential vector finite-elements,
IEEE Trans. Microwave Theory Tech. 39:1262–1271 (Aug.
1991).

18. J. Liu, J. -M. Jin, E. K. N. Yung, and R. S. Chen, A fast three-
dimensional higher-order finite-element analysis of micro-
wave waveguide devices, Microwave Opt. Technol. Lett.
32:344–352 (March 2002).

19. J. -M. Jin and J. L. Volakis, A hybrid finite-element method
for scattering and radiation by microstrip patch antennas and
arrays residing in a cavity, IEEE Trans. Anten. Propag.
39:1598–1604 (Nov. 1991).

20. A. D. Greenwood and J. M. Jin, A novel efficient algorithm for
scattering from a complex BOR using vector FEM and cylin-
drical PML, IEEE Trans. Anten. Propag. 47:620–629 (April
1999).

21. R. D. Graglia, D. R. Wilton, and A. F. Peterson, Higher order
interpolatory vector bases for computational electromagnet-
ics, IEEE Trans. Anten. Propag. 45:329–342 (March 1997).

1600 FINITE ELEMENT ANALYSIS



22. J. P. Webb, Hierarchical vector basis functions of arbitrary
order for triangular and tetrahedral finite elements, IEEE
Trans. Anten. Propag. 47:1244–1253 (Aug. 1999).

23. C. T. Tai, Dyadic Green Functions in Electromagnetic Theory,
2nd ed., IEEE Press, New York, 1994.

24. X.-Q. Sheng, J.-M. Jin, J. Song, C.-C. Lu, and W. C. Chew, On
the formulation of hybrid finite-element and boundary-inte-
gral methods for 3-D scattering, IEEE Trans. Anten. Propag.
46:303–311 (March 1998).

25. N. M. Newmark, A method of computation for structural dy-
namics, J. Eng. Mech. Div. Proc. Am. Soc. Civil Eng. 85:67–94
(July 1959).

26. M. Ainsworth and J. T. Oden, A posteriori error estimation in
finite-element analysis, Comput. Meth. Appl. Mech. Eng.
142:1–88 (1997).

27. J. T. Oden, L. Demkowicz, W. Rachowicz, and T. A. Westerm-
ann, Toward a universal h-p adaptive finite-element strategy,
Part 2. A posteriori error estimation, Comput. Meth. Appl.

Mech. Eng. 77:113–180 (1989).

28. J. Berenger, A perfectly matched layer for the absorption of
electromagnetic waves, J. Comput. Phys. 144:185–200 (Oct.
1994).

29. D. Jiao, J. -M. Jin, E. Michielssen, and D. Riley, Time-domain
finite-element simulation of three-dimensional scattering and
radiation problems using perfectly matched layers, IEEE

Trans. Anten. Propag. 51:296–305 (Feb. 2003).

30. R. Coifman, V. Rohklin, and S. Wandzura, The fast multipole
method for the wave equation: A pedestrian prescription,
IEEE Anten. Propag. Mag. 35:7–12 (June 1993).

31. J. M. Jin, S. Ni, and S. W. Lee, Hybridization of SBR and FEM
for scattering by large bodies with cracks and cavities, IEEE

Trans. Anten. Propag. 43:1130–1139 (Oct. 1995).

32. M. Salazar-Palma, T. K. Sarkar, L.-E. Garcı́a-Castillo, T. Roy,
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1. INTRODUCTION

The finline has been intensively investigated since 1970 as
a planar transmission-line medium for millimeter-wave
components. The electromagnetic wave is guided by slots
in a metallization printed on a thin dielectric substrate.
All passive circuit functions are realized by these slotline
structures, partly in combination with other types of pla-
nar transmission lines, such as microstrips or coplanar
lines printed on the same substrate. These circuits are
correctly known as E-plane circuits, but the terms finline
and E-plane circuits are often used interchangeably. Semi-
conductor devices, preferably beam-lead devices, can eas-

ily be soldered, glued, or bonded across the slot. The
complete transmission line is held and shielded by a met-
al housing that most often has the (inner) dimension of the
respective metal waveguide (Fig. 1). The transition from
metal waveguide to finline can be achieved by tapering the
finline slot to the waveguide height as shown in Fig. 1.
Therefore, finline components can easily be combined with
waveguide circuits. Because the circuit functions are de-
termined by the planar structure, the tolerance require-
ments for this housing are considerably relaxed; thus this
housing may be fabricated by low-cost methods such as
metal casting or even plastic injection molding and elec-
troplating.

Because of the relatively large transmission-line
cross section, finline losses typically are lower than
for microstrip or coplanar lines, but higher than those
for metal waveguide. Typical finline types, cross sections,
and propagation properties are described in detail in
Ref. 1.

2. PASSIVE FINLINE COMPONENTS

2.1. Filters

Finline filters, especially band-pass and low-pass filters
are based on transmission-line structures [2]. Bandpass
filters typically are realized using either side-coupled (Fig.
2a) or end-coupled (Fig. 2b) resonators. To reduce losses,
end-coupled filters may degenerate to pure E-plane wave-
guide filters as shown in Fig. 2c. In this case, the ‘‘slot
width’’ is equal to the waveguide height, and no taper to
waveguide is necessary; even the dielectric substrate ma-
terial may be omitted, resulting in simple metal insert fil-
ters. For better stopband attenuation, bilateral finline or
several side-by-side metal inserts may be used. These ar-
rangements strongly suppress higher-order mode cou-
pling and therefore improve the stopband behavior.
Detailed descriptions of these kinds of filters, together
with diplexers, are presented by Shih et al. [3] and Dittloff
and Arndt [4].

Lowpass filters typically are based on low- and high-
impedance line sections (Fig. 2d) or stub structures (Fig.
2e). High impedances are easily realized with wide slots.
For uniplanar finline, the lowest impedance value is de-
termined by the minimum slot width that can be techno-
logically realized; for bilateral or antipodal finline,
overlapping of the metallization may further reduce the
characteristic impedance of the respective line segment.
The discontinuities involved have to be included in the
design procedure, especially for large steps in impedance.

Figure 1. Cross section of a (unilateral) finline and metallization
pattern for a transition from waveguide to finline.
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2.2. Directional Couplers

The design of a directional coupler in conjunction with
finline was first reported by Meier [8] based on printed
metal probes between two adjacent metal waveguides,
placed in between two thin substrate layers in the E
plane. Finline couplers, however, are designed mostly on
the basis of coupled slots. Such a coupled transmission-
line structure supports two modes; one is similar to the
normal finline mode with the electric fields in the same
direction, and the other one is a coplanar-type mode with
zero cutoff frequency. The coupler design shown in Fig. 3a
relies on a quarter-wave section of coupled lines. The fun-
damental principles of operation are comparable to those
of respective couplers in the microstrip or microstrip/slot-
line technique. The center strip may alternatively be re-
placed by a bond wire, or the metallization section
containing the strip may be placed on the backside of
the substrate (antipodal finline), thus achieving an in-
creased design flexibility. Another coupler principle is
based solely on the different phase velocity of the two
modes on the coupled transmission line (Fig. 3b). Feeding
a wave to one of the ports, an increasing part of the elec-
tromagnetic field couples from one slot to the other with
increasing propagation distance; that is, the amount of
coupling depends on the length of the coupled-line section.

This length will be several wavelengths, but in the milli-
meter-wave range, this problem is reduced because of the
short wavelength. In contrast to the coupler design shown
in Fig. 3a, a smooth transition from the feedline to the
coupled-line section with minimum reflections is manda-
tory. Furthermore, the coupling of the transition region
contributes to the coupler performance. With both types of
couplers, broadband performance over a complete wave-
guide band is achieved [5–7].

2.3. Nonreciprocal Components

Some effort has be made to develop circulators and isola-
tors in finline or by a compatible E-plane technique. A
ferrite sphere or a small cylinder is placed in the center of
a finline Y junction to realize circulators [9,10]. For a field
displacement type of isolator, an additional layer of ferrite
substrate together with an absorbing sheet is added to the
finline on a standard substrate [11]; optimization is done
by full-wave calculations of the composite structure. Both
approaches, however, lead to rather complex and therefore
mechanically sensitive structures, so these are rarely used
in practical applications.

A more successful approach is the realization of wave-
guide-type circulators in a metal waveguide, Y junction in
the E plane [12]. A ferrite disk is placed into the junction.
The diameter of the disk is equal to the inner diameter of
the waveguide Y junction. The center frequency is deter-
mined by the height of the disk. A permanent magnet is
placed into a hole in the waveguide mount close to the
ferrite disk. This type of circulator, therefore, is fabricated
easily, and is integrated into the E-plane split block to-
gether with single or integrated finline components, as

(a)

(b)

(c)

(d)

(e)

Figure 2. Typical metallization patterns of different finline fil-
ters: (a) side-coupled bandpass filter; (b) end-coupled bandpass
filter; (c) end-coupled bandpass filter (the slot width has been in-
creased to the waveguide height, losses are lower, and no taper to
waveguide is required); (d) high–low impedance lowpass filter; (e)
stub-type lowpass filter.

�/4

(a)

(b)

Figure 3. Metallization patterns of two different finline couplers.
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shown later. Circulators of this type are even built up to
the 140 GHz frequency range.

2.4. Finline Antennas

Extending the finline substrate out of the waveguide
mount allows the realization of slotline or ‘‘Vivaldi’’-type
endfire antennas (Fig. 4). Beamform, sidelobe level, and
bandwidth can be determined, to some extent, by the form
of the tapered metallization structure and by a proper
choice of the substrate thickness and its dielectric con-
stant. Beamwidth, however, remains relatively wide asso-
ciated with low gain. Applications of finline antennas are
found in the integration of several antennas as an antenna
array or as a feed cluster to form multiple beams in con-
junction with lens or reflector antennas [13].

3. DIODE-BASED FINLINE COMPONENTS

Schottky diodes, pin diodes, and varactor diodes have been
fabricated as beam-lead devices for many years and are
ideally suited for integration into finline circuits. Because
of their low parasitic capacitances and inductances, high-
performance components with wide bandwidth can be
built.

3.1. Detectors

For a finline detector, a low-barrier Schottky diode is
placed across the finline slot. One of the finline metal-
lizations has to be isolated from the metal mount by a thin
dielectric sheet (10–20mm). Alternatively, an oxidized alu-
minum mount is used. For broadband operation, some ab-
sorber material is placed behind the diode. Figure 5 is a

sketch of the detector layout. Detectors of this type are
capable of zero-bias operation over one or two waveguide
bands with sensitivities of several hundred millivolts (mV/
mW) per milliwatt, and are even designed for frequencies
up to 200 GHz and above [7,14].

3.2. pin Diode Attenuators and Switches

In the same way as with the detector, one or more beam-
lead pin diodes can easily be placed across a finline slot.
With bias applied to the pin diodes, these exhibit a low
series resistance together with some parasitic inductance.
Thus they basically short-circuit the finline slot. Without
or with reverse bias, pin diodes load the finline slot only
with their fairly low capacitance. Basically, two types of
attenuator or switch have been developed. The first one
uses diodes in the shunt configuration shown in Fig. 6a.
Placing two or more diodes approximately a quarter-wave-
length apart results in some compensation of the diode
capacitance in the ON state of the switch, that is, without
biasing the diodes or with reverse bias. Attenuators (the
attenuation is controlled by the amount of diode bias) or
switches of this type typically have an insertion loss of
0.5 dB in the Ka band (26–40 GHz) up to 1.5 dB in the W

Waveguide
mount

Finline and antenna
metallisation

Substrate

Figure 4. Waveguide mount and metallization pattern of a fin-
line antenna. The planar substrate with the finline metallization
protrudes out of the waveguide mount and acts as a slotline-type
antenna.

Low barrier Schottky diode Absorber

Figure 5. Basic setup of a finline detector. One of the finline
metallizations is DC-isolated from the waveguide mount to allow
extraction of the rectified output signal.

PIN diodes(a)

(b)

(c)

Figure 6. Metallization patterns of finline shunt-type (a) and se-
ries-type (b) attenuator or switch, and single-pole double-throw
(SPDT) switch with shunt diode configuration (c).
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band (75–110 GHz) over a nearly complete waveguide
band. Maximum attenuation amounts to 15 dB per diode.
For attenuation values higher than B50 dB, parasitic
power leakage along the DC isolation between the metal-
lization pattern on the substrate and the waveguide
mount is a concern, and absorbing isolating foils must be
used to prevent this problem. For attenuators operating
over even two waveguide bands, the finline can be placed
in a ridged waveguide mount.

The second type of pin diode switch is based on a series
configuration of the diode (Fig. 6b). A diode is placed
across a lateral slot in the metallization. This slot is
short-circuited for RF signals by the wall of the wave-
guide mount. Together with the diode capacitance, this
stub forms a parallel resonator in the OFF position of the
attenuator, whereas the stub is short-circuited in the ON

position. Accordingly, this attenuator has a more narrow-
band performance, but with increased attenuation for a
single diode. Furthermore, it presents some advantages
with respect to DC isolation from other components in in-
tegrated finline circuits. In the case of a single diode, the
metallization at one side of the stub has to be DC-isolated
from the waveguide mount. With two cascaded structures
of this type, only the metallization between the stubs
needs to be DC isolated (see also Section 5).

Two or three switches as described above, preferably
those with the diodes in a shunt configuration, can also be
arranged for single-pole double-throw (SPDT) or single-
pole triple-throw (SPTT) switches, as shown in Fig. 6c.
This results in performance similar to the single switches
except for slightly increased losses due to the additional
transmission line(s) loading. Further details and numer-
ous results are described by Callsen et al. [15].

3.3. Finline Mixers

Although single-ended mixers are easily realized placing a
beam-lead Schottky diode across the finline slot [8], much
more effort has been put into the design of a balanced
mixer based on a combination of finline and coplanar line
as shown in Fig. 7. This structure gives an ideal combi-
nation for forming an inherently broadband, 1801, hybrid
junction. The Schottky diodes are placed across the junc-
tion, in series with respect to the finline and antiparallel
with respect to the coplanar line. The RF signal is fed to
the diodes via the finline and the local oscillator (LO) sig-
nal via the coplanar line. Then the intermediate frequency

(IF) is also extracted from the coplanar line. Therefore,
some diplexing circuit must be added to the coplanar line.
This single balanced mixer design has inherent high mu-
tual isolation between RF and LO ports (and RF and IF
ports, respectively), but in practice this is limited by asym-
metries in the circuit structure or the diodes.

Many mixers based on this configuration have been de-
veloped. Basic differences were found mainly in the LO/IF
feeding arrangement. Some mixers use a transition from
finline to coplanar line via an antipodal finline, as
sketched in Fig. 8, possibly together with an end-coupled
band-pass filter for the LO signal and a microstrip lowpass
filter for the IF. A typical Ka-band finline filter of this type
was presented by Ball and Bui [16] and is shown in the
photograph in Fig. 9. Another design [7,17] uses a transi-
tion from finline to coplanar line based on magnetic cou-
pling, as shown in Fig. 10. Very broadband performance
and operating frequencies up to 150 GHz are reported [18]
with this type of mixer. A photograph of a 140–150 GHz
mixer is shown in Fig. 11.

Because sufficient LO power in the millimeter-wave
frequency range is sometimes difficult or too expensive to
generate, efforts have been undertaken to design subhar-
monically pumped mixers. For mixing with even harmon-
ics of the LO frequency, two diodes are used in an
antiparallel configuration. For odd harmonics, a circuit
and diode configuration as used for the balanced mixer
and shown in Fig. 7 can be employed. Together with suit-
able filter configurations (Fig. 12), mixers with a LO fre-
quency at about half the RF frequency [19,20] and at much
lower frequencies, for example, fLOEfRF/8 [21], have been
realized.

Until the late 1990s, a major problem in the design of
finline mixers was determination of the actual nonlinear

RF

Finline Coplanar
line

I.O. IF

Figure 7. Basic principle of a balanced
finline mixer and its equivalent circuit.
The combination offinline and coplanar
line forms an inherently broadband
1801 hybrid junction.

Back side metallization

Front side metallization

Figure 8. Layout of a transition from finline to coplanar line via
an antipodal finline and a microstrip line.
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diode impedances for signal, LO, and IF frequency. The
problem is even more challenging as the diodes are placed
in a major discontinuity (Fig. 7) where parasitic capaci-
tances and inductances affect the impedances seen by in-
put and output transmission lines. This problem now has
been solved applying a full-wave finite difference in time-
domain (FTDT) field solver, including lumped nonlinear
elements such as the mixer diodes [22]. The mixer diodes
are represented by a suitable equivalent circuit (valid up
to the respective frequency of operation) and embedded
into the FTDT computation. In the millimeter-wave range,

the actual size of the beam-lead diodes can be accounted
for by distributing the equivalent circuit over several cells
of the FTDT grid. The nonlinear response of the diodes to
the LO power is calculated by a harmonic excitation of the
diodes, including the actual power level. Following this, a

Figure 9. Photograph of a Ka-band balanced
finline mixer [16] (courtesy of Academic Press).

LO

IFRF

Backshort

Backside
metallisation

Figure 10. Basic layout of a balanced finline mixer with probe-
type transition to coplanar line [18].

Figure 11. Photograph of a 140-GHz finline mixer [18]. The
waveguide mount is opened, and the quartz substrate with the
mixer circuitry can be clearly seen.
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small-signal, modulated Gaussian pulse is fed to the sig-
nal port of the mixer (with the LO signal still present).
From the reflected signals, the return loss at the respec-
tive ports is computed, and the conversion loss is extracted
from the input signal and the IF output signal. On the
basis of these calculations, a matching and an optimiza-
tion of (harmonic) mixers are possible. An example of a
harmonic mixer with the LO frequency at about one-third
of the signal frequency is shown in Fig. 13. A conversion
loss of down to 15 dB for a 60-GHz third-harmonic mixer is
achieved using low-cost silicon Schottky diodes (Fig. 14).

3.4. Phase Shifters

Finline phase shifters are based on two different princi-
ples. The first one uses a 3-dB coupler described earlier in
this article together with pin diode switches to modify the
two output port loads [6]. The other principle uses a

configuration very similar to that of the balanced mixer
(see Figs. 7 and 10 and (Refs. 23 and 24). For the phase
shifter, either pin or Schottky diodes are alternatively
switched to the ON or OFF state via a bias applied to the
coplanar line. With an appropriate matching of the cir-
cuitry, signal transmission between the finline port (RF
port in the mixer case) and the coplanar port (LO port of
the mixer) undergoes a phase differences of 1801 depend-
ing on the sign of the control voltage, that is, depending on
which diode is in the ON (biased) state.

4. FINLINE OSCILLATORS AND AMPLIFIERS

A number of efforts have been made to realize oscillators
by the integrated finline technique. A basic problem is al-
ways heat removal from the active elements. Therefore,
Gunn elements are usually used screwed directly into the
broadside of the waveguide mount. Then the diode cap is
soldered directly to one side of the finline metallization,
which contains the necessary resonance and matching
circuits (Fig. 15). Final tuning is typically done with a
backshort in the metal waveguide behind the diode. A
more detailed review of finline oscillators is given by Hoe-
fer [25]. Although some oscillators are used in integrated
finline front ends (see next section), they have not proved
suitable for high-volume and low-cost applications.

Some authors published designs of ‘‘finline’’ amplifiers
[25,26]. Their arrangements, however, basically are mi-
crostrip FET amplifiers with transitions to finline, and

RF

RF

LO

LO

IF

IF

High-
pass
RF

High-
pass
RF

Band-
pass
LO

Band-
pass
LO

Low-
pass
IF

Low-
pass
IF

Figure 12. Basic block diagrams of harmonic mixers. For even
harmonic mixing products, an antiparallel diode configuration is
used; for odd mixing products, a parallel/antiparallel diode ar-
rangement is preferred.

RF
input

Front side
metallization

Back side
metallization

Mixer
diodes

Figure 13. Layout of the key section of a third-harmonic 60-GHz
mixer that has been optimized using a FDTD calculation. The
steps in widths of slot and strips as well as the backside metal-
lization under the LO/IF line provide the impedance matching for
the different ports.
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Figure 14. Conversion loss of the third-harmonic 60-GHz mixer.
As a result of the full-wave calculation, even resonances can be
predicted and shifted to uncritical frequencies.

Resonator and
matching circuit

Waveguide
backshortGunn element

Figure 15. Basic setup of a finline Gunn oscillator. The Gunn
element is screwed directly into the waveguide mount; resonance
and matching structures are integrated into the planar structure.
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they use the waveguide mount as some kind of package.
Furthermore, because finline does not lend itself easily to
a monolithic integration, amplifier design in finline was
not pursued further.

5. INTEGRATED FINLINE COMPONENTS AND
FRONT ENDS

The major advantages of planar components are exploited
by integrating several components to ‘‘supercomponents’’
or complete front ends. With respect to finline, this can be
done in two different ways. Because finline circuits consist
of planar circuits and waveguide mounts, a first step is to
integrate several finline circuits in a single waveguide
mount, although each circuit still has its own transition(s)
to waveguide. This concept allows optimizing and testing
all finline circuits separately and combining them with
waveguide circuits like oscillators, waveguide filters, or
circulators realized in a waveguide mount split in the E
plane. The complete waveguide mount can be fabricated
using computer-controlled milling or, for high-production
quantities, using plastic injection molding and electroplat-
ing. Some disadvantages of this arrangement are in-
creased losses due to the repeated tapers from waveguide
to finline and possibly some problems with interaction of
components over greater distances causing an increased
ripple in transmission and return loss behavior. Integrated
front ends of this type have been realized for communica-
tion equipment in the Ka band [27], for military surveil-
lance receivers [28], and for radar front ends for military
seeker heads [29] or automotive radars for intelligent
cruise control [30]. For example, Barnes et al. [27], de-
scribe a transmitter front end for a 29-GHz communication
system that includes an E-plane waveguide circulator, two
couplers, a pin diode biphase modulator, and a pin diode
attenuator. The power is generated by an external Gunn
oscillator. An E-plane, metal insert, bandpass filter is add-
ed to this unit with an additional waveguide mount.

An even higher degree of integration is achieved by in-
tegrating several components on a single substrate with
direct finline interconnects, that is, without transitions
from finline to waveguide and back to finline. This tech-
nique results much smaller components with reduced loss-
es. Furthermore, the single components are placed close
together, thus avoiding strong phase variations from mu-
tual interactions as a function of frequency. On the other
hand, the single components in such a supercomponent
can no longer be tested separately.

A number of integrated front ends of this type have
been realized by the author and his group, starting with
the integration of balanced mixer and pin diode attenua-
tors acting as sensitivity time control (STC) for radar ap-
plications [31] or as Dicke switch for a radiometer [32].

Figure 16 shows the opened waveguide mount with a
quartz substrate containing a 94-GHz mixer and a SPDT
switch. Two diodes in each of the two input arms of the
circuit are mounted with opposite polarities. Thus only a
single control input for the Dicke switch is necessary. Ef-
forts were also made to integrate Gunn oscillators as
shown previously (Fig. 15). In Ref. 32, the integration of

a mixer with a two-diode series type of pin diode attenu-
ator (Fig. 6b) and a Gunn oscillator as LO is demonstrated
(see photograph of Fig. 17). In this example, the series
type of pin diode attenuator is used favorably for bias iso-
lation; only the finline metallization between the two
stubs loaded with the diodes must be DC-isolated.

Even the integration of a Ka-band pulse radar sensor on
a single substrate including pulse oscillator and LO, an
SPDT switch as a transmit/receive switch, a series type pin
diode STC, and a balanced mixer were demonstrated [31].

Figure 16. Photograph of a 94-GHz integrated finline circuit in-
cluding a balanced mixer and a pin diode SPDT. The waveguide
split block is opened to observe the quartz substrate with the
planar circuit.

Figure 17. Photograph of a 60-GHz integrated finline receiver
consisting of a Gunn oscillator as LO, a balanced mixer, and a
series-type pin diode attenuator. The Gunn element is screwed
into a copper heatsink in the waveguide mount; the series pin
diode attenuator allows a DC isolation with respect to the other
components.
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For a 94-GHz dual-polarization radar, an integrated
receiver front end was realized using both an integrated
finline circuit (2 mixers, 2 pin diode STCs, and a power

divider on a single substrate) and waveguide components
(E-plane circulator, E-plane metal insert filters, and a
turnstile coupler) [33]. Figure 18 shows a block diagram
of the front end. Figure 19 shows the two receiver conver-
sion loss curves. They include conversion loss of the mix-
ers and the insertion losses of pin diode attenuators, the
E-plane filters, and the E-plane circulator. The overall
system noise figure amounts to 12 dB.
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Finlines are guiding structures for electromagnetic waves
that consist of one or several metallic fins suspended in

the E plane of a waveguide enclosure. They are the basic
transmission media for the so-called integrated E-plane
circuit technology. The fins can either be suspended freely
(metallic E-plane lines) or supported by dielectric sub-
strates of low permittivity. The general term ‘‘finline’’ usu-
ally applies to the latter type, and there exist many
variations that are classified according to the manner in
which the metallization is placed on the substrate, and
how the planar structure is mounted in the enclosure.

Finlines are applied predominantly in the frequency
range between 10 and 100 GHz; but some applications at
frequencies up to 170 GHz have been realized. Having
losses of typically 0.1 dB per wavelength, finlines are not
suitable for long-distance transmission. However, they ex-
cel as a circuit medium for millimeter-wave components
and systems due to their low manufacturing cost, wide
single-mode bandwidth, compatibility with discrete active
and passive devices, and suitability for integration with
other hybrid circuit techniques as well as with standard
rectangular waveguides. Manufacturing costs are moder-
ate for two reasons: (1) the planar insert can be fabricated
using printed-circuit batch processing; (2) since the circuit
characteristics are dominated by the topology of the print-
ed insert, dimensional tolerances for the waveguide en-
closure can be greatly relaxed (typically by a factor of 5
compared with standard waveguide). The enclosure also
prevents radiation losses, reduces susceptibility to outside
interference, and may act as a heatsink for active devices.
Unfortunately, there is a price to pay for the technological
advantages of finlines; their analysis and design are diffi-
cult because of the metallic edges that lead to field singu-
larities, the presence of two or more different dielectrics in
the structure giving rise to hybrid modes of propagation,
and to structural complications necessary for mounting
the substrate and for biasing of devices.

1. A BRIEF HISTORY

Since the early 1940s it has been known that one or two
metallic ridges in the E plane of a rectangular waveguide
increased its single-mode bandwidth and lowered its char-
acteristic impedance. In particular, Cohn [1] pointed out
the potential of this feature for realizing impedance trans-
formers, tapers, filters, slow-wave structures, and broad-
band matched loads by simply changing the ridge depth;
Hopfer [2] published extensive and accurate data for the
cutoff frequencies, characteristic impedances and power-
handling capability of ridged waveguides. While the ridge
waveguide is not truly quasiplanar, its early theoretical
treatment and the manner in which circuit functions were
realized have laid the groundwork for the design and re-
alization of finline circuits. In 1955, Robertson [3] built the
first truly planar finline component. It was a circular-to-
rectangular waveguide coupler fitted with a pair of thin
metal fins. Robertson recognized that this technique was
suitable for very broadband hybrids, directional and po-
larization-sensitive couplers. Sixteen years later, Konishi
and Hoshino [4] reported a 100-GHz converter featuring a
planar metallic circuit in a waveguide. However, the major
development in the evolution of E-plane technology was
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Meier’s invention of the ‘‘integrated finline’’ in 1972 [5–7],
for which he received the Microwave Application Award of
the IEEE-MTT society in 1984. By supporting the planar
conducting fins with a thin, low-permittivity substrate,
Meier extended thin-film fabrication techniques to E-
plane circuitry and gained additional advantages such
as DC isolation of the fins for bias purposes, intermediate-
frequency (IF) and modulation connections, and mechan-
ical support for discrete devices mounted in parallel or in
series with the fins.

Meier’s invention spurred intense international re-
search activities and product development. First commer-
cial finline products were announced in the late 1970s.
They included mixers, broadband switches, attenuators,
detectors, and complete integrated radar front ends for
frequencies up to 140 GHz [8–12].

2. CLASSIFICATION OF FINLINES

Finlines can be viewed as derivatives of the four generic
structures shown in Fig. 1. In fact, they share some of
their characteristics and can be reduced to any of them. A
finline is thus created either by placing a slotline into the
E plane of a rectangular waveguide, by partially loading a
ridge waveguide with dielectric, or by partially metallizing
the dielectric in a slab-loaded waveguide. Four basic types
of finlines may result; their simplified cross sections are
shown in Figs. 2a–2d. Insulated, unilateral, bilateral, and
antipodal finlines can be distinguished by the way in
which their fins are arranged on the substrate. Further
variations of each type are obtained by moving the sub-
strate or the slot away from the symmetric position, or by
adding further planar inserts, strips, or slots. For exam-
ple, Figs. 2e and 2f show cross sections of asymmetric fin-
lines.

3. CONSTRUCTION OF FINLINES

A finline consists of printed metallic fins on a substrate
(the planar insert) and a metallic housing that holds the
insert and confines the electromagnetic fields. Both soft
and hard substrate materials may be used. Fiberglass-re-
inforced Teflon (RT Duroid, er¼ 2.2) is the most widely

used soft substrate material. It is easily processed and cut,
costs little, and has low dielectric permittivity and losses.
It is employed mostly at lower millimetric frequencies; a
thickness of 0.01 in. (0.254 mm) is suitable for components
up to 40 GHz, and 0.005 in (0.127 mm) is used for frequen-
cies up to 90 GHz. Finline components and circuits of
highest quality and for frequencies beyond 90 GHz call
for quartz substrates (er¼ 3.75) which are more expensive,
fragile, and difficult to process, but provide better me-
chanical support for delicate semiconductor devices. The
housing is usually machined from brass or aluminum in
the form of a split block. Metallized Plexiglas has also been
used with mixed results because of adhesion problems.
Three housing configurations (Fig. 3) can be found in
practice.

The first type has been proposed by Meier [6]. Two II-
shaped metal pieces clamp the planar insert (Fig. 3a) held
in place by nylon screws. Since the substrate extends be-
yond the confines of the inner waveguide channel, this
configuration is partially open. To minimize RF leakage,
the clamping region is made ld/4 wide, where ld is the
wavelength in the dielectric substrate at midband fre-
quency. Furthermore, to suppress the excitation of TEM-
type modes in the slot region, longitudinal current flow
must be impeded by serrating the substrate metallization
in the slot region [42]. On the other hand, since one of the
fins can be isolated from the housing with a dielectric in-
sert, bias is easily supplied to embedded semiconductor
devices.

The second type has been proposed by Adelseck et al.
[8]. Here, the two halves of the split block touch each oth-
er, thus completely shielding the finline (Fig. 3b). A shal-
low groove is machined into one of the blocks to
accommodate the substrate. However, stringent mechan-
ical tolerances (typically 710 mm) must be maintained
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Metal

εo εoεr
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Figure 1. The four generic waveguides from which finlines can
be derived: (a) rectangular waveguide; (b) double-ridged wave-
guide; (c) slab-loaded waveguide; (d) slotline.
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Figure 2. The four basic finline types and some of their variants:
(a) insulated finline; (b) unilateral finline; (c) bilateral finline; (d)
antipodal finline; (e) asymmetric bilateral finline; (f) asymmetric
antipodal finline.
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here. If the groove is too wide, poor contact between the
fins and the housing can introduce considerable attenua-
tion. If the groove is too narrow, hard substrates may
break, and soft substrates may be compressed and pushed
out into the waveguide channel, causing bending and pos-
sibly rupture of delicate leads of devices. Bias can be fed
locally to the clamping region through the metal block,
and fins can be insulated from the housing by inserting a
thin Mylar sheet into the groove.

The third type combines the features of both approach-
es (Fig. 3c). It is suitable for quartz substrates at high
frequencies (90 GHz and above), where machining toler-
ances become prohibitive because of the small size of the
groove. As in type 1, the walls of the waveguide channel
are made ld/4 wide to form a choke, but the substrate
protrudes on either side into a secondary channel that
contains RF absorbing material. In this way the finline is
sealed. Fins can be biased by inserting a thin insulating
sheet between fins and housing, and by contacting the fins
through a feed connection.

All three techniques have been used successfully in the
realization of finline components. Acceleration tests have
shown that components of types 2 and 3 with hard sub-
strates can survive up to 30,000 g for 2 ms, while compo-
nents with soft substrates withstand 2000 g for 0.5 ms or
shocks of up to 4000 g [9].

4. BASIC ELECTROMAGNETIC PROPERTIES OF FINLINES

The most important properties are the propagation con-
stant and the characteristic impedance associated with
the dominant mode of propagation. These depend on the
geometry of the cross section, the substrate permittivity,
and the frequency of operation. Furthermore, the single-
mode bandwidth is proportional to the separation between
the cutoff frequencies of the dominant and the first higher-
order mode. If finline discontinuities are to be analyzed
using mode matching in the longitudinal direction, a sig-
nificant number of higher-order modes must be charac-
terized as well. While the generic topologies in Fig. 2 yield
the characteristics of real finlines quite accurately at low-
er frequencies, the influence of the geometric details
shown in Fig. 3, such as the substrate mounting grooves
and the finite thickness of the metal fins, must be included
in the analysis and design of practical components, par-
ticularly at higher frequencies where the size of these fea-
tures is not negligible vis-à-vis the dimensions of the
waveguide channel and the substrate thickness.

Similar to regular waveguides, finlines are dispersive;
that is, their guided wavelength lg changes nonlinearly
with frequency. In waveguides without partial dielectric
filling, the guided wavelength lg (or propagation constant
b) at any frequency above cutoff can be calculated from the
knowledge of the cutoff wavelength lc with the well-known
formula

lg¼
o
b
¼

lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðl=lcÞ

2
q ð1Þ

However, as soon as the waveguide is partially filled with
a dielectric material, this formula no longer applies. With
increasing frequency, more of the wave energy tends
to concentrate inside the material with the higher permit-
tivity, slowing down the propagation velocity. This effect
is not included in Eq. (1). To accurately determine the
guided wavelength in a finline at any frequency above
cutoff, the field problem must be solved separately for each
frequency.
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Figure 3. Three types of finline construction: (a) finline mount
proposed by Meier; (b) finline mount proposed by Adelseck et al.
(c) combination of (a) and (b) for hard substrates and high fre-
quencies. (After Meier [6], copyright r 1974 IEEE, reprinted with
permission.)
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As in all waveguides carrying non-TEM waves, voltage
and characteristic impedance are not uniquely defined.
While the voltage is usually obtained by integrating the
electric field in the slot along the shortest path on the
substrate surface, impedance definitions vary with the
application, and the most appropriate definition must be
established on a case-by-case basis. Meinel and Rembold
[10] found that the voltage–current definition Zv,i¼ (volt-
age across the slot)/(current in the fins) was most appro-
priate for predicting the interaction of finlines with
discrete devices, while Knorr and Shayda [14] reported
best results with the ridged waveguide definition and
Willing and Spielmann [15] preferred the voltage–power
definition Zv,p¼ (voltage across the slot)/(2 � average
power transmitted).

There exist a variety of techniques for the computation
of finline parameters, ranging from approximate analyti-
cal expressions to sophisticated numerical procedures.
They will be outlined briefly in the following. For detailed
information the reader is invited to consult to the appro-
priate references given in the bibliography.

4.1. Approximate Methods of Finline Analysis

Since most finlines are made with low-permittivity sub-
strates such as RT Duroid (er¼ 2.2) or quartz (er¼3.75)
that occupies only a small fraction of the waveguide cross
section, their dispersion characteristics can be approxi-
mated by the behavior of commensurate waveguides that
are filled uniformly with a fictitious frequency-indepen-
dent dielectric of permittivity e0ere (Fig. 4). (The permit-
tivity of this fictitious dielectric ere is called the equivalent
dielectric constant to distinguish it from the so-called
effective dielectric constant eeff¼ (l/lg)2 of a finline.) The
uniformly filled ridge waveguide obeys a rather simple
dispersion formula for the guided wavelength lg and the
characteristic impedance Z0:

lg¼
lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ere � ðl=lcÞ
2

q ; Z0¼
Z1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ere � ðl=lcÞ
2

q ð2Þ

According to Meier [6], these expressions agree with mea-
surements within 72% when lc and ZN are the cutoff
wavelength and characteristic impedance at infinite fre-
quency of an air-filled ridge waveguide of identical dimen-
sions (available from Cohn’s [1] or Hopfer’s [2] paper, or
from other published data), and ere has been determined
by measuring the guided wavelength of a test structure at
a single frequency in mid-band [6].

More accurate results can be obtained by the trans-
verse resonance approach that has previously been ap-
plied by Cohn [16] and other researchers to analyze ridge
waveguides, slab-loaded waveguides, and slotlines. In the
simplest formulation, the dominant mode in the finline is
considered to be a TE mode in the transverse direction
that resonates between the two sidewalls of the enclosure.
In transverse direction, the finline thus appears as a chain
of piecewise homogeneous waveguide sections of width
lg/2 (lg is the wavelength in longitudinal direction of the
finline and corresponds to the cutoff wavelength of the
transverse waveguide sections). The fins form a capacitive
transverse discontinuity. The characteristic admittances
and propagation constants of the subsections are those of
homogeneous waveguides. The corresponding equivalent
circuit is shown in Fig. 5; its transverse resonance condi-
tion is obtained by setting the total admittance in the
plane of the fins equal to zero

B
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� cot bah�
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Ya
cot bd
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� �
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2p
l
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1� ðl=lgÞ

2
q
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bd¼
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l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � ðl=lgÞ

2
q
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By fixing the guided wavelength lg and solving Eq. (3) for
l, one obtains the frequencies at which the dominant and
higher-order modes propagate down the finline with that
wavelength lg. The accuracy of the solution depends es-
sentially on the accuracy of the capacitive susceptance B,
and the various transverse resonance approaches report-
ed in the literature differ in the way in which this
susceptance is determined. They range from quasistatic
approximations to variational expressions and mode-
matching solutions [17–20]. The group of approximate
methods also comprises the empirical closed-form equa-
tions that are essentially formulas fitted to more accurate
numerical results [21,22]. Their advantage resides in their
simplicity and their suitability for synthesis, but they are
limited to certain combinations of parameters and have
lost some of their attractiveness due to the proliferation of
high-performance computers that yield more rigorous
numerical solutions almost instantly.
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Figure 4. Insulated finline and its equivalent ridged waveguide
with identical cross section and uniform dielectric filling of per-
mittivity e0ere.
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Figure 5. (a) Unilateral finline; (b) and its equivalent transverse
network.

1612 FINLINES



4.2. Rigorous Methods of Finline Analysis

Rigorous methods yield field solutions by solving Max-
well’s equations subject to the boundary conditions im-
posed by the finline geometry. Several are based on the
method of moments, from the first formulation in the
space domain by Hofmann [23] to the spectral domain ap-
proaches described by Itoh [24], Knorr and Shayda [14],
and Schmidt and Itoh [25]. A mode-matching solution was
proposed by Beyer and Wolff [61], and a modified mode-
matching approach was presented by Vahldieck and
Bornemann [26,27]. A singular integral equation formu-
lation was proposed by Omar and Schuenemann [28].

In all these approaches the fields in the dielectric and
air-filled subregions of the finline are expressed in terms
of rectangular waveguide TE and TM modes resonating in
transverse direction, also called longitudinal section elec-
tric (LSE) and longitudinal section magnetic (LSM)
modes. In fact, each of these modes must satisfy a condi-
tion similar to Eq. (3). The modal coefficients are deter-
mined such that their superposition satisfies all boundary
and interface conditions, in particular, the edge condition
at the metal fins where most of the energy in the structure
is concentrated. Approaches differ in the way in which the
relationship between slot field and fin current distribu-
tions is formulated. In the space domain formulation, this
relationship takes the form of integral equations. Their
kernels are the Green functions of the housing and sub-
strate without the metal fins. These integral equations are
then solved with the method of moments and Galerkin’s
procedure (identical basis and testing functions are used).

By performing a spatial Fourier transformation of all
fields and currents with respect to the coordinates parallel
to the substrate plane, one can transform the integral
equations into a set of algebraic equations. The resulting
spectral-domain formulation leads to a very efficient algo-
rithm for the dominant and first higher-order finline
eigensolutions and eigenvectors, especially when the slot
fields or fin currents are developed into physically realistic
basis functions that individually satisfy all the boundary
and edge conditions in the plane of the fins. In fact, only a
single constant basis function for the slot field is sufficient
to determine the dominant wavenumber within 2–3%.
However, the spectral-domain method is restricted to ide-
alized finline geometries (no mounting grooves, zero met-
allization thickness). It is also less suitable than the
singular integral formulation for determining eigensolu-
tions of high order because the set of required basis func-
tions for the slot field or fin current grows quickly in size
and complexity.

The general mode matching approach that enforces
conservation of tangential field components or complex
power across all boundaries between subregions can take
these realistic features into account more readily, as can
the well-known family of space discrete solution methods,
such as the finite-difference, finite-element, and TLM
methods of analysis, in both their frequency and time-
domain formulations, or the method of lines. A detailed
description of these methods with extensive bibliographies
can be found in Refs. 29 and 30. However, the salient fea-
tures of the most frequently employed rigorous methods of

finline analysis, namely, the spectral-domain and the
mode-matching methods, will be summarized in the fol-
lowing, together with some typical results.

4.2.1. Spectral-Domain Analysis of Finlines. In the spec-
tral-domain formulation the Fourier transform of the
Green functions ~GGij in the finline (expressed in terms of
LSE and LSM modes) relates the transforms of the electric
field in the slot with those of the current density on the
fins via the equation

~GG11ðan; b; k0Þ
~GG12ðan;b; k0Þ

~GG21ðan; b; k0Þ
~GG22ðan;b; k0Þ

2
64
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75

~EExðanÞ

~EEzðanÞ
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~JJxðanÞ

~JJzðanÞ
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3
75

~GG11¼ � ða2
nZLSEþ b2

nZLSMÞ=ða2
nþ b2

nÞ

~GG12¼
~GG21¼ � anbnðZLSE � ZLSMÞ=ða2

nþ b2
nÞ

~GG22¼ � ða2
nZLSEþ b2

nZLSMÞ=ða2
nþ b2

nÞ

ð4Þ

where ZLSE and ZLSM are the impedances seen from the
nodes of the current source, looking into the respective
equivalent circuits of Fig. 6b and 6c. an is the Fourier
variable, b¼ 2p/lg is the propagation constant in the axial
direction, and k0 is the free-space wavenumber; ~EEx, ~EEz, ~JJx,
and ~JJz are the electric fields in the slot and the current
densities on the fins, respectively. This relationship is
most readily formulated using Itoh’s [24] immittance ap-
proach. Figure 6 shows the cross section of a unilateral
finline, together with the equivalent transverse modal cir-
cuits for the immittance formulation of the Green func-
tions. The slot fields and fin currents are expressed in
terms of known basis functions with unknown coefficients.
Applying Galerkin’s procedure and Parceval’s theorem re-
sults in a set of algebraic equations. The roots of the char-
acteristic equation yield the eigenvalues of the finline.

The method is particularly efficient when basis func-
tions are selected that satisfy already the edge condition
at the fins. Thus, only a few basis functions are necessary
to accurately describe the field in the slot or the current
density on the fins. Once the coefficients of the basis
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Figure 6. Cross section of a unilateral finline (a) and its equiv-
alent transverse modal circuits for LSE (b) and LSM (c) modes.
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functions are determined, the field functions inside the
structure can be derived, and quantities such as slot volt-
age, fin current and characteristic impedances can be de-
termined by appropriate integration over the field
functions. Figure 7 shows the effective dielectric constant
and voltage–power impedance of the unilateral finline in
Fig. 6, computed with a single constant basis function for Ex

in the slot. The enclosure is a standard WR-28 rectangular
waveguide.

As mentioned earlier, geometric details such as the
substrate mounting grooves and finite metallization thick-
ness must be accounted for in practical realizations, par-
ticularly at higher frequencies. These can easily be
included in the mode-matching analysis. Representative
finline characteristics obtained with this approach will be
presented in the following as well.

Two typical finline structures with realistic geometric
details are presented in Fig. 8. Depending on the applica-
tion, structures that support quasi-TEM modes (Fig. 8a)
or configurations with pure slotline layout (Fig. 8b) are
utilized. The principal difference between the two types is
that in the first the dominant mode of propagation is the
quasi-TEM mode without a lower cutoff frequency, while
in the slotline structure the dominant mode is limited by a
cutoff frequency that is determined mainly by the width of
the slot(s).

Both types of finlines carry hybrid modes due to the
presence of the dielectric substrate that supports the fins.
Hybrid modes are neither TE nor TM but a combination of
both, denoted as either HE or EH modes with all six field
components present; HE modes are those with a predom-
inant Hz field component, while EH modes exhibit a
stronger Ez field component. Only at cutoff are these
modes purely of type TE or TM. These modes often carry
the same indices as TE and TM modes, such as HEnm or
EHnm, indicating that the latter two originate from the
corresponding TE or TM modes at cutoff. At frequencies

above cutoff, the field configuration of the individual hy-
brid modes can differ significantly from the TE and TM
modes. Therefore, hybrid modes are equally often num-
bered according to the sequence at which they occur, such
as HEn and EHm.

In the mode-matching approach, the finite metallizat-
ion thickness and substrate mounting grooves are taken
into account from the outset. It yields a somewhat longer
guided wavelength than spectral domain analysis since a
higher percentage of the electric field travels in air within
the slot region. The hybrid modes are derived from the z
components of the magnetic and electric vector potentials
~ffh and ~yye, respectively

~EE¼r�~jjhzþ
1

joe
r�r�~yyez

~HH¼r�~yyez �
1

joe
r�r�~jjhz

ð5Þ

where

jhz¼
X

n

Qh
nðxÞfnðyÞe

�jbnz

yez¼
X

n

Pe
nðxÞgnðyÞe

�jbnz
ð6Þ

Q, P, f and g denote transverse eigenfunctions defined in
each subregion of the finline cross section (i.e., regions 1,
2a, 2b, 3, 4 in Fig. 8a). The electric and magnetic fields
tangential to the interfaces between the subregions are
proportional to the vector potentials and their derivatives

Ey /
dQh

dx
¼Ph;Ez / Pe;Hz / Qh;Hy /

dPe

dx
¼Qe ð7Þ

Matching the tangential field components at each inter-
face and utilizing the orthogonality of modes leads to one
coupling matrix (Cm for m¼ 1,2a,2b,3,4) per interface. The
coupling matrices can be linked successively by transfer-
ring the electric and magnetic fields from one boundary of
a subregion to the opposite one. These transfer matrices
(Tm for m¼ 1,2a,2b,3,4) are the generalized (fundamental
and higher-order modes) transmission-line equations in
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ance of the unilateral finline shown in Fig. 6, computed with the
spectral–domain method using a single constant basis function for
the slot field Ex. The dimensions are: a¼7.112 mm; b¼3.556 mm;
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Figure 8. Two basic finline structures with finite metallization
and substrate mounting grooves (t¼finite metallization thick-
ness, e¼depth of mounting grooves, a¼waveguide width, b¼

waveguide height): (a) edge-coupled unilateral finline; (b) asym-
metric bilateral finline.
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each subregion. The resulting matrix equation yields

Ph¼ 0

Pe¼ 0

Qh

Qe

2

666664

3

777775

x¼ 0

¼
Yn¼ 3

n¼ 1

TnCnT4

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
G

Ph¼ 0

Pe¼ 0

Qh

Qe

2

666664

3

777775

x¼a

ð8Þ

From the resonance condition in Eq. (8) the characteristic
equation G12 is obtained. Solving for det(G12)¼ 0 yields
the propagation constant b or guided wavelength lg. Typ-
ical dispersion characteristics obtained in this way for the
first six eigenmodes in a unilateral finline are shown in
Fig. 9. The modes that are not excited by an incident TE10

mode are dashed. The first important higher-order mode is
thus HE3; the single-mode bandwidth of the dominant
mode is situated between the cutoff frequencies of HE1 and
HE3 (frequencies at which the curves intersect the fre-
quency axis). Note that these dispersion curves change
with both the groove depth e and the metallization thick-
ness t as shown in the following.

4.2.2. Effect of Mounting Grooves. Mounting grooves
are required to hold the substrate in the waveguide hous-
ing. A detailed analysis of the effect of the groove depth on
the modes is given in Refs. 26 and 31. It was found that for
unilateral finlines the cutoff frequencies of higher-order
modes react very sensitively to the groove depth (e in
Fig. 8), which for one-fifth of the waveguide height reduces
the cutoff frequency of higher-order modes to such an ex-
tent that the finline is useless for most practical purposes.
This is due to modes that originate from the TE20 (HE3)
and TE01 (HE2) modes of the empty waveguide. Both
modes appear to be coupled, are highly concentrated be-
tween the metallization within the substrate, and are thus
very sensitive to changes in the groove depth. This effect is
particularly pronounced in Fig. 10. The asymmetric bilat-
eral finline carries an additional metallic strip inside the

gap on the right-hand side of the substrate. For centered
fin-lines this interaction between modes is greatly reduced
since some of them will not be excited. This is not the case
for unilateral finlines. However, since the metallization is
only on one side of the substrate, the problem is not as
pronounced.

4.2.3. Effect of Finite Metallization Thickness. The effect
of finite metallization on the propagation constant and the
characteristic impedance has been investigated by several
researchers [26,31–33,62]. A typical behavior of the dom-
inant mode in a unilateral finline with three different val-
ues of metallization thickness is shown in Fig. 11. The
effect of mounting grooves is not included here. The char-
acteristic impedance is reduced throughout the operating
bandwidth when the metallization becomes thicker. This
is consistent with the behavior of the ridge waveguide
[1,2], where the capacitive loading of the waveguide in-
creases when the ridge becomes wider. However, the prop-
agation constant is not affected in the same way at lower
and at higher frequencies. While the cutoff frequency is
reduced by thicker metallization for the same reason as
the characteristic impedance, the effect is reversed at
higher frequencies; because of the wider airgap between
thicker fins, more of the field energy travels in the airgap
and less is concentrated in the dielectric, leading to a
higher phase velocity. As a result, there is a crossover of
the dispersion curves at midband. In conclusion, the effect
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Figure 9. Dispersion characteristics of the first six hybrid eigen-
modes in a unilateral finline. The dashed curves indicate modes
that are not excited by the incident TE10 mode. The dimensions
are a¼1.65 mm; b¼a/2, e¼0.5 mm; t¼5 mm, er¼3.75. (After Va-
hldiec [26], copyright r 1984 IEEE, reprinted with permission.)
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Figure 10. Dispersion characteristics of an asymmetric bilateral
finline with an additional metallic strip in the gap on the right-
hand side of the substrate. The modes appear to be strongly cou-
pled and are very sensitive to changes in the groove depth. The
dimensions are a¼7.112 mm; b¼3.556 mm; e¼0.7 mm; t¼

71mm, er¼10. (After Vahldieck and Bornemann [27], copyright
r 1985 IEEE, reprinted with permission.)
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of finite metallization on the propagation constant is min-
imal around the center of the operating bandwidth.

5. FINLINE DISCONTINUITIES

Discontinuities in the finline geometry form the building
blocks of finline circuits. Given the many degrees of free-
dom in the design of finlines, the possibilities are endless,
and it would be impossible to give a complete treatment of
this subject. Nevertheless, one can identify some generic
types of finline discontinuities and provide some basic
characteristics. Some of the most important are inductive
strips, step changes in gap width, notches, dents, and se-
ries stubs. The shapes of typical discontinuities are shown
in Fig. 12, together with their equivalent lumped-element
networks. Note that, in contrast to similar waveguide dis-
continuities, the circuit elements are determined solely by
the metallization pattern of the planar insert, while the
geometry of the enclosure remains unchanged. This re-
sults in a considerable reduction in the manufacturing
cost, as the discontinuities are realized using printed-
circuit techniques rather than machining.

The effect of discontinuities on the guided wave in the
finline can be represented either by generalized scattering
parameters (S parameters) or by equivalent lumped net-
works. These are not determined solely by the local chang-
es of the dominant waveguiding parameters, but include
the effects of mode conversion, energy storage, and possi-
bly multimode interactions between neighboring disconti-
nuities. Within the single-mode propagation range,
dominant-mode S parameters are sufficient to describe
the behavior of discontinuities, provided that they have
been determined at reference planes beyond the reach of
evanescent higher-order modes.

The theoretical characterization of finline discontinu-
ities is a challenge for the same reasons as the computa-
tion of finline characteristics. Inhomogeneous dielectric

filling and edge singularities call for special approaches,
ranging from experimental [6,34–36] over variational [37]
and spectral domain techniques [35,38,39] to mode match-
ing in longitudinal [40–42] as well as transversal [43] di-
rections.

5.1. Inductive Strips

Inductive strips are important elements of bandpass fil-
ters. Meier [6] has determined the equivalent shunt in-
ductance of strips from insertion loss measurements and
from the resonant frequency of a one-section filter. Pic and
Hoefer [34] have characterized strips and impedance steps
by measuring the shift they caused in the resonant fre-
quencies of an oversized cavity. The resulting empirical
formulas for the strip inductance were confirmed by spec-
tral-domain evaluations performed by Koster and Jansen
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Figure 11. Effect of metallization thickness on the dispersion
characteristics and the characteristic impedance of a unilateral
finline. The dimensions are a¼4.776 mm; b¼2.388 mm; d¼

0.127 mm; w¼0.2b; er¼3.8. (After Kitazawa and Mittra [32],
copyright r 1984 IEEE, reprinted with permission.)
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Figure 12. Profile of some important finline discontinuities and
their equivalent lumped-element circuits: (a) inductive strip; (b)
impedance step (step change in gap width); (c) inductive notch; (d)
capacitive strip; (e) series stub. Note that the distance between
planes A and B is short compared to the wavelength.
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[39]. Further methodologies for the characterization of in-
ductive strips and related discontinuities can be found in
papers by Knorr and Deal [35], Zhang and Itoh [38], Saad
and Schuenemann [44], and Omar and Schuenemann
[45]. To achieve maximum Q factors in bandpass filters
formed by inductive strips, the gap width of the resonant
sections is usually maximized to the full height b of the
enclosure. Such full-height strips and their interactions
have been analyzed extensively with mode-matching tech-
niques by Arndt et al. [46] and Shih et al. [47], leading to
highly accurate CAD programs for E-plane bandpass fil-
ters.

5.2. Single and Interacting Impedance Steps

These discontinuities are formed by sudden changes in the
gap width and come in many shapes and forms (Figs. 12b–
12d). They serve as impedance transformers, tuning and
matching elements, mounting platforms for semiconduc-
tor devices, or constitutive elements of filters. Besides em-
pirical characterization [34], most systematic analytical
approaches employ the representation of fields near the
discontinuities by eigenmodes of either the adjacent uni-
form finline subsections (mode matching in longitudinal
direction) or of transverse homogeneous waveguide sub-
sections. As mentioned earlier, the former approach re-
quires the determination of the eigensolutions of the
finline subsections. It has been pointed out by Omar and
Schuenemann [45] that the spectrum of finline modes can
contain pairs of complex eigensolutions, and that their
omission in the modal decomposition of the fields at the
discontinuity can lead to significant errors. Various ana-
lyses and properties of impedance steps have also been
described by El Hennawy and Schuenemann [40,41], He-
lard et al. [42], Sorrentino and Itoh [43], and Beyer [48].

5.3. Narrow Series Slots

The series slot (Fig. 12e) is a popular tuning element in
the design of oscillators and lowpass filters. It can be rep-
resented by a series-connected transmission line of effec-
tive length le and two stray capacitances that account for
the field energy stored in the stray field at the junction.
The effective length includes the stray effect at the end of
the slot. Burton and Hoofer [49] have characterized such
slots experimentally and have given closed-form expres-
sions for the elements of the equivalent circuit in Fig. 2e.
These expressions are valid over an entire waveguide
band and are independent of the dimensions of the enclo-
sure. This indicates that narrow slots in the finline met-
allization behave essentially like slotline elements [16].

6. TRANSITIONS TO OTHER TRANSMISSION MEDIA

Most practical finline circuits include one or several types
of transitions, either between different types of finlines or
between finlines and other transmission media such as
rectangular waveguides, coaxial line, or microstrip. Of
particular importance and interest is the transition be-
tween finline and the commensurate rectangular wave-
guide due to the need to interface finline circuits with

measurement systems and conventional components.
Transitions between different finline types and also be-
tween finlines and other planar circuits are needed to
combine them and to take advantage of their respective
properties in an integrated design. The topologies and
properties of such transitions will be summarized in the
following.

6.1. Transitions Between Finline and Waveguide

Transitions between finline and the commensurate rect-
angular waveguide are realized by varying in some way
the slot between the full height of the waveguide and the
final slot width. The bandwidth and the VSWR of the
transition depend entirely on the profile of the fin contour
and the length of the transition. The geometrically sim-
plest transition is a linear taper extending over at least
three guided wavelengths, as used by Cohen and Meier
[13]. More sophisticated designs that are shorter than a
wavelength employ single or double exponential profiles,
cosine profiles, parabolic and circular profiles, as well as
other profiles derived by nonuniform transmission-line
theory [50–53]. Figure 13 shows some typical taper pro-
files employed for the realization of finline-to-wave-guide
transitions.

The problem of taper optimization amounts to realizing
the lowest possible insertion loss over a given frequency
band with a taper of minimum length. A rigorous treat-
ment of the tapered transition leads to a nonlinear differ-

Metallization Substrate

(d)

(c)

(b)

(a)

Figure 13. Profile of typical finline tapers and matching ele-
ments for the reduction of reflections from the dielectric slab in-
terface: (a) linear taper with quarter-wave substrate protrusion:
(b) exponential taper with quarter-wave substrate notch; (c) ex-
ponential taper with printer quarter-wave section; (d) double
circular profile taper with triangular substrate protrusion.
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ential equation of the Riccati type that must be solved
numerically. Approximate solutions can be found, howev-
er, yielding the so-called Dolph–Chebyshev taper (51).
This taper has impedance discontinuities at its extremi-
ties that introduce parasitic reactances. However, since it
is impossible to uniquely define the local characteristic
impedance of a tapered finline, one might as well select a
profile that approximates the ‘‘optimal’’ contour. Indeed,
most researchers who have measured the characteristics
of such tapers agree that the profile is not very critical,
especially when the taper is about a wavelength long or
more.

Detailed formulas and instructions for the synthesis of
finline tapers have been reported by Hinken [50], Schie-
blich et al. [51], Beyer and Wolff [52], and Pramanick and
Bhartia [53]. A transition comprising a short finline taper
with a circular contour and matching capacitive disconti-
nuities has been proposed by de Ronde [54], who claims
that its performance is similar to that of an optimized
taper, but its length does not exceed 3

8 ths of lmax. Typical
finline tapers have a return loss better than 20 dB over a
standard waveguide band.

One feature that cannot be neglected in most applica-
tions is the discontinuity introduced by the finline sub-
strate itself.

When the slotwidth is equal to the waveguide height,
the finline becomes a dielectric slab-loaded waveguide.
The reflection due to the substrate alone deteriorates the
return loss of a subsequent taper typically by 5 dB. Cohen
and Meier [13] reduced these spurious reflections by cut-
ting a quarter-wave notch into the dielectric substrate
with dimensions determined experimentally. Verver and
Hoefer [55] later developed a closed-formed expression for
the design of such notches and their dual, dielectric pro-
trusions. Drawings by Piotrowski and Wojtasiak [56] and
Beyer et al. [36] show transitions with triangular protru-
sions of the substrate, but no design information is given.
For hard substrates that are difficult to cut (quartz), a
printed transformer structure consisting of one or even
two quarterwave sections in front of the taper is more ap-
propriate [57]. Figure 13 shows how such matching ele-
ments can be incorporated in the design of a finline taper.

6.2. Transitions between Finlines and Other Planar Media

Many transitions between various types of finlines [58] as
well as between finlines and other planar media such as
microstrip, coplanar waveguide, and suspended and in-
verted microstrip have been developed. A good survey of
such transitions can be found in by Bhat and Koul [11].
The topologies are rather difficult to analyze and thus
have been optimized empirically. Care must be taken not
to excite unwanted modes and to avoid resonances that
can considerably affect the transfer function of such tran-
sitions [59].

7. CONCLUSION

The principal advantages of finline technology at milli-
metric frequencies are wide single-mode bandwidth, mod-
erate insertion loss, freedom from radiation and

interference, suitability for batch processing and low-
cost production in both small and large quantities, poten-
tial for circuit integration, and compatibility with wave-
guide instrumentation. When properly constructed,
finline components are rugged and reliable, withstanding
considerable thermal and mechanical stress. Practically
all imaginable circuit functions have been realized thanks
to the many advances in the field-theoretic modeling of
quasiplanar circuits. While early design efforts relied
mostly on approximate and empirical characterization of
finlines, rigorous formulations of the field problem and
their numerical implementations have made it possible to
design, optimize, and fabricate finline components entire-
ly by computer.

The major drawback of the finline is its limited com-
patibility with transistors. On the other hand, active and
passive diodes are easily embedded into a finline; oscilla-
tors, frequency converters, switches, phase shifters and
attenuators with excellent performance have thus been
realized. Entire integrated millimeter-wave radar front
ends for frequencies up to 140 GHz have been built by the
finline technique, demonstrating the potential and versa-
tility of this technology that favorably combines the high
electrical quality of the waveguide with the advantages of
planar circuitry. When paired with the available comput-
er-based design tools, finline stands out as an important
and versatile technology in the arsenal of the modern mi-
crowave and millimeter-wave engineer.

8. LITERATURE

The literature on finlines is quite extensive; only a small
number of key references could be cited here. The reader
in search for more detailed information is referred to the
comprehensive survey papers by Solbach [9] and Meier
[60]. Bhartia and Pramanick [12] have assembled a col-
lection of reprints of key papers on E-plane integrated
circuits. Finally, in their book on the analysis, design, and
applications of finlines, Bhat and Koul [11] have gathered
and organized a wealth of design information, methods,
and references on the subject. Further details on numer-
ical techniques for the analysis of microwave circuits and
electromagnetic wave problems can be found in two vol-
umes edited by Itoh [29] and Yamashita [30].
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1. INTRODUCTION

Among the different telecommunications systems, mobile
communication systems have experimented the fastest
relative growth. A wireless system requires an antenna
to radiate and receive electromagnetic waves. The anten-
na is therefore an essential component. Antenna perfor-
mance is usually very sensitive to the antenna’s geometric

form and size–wavelength ratio. This has two important
consequences:

1. Once the antenna has been designed to operate at a
particular wavelength, it will rarely be useful at
other wavelengths. Since telecommunication sys-
tems operate at separate frequency bands to avoid
mutual interference, one usually must account for
an individual antenna for every single system.

2. Given a particular service band, the antenna cannot
be made arbitrarily small owing to the same con-
straint.

In this sense, the present article deals with the investiga-
tion of antennas presenting small properties and multi-
functionality features. The aim is to describe fractal
techniques and their applications to design miniature,
multifrequency, and high-directivity antennas. Fractal
techniques have been chosen as their geometric proper-
ties are useful in designing miniature, multifrequency,
and high-directivity antennas.

An overview of fractal-shaped antennas summarizes
most of the work carried out since the early 1990s.

2. FRACTAL GEOMETRY

Since the early days of mathematics and Euclidian geom-
etry, objects have been classified as one-, two-, or three-
dimensional (1D, 2D, or 3D). The full stop we use to sep-
arate sentences in a written paper is 1D (i.e., point/line);
the paper we use to write on can be considered approxi-
mately 2D (i.e., a plane/an area); while the ballpen we use
to write these words is a 3D object (i.e., a cube/volume).
However, we are surrounded by other objects (clouds, cost
lines, arm trees, etc.) that are best described not by using
Euclidian geometry but by using fractal geometry [1].

Among the several properties that characterize frac-
tals, two are of interest in terms of antenna design: self-
similarity/self-affinity and space-filling/fractal dimension
properties. We will briefly define these properties and in
the next section we will relate such geometric properties
to the antenna field.

Some fractals are self-similar, which roughly implies
that there are copies of the whole structure within the
structure at different scales. For example, the futuristic
tree of Fig. 1 can be understood in a loose sense to be self-
similar; if we cut one branch, we will see that it is a re-
duced simplified copy of the whole structure. If such a
scale factor is different for several directions, the structure
is no longer self-similar but self-affine.

A characteristic feature of fractals is their space-filling
property. To characterize such space-filling properties, the
concept of fractal dimension is used. There are several
definitions of fractal dimension. What really matters here
is that a fractal object can have a fractional dimension or a
larger dimension than its topological one [2], as it is the
case of the Hilbert curve used to obtain a small monopole
antenna presented in the next section.

Finally, two more definitions are presented here: mass
fractals and boundary fractals. Mass fractals implies that
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the internal structure is fractal, as in the Sierpinski gas-
ket presented next. Boundary fractals implies that the
perimeter is fractal-like, as in the Koch island patch pre-
sented in the next section.

3. FRACTAL-SHAPED ANTENNAS

3.1. The Concept

Having seen the geometric properties of fractal geometry,
it is interesting to explain what benefits are derived when
such geometry is applied to the antenna field.

Fractals are abstract objects that cannot be physically
implemented. Nevertheless, some related geometries can
be used to approach an ideal fractal that are useful in
constructing antennas. Usually, these geometries are
called prefractals or truncated fractals. In other cases,
other geometries such as multitriangular or multilevel
configurations [3,4] can be used to build antennas that
might approach fractal shapes and extract some of the
advantages that can theoretically be obtained from the
mathematical abstractions. In general, the term fractal
antenna technology is used to describe those antenna en-
gineering techniques that are based on such mathematical
concepts that enable one to obtain a new generation of
antennas with some features that were often thought im-
possible in the mid-1980s.

After all the work carried out thus far, one can summa-
rize the benefits of fractal technology in the following way:

* Self-Similarity. This property is useful in designing
multifrequency antennas, as, for instance, in the ex-
amples based on the Sierpinski gasket [5–10]. Anoth-
er interesting application of the self-similar property

has been applied in designing multiband arrays
[11,12].

* Fractal Dimension. It is useful to design electrically
small antennas, such as the Hilbert and Koch mono-
poles, fractal loops, and microstrip antennas [13–17].

* Mass Fractals and Boundary Fractals. These frac-
tals are useful in obtaining high-directivity elements
[18–20] and undersampled arrays [21–23]. They have
also been useful for designing low-sidelobe arrays
[8,11,24,25].

The next section explores fractal techniques used to obtain
multifrequency antennas and arrays; miniature, high-di-
rectivity antennas; and undersampled and low-sidelobe
arrays.

3.2. Applications of the Self-Similar Property:
Multifrequency Antennas and Arrays

3.2.1. Multifrequency Antenna Elements. The first re-
ported multifrequency fractal-shaped antenna was de-
signed by C. Puente at the Universitat Politècnica de
Catalunya (UPC) in the early 1990s and was named the
Sierpinski monopole (Fig. 2) [5,7,26]. This monopole is a
five-iteration Sierpinski gasket that features five operat-
ing bands (as many bands as fractal iterations) spaced
logperiodically by a factor of 2 (the same scale factor used
to generate the fractal). At the five operating bands, this
antenna presents a good level of return loss (around
� 10 dB) (Fig. 3) and similar radiation patterns across
the bands (Fig. 4).

The antenna depicted in Fig. 2 was extensively studied
[26] and first patented in May 1995 [27].

Besides the experimental work, numerical computation
using the finite-difference time-domain (FDTD) and meth-
od-of moments (MoM) codes were also used to fully un-
derstand the antenna behavior. Perhaps the most
interesting analysis is that related to the current distri-
bution on the conductor surface. Figure 5 shows the elec-
trical current distribution at each of the five operating
bands, where it can be observed that the current is con-
centrated in several regions called active regions. At the
lowest operating frequency, the active region is extended

Figure 1. Futuristic vision of a tree. Every arm can be consid-
ered a scaled-down copy of the whole tree. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 2. The Sierpinski monopole on a square ground plane.
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throughout the whole structure; on the other hand, for the
highest operating frequency, the active region is concen-
trated in the smallest iteration number near the feed-
point.

Figure 6 shows an iterative method that has been used
to predict the return loss of the Sierpinski monopole and
Sierpinski patch antennas. Such a method as well as the
segmentation method is interesting because it enables
parametric analysis to be performed in a very short time
and allows us to understand what occurs if the scale factor
is changed. The S matrix is the S parameter of intercon-
nected transmission lines, where one can factor in the
radiation loss mechanism by considering transmission

line with losses. The present method as well as the seg-
mentation method have been used to predict input pa-
rameters of the Sierpinski monopole as well as other
fractal-shaped antennas [28–31].

Another analytical method called the multiperiodic
traveling-wave ‘‘vee’’ model has also been used to predict
the radiation patterns as depicted in Fig. 7 [26]. Such a
model is able to predict the radiation pattern of a Sier-
pinski monopole if the current along the edge is known.
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Figure 3. Measured and computed return loss
for the Sierpinski monopole of Fig. 2. Numerical
simulations agree fairly well with measure-
ments. The antenna is matched at �10 dB re-
turn loss at five bands, as many as the
iterations (five). (This figure is available in
full color at http://www.mrw.interscience.wiley.
com/erfme.)

Figure 4. Measured radiation cuts at the four upper bands for
f¼901 plane for the Sierpinski monopole of Fig. 2.
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Figure 5. FDTD electrical current simulations on the conductor
surfaces. An active region is observed (circled in the left column).
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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The model has been extended not only to better under-
stand the physical radiation of the classic Sierpinski
monopole [32,33] but also to obtain the radiation pattern
of Mod-P Sierpinski monopoles [34,35].

For a fractal-shaped antenna operating at the highest
frequency, the antenna is electrically very large.
If the MoM is used for example, this requires a small disc-
retization elements resulting in a large number of
unknowns (N). If N is large enough, the matrix imped-
ance Z of MoM does not fit in the computer memory (N2)
and moreover, large computation time is needed (time
is proportional to N3). Therefore, advanced numerical
methods and other strategies are required to correctly
model fractal-shaped antennas such as the multilevel
matrix decomposition algorithm (MLMDA) and multilev-
el fast multipole method (MLFMM). MLFMM is very ef-
ficient for 3D problems, while MLMDA is very efficient
for planar antennas, as is the case with microstrip
patches or dipoles. Other methods such as adaptive mesh-
es can be used (Fig. 8). For example, one can use a fine
mesh for the active zone related to the highest frequency,
while coarse meshes can be used to the lowest frequencies
[36].

Genetic algorithms have also been used to optimize the
fractal antenna geometry [37,38], as is the case of a dual-
band dipole antenna having a SWR (standing-wave ratio)
below 2 at 1.225 and 1.575 GHz and small monopole an-
tennas [39].

For the numerical experiments, we have shown that
an active zone is associated with the fractal Sierpinski

monopole antennas (Fig. 5). One can observe the same
effect using experimental procedures [40]. Figure 9
photographically illustrates the temperature elevation
on the antenna surface. A magnetron operating
at 2.45 GHz was used. In order to observe the active
region, several Sierpinski prototypes printed in fiber-
glass have been built. The losses on the fiberglass
allow one to acquire thermic images. The antennas
have been scaled to obtain the active region at
2.45 GHz.

Following those results, one can conclude that at each
operating frequency, only some part of the structure is re-
sponsible for radiation. As these parts present approxi-
mately the same electrical height and shape, the antenna
radiates similar at each band (Fig. 4).

After the successful result described above, research
on the Sierpinski monopole continued and variation
of the flare angle and geometric perturbation based on
self-affine transformations were explored to study how
one could control the input impedance and frequency
allocation [41–44]. Those experiments were really
interesting because they clarified the design of practical
monopole antennas for base station systems such as
GSM 900, GSM 1800, and UMTS [45–47]. Another inter-
esting modification when changing the flare angle is
to obtain a dual-band antenna with bidirectional
pattern [48].

The Sierpinski gasket was also used to design a dipole
antenna (Fig. 10), and it was used by Romeu and Rahmat-
Samii [49–51] to implement a frequency-selective surface
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Figure 6. (a) Iterative method to calculate the
input impedances of fractal-shaped antennas;
(b–d) cascading the S parameters—in this case,
the model is useful for predicting the evolution
of the operating bands with the number of it-
erations; (e) result for a three-fractal-iterated
Sierpinski antenna.
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(FSS) operating at two bands. Other fractal shapes have
also been studied to create FSS [52,53].

Novel geometries based on the Sierpinski triangle
are investigated in Soler’s thesis [54] to control the num-

ber of bands and also to control the frequency separation
(Fig. 11). These antennas are based on Pascal’s triangle
[34,35]. By using the Mod-P Sierpinski structures, the fre-
quency separation between bands can be larger than that
obtained for the classic Sierpinski gasket [55].

In addition, fractal-related antenna structures can be
top-loaded as shown in Fig. 12 in order to control the
spacing between bands and the input resonances at each
resonance [56,57].

In general, depending on the feeding scheme used for
the antenna, the ground plane becomes a useful contrib-
utor in the radiating process [58]. The fractal geometry
has been also used not only to shape the antenna but also
to design ground planes inspired on the Sierpinski fractal
shape [59] (Fig. 13).

It has been shown that by means of Sierpinski fractal
and other related shapes, it is possible to obtain several
matched bands with a similar radiation pattern [60–62].
To improve the radiation pattern, a 3D arrangement has
been proposed [63] and is shown in Fig. 14.

The Sierpinski gasket was reexplored as a microstrip
patch as well [64,65]. In Borja’s thesis [66,67], an in-depth
study is devoted to analysis of the Sierpinski patch in or-
der to obtain several bands with broadside radiation pat-
terns. For the patch version, it is more difficult to obtain a
multifrequency behavior, although several proposals have
been already made [66,68]. Figure 15 shows a particular

Figure 7. Multiperiodic traveling-wave V (‘‘vee’’) model is useful for predicting the radiation pat-
terns of fractal-shaped antennas such as the Sierpinski monopole.

3rd band

Active
region

4th band

Figure 8. A fractal-shaped antenna becomes and electrically
large structure at the highest operating bands. Advanced meth-
ods are required to model these complex structures. Adaptive
meshing can be used to mesh properly the active regions.
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solution where some junctions are broken in order to elim-
inate undesired higher modes that degrade the radiation
patterns.

By modifying the scale factor and fractal geometry, a
dual-band dual-polarized microstrip antenna was de-
signed to operate at GSM 900 and 1800 [69]. Moreover,
such an element was the basic radiating element of a pro-
totype for a dual-band dual-polarized array for mobile
communications (Fig. 16). The feeding scheme is based on
an etched capacitor designed to cancel the inductance ef-
fect of the coaxial probe [70].

In this sense, research continues with the aim to go a
further step: investigate multifrequency microstrip anten-
nas using fractal-based geometries (Fig. 17), while intro-
ducing a broadband behavior at each frequency band
employing bandwidth enhancement techniques [6,71].

The current distributions of the multistacked antenna
are calculated at the central operating frequencies as
shown in Fig. 18. It is important to observe that when
the antenna is excited at f¼ 1.612 GHz, the bottom para-
sitic patch remains nonexcited; that is, it seems to be
transparent to the stated frequency, and only the top par-
asitic patch is operating. By contrast, when the antenna is
excited at f¼ 2.697 GHz, the bottom patch is excited while
the top patch is almost totally disconnected. Therefore, for
the first operating frequency, the top parasitic patch is re-
sponsible for enhancing the bandwidth of the active patch
while the bottom parasitic patch is responsible for broad-
ening the second band. The measured prototype shows a
BW¼ 4.7% and BW¼ 6.8% (SWR¼ 2) for the first and sec-
ond operating bands, respectively, with similar radiation
patterns for the entire bandwidth and similar for both
bands, confirming the dual-broadband performance.

Figure 9. Temperature elevation on the an-
tenna surface measured in operating bands 2–4
using an infrared camera. (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Figure 10. The Sierpinski gasket was also used to design a di-
pole antenna.

Sierpinski mod-3 Sierpinski mod-5

Figure 11. The Sierpinski monopole mod-3 and mod-5. Figure 12. A top-loaded modified Sierpinski monopole.
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3.2.2. Antenna Arrays. The self-similar property of
some fractals has been useful in designing multiband ar-
rays [11,72]. This can be achieved if the array factor is a
self-similar curve such as, for example, the Koch curve
(Fig. 19). In Fig. 19, an array factor following the self-sim-
ilar curve is shown. If the progressive phase b¼ kd, the
same shape is obtained at f, f/3, f/9 and so on. Although the
same radiation pattern is maintained at several frequen-
cies, the radiation parameters such as gain, radiation re-
sistance, and efficiency are not maintained because the
pattern magnitude is reduced when the frequency increas-
es.

Other functions as the Weierstrass function can be
used as well to synthesize fractal arrays with self-similar
properties [73].

Werner takes advantage profit of the self-similar prop-
erty of fractal-based arrays to develop fast algorithms for
calculating the impedance matrix of such arrays [74]. The
self-similar property is also useful for developing rapid
beamforming algorithms [75,76].

Having reviewed some of the work on multifrequency
antennas and arrays using fractals, in the next section we

Figure 14. 3D antenna solution used to tailor the antenna pat-
terns at different frequency bands. The antenna is built with two
planar structures based on the Sierpinski fractal.

Figure 15. The Sierpinski patch with the top
junction broken in order to obtain a dual-band
antenna with broadside radiation patterns.

Figure 16. A dual-band microstrip array for GSM 900 and 1800
using a modified version of the Sierpinski geometry [3,4].

Figure 13. Straight monopole above a fractal-shaped ground
plane derived from four mod-2 Sierpinski gaskets.
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present some of the research related to electrically small
antennas.

3.3. Applications of the Fractal Dimension Property:
Electrically Small Antennas

Antenna size is a critical parameter because antenna be-
havior depends on antenna dimensions in terms of wave-
length (l). In many applications, space is a constraint
factor; therefore an antenna cannot be comparable to the
wavelength but smaller (i.e., a small antenna). An anten-
na is said to be small when its larger dimension is less
than twice the radius of the radian sphere; its radius is
l/2p. Wheeler and Chu were the first who investigated the
fundamental limitations of such antennas [77–79]. The
goal of this section is to present the miniature features of
the Hilbert monopole [14,80,81] and compare it with the
Koch monopole studied previously [13,26,27]. Some new
advancements are also presented. It should be pointed out
that at the limit, the Koch and Hilbert curves feature
fractal dimensions of 1.23 and 2, respectively.

Figure 20 shows a l/4 monopole and the first five iter-
ations of the Hilbert monopole where the total height for
all antennas is h¼ 7 cm. The antennas are etched on a
1-mm FR4 substrate acting merely as an antenna support.
The copper used is 0.4 mm wide. As the total length of the
Hilbert monopole increases as iteration increases, the res-
onant frequency will decrease. Thus, the antenna becomes
electrically smaller as the iteration number increases.

For the fifth iteration, the length is 65 times h. One
might think that the resonant frequency for a fifth-itera-
tion Hilbert monopole would be 65 times less than the
resonant frequency of a linear monopole with height h,
which will be an extraordinary frequency reduction. Ob-
viously, this is not true since coupling between turns pro-
vides a shorter path for currents flowing from one tip to
the other. However, even with the coupling effect, the res-
onant frequency reduction or compression factor (CF),
which is defined as the ratio between the resonant fre-
quency for the vertical monopole and the Hilbert resonant
frequency, can achieve values up to 10, taking into account
the negligible effect of the dielectric support. Large CF are
interesting for designing miniature antennas where space
is a constraint factor such as, for instance, integrated low-
frequency antennas in automotive applications [82].

Finally, a new concept called compression efficiency
(CE) is introduced. CE is defined as the ratio between
the first resonant frequency of the equivalent vertical
linear monopole with a height equal to the total length
of a Hilbert (Koch) monopole and the first resonant fre-
quency of the Hilbert (Koch) antenna. CE is an important
parameter for comparing different space-filling geometries
to determine which structure can decrease the resonant
frequency with less wirelength.

Figure 21 shows CE as a function of the fractal ite-
ration, showing that CE decreases as the iteration
number increases. In the same figure, the CE for the
Koch monopole is shown [14]. It is clearly seen that the
CE decreases more rapidly for the Koch monopole. For ex-
ample, for the same height (h) of the vertical monopole,
the Hilbert 1 and the Koch 5 monopoles have approxi-
mately the same length; however, CE is 70% for the
Hilbert monopole and only 40% for the Koch monopole,
indicating that the Hilbert monopole (with a larger fractal
dimension) achieves a larger frequency reduction with the
same wirelength.

Parasitic patch 2

Parasitic patch 1

Coaxial feed

Active patch

Groundplane

Substrate(�r3,HP2)

Substrate(�r2,HP1)

Substrate(�r1,Ha)

�r=1

�r=1

hgap1

Y
X

Z

hgap2

Figure 17. A multistacked microstrip patch an-
tenna based on the modified Sierpinski fractal.

f=2.697GHz

f=1.613GHz
Active Parasitic 1 Parasitic 2

Figure 18. Simulated current distribution. It can be observed
that only one parasitic patch contributes significantly to radiation
depending on the operating frequency. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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Analytical models have been proposed by Vinoy et al. to
predict the resonant frequency of the Hilbert-based an-
tenna [83]. Modifications of the feeding point have been
investigated in order to match the antenna [84]. Methods
for fast calculation of the input impedance of a Koch
fractal dipole have also been proposed [85].

The Hilbert curve have also been useful in designing
small microstrip patch antennas. In Ref. 86, a microstrip
patch is loaded with a transmission line to reduce the res-
onant frequency of the fundamental mode of the unloaded
patch [82]. The Hilbert curve has also been used to con-
struct metamaterials, in particular to design artificial
magnetic conductors as proposed by McVay, Engheta,
and Hoorfar [87].

The classic miniature technique of short-circuited
monopoles has been combined with fractal technology, as
is the case of a shorted monopole inspired in the Sierpinski
fractal in Song’s thesis [88,89].

Another advantage of miniature antennas is that they
tend to reduce mutual coupling in an antenna array as
studied in Gianvittorio’s thesis [90]. By reducing the mu-
tual coupling, the scan-blindness effect can be reduced to
shift the blind angle toward larger angles near the horizon
[16,17,91].

In order to overcome the problem of miniature micro-
strip antennas, that is, small bandwidth and radiation ef-
ficiency, parasitic techniques have been combined with
fractal techniques to obtain miniature and wideband an-
tennas with improved efficiency [68,92,93]. Figure 22
shows a modified Sierpinski-based microstrip antenna
consisting of an active patch and a parasitic patch. Using
such a geometry, the resonant frequency of the antenna is
1.26 GHz while it is 2 GHz for the filled version. By adding
the parasitic patch, the bandwidth with respect to the
single active element is increased by a factor of 15, result-
ing in a bandwidth of BW¼ 2.7% at SWR¼ 2; the radia-
tion efficiency for this antenna is 84% [68]. Similar
approaches of stacking elements can be found in Ref. 94.

3.4. Application of Mass and Boundary Fractals: High-
Directivity Antennas and Undersampled and Low-
Sidelobe Arrays

3.4.1. High-Directivity Antennas. Another interesting
feature of fractal-based microstrip antennas is the exis-
tence of localized modes called fractons and fractinos
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Figure 19. The Koch array factor. The curve re-
tains its similarity at six different scales. By add-
ing a progressive phase b¼kd, the visible range
is always centered at a secondary lobe that has
the same shape as the total pattern. The frequen-
cy change by a factor 1

3 reduces the visible range
around this similar subpattern [11].

Figure 20. (a) Vertical monopole; (b) Hilbert 1; (c) Hilbert 2; (d)
Hilbert 3; (e) Hilbert 4; (f) Hilbert 5. The antennas are etched on a
FR4 substrate acting as a support.
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depending on whether the structure is based on mass
fractals or boundary fractals [66,68,95–98]. Figure 23
shows a Koch-island patch where the current distribution
for the fundamental mode and fractino mode are shown
[18,99]. It is worth noting that for the fractino mode there
are zones of high current density (localized mode). More-
over, such zones are coherent; that is, they radiate in

phase, and thus the radiation pattern is broadside. This
feature is rarely obtained with classical Euclidian geom-
etries such as squares, circles, and triangles. Other geom-
etries presenting localized modes have been investigated
[66,68].

The fracton-mode behavior of the Sierpinski bowtie
patch has been investigated [100]. The fracton-mode prop-
erties are studied as a function of the iteration number.

Besides fracton and fractino modes, microstrip anten-
nas supporting several fracton modes have also been stud-
ied. Figure 24 shows an example of the Sierpinski bowtie
fractal-based antenna, which supports as many fracton
modes as iterations [101–103]. It is interesting to note that
the directivity of the fracton mode increases with the mode
order.

3.4.2. Undersampled Arrays. Operating in such a frac-
ton or fractino mode, one can obtain a larger directivity
than that for a fundamental mode. In this sense, Anguera
[68] has investigated structures supporting fracton modes
for microstrip arrays (Fig. 25); this type of array is called
an undersampled array [22,23,104,105]. Such a novel
method presents an advantage over conventional designs
in that one can obtain in the same electrical area of a con-
ventional array using Euclidian-based elements, with the
same directivity but using fewer elements. Other advan-
tages are that the feeding network complexity decreases
and there is more available space to integrate other mi-
crowaves devices such as, for example, amplifiers, filters,
and matching networks. This reduces the antenna cost,
volume and weight, which can be an enormous advantage
for satellite antenna applications [21,106].

Figure 26 shows the radiation pattern in the upper
space for the Euclidian and fractal arrays of Fig. 25. Both
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Figure 22. A miniature microstrip antenna inspired in the Si-
erpinski fractal. Current distributions on the patch surfaces are
shown. The parasitic patch enhances the bandwidth when the
input impedance loop is correctly centered at the center of the
Smith chart.

FRACTAL-SHAPED ANTENNAS: A REVIEW 1629



f=3.7 GHz0 dB = 4.2 (A/m)
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Figure 23. Current distribution for the fundamental and localized modes of a Koch microstrip
patch. The localized mode presents high current density on the boundary with coherent radiation;
a broadside radiation pattern with a directivity larger than that of the fundamental mode can be
obtained. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)

25

30

25

20

15

15

10

10

10

10

10
−10

−20
−10

5

5

0

0 0

0

0
0

5

20

15

10

5

0
−20

−15
−10

−10

−10

−10
10 −10

−10

10
15

−5
0

5

10

15

20

25

10

10

20

25

15

5

5

−5 0

0

0

10

5

0

0

−5

−20

−10

−100
0

10

10

20

25

20

20

15

10

20

f=0.4GHz

y

y

yx

x

x

x

x y

y

0dB

−15dB

−30dB

E
l (

dB
)

E
l (

dB
)

E
l (

dB
)

E
l (

dB
)

E
l (

dB
)

f=1.55GHz

f=6.33GHz f=13GHz

f=3.04GHz

Figure 24. 3D-simulated radiation pat-
terns for the Sierpinski bowtie 4: the fun-
damental and four fracton modes are
shown. (This figure is available in full
color at http://www.mrw.interscience.
wiley.com/erfme.)

1630 FRACTAL-SHAPED ANTENNAS: A REVIEW



arrays present the same electrical area; however, for the
fractal array operating in a fracton mode, the number of
elements is 2.8 times less (14� 13 for the Euclidian and
only 8� 8 for the fractal one).

3.4.3. Low-Sidelobe Arrays. The fractal spatial arrange-
ment of array elements have been useful for designing
low-sidelobe arrays with equally weighted current ele-
ments, which is advantageous current element for practi-
cal purposes because the feeding network is easier than
those used when different current amplitudes are required
in order to reduce sidelobes.

Kim and Jaggard first proposed a nonuniform random
fractal spacing for improving the sidelobe level of random
arrays in 1986 [24]. The Cantor array has also been

DX DX
dx dx

dy
dy

DY DY

Figure 25. The classical microstrip array with circular patches
and the novel scheme with fractal-shaped microstrip antennas.

Circular array Bowtie array Etotal(dB)
0dB

−5dB

−10dB

−15dB

−20dB

−25dB

−30dB

Y

X
φ

=0°

=90°

Figure 26. Normalized simulated radiation
patterns for the arrays shown in Fig. 25. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 27. Cantor array constructed with 64 array elements from a 2d generator and a logperiod
d¼3 (top) and d¼1.1 (bottom).
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analyzed [11,107,108]. Mathematically, the generalized
Cantor distribution can be obtained by convoluting two
delta function as

cðzÞ¼
Y1

n¼�1

ff ðz . dn
g ð1Þ

where f(z) is a 2d function and d is the scaling factor.
Figure 27 shows two cantor arrays formed by 64 array

elements and scale factors of d¼ 3 and d¼ 1.1, respective-
ly. For the Cantor array having a logperiod of d¼ 1.1, the
corresponding pattern looks very similar to a binomial
distribution: sidelobe level below � 65 dB (Fig. 28). The
main advantage is that although the sidelobe level is close
to the binomial distribution, the current excitation is uni-
form with drastically simplifies the feeding network.

An array with a low sidelobe level has been investigat-
ed by small position offsets of fractal elements [109].

4. CONCLUSIONS

Research and applications of fractal-shaped antennas is
increasing [110,111]. So far, we can divide the applications
into six main groups:

1. Multifrequency Antennas, FSS, and Arrays. The
early work was dedicated to the Sierpinski dipole.
Nowadays, fractal technology is also being applied to
the design of multifrequency microstrip patches.
Moreover, multifrequency FSS and arrays can be
designed using the fractal technology.

2. Electrically Small Antennas. Koch and Hilbert
curves have been used so far and are inspiring
many researchers to search for new space-filling
curves to optimize antenna performance.

3. High-Directivity Elements. Fractal-based antennas
supports fracton and fractino modes. As we have
shown, these modes present a broadside radiation
pattern with a directivity larger than the fundamen-
tal mode.

4. Low Sidelobe Array. Using fractal arrangements,
arrays with very low sidelobes can be achieved

with a uniform excitation. This is an advantage com-
pared with nonuniform excitations, which required
a complex feeding network.

5. Undersampled Arrays. With this novel application,
microstrip arrays use a fewer elements than in the
classic approach using Euclidian radiators. This re-
duction of the number of elements potentially re-
duces the feeding network complexity and might
become a very interesting application for satellite
antennas, where space, cost, and volume are con-
strain factors.

6. Fast Computational Methods. Taking advantage of
the fractal geometry, rapid algorithms to calculate
antenna parameters and beamforming are being de-
veloped.
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An essential part of most microwave receivers is the
frequency converter, a device that converts the frequency
of an incoming signal to another frequency. The output
frequency may be downconverted, upconverted, multi-
plied, or divided. Important and common is the mixer,
which downconverts a high-frequency input signal fs to a
much lower and more manageable signal fIF, preserving
information concerning the amplitude, frequency, and
phase of the input signal. The devices used are nonlinear
(i.e., the relationship between current and voltage is not
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linear). The devices may have either two terminals
(diodes) or three terminals (transistors).

Mixers are important for very high frequencies, where
amplifiers are not available and direct amplitude or phase
detection is difficult. A mixer can be used to downconvert,
say, a terahertz frequency signal to a microwave frequency
one, where electronic methods are readily available for
amplification and any kind of demodulation. In fact, in
almost any radio set or mobile telephone receiver or base
station, there are several mixers and other types of
frequency converters.

Both two-terminal devices (diodes) and three-terminal
devices (transistors) are used in mixers. The frequency
conversion is accomplished by using the nonlinear proper-
ties of the device. Virtually all semiconductor devices, such
as diodes and transistors, show nonlinear properties in
certain bias ranges. Common devices for microwave mixer
applications are the Schottky diode, the field-effect tran-
sistor (FET), and the bipolar transistor. There are many
other devices available as well, for example, the super-
conducting tunneling device (SIS) and the superconduct-
ing hot-electron device for low-noise (high-sensitivity)
millimeter- and sub-millimeter-wave receivers. For infra-
red wavelengths, metal–insulator–metal (MIM) devices
and, for optical frequencies, photoconducting devices
have been used. Note that ordinary resistors, capaci-
tances, and inductances are linear components.

Figure 1 gives an example of how mixers are used in a
receiving system. The antenna is connected directly to the

mixer. For example, in a TV satellite receiver, an amplifier
is placed just after the antenna to increase the signal
amplitude. In reality there are many other systems (e.g.,
radar, radio, measurement systems) where mixers are
used to frequency downconvert the input signal.

To give a simple illustration of how a diode mixer may
work, consider the detector circuit shown in Fig. 2 using
an ideal diode (zero resistance in the forward direction
and infinite resistance in the backward direction). If a
sinusoidal voltage V(t)¼VLO cos(2pfLOt) is applied, it will
be ‘‘rectified’’ (detected) by the diode. The voltage over the
resistance vR(t) will be a constant DC voltage proportional
to VLO. Next, add a small signal voltage dvs cos(2pfst), that
is, V(t)¼VLO cos(2pfLOt)þ dvs cos(2pfst). Assuming that
dvs/VLO51, the resulting voltage V(t) will become ampli-
tude-modulated, as shown in Fig. 2. The detected voltage
vR(t) over the load resistance R will be proportional to
the envelope VR(t) (assuming t¼RC51/oIF) (see Fig. 3),
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Figure 1. Typical mixer block diagram show-
ing layouts for a two-terminal device (diode) (a)
and a three-terminal device (transistor) (b). At
the input there is a highpass filter that will
prevent any low-frequency IF power from es-
caping to the mixer input (left). The lowpass
filter will stop any input signal or LO power
from going to the IF circuit (right).

RCV(t)

id(t) iR (t)

vR (t )

Figure 2. A rectifying diode circuit. If the capacitance C and the
resistance R are large enough, vR(t) will follow the envelope of v(t)
(see Fig. 3).
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Figure 3. An example with a drive voltage v(t)/VLO¼ cos(oLOt)þ
(dvs/VLO) cos(ost), where dvs/VLO¼0.2 and oLO/os¼1.18. The IF
is 0.18oLO.
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that is

vRðtÞ¼VLO 1þ
dvs

VLO
cosð2pfIFtÞ

� �
ð1Þ

where fIF¼|fLO� fs| is the intermediate frequency (IF).
The DC part of Eq. (1) is the ‘‘detected local oscillator
(LO),’’ and the alternating part is identical to the IF
voltage and, in this example, is equal in amplitude to
the input signal. This IF signal is fed into an amplifier as
described in Fig. 1.

Note that in the simplified example above we have not
correctly accounted for a number of parameters, such as
the impedances of the LO and signal sources. This means
that the IF voltage will not become equal to dvs. A more
detailed description of a more correct calculation is given
in the Section 3. For details concerning microwave mixers,
see Refs. 1 and 2.

1. GENERAL PROPERTIES OF TWO-TERMINAL
NONLINEAR DEVICES

Below we describe some general results obtained when a
two-terminal device such as the Schottky diode is excited
with a sinusoidal signal. The impedance of the Schottky
diode is voltage-dependent. The speed of this device is
indeed high. It shows a nonlinear behavior up to several
terahertz.

1.1. Frequency Multiplication

Consider a nonlinear diode device exposed to LO (or
pump) power yielding a large voltage swing V(t)¼VLO

cos(oLOt) over the diode. (Note: Below we use o¼ 2pf.)
Since the relation between current and voltage is not
linear (i.e., Iaconst.�V), the resulting current will not
have a sinusoidal shape like that of the input voltage.
However, the current in this case is still a periodic
function versus time with the same periodicity, t¼
2p/oLO, as the LO frequency and can consequently be
expressed as a Fourier series with harmonics of the
LO, noLO:

IðtÞ¼
X1

n¼ 0

in cosðnoLOtþjnÞ ð2Þ

The component i0 is the DC component. To obtain power at
a particular harmonic, for example, the third harmonic, it

is required that the current component at 3oLO pass
through a resistance R3 delivering a power of 1

2 i2
3R3. To

avoid any power being delivered at other harmonics, it is
necessary to ensure that the device is reactively termi-
nated at these harmonics.

In reality, the impedance of most nonlinear devices is
complex with both the real and the imaginary parts
voltage (or current)-dependent. For a more detailed the-
ory, see Section 3.2.

1.2. Frequency Conversion

If two signal voltages at oLO and os are simultaneously
interacting with the nonlinear diode impedance, the
resulting current can be expressed in a more complex
Fourier series:

IðtÞ¼
Xþ1

m¼�1

Xþ1

n¼�1

im;n cosððmoLOþnosÞtþjm;nÞ ð3Þ

In the case when both the signal voltage and the local
oscillator voltage are large, a large number of frequency
conversion products are obtained. Obviously it is possible
to generate power at any frequency moLO7nos. If for
m¼n¼ 1 the required output frequency is higher than the
signal frequency, one has frequency upconversion, and if
the output frequency is lower than the signal frequency,
one has frequency downconversion.

1.3. Linear Mixing

As already mentioned, a mixer receiver usually handles
‘‘small signals.’’ We have a small signal case if the ampli-
tude of the signal at os is much smaller than the LO
amplitude at oLO. In this case only harmonics of oLO are
important, and we are left with

IðtÞ 

Xþ1

m¼�1

im cos½ðmoLOþosÞtþjm� ð4Þ

In most mixer applications, we are interested in the
‘‘intermediate frequency,’’ oIF¼|oLO�os|. An IF load
resistance in the circuit will allow power at the IF
frequency to be extracted (compare with Fig. 2). Equation
(4) suggests that power may go not only to the IF but also
to harmonic sidebands, as illustrated in Fig. 4. The only
way to prevent this power loss is to make sure that the

Power to upper sideband
(image frequency)

Power to harmonic sidebandsSignal in
at lower sideband

0 �IF �i�s �LO 2�LO 3�LO

Figure 4. Power flow in a lower sideband
mixer. The input signal power is distributed
not only to the IF but also to the harmonic
sidebands.
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harmonic sideband current components are facing impe-
dances that are purely reactive.

Note that an IF signal (Fig. 4) will be created if either
osu¼oLOþoIF or osl¼oLO�oIF. The former frequency
osu is the upper sideband, and the latter osl the lower
sideband. For a lower sideband mixer the upper sideband
is denoted the image frequency, and vice versa for an upper
sideband mixer. For a lower or upper sideband case, some
signal power may go to the image frequency. In an image-
reject mixer a filter prevents the image frequency from
entering the mixer. In the image-enhanced mixer, the
image terminal is terminated reactively so that the con-
version loss is reduced.

At high signal powers, there may be confusion because
the mixer may produce output signals in the IF band (see
Section 1.5 below) for

jmoLO � nosj ¼oIF ð5Þ

1.4. Harmonic Mixer

In a harmonic and small-signal linear mixer one has oIF¼

|noLO¼os|. A spectrum analyzer always uses a harmo-
nic mixer to analyze the signal, and the harmonic number
n can be very high (410). The power flow in a harmonic
mixer is shown in Fig. 5.

1.5. Intermodulation

All mixer products created by two or more signals are
called intermodulation (IM) products. Most IM products
are unwanted.

For example, if two signals at slightly different fre-
quencies os1 and os2 and with a power of the same order of
magnitude as the LO are interacting with the nonlinear
device, the current will contain frequency products as
shown in the following equation:

IðtÞ ¼
Xþ1

m¼�1

X1

n¼�1

X1

k¼�1

im;n cos½ðmoLOþnos1þ kos2Þt

þjm;n;k� ð6Þ

All signals at frequencies fulfilling the requirement

os1 
 jmoLOþnos2 � oIFj �1om;no1 ð7Þ

may create IM products in the IF band. Indeed, inter-
modulation must be considered a potentially serious pro-
blem in all applications where strong signals may occur.

2. SYSTEMS ASPECTS

In a system, the following properties are important: (1)
conversion loss, (2) noise properties, and (3) intermodula-
tion properties.

2.1. Conversion Loss

An important property of a mixer is the conversion loss L,
defined as

L¼
Ps

PIF
¼

signal power available at the input

IF power delivered to the IF load
ð8Þ

In most practical mixers the conversion loss is larger than
one. However, it is possible to obtain gain owing to
parametric amplification caused by a nonlinear capaci-
tance. In certain configurations using transistors (see Ref.
1 or 4) conversion gain can be obtained. Superconducting
mixers, however, due to quantum phenomena, can show
stable conversion gain.

There are several loss mechanisms causing the conver-
sion loss:

1. Losses due to absorption in the nonlinear device

2. Losses due to power lost to harmonic sidebands

3. Losses due to reflection at the input port

4. Losses due to reflection at the IF output port

See also Section 3.

2.2. Mixer Receiver Noise

The important noise measure in practical applications is
always the total receiver noise temperature. The contribu-
tions approximately in order of importance are (1) mixer
device noise, (2) the IF amplifier noise, (3) thermal noise
from the mixer circuit, and (4) LO noise. There are two
different noise measures usually cited in the literature:
the single sideband (SSB) noise temperature and the
double sideband (DSB) noise temperature.

When calculating the noise temperature of a mixer, it is
advisable to always start adding up all noise contributions
at the IF amplifier input (see Fig. 6). The temperature

Signal in
at lower sideband

0 �IF �i�s �LO 2�LO 3�LO

Figure 5. Power flow in a second-harmonic
lower sideband mixer.
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then becomes

Tin¼
Tl

Ls
þ

Tl

Li
þ
X1

n¼ 2

Tl

Lnþ
þ

Tl

Ln�

� �
þTM outþTIF ð9Þ

where Ls, Li, Lnþ , and Ln� are the conversion losses at
the signal, image, and upper harmonic sidebands and
lower harmonic sidebands, respectively. Tl is the noise
temperature of the input resistance, TM out is the noise
from the mixer diode entering the IF amplifier. As the next
step, identify the signal to noise ratio:

Ps

Pin
¼

Ps=Ls

kTinDf
¼

Ps

kTsystDf
ð10Þ

where Tsyst is by definition the system noise temperature
for a single-sideband receiver. It is assumed that the
useful and interesting signal enters only one sideband.
Hence

Tsyst;SSB¼TinLs¼Tl 1þ
Ls

Li
þ
X1

n¼ 2

Ls

Lnþ
þ

Ls

Ln�

� �" #

þTMXR;SSBþLsTIF

ð11Þ

where we have defined the equivalent noise temperature
of the mixer itself, TMXR,SSB¼TM out Ls.

For the double-sideband case, one assumes a useful
signal to enter both the upper and the lower sidebands.
Hence the signal-to-noise ratio for this case should be
defined as

Ps

Pn
¼

Psð1=Lsþ 1=LiÞ

kTinDf
¼

Ps

kTsystDf
ð12Þ

that is,

Tsyst;DSB¼
Tin

1=Lsþ 1=Li
¼Tl 1þ

LsLi

LsþLi

X1

n¼2

1

Lnþ
þ

1

Ln�

� �" #

þTMXR;DSBþ
LsLi

LsþLi
TIF

ð13Þ

where the double sideband noise temperature of the mixer
itself is defined as

TMXR;DSB¼TM out
LsLi

LsþLi
ð14Þ

Note that if Ls¼Li, both the single-sideband mixer and
system noise temperatures are twice as large as for the
double-sideband case. The LO noise (if important) can be
taken into account by adding a certain amount at the
input port. Also note that the noise entering the mixer at
the harmonic sidebands may considerably influence the
total receiver performance.

3. SCHOTTKY DIODE MIXERS

The Schottky diode mixer is the most common type of
mixer for frequencies from megahertz to terahertz.

3.1. Schottky Diode for Mixer Applications

A schematic diagram of a common design of millimeter-
wave Schottky barrier diode is shown in Fig. 7. Note that
the radiofrequency (RF) current is flowing from the diode
contact at the surface of the diode chip to the back contact.
Hence the RF series resistance is slightly larger for RF
than for DC. The current–voltage (I–V) characteristic of
the junction itself can be calculated from

id¼ I0 exp
qVj

ZkT

� �
� 1

	 

ð15Þ

where I0 is the saturation current, Vj the junction voltage,
q the charge of the electron, k Boltzmann’s constant, T the
physical temperature, and Z the ideality factor, which
for good diodes at room temperature is between, say,
1.03 and 1.10.

The small-signal RF junction properties of a Schottky
diode can be modeled as a nonlinear resistance rj in
parallel with a nonlinear capacitance Cj

rðidÞ¼
@Vj

@id
¼

kZT

qid
CðVjÞ¼

C0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

Vj

Vb

r ð16Þ

where C0 is the zero bias capacitance and Vb is the built-in
voltage of the diode. For more details, see Ref. 3.

Mixer
Input
load
TI

IF amplifier
TIF

Tin

Figure 6. Receiver configuration for calculating the receiver
noise. For the calculation it is wise to determine the noise
temperature at the input of the IF amplifier Tin.

Schottky contact
Passivation Depleted region

W

Back contact

Epitaxial layer

Highly doped
region n++

r (id)

id

Vj

Rs

C(Vj)

Figure 7. Simple design of a GaAs Schottky barrier diode and
the corresponding equivalent circuit. The higher the frequency,
the smaller the diodes required.
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A common measure of the high-frequency properties is
the cutoff frequency, which is defined for the diode at zero
bias,

fc¼
1

2pRsC0
ð17Þ

where Rs is measured using the DC I–V characteristic. For
good mixer performance this cutoff frequency must be
much larger than the signal frequency. The series resis-
tance uses up signal power and should for obvious reasons
be made as small as possible. For the conversion efficiency
the nonlinear capacitance is of much less importance than
the nonlinear resistance. The diode is typically designed
as a thin n-doped active layer of 1000 Å (Mott diode),
which leaves one with a diode with reduced capacitance
variation and a minimum series resistance.

GaAs is preferred for millimeter-wave diodes. The main
reason is that the high mobility of GaAs yields a low series
resistance and consequently a high cutoff frequency. An-
other advantage (to silicon) is that carriers do not freeze
out when the diode is cooled to cryogenic temperatures in
order to improve the mixer noise properties [see Eq. (7)].

The noise performance and the conversion efficiency
are the prime properties of the diode for use in mixer
applications. Noise properties are discussed next.

3.1.1. Shot Noise. The shot noise is due to fluctuations
in the electron particle current between cathode and
anode of the diode [3]. The root-mean-square (RMS)
fluctuations in the current are di2

¼ 2eIDf, where Df is a
small frequency interval. The noise power of the Schottky
diode can then be calculated as

Pn¼
di2

4
@Id

@Vj

¼
1

2
kZTDf ð18Þ

Identifying this equation with the ordinary Johnson noise
expression, Pn¼ kT Df, it is seen that the equivalent noise
temperature of the Schottky diode is

Tsh¼
1

2
ZT ð19Þ

Note that the noise temperature decreases linearly with
decreasing physical temperature. However, the charge
transport at room temperature over the Schottky barrier
is due to thermionic emission and decreases when the
temperature is lowered. Hence for temperatures on the
order of 50–100 K and below, temperature-independent
tunneling becomes the dominant process for electrons
passing the barrier, and the equivalent temperature ZT
of Eq. (6) becomes

Ttunnel¼
qh

k

ffiffiffiffiffiffiffiffiffiffiffi
Nd

4em�

r
ð20Þ

where Nd is the doping concentration in the epitaxial
layer, e the dielectric constant of the semiconductor, and

m� the effective mass of the electron. In practice, Ttunnel

is 50 K for Nd¼ 3� 1016. This doping concentration is
recommended for mixers operated at 15 or 20 K, a
typical temperature for commercial cryogenic cooling ma-
chines.

3.1.2. 1/f Noise. There is excess noise at low frequen-
cies (of the order 100 kHz and lower for a good diode),
which is related to surface phenomena at the metal–
semiconductor interface. This noise is normally not im-
portant in mixers for millimeter–wave receivers. However,
it is an important limiting factor for certain radar and
communications systems.

3.1.3. Thermal Noise. The series resistance is essen-
tially an ordinary resistor and consequently causes ordin-
ary thermal (Johnson) noise. The main noise contribution
of this type comes from the substrate (corresponding
resistance Rsub) and is denoted as Tsub.

3.1.4. Hot-Electron Noise and Intervalley Scattering
Noise. Since the diode area is very small in order to
render the capacitance reasonably small, a high current
density is required to make rj Rs. This means that
electrons may obtain energies larger than the energy
related to their thermal movement and hot-electron noise
is obtained. The increase in energy also means that
electrons can be transferred from the main G valley in
the E–k diagram (for details, see Ref. 3) to the upper L
valley, causing fluctuations in the electron velocity and
intervalley scattering noise is obtained. The hot electron
and intervalley scattering noises occur essentially in the
undepleted part of the epilayer (resistance Repi) and are
denoted as Tepi.

3.2. Large-Signal Analysis by Harmonic Balance

When the nonlinear device is pumped by the LO, harmo-
nic currents are created [4–6]. The equivalent circuit of a
Schottky diode mixer is shown in Fig. 8. Note that the
series resistance is assumed to be linear and will be
included in the embedding circuit.

The current Ie(t) contains harmonics of the LO pump
frequency, koLO. For a Schottky diode, this current con-
sists of two parts: one that is associated with the nonlinear
resistance id(t), and one with the parallel nonlinear capa-
citance ic(t). We have [using the complex notation; of
Eq. (2)]

IeðtÞ¼ iCðtÞþ idðtÞ¼
Xk¼1

k¼�1

Ieke jho
LOt Iek¼ I�e�k ð21Þ

This current Ie(t) flows through the embedding
circuit, creating voltages at harmonic frequencies
at koPp:

VjðtÞ¼
Xk¼1

k¼�1

Vke jko
LOt Vk¼V��k ð22Þ
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The boundary conditions set by the embedding circuit
require that

Vk¼ � Iek½ZekðkoLOÞþRsðkoLOÞ�

k¼ � 2;�3; . . . ;�1
ð23Þ

V�1¼VLO � Ie�1½Ze�1ð�oLOÞþRsð�oLOÞ� ð24Þ

V0¼VDC � Ie0½Zeð0Þ¼Rsð0Þ� ð25Þ

where VLO and VDC are the LO and DC bias voltages,
respectively. The frequency dependence of Rs is due to the
skin effect. If Vj(t) is known, id(t) and iC(t) (see Fig. 8) can
be calculated from Eqs. (15) and (16). We now have a
nonlinear problem to solve in order to determine Iek and
Vek. Several iteration type methods have been suggested.
See Refs. 4 and 5 for more details.

Having determined the components Ik and Vk, we have
Vj(t) and Ie(t), and we can determine id(t) iC(t), gd(t), and
Cj(t):

gdðtÞ¼
Xk¼1

k¼�1

GkejkoLOt Gk¼G��k ð26Þ

CjðtÞ¼
Xk¼1

k¼�1

CkejkoLOt Ck¼C��k ð27Þ

These equations together with the embedding impedance
Ze(o) allow us to determine the small signal properties of
the mixer.

3.3. Small-Signal Analyses

The relation between the small-signal current and voltage
vectors dI and dV can be expressed in a more general
form as

dI¼Y dV ð28Þ

where

Ymn¼Gm�nþ jðo0þmoLOÞCm�n ð29Þ

where for convenience we use o0 for oIF. It is convenient to
form an augmented Y matrix, Y 0, as indicated in Fig. 9.
This augmented network contains the whole mixer, in-
cluding diode and embedding network, but does not con-
tain signal sources associated with these terminations.
Since we define the signal sources as current sources, the
augmented network in this case is open-circuited. For the
augmented network

dI 0 ¼Y 0 dV ð30Þ

and

Y 0 ¼Y þdiag
1

ZemþRsm

	 

ð31Þ

Inverting Eq. (23) yields

dV ¼Z0 dI0 ð32Þ

where

Z0 ¼
1

Y 0


..

. ..
. ..

.

. . . Z011 Z010 Z01�1 . . .

. . . Z001 Z000 Z0�10 . . .

. . . Z0�11 Z0�10 Z0�1�1 . . .

..

. ..
. ..

.

2
66666666664

3
77777777775

ð33Þ

3.4. Mixer Port Impedances

The port impedance Zmm, defined in Fig. 9, can be
determined if the corresponding embedding impedance is
open-circuited, that is

Zm¼Z0mm;1 ð34Þ

where the subscript Nmeans that Z0mm is evaluated for
Zem¼N. The IF output impedance becomes

Zout¼Z0þRs0¼Z000;1þRs0 ð35Þ

Rs(�)

LO

dc

�LO

Ie(t)

Ze(�) C j(v j) Vjgd(id)

+
−

Diode

Intrinsic diode

ic id

Embedding
 circiut

Figure 8. Equivalent circuit of a mixer. For
the intrinsic diode, Cj and gd are nonlinear and
are characterized in the time domain, while
the diode series resistance Rs and the embed-
ding impedance Ze are linear and can be
described in the frequency domain.
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3.5. Conversion Loss

The conversion loss of a mixer is defined as [cf. Eq. (8)]

L¼
power available from source Ze1

power delivered to load Ze0
ð36Þ

yielding the conversion loss

L¼
1

4jZ001j
2

jZe0þRs0j
2

Re½Ze0�

jZe1þRs1j
2

Re½Ze1�
ð37Þ

where Zek is defined in Fig. 9 (see figure caption) and Z001 is
the 01 diagonal element of Eq. (33). A more general
expression for the conversion loss from any sideband j to
any other sideband i is

Lij¼
1

4jZ0ijj
2

jZeiþRsij
2

Re½Zei�

jZejþRsjj
2

Re½Zej�
ð38Þ

3.6. Equivalent-Noise Temperature of the Mixer

The equivalent input noise temperature of the mixer TM is
defined as the temperature that the real part of the Zel

(lower sideband) must have in order to generate the same
noise voltage as the diode itself generates during mixer
operation. It is

TM¼
hdV2

N0i

4kDf

jZe1þRs1j
2

jZ001j
2Re½Ze1�

ð39Þ

where /dV2
N0S is

hdV2
N0i¼Z00hdI 0sdIys iZ

y
0 þZ00hdI 0TdI

y
TiZ
y
0 ð40Þ

where

hdI 0TmdI 0Tmi¼
4kTeqRsmDf

jZemþRsmj
2

mO0

¼
4kTeqRsmDf

jZ0j
2

m¼ 0

ð41Þ

and

hdI 0smdI 0�sni¼ 2eIm�nDf ð42Þ

Im�n is the current component at the harmonic (m�n)
and Z0 is the zero row of the matrix Z0, Eq. (33). Zel is
defined in Fig. 9.

Zm
Z 'em

�Im

�Vm

�I 'm

Z1
Z 'e1

�I1

�V1

�I '1

ZoutZo
Z 'eo

�Io

�Vo

�I 'o

Z−1
Z 'e−1

�I−1

�V−1

�I '−1

Z−2
Z 'e−2

�I−2

�V−2

�I '−2

Augmented network [Y ']

�0 − 2�p

�0 − �p

�0 + �p

�0 + m�p

Diode
(excluding Rs)

Figure 9. The small-signal representation of
the mixer as a multifrequency linear multi-
port network. Note that Rs is included in
Z0 ¼ZekþRs. In a more exact model, Rs is
frequency- and bias-dependent. In this text
we use Rs1 for the series resistance at the
input frequency (fundamental mixer) and Rs0

for the series resistance at the IF. Index 0
indicates parameters at the IF; o0 is the IF.
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The noise temperature as defined in Eq. (42) is the
single-sideband noise temperature for the lower sideband.

Knowing the diode parameters, we can analyze the
Schottky mixer with a high degree of accuracy using
commercial software.

4. DIODE MIXER TOPOLOGIES AND MIXER DESIGN

One may consider a number of different approaches in
designing mixers. Symmetry properties are one way of
defining basic types of mixers:

1. The single-ended mixer with one diode and a com-
mon input port for the signal and the LO

2. The single-balanced mixer with two diodes and
separate ports for signal and LO

3. The double-balanced mixer with four diodes and
separate ports for signal and LO

4. The double-double-balanced mixer with eight diodes
and separate ports for signal and LO

For millimeter- and submillimeter-wave applications,
types 1 and 2 have been implemented experimentally
and are described in the literature, while all four types
are common in microwave frequency applications.

The performance of either mixer type depends on the
impedances seen at the signal, at the IF, and at the
harmonic sidebands. The LO should experience a reason-
ably good match in order to reduce the LO power require-
ment. In practice, the impedances at the harmonics of the
LO and at the harmonic sidebands are very difficult to
control. The exception is the impedance at the image
frequency, which can often be controlled. The importance
is illustrated by referring to properties of a typical broad-
band mixer (when Ls¼Li) used in a single-sideband
application. In such a mixer a considerable amount of
the signal power (E25%) may end up at the image
frequency.

It is also obvious that the noise entering the mixer at
the image port will be converted with the same efficiency
as the signal at the signal port, adding to the system noise.

4.1. Single-Ended Mixer

A single-ended mixer has one input port, used for both the
signal and the LO. Hence it is necessary to incorporate a
circuit in front of the mixer itself for injecting the LO. This
circuit should not significantly attenuate the signal. For
example, using a 10-dB directional coupler will attenuate
the signal B10% and add noise (see Fig. 10). A common
way of introducing the LO in microwave- and millimeter-
wave mixers is to use a narrow band diplexer, for example,
a filter structure in the input waveguide or a quasioptical
interferometer in the signal path in front of the mixer
(e.g., see Ref. 10).

4.2. Single-Balanced Mixers

In single-balanced mixers, the signal and the LO enter the
mixer through different ports, isolated from each other.
Either 901 or 1801 hybrids or baluns are used (Fig. 11a)

(see Ref. 1 for details). Figure 11b shows a low-frequency
equivalent circuit of a single-balanced mixer. The paths of
the signal current is and the LO current iLO indicate that
they add in one diode and subtract in the other. This
causes an imbalance in A, which will slowly cycle at a
frequency equal to the IF. Hence the IF power can be
subtracted between A and ground. Note that if the LO is
noisy, this will not cause any output noise at the IF port.

The use of two diodes rather than one means that the
mixer can handle twice as much power for the same
intermodulation as for the single-ended mixer. In sum-
mary, for the single-balanced mixer:

* The signal, LO, and IF ports are isolated from each
other.

* The LO noise cancels at the IF port.
* The power handling is superior to the single ended

mixer.

Mixer diode
IF out

IF filter

Matched
loadLocal oscillator

Directional coupler
−10 dB coupling

Signal in

Figure 10. Example for a single-ended mixer configuration. Note
that the directional coupler used for injecting the LO couples only
10% of the LO power to the mixer diode, and that the coupler
consequently attenuates the signal by a factor of 0.9.

(a)

IF
A

D1

Signal
D2

180° or 90° 
3 dB

hybrid

LO

D1

(b)

IF

Signal

D2

Low pass filterLO
is1

is2

iLO

�/4

Figure 11. Basic design of the single-balanced mixer (a) and
equivalent circuit of the 1801 hybrid mixer, (b).
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4.3. Double-Balanced Mixers

Essentially, a double-balanced mixer is constructed from
two single-balanced mixers, coupled in parallel and 1801
out of phase. The diodes can be arranged in either a star or
ring configuration (see Fig. 12). The ring can be arranged
very compactly as a monolithic circuit.

If the diodes are perfectly identical, the symmetry
ensures perfect isolation between the signal and the LO
ports. The topology also yields cancellation at the IF port
of the even harmonics of both the signal and the LO
frequencies. This also means that intermodulation is
reduced as compared to the mixers mentioned above.
Hence the advantages of the double-balanced mixer are:

* Excellent isolation between the signal, LO, and IF
ports

* LO noise cancellation at the IF port
* Superior power handling compared to the double

balanced mixer
* Superior intermodulation properties compared to the

double balanced mixer

4.4. Double-Double-Balanced Mixers

Double-double-balanced mixers are constructed using two
double-balanced mixers. Eight diodes are used, leading to
further power-handling capacity and still better intermo-
dulation properties.

4.5. Image Rejection and Image Enhancement

The system properties of a single-sideband mixer receiver
can be improved by introducing a proper circuit at the
image frequency. It is of particular importance to reac-
tively terminate the image frequency so that no signal
power is lost at the image frequency and no noise (or any
other unwanted signal) at the image frequency can be
converted to the IF frequency. Furthermore, if the reac-
tance at the image frequency is chosen properly, the
‘‘signal will be reflected back into the mixer,’’ such that
the conversion is enhanced and/or the noise properties are
improved. A stopband filter can be added in the input
transmission line to prevent one sideband from reaching
the diode. The distance to the diode is chosen to optimize
the mixer conversion toss. The conversion loss becomes

several decibels lower than the typical 5 dB for a common
broadband microwave mixer.

A most elegant method to realize a single sideband
mixer is shown in Fig. 13. By using two balanced mixers
and two 901 hybrids, it is possible to arrange that the
upper sideband and the lower sideband exit the mixer at
different ports (see Ref. 1 or 4 for details).

5. HARMONIC MIXERS

In a harmonic mixer a harmonic of the LO frequency,
noLO, is used for mixing; that is, the IF is obtained as

oIF¼ jnoLO � osj ð43Þ

Harmonic mixers are practical when it is difficult to
realize LO power at a frequency near the signal frequency.
They are particularly useful at millimeter and submilli-
meter waves.

Large harmonic numbers n are often used when max-
imum sensitivity is not required. For example, in spec-
trum analyzers large harmonic numbers may be used.

5.1. Two-Diode Subharmonically Pumped Mixers

If two diodes are used in an antiparallel configuration (see
Fig. 14), the small-signal conductance will vary with twice
the LO frequency. Hence the mixer will convert signals
located near 2fLO, and no conversion will occur near fLO.
The advantage of the two-diode over the single-diode
subharmonically pumped mixers is that no conversion
can occur at the fundamental frequency. Moreover, the
LO noise will contribute less, since the frequency differ-
ence between the signal and the LO is of the order fLO.
Another advantage is inherent self-protection against
large peak reverse voltage burnout.

6. PARAMETRIC FREQUENCY CONVERSION

In a parametric frequency converter, a nonlinear reac-
tance, such as a backward-biased Schottky diode, is
used. Common parametric components are frequency
downconverters, frequency upconverters, and frequency

Signal

IF

LO

Figure 12. A double-balanced mixer configuration: the ring
mixer.

T
Multi-path components

Tg

Sampling start

�max

Tx T

Figure 13. A single-sideband mixer using two balanced mixers
and two 901 hybrids. Note that at one output port the upper
sideband appears, while at the other output port the lower side-
band appears.
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multipliers. In a frequency downconverter, a strong pump
signal fLO and signal fs (strong or weak depending on
application) are applied to the device. The output fre-
quency is

fout¼ jfLO � fsj frequency downconversion ð44Þ

For a frequency upconversion, we have

foutjfLOþ fsj frequency upconversion ð45Þ

The signal frequency in this case may be much lower than
the LO (or pump) frequency; that is, the output frequency
is not far from the LO frequency.

Note that if the device has no resistive parasitics, no
power is lost in the device itself, and 100% efficiency is
theoretically possible. However, power may go to harmo-
nics or harmonic sidebands and there are always some
parasitic resistances present, for example, the series
resistance in a Schottky diode.

If we select a large ratio fLO/fs, the frequency upcon-
verter may have high gain. This is possible since, by
appropriate choice of the circuit parameters, parametric
amplification is achieved [7]. In the case of gain, one has
negative resistance in the circuit and one may face
stability problems. However, it is very difficult to make a
broadband parametric upconverter, since proper impe-
dances have to be realized at fs, fLO, and fout. Parametric
converters are used much less today than a few decades
ago. The reason is that the quality of mixer diodes and
FETs has improved significantly and it is much easier to
make diode (or FET) mixers very broadband. This is the
reason why resistive mixers are preferred in most applica-
tions. Note that FET mixers can be designed for a conver-
sion gain greater than one.

A classical reference concerning varactor circuits is the
book by Penfield and Rafuse [7]. A parametric down-
converter, like the Schottky mixer, can be analyzed using
commercial software.

7. NEGATIVE-RESISTANCE DIODE MIXERS

In the current–voltage (I–V) characteristic of, say, the
Esaki tunnel diode or the resonant tunneling diode, there
is a region that has a differential negative resistance. This
means that the mixer can have conversion gain. Tunnel
diode mixers have been built and tested. However, a large
junction capacitance made the frequency range quite
limited, which, together with poor power handling, stabi-
lity problems, and less favorable noise properties, means
that these mixers have very little practical use today.

8. SELF-OSCILLATING MIXERS

The negative resistance devices can as well promote an
oscillation. Hence it is possible to design circuits where the
LO is delivered by the same device that is performing the
mixing. Besides the devices mentioned already, Gunn
diodes have also been used in self-oscillating mixers. The
sensitivity of such mixers is limited. The advantage may
be in applications where the best performance is less
important and the lowest price is required, as, for in-
stance, in low-priced Doppler radar applications.

9. BOLOMETER MIXERS

Bolometer mixers have been constructed since the 1950s.
Since the electromagnetic absorption in bolometer devices
can be essentially frequency-independent, it should be
possible to do mixing to several terahertz. In this type of
mixer, one is using the fact that when two signals at
slightly different frequencies are superimposed the result-
ing signal can be described as a signal that is amplitude-
modulated with the difference frequency. The first useful
bolometer mixer was based on InSb devices cooled to
temperatures of a few kelvins. When the device absorbs
the modulated signal, the electron temperature becomes
modulated, leading to a modulation in the device resis-
tance. The theory is described in more detail in Section
10.2 and by Arams et al. [8].

However, the thermal time constant for the InSb device
is long, allowing a maximum IF of only about 2 MHz. A
more recent bolometer mixer is based on a two-dimen-
sional electron gas in HEMT materials allowing an IF to
about 1 GHz [9]. However, the most successful hot-elec-
tron bolometer mixer so far is the superconducting hot–
electron bolometer mixer.

10. MIXERS BASED ON SUPERCONDUCTING DEVICES

Room-temperature mixers for frequencies from about
100 GHz to a few terahertz THz frequencies use only
Schottky diodes. However, if sensitivity is an issue (e.g.,
as in radioastronomy), there is a better alternative in

(b)

I

V

(c)

t
VLO(t)

gm(t)

(a)

LO in

IF out

Signal in
LO
filter

IF filter

Signal
filter

Figure 14. Subharmonically pumped mixer using antiparallel
diodes, showing (a) the mixer circuit, (b) the DC I–V character-
istic, and (c) the resulting waveforms for the LO voltage and the
time-dependent small signal conductance.
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mixers based on superconducting devices cooled to a few
kelvins. Low-noise superconductor–insulator—supercon-
ductor (SIS) mixers have excellent performance up to about
1 THz [10]. Superconductor hot-electron bolometer (HEB)
mixers are the best alternative for frequencies above 1 THz.

Figure 15 shows a schematic of a receiver (except for
the input quasioptics) based on superconducting devices.

10.1. The SIS Mixer

The SIS mixer is also called the ‘‘quasiparticle mixer.’’
Because of the extremely strong nonlinearity in the I–V
characteristic of the SIS device, quantum effects are
important. Indeed, for certain choices of embedding im-
pedance network, this can result in a conversion gain (see
Ref. 11 for details).

In a superconductor and at a temperature below the
superconducting transition temperature, electrons form

pairs, called Cooper pairs. When they do so, the energy of
the electrons near the Fermi energy is lowered by a
certain amount D. Hence, to break up a Cooper pair, an
energy of 2D is required. This can be described in terms of
a bandgap with the energy 2D, as shown in Fig. 16.

In the SIS mixer, a tunneling phenomenon is used. In
the device, two superconducting films are separated by a
thin (B20-Å) layer of insulator. Under bias, Cooper pairs
on one side of the isolator break up into two electrons
(quasiparticles) that individually tunnel through the iso-
lator and recombine on the other side of the insulator. This
is illustrated in Fig. 16. It is interesting to note that the
density of states near the band edges becomes ‘‘infinite.’’
This is one important reason why there is such a sharp
increase in the current when the device is biased to a
voltage V¼ 2D/e (e is the charge of the electron). The I–V
characteristic is shown in Fig. 17. Note that the voltage
scale is in millivolts, and that 1 meV corresponds to
240 GHz. The steps in the I–V curve correspond to DC
bias voltages, where exactly eV¼ 2D�hf (VE1.35 mV).
Since the I–V characteristic is strongly nonlinear within
a fraction of a millivolt, the mixer is operating in the
quantum regime. See also Fig. 18, where the I–V character
of an SIS device is compared with a Schottky diode. The
Schottky diode obviously is not very nonlinear within a
voltage interval of 1 mV and is therefore operating fully as
a classical mixer for frequencies up to several terahertz. It
should also be mentioned mat the required LO power is
very low, on the order nanowatts. This is of great impor-
tance for sub-millimeter-wave mixers, where substantial
LO power is difficult to obtain.

The best SIS devices are realized in so-called Nb
trilayer technology [11]. The device structure is Nb/
Al2O3/Nb, where the E20-Å-thick Al2O3 serves as the
insulator in the SIS device. For frequencies above
B700 GHz, one is trying to develop devices based on
NbN, which has a higher bandgap (E1.2 THz) than does
Nb. So far these attempts have not been very successful.

The basic noise in the SIS mixer is shot noise. Compar-
ing the I–V characteristics of the SIS device and Schottky
diode and using the classical theory described in Section 3,
one can see that the mixer noise and the conversion loss
are essentially lower for the SIS mixer. However, the
theory must include quantum effects (see Ref. 11 for
more details). This leads to a conversion gain that is
possibly larger than one, a fact that has been demon-
strated in practice.

IF out

Device

IF amplifier

Window

Signal
and

LO in

Spiral
antenna

Substrate
with

antenna

Liquid helium, = 4 K

Hyperhemispherical
lens

Figure 15. Schematic description of typical Dewar setup for a
sub-millimeter-wave SIS or HEB mixer. The LO and the signal
are entering together through the Dewar window. The radiation
is focused on the antenna using a hyperhemispherical lens,
downconverted to the IF in the nonlinear device, and finally
amplified by the IF amplifier. In this figure the antenna is
illustrated as a spiral antenna. There are many other possible
planar antenna structures available (see Ref. 9 for details).

One photon assists
tunneling

2∆
eV = 2∆

eV = 2∆−hfLO

Figure 16. The SIS device under bias: (a) no bias; (b) for a voltage bias V42D/e electrons will
tunnel from right to the left; (c) tunneling is assisted by a photon with energy hfLO for the bias
voltage V¼ (D�hfLO)/e.
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10.2. Hot-Electron Bolometer Mixer

A bolometer consists of an absorber that is heated by
radiation and a temperature-dependent resistance as a
‘‘thermometer.’’ The bolometer has a thermal time con-
stant t0 limiting the maximum detectable modulation
frequency of the absorbed power. This means that the
maximum feasible IF is fIF¼ 1/(2pt0). When the LO and
signal are added together, the instantaneous power varia-
tion is described by [VLO cos(oLOt)þ vs cos(ost)]

2 (1/RRF)
(see Fig. 3). If the bolometer can respond to oIF but not to
(oLOþos), 2oLO, and 2os, the bolometer temperature and
the resistance will be approximately proportional to
PLOþPsþ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PLOPs

p
cosðoIFtÞ. Note that the ‘‘slow’’ re-

sponse of the bolometer device means that there are no
harmonics of the LO created and no signal power is
transformed to the image frequency, as is the case for
both the SIS and Schottky mixers.

A superconducting hot-electron bolometer (HEB)
consists of one or several superconducting thin-film strips
in parallel, deposited on a substrate, for example, silicon,
single-crystalline quartz, or sapphire. The strips
are cooled to the superconducting state and then heated
by DC and microwave power to temperatures near
the superconducting to normal transition temperature,
where the superconductor will gradually become normal
(Fig. 19).

The maximum IF is determined by the electron tem-
perature relaxation time t0, that is, fIFo1/(2pt0), and a
major issue is to find ways of making the time constant t0

short enough. Figure 20 indicates how cooling occurs in
the so-called phonon-cooled and the diffusion-cooled bol-
ometer, respectively [10,12].

When operating the mixer, the device is absorbing LO
power (PLO) and signal power (Ps) as well as power from
the DC bias supply (PDC¼V0I0). When the power in-
creases, obviously the electron temperature increases
and the resistance of the device increases as DR¼ (dR0/
dP)DP¼C0DP. Figure 21 shows a simple equivalent cir-
cuit of the mixer, where the device is biased by a constant
DC current. Consequently, the modulation at the IF of the
resistance will cause an IF voltage to appear across the
device, causing an IF current through the IF load resis-
tance RL. The IF current DI is superimposed on the DC
bias current through the mixer device R0(P) and will cause
a ‘‘modulation’’ of the DC power DPDC cos(oIFt). The total
power dissipated in the device is then

PðtÞ ¼P0þDPðtÞ

¼PDCþDPDC cosðoIFtÞ þPLO

þPsþ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PLOPs

p
cosðoIFtÞ

ð46Þ

Assuming that DC and RF power affect the resistance by
the same amount, the IF modulation of the device resis-
tance becomes C0 DP(t). There is a resulting bias point of
the device V¼V0 and I¼ I0. Defining the device DC
resistance R0 as the time average of R0(P), that is, R0¼

SIS

SIS
Schottky
at 20 K

Schottky
at 20 K

V

1 V

mV

I

2 4

50 �A

Figure 18. Comparing the I–V characteristic of a SIS element
with that of a Schottky diode. Note the enormous difference in
nonlinearity.
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Figure 19. Current–voltage (I–V) characteristic of a HEB with
and without a LO. At the operating point, V0/I0¼R0. For large
bias voltage the whole strip is normally conducting (R¼RN). Ic is
the critical current, the maximum current in the completely
superconducting state.
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V = 2∆ /e
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Figure 17. Typical I–V characteristic of a SIS element. The thin
line indicates the shape of the pumped I–V characteristic, where
fLO hE1.4 meV (fLO¼325 GHz), while the thick line is for the
unpumped device.
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V0/I0, one obtains (8) the conversion gain

G¼
PIF

Ps
¼ 2C2

0

PLOPDC

ðRLþR0Þ
2

.
RL

R0
1� C0

PDC

R0

.
RL � R0

RLþR0

� ��2
ð47Þ

where C0¼dR0/dP; RL is the IF load resistance and PIF,
Ps, PLO, and PDC are the IF, signal, LO, and DC power,
respectively, dissipated in the device.

The commonly assumed fundamental limit of � 6 dB
gain for hot-electron mixers is not valid if a negative
differential resistance of the unpumped I–V curve is
available (see Ref. 13 for details). The load resistance for
maximum gain is equal to the differential resistance of the
I–V curve at the bias point of the pumped mixer.

10.3. Experimental Results

In experiments on phonon-cooled NbN HEB mixers, noise
temperatures of about 400 K (DSB) have been obtained at
600 GHz, and 1000 K (DSB) at 900 GHz. At 2.5 THz a noise
temperature of about 1400 K has been obtained. The
conversion loss is typically 10 dB, including losses from
the optics in front of the mixer.

The noise of these mixers is caused by thermal fluctua-
tions in the bolometer device (causing resistance fluctua-
tions) and by Nyquist noise. For diffusion-cooled mixers a
noise temperature of 650 K DSB at 533 GHz was measured
by Skalare et al. [14]. These experiments indicate that an
IF bandwidth of at least 3 GHz is achievable. Later
experiments show that it should be possible to obtain at
least 50% higher IF bandwidths in practical mixers. A
crucial number is the maximum IF bandwidth. For a
phonon-cooled HEB mixer, a 3.7 GHz IF bandwidth

(a)

Radiation

NbN or NbCN bolometer

ph

ph

−Au
contact

pad

t = 30−100 Å

w = 1−1.5 �m

Si, SiO2 or sapphire substrate
L=0.1−1�m

(b)

Radiation

Nb or NbC

L < �√D �e−ph
L=0.07−0.2 �m

−Au
contact

pad
t ≤ 100 Å

Figure 20. Two types of bolometer devices:
(a) phonon-cooled; (b) diffusion-cooled.

dc Block
LP filter

P(t) RLR0(P(t)) ∆I
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L = ∞

Figure 21. Equivalent circuit of bolometer with load.
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(� 3 dB reduction in conversion gain) has been measured
and diffusion-cooled between 2 and 6 GHz. While this
bandwidth is defined for a conversion sloss increase of
3 dB, the bandwidth defined for when the noise tempera-
ture has increased by 3 dB is about 1.5 times larger
(B5.5 GHz for the phonon-cooled one).

The LO power needed is less than 100 nW, which is
much lower than that needed for Schottky diode mixers.
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1. INTRODUCTION

Frequency multiplexers are networks used to distribute
an input spectrum, either through separation into spectral
subcomponents or by combination of subcomponents. In
the first case, a given input spectrum is separated by fre-

quency-sensitive elements into discrete (but possibly con-
tiguous) segments. In the second case, a multiplicity of
discrete (but possibly contiguous) input segments are sim-
ilarly combined into a composite output spectrum. In most
situations, it is required to maintain desirable passband
characteristics, such as match to source and load imped-
ances, amplitude flatness, low ripple, and minimum group
delay distortion, for all ports of the multiplexer. Certainly
the separate spectral portions have to be isolated by main-
taining specified stopband slopes for each portion. Because
of interactions between the separate portions, these re-
quirements are very difficult to realize. However, there are
many techniques that have been developed for frequency
multiplexing. Coordination of direct synthesis and math-
ematical optimization provides the tools necessary to solve
the problem.

2. STATEMENT OF THE PROBLEM

It is required to separate a contiguous spectrum into spec-
ified portions. In most cases, it is necessary to avoid re-
flections from the ports associated with the specified
portions in order to preserve the total energy contained
in the initial contiguous spectrum. The associated problem
is combination of specified spectral segments into a con-
tiguous output spectrum, again with the low port reflec-
tion criterion pertaining to the combining scheme. These
closely related problems are shown in a two-port configu-
ration in Fig. 1. Note that simply minimizing port reflec-
tions is normally inadequate, because the intention of the
multiplexing schemes is availability of total spectral en-
ergy at the respective ports, rather than internal dissipa-
tion as an alternative to external reflection. However,
examples of important exceptions to this condition will
be presented in later sections.

Consideration of Fig. 1 reveals a deceptively simple
configuration for the three-port multiplexer, known as a
‘‘diplexer.’’ It consists of two selective filters and an inter-
connection network. The idealized response is shown in
Fig. 2. It is required to determine the criteria for the
selective filters and the interconnection network. The fil-
ters can employ almost any of the available design ap-
proaches, including lumped element, crystal, dielectric
resonators, evanescent mode, waveguide, cavity, and
SAW. The interconnection network must be physically
compatible with the chosen filter approach, but can also
consist of a very wide variety of transmission lines, lumped
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Figure 1. Three–port multiplexer (a ‘‘diplexer’’). The common
port can be an input or an output, while the isolated ports are,
respectively, outputs or inputs.
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(� 3 dB reduction in conversion gain) has been measured
and diffusion-cooled between 2 and 6 GHz. While this
bandwidth is defined for a conversion sloss increase of
3 dB, the bandwidth defined for when the noise tempera-
ture has increased by 3 dB is about 1.5 times larger
(B5.5 GHz for the phonon-cooled one).

The LO power needed is less than 100 nW, which is
much lower than that needed for Schottky diode mixers.
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1. INTRODUCTION

Frequency multiplexers are networks used to distribute
an input spectrum, either through separation into spectral
subcomponents or by combination of subcomponents. In
the first case, a given input spectrum is separated by fre-

quency-sensitive elements into discrete (but possibly con-
tiguous) segments. In the second case, a multiplicity of
discrete (but possibly contiguous) input segments are sim-
ilarly combined into a composite output spectrum. In most
situations, it is required to maintain desirable passband
characteristics, such as match to source and load imped-
ances, amplitude flatness, low ripple, and minimum group
delay distortion, for all ports of the multiplexer. Certainly
the separate spectral portions have to be isolated by main-
taining specified stopband slopes for each portion. Because
of interactions between the separate portions, these re-
quirements are very difficult to realize. However, there are
many techniques that have been developed for frequency
multiplexing. Coordination of direct synthesis and math-
ematical optimization provides the tools necessary to solve
the problem.

2. STATEMENT OF THE PROBLEM

It is required to separate a contiguous spectrum into spec-
ified portions. In most cases, it is necessary to avoid re-
flections from the ports associated with the specified
portions in order to preserve the total energy contained
in the initial contiguous spectrum. The associated problem
is combination of specified spectral segments into a con-
tiguous output spectrum, again with the low port reflec-
tion criterion pertaining to the combining scheme. These
closely related problems are shown in a two-port configu-
ration in Fig. 1. Note that simply minimizing port reflec-
tions is normally inadequate, because the intention of the
multiplexing schemes is availability of total spectral en-
ergy at the respective ports, rather than internal dissipa-
tion as an alternative to external reflection. However,
examples of important exceptions to this condition will
be presented in later sections.

Consideration of Fig. 1 reveals a deceptively simple
configuration for the three-port multiplexer, known as a
‘‘diplexer.’’ It consists of two selective filters and an inter-
connection network. The idealized response is shown in
Fig. 2. It is required to determine the criteria for the
selective filters and the interconnection network. The fil-
ters can employ almost any of the available design ap-
proaches, including lumped element, crystal, dielectric
resonators, evanescent mode, waveguide, cavity, and
SAW. The interconnection network must be physically
compatible with the chosen filter approach, but can also
consist of a very wide variety of transmission lines, lumped
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Figure 1. Three–port multiplexer (a ‘‘diplexer’’). The common
port can be an input or an output, while the isolated ports are,
respectively, outputs or inputs.
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elements, phase shifters, and other components. Intercon-
nection of the various filters and combining networks is an
artform, but requires awareness of the parasitic lengths
that must be included between the selective filters and
necessary reactive elements. These parasitic lengths can
cause serious response problems, but the effects can be
evaluated during the simulation cycle preceding finaliza-
tion of any design. A summary of many currently used

multiplexing techniques is presented in Table 1. It is not
the purpose of this article to discuss filter implementa-
tions, but a summary chart of available approaches will be
provided at the conclusion of this article (Fig. 18), following
the detailed description and examples of multiplexing.

To maintain match at the common port, the following
must be satisfied:

Yin¼ ½Ych1� þ ½Ych2� ¼Y0 ð1Þ

where

Yin ¼ common port input admittance
Ych1¼ input admittance of the F1–F2 selective filter
Ych2¼ input admittance of the F5–F6 selective filter
Y0 ¼nominal circuit characteristic impedance (e.g.,

0.02 mho)

All admittances are generally complex quantities. Sat-
isfaction of this requirement can be accomplished if each
of the channel-selective filters is designed so as to present
a complementary admittance at the common junction, or if
the interconnection network provides the appropriate
admittance transformation from the filter to the common
junction. If the admittance presented at the common

50

40 

30

20

10

0

Channel No. 1 Channel No. 2

f 3 f 4 f 7 f 8

f 1 f 2 f 3 f 5

Attenuation (dB) Diplexer

a1 a2

Figure 2. Diplexer, showing ‘‘crossover’’ region (the frequencies
between f2 and f5).

Table 1. Multiplexer Design Methods

Type Typical Application Restrictions or cautions Comments

Circulator-coupled
channel dropping

High-power communication All circulators must cover the
full system bandwidth

Almost plug-and-play (filters can
be removed and replaced
without retuning), but stop-
band level limited to intrinsic
circulator isolation (see Fig. 6)

Common-connection
susceptive cancellation

Electronic warfare: electronic in-
telligence gathering and ra-
dar warning receivers

Difficult and expensive to pro-
duce because of element sen-
sitivity and common-junction
design; composite perfor-
mance is quite sensitive to
all elements in the structure

Compact, efficient use of avail-
able filter topologies (see Figs.
7 and 8)

Directly synthesized singly
terminated filters with
common-junction
connection

Wideband communication and
electronic warfare

Composite performance is sensi-
tive to all elements in struc-
ture, but less so than in the
susceptive cancellation ap-
proach

Filters can be essentially de-
signed individually, but filter
order is higher than required
for doubly terminated designs
(see example in Fig. 16)

Separable manifold and
filters (channel dropping)

Electronic warfare: electronic in-
telligence gathering and ra-
dar warning receivers

Manifold and filters are separa-
ble, designed essentially as
independent networks, rela-
tively easy to produce; ele-
ment sensitivity is acceptable
for production

Not as compact as the common-
junction approach (see Figs.
9–12 and then Figs. 16 and
17 for special configurations)

Double-diplexing (or double
nth-order multiplexing,
in general)

Provides multiple passbands for
communication applications

Useful when nonmonotonic stop-
band or guardband between
channels is allowed

Limited stopband between filter
channels (see Figs. 13–15)

Power-divider-coupled
‘‘frequency thinner’’

Electronic warfare: electronic in-
telligence gathering and ra-
dar warning receivers

Crossover region not required to
display 3 dB dip at common
frequency between channels

Flat loss of at least 3 dB (see text
and Fig. 4)

Hybrid methods including
power dividers and
switches

In all systems in which simulta-
neity of information at all
ports is not of primary consid-
eration, i.e., when significant
processing of channel infor-
mation occurs

If it takes longer to process in-
formation than to simply ac-
quire information, this
approach offers compact de-
signs and ease of production

DC power usually required (see
Fig. 5)
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junction by one filter is the complex conjugate of that pre-
sented by the other filter, Eq. (1) can be satisfied. The
imaginary parts of the filter input admittances thus can-
cel. What is additionally required to ensure compliance
with 1.1 is the inclusion of a real transformer, transform-
ing the parallel combination of two real admittances back
to Y0. These two conditions are summarized in the follow-
ing equation:

Re½Ych1� þRe½Ych2� ¼Y0¼1

Im½Ych1� þ Im½Ych2� ¼ 0
ð2Þ

In general, it is not possible to accomplish the require-
ments of this equation both above and below the passband
for each of the two filters, but it is usually sufficient to
accomplish the susceptive cancellation in the region clos-
est to the common, or ‘‘crossover’’ region. This region is
illustrated in Fig. 2 (between f2 and f5, but of most con-
cern between f4 and f7).

An alternative method is presentation of an effective
open circuit by each filter to the opposite filter, over a sig-
nificant part of the frequency range of the opposite filter.
To clarify, filter F1–F2 must essentially be open-circuited
over the frequency range F5–F6. Filter F5–F6 must es-
sentially be open-circuited over the frequency range F1–
F2. Although this is not illustrated, the application of this
approach is obvious and will be further clarified in exam-
ples to be presented later in this article.

Figure 3 illustrates the N-channel extension of the two-
channel multiplexer. A three-channel version is known as
a triplexer; a four-channel version, a quadruplexer; a five-
channel version, a quintaplexer; a six-channel version, a
sextaplexer, and almost no one is bold enough to attempt
higher-order versions but if designed, the Latin-based no-
menclature scheme is traditionally extended. Conserva-
tion of energy dictates that at the actual frequency
common to adjacent channels (the ‘‘crossover’’ frequency),
minimum insertion loss is 3 dB because the available en-
ergy would be equally shared between the two adjacent
channels. The loss might be much higher than 3 dB be-
cause the selective filters might be designed with channels
more widely separated in frequency than illustrated in
Fig. 3. Such separation is known as a ‘‘guardband.’’ If the
adjacent passbands of each channel ‘‘cross over’’ at a level
of about � 3 dB, the device is called a ‘‘contiguous’’ multi-
plexer. With a guardband (i.e., crossover at levels greater
than 3 dB), the device is known as ‘‘noncontiguous.’’

The � 3 dB crossover loss creates a dip at the crossover
point, as illustrated in Fig. 3. Although the 3 dB minimum
loss cannot be avoided, it is possible to eliminate or dras-
tically reduce the dip with a scheme such as is illustrated
in Fig. 4.

The scheme illustrated in Fig. 4 has been termed a
‘‘frequency thinner,’’ and the use of the input isolated pow-
er divider allows for common port energy to be distributed
equally between the two channels, with non-common-
mode reflected energy terminated internally (in the resis-
tor). The circuit thus provides the response with a flat
crossover characteristic, as illustrated, at a cost of 3 dB
minimum circuit insertion loss (plus the loss associated
with each channel filter). The approach can be extended to
higher numbers of channels, but if three channels are
chosen, for example, the input power divider is three-way,
and the minimum insertion loss is thus 4.8 dB. A four
channel design would employ a four-way power divider (or
an array of two way dividers) with a minimum loss of 6 dB.
Although the loss seems high, in many applications in
which this scheme is utilized, the loss can be overcome
with gain and thus is not a significant problem.

3. FREQUENCY MULTIPLEXING SCHEMES

Let us now explore some of the available techniques
(what’s covered and what’s not) for implementing frequen-
cy-domain multiplexers. Because many design approaches
are considered proprietary by designers and their organi-
zations, this will probably not be a comprehensive cover-
age, but it will be as comprehensive as the author can
provide. Approaches have typically been developed in re-
sponse to system requirements. Although more than one
of the design methodologies can frequently be applied to
specific system requirements, some are more appropriate
than others. A summary is presented in Table 1. Note that
the scope of this article does not include much discussion
of time-division multiplexing schemes incorporating
switches, but it should be recognized that combinations

Common
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Figure 3. N-way reactively connected multi-
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of frequency- and time-domain multiplexing are quite
common and efficient. This is indicated in Table 1, with
a typical schematic illustrated in Fig. 5.

3.1. Circulator-Coupled Channel Dropping

The first technique to be discussed is illustrated in Fig. 6.
Nonreciprocal gyrating devices (‘‘circulators’’ in the micro-
wave domain but other gyrators such as active filters at
lower frequencies) are used to provide unidirectional flow
of signal energy while simultaneously achieving port im-
pedance match. This approach can realize isolated pass-
bands and stopbands, good port match conditions, but
without a guarantee of stopband levels greater than the
intrinsic isolation of the circulators.

Some notes on the circulated-coupled channel dropping
method are as follows:

* Relatively lossy due to addition of all circulator losses
* Very flexible (simply replace one filter with another,

no retuning)
* Stopband level between channels limited by intrinsic

circulator isolation

3.2. Common-Junction Susceptance Annulling Approach

When filters are connected to a common junction as shown
in Fig. 7a, one resonator may be ‘‘shared’’ in common, be-
tween the filters. Figure 7 illustrates a connection of three
combline or perhaps evanescent-mode filters in such a
parallel combination. The filters could, however, consist of
dielectric resonators, lumped resonators, SAW, supercon-
ducting, printed or other form of resonator array, and the
same problem would be encountered: the need to satisfy
Eq. (2). Note that each filter starts with a shunt tank
equivalent circuit, and thus tends toward a short circuit to
ground at frequencies outside of the passband. The input
susceptance becomes very negative below the passband

(inductive) and very positive (capacitive) above the pass-
band. This results in very poor input VSWR for the circuit
shown in Fig. 7a. If an additional resonator is added, as
shown in Fig. 7b, the net susceptance is reduced outside
the passband areas. This additional resonator has a res-
onant frequency well below the operating passband of the
bandpass filters. The situation can be further improved if
the constituent filters are modified as shown in Fig. 7c, to
include a series-resonant input circuit. Without including
simulation details, it is sufficient to say that the modifi-
cation physically takes the form of a high-impedance
(large-value) inductor and a small capacitor, inserted be-
tween each filter and the additional redundant suscep-
tance annulling resonator, in turn connected to the
common junction. The resonator and series circuit result
in broadband satisfaction of Eq. (1), for a wide variety of
constituent filters. The filters can also be synthesized from
singly terminated prototypes, further improving the input
VSWR, but at the cost of additional elements in each filter
because such prototypes are not as efficient in providing
selectivity as doubly terminated prototype designs. Today,
it is also possible to implement a variety of cross-coupling
schemes between the multiplexer filters, further reducing
the problem. An example of such a diplexer is shown in
Fig. 8. It is beyond the scope of this article to present

CH.1

CH.2
CH.2CH.1

F

0

CH.1 Widely separated from CH.2
Input Diplexed, Output Switched

Figure 5. Use of time-division multiplexing with switching.

Circulator coupled approach :

Circulator (microwave gyrator)

Channel filter

Loss in Nth channel includes loss 
of all circulators preceding as well 
as the loss of the Nth channel filter

f1 f2 fn⋅ ⋅ ⋅
Figure 6. Circulator-coupled channel drop-
ping scheme.

(a)

(b) (c)

Figure 7. (a) Typical triplexer (three filters connected to common
junction); (b) schematic showing common resonator (i.e., shared
resonator; can be used for susceptance annulling); (c) schematic
showing modification to allow common connection (series-reso-
nant input connection used to assist common connection).
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details of the many and varied implementations of this
technique, but the Bibliography will provide additional
references and examples.

The P/N 80431AD (Fig. 8, top) is a true diplexer. The
channel responses are quasielliptic, using crossover cou-
pling to implement real frequency transmission zeros for
close-in rejection while still achieving maximum passband
width. Specifications are as follows:

Minimum passband channel 1: 2400–2420 MHz

Minimum passband channel 2: 2460–2480 MHz

Maximum loss over either passband as above: 1.5 dB

Maximum common port return loss over either pass-
band: � 16 dB

Maximum output port return loss over either pass-
band: � 14 dB

Minimum interchannel isolation, common port termi-
nated in 50O: 70 dB

Normal impedance: 50O

Input power: Z2 W

Operating temperature: From � 20 to þ601C

Relative humidity: r95%

3.3. Separable Multiplexing

Construction of multiplexers frequently involves many
contiguous channels, each with great selectivity. The prob-
lem of combining filters of this type at a common junction
can be readily approached by separating the filters from
the multiplexing network. Slope complementary arrays of
lowpass and highpass filters can be used to implement a
multiplexing (‘‘combining’’) network compatible with sep-
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Figure 8. Susceptance annulling dip-
lexer using cross-coupled filters to im-
plement finite transmission zeros.
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arately synthesized and tuned bandpass filters. The band-
pass filters are used to provide the required selectivity.
The combining network is required only to provide a lim-
ited isolation value outside a specified crossover region.
Two–five-element lowpass and highpass networks can pro-
vide the required isolation. For example, a pair of two-el-
ement low/highpass filters will provide 10 dB isolation at a
distance (in frequency) of 30% from the crossover of the
two. Five-element filters can provide crossover regions
with a width of about 5% of the crossover frequency. Iso-
lation of 10 dB is sufficient to provide passband VSWR
levels of 1.7–1 over the full range of frequencies covered by
the bandpass filters connected to the combining network.
The use of these combining networks permits implemen-
tation of the bandpass filters as separate networks, with a
simple representation of the bandpass filter as a shunt
inductor or series capacitor used during modeling and

tuning of the combining network. A schematic of an ex-
ample two-element combining network, with crossover
frequency of 2 GHz, is shown in Fig. 9; a third-order, N-
way extension is shown in Fig 10. Simulation of measure-
ment of the response for this network will show satisfac-
tion of Eq. (1), with matched 50-O ports, and at least 10 dB
isolation at 1400 and 2600 MHz, or 30 % away from the
crossover. This enables immediate connection of almost
tuning-free bandpass filters with center frequencies below
1400 or above 2600 MHz. As stated, higher-order combin-
ing networks can be used to accommodate bandpass filters
with spacing closer to the crossover frequency. An example
of a quintaplexer (five-way multiplexer) using third-order
complementary combining networks in a channel drop-
ping scheme is pictured in Fig. 11, with typical data for a
sixth-degree (sextaplexer) version of the same device
shown in Fig. 12.

3.4. Double N-Plexing

Filters can be multiplexed by parallel combination at both
ends. For example, if two bandpass filters are multiplexed
at both input and output, a network results that provides
one input and one output, with two passbands, essentially
attenuating everything else. Such assemblies are useful in
systems such as GPS, which have two or more operating
frequencies, with the requirement for isolation between
the operating channels and adjacent, cluttered regions of
the spectrum. Typically, common-junction multiplexing is
employed for this application, but in principle, any of the
described combinatorial methods can be used. An example
of such an application (double diplexer for combining the
L1 and L2 GPS channels) is shown in Fig. 13 (schematic
and response). An actual example is shown in Fig. 14. Note
the limited stopband between the two bandpass channels
as shown in the data. An example illustrating double tri-
plexing is shown in Fig. 15a, with data in Fig. 15b.

Some notes regarding double N-plexing are as follows:

* Stopband between filter channels limited by filter
order and spacing of channels
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Figure 9. Schematic of second-order complementary low/high-
pass combining network (with attached bandpass filters).
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* Diplexing methods include nulling, complementary
lowpass and highpass

* Very efficient way to meet limited stopband and dif-
ficult passbands

P/N 63491A-1 (Fig. 14, top) is a double diplexer, for GPS
application. The filter passes only the GPS L1 and L2
channels, rejecting everything else, to at least 10 GHz. An
evanescent mode structure, the 63491A-1 is truly GPS
‘‘state of the art.’’ Specifications are as follows:

The fully military-standard, highly ruggedized assem-
bly shown in Fig. 15a is a GPS triple-channel dual tri-
plexer. There are three evanescent-mode bandpass filters
connected together at input and output. The bandpass fil-
ters tune the L1, L2, and L5 GPS channels. Two of the
bandpass filters are provided with internal cross-coupling
so as to achieve sharp rejection near their passbands, and
thus display at least 20 dB isolation to the adjacent GPS
channel. The assembly thus provides passbands for the
L1, L2 and L5 GPS frequencies, rejecting all other

frequencies in accordance with the specifications tabulat-
ed below:

Midband attenuation at 1227.6 and 1575.42 MHz:
1.5 dB maximum (1.0 dB typical)

Midband attenuation at 1176.45 MHz: 1.9 dB maxi-
mum (1.7 dB typical)

 Start

1

Cor

1

1
Cor

MARKER

679.5 MHz

CH1 MEM Log MAG 10 dB/ REF
REF

0 dB −4. 4835 
−3. 72311

1

1

937 , 00  000 MHz

270 700 MHz
dB

dB
dB010 dB/Log MAGCH2 B/R&M

582. 500 000 MHz Stop 1  367. 500 000 MHz

3

3

500

Figure 12. Data on six-channel (sex-
taplexer) version of quintaplexer pictured in
Fig. 11.

L1, L2

Atten.
fs

L1 L2

L1

L2DC-10 GHZ

0

Figure 13. Double-diplexed two channel filter for GPS.

Channel L1 Channel L2

Minimum � 3 dBc passband:
Maximum loss at 1575.4710 MHz:
Phase linearity at 1575.4710 MHz:
Maximum passband VSWR:
Minimum � 60 dB rejection:
Minimum � 40 dB rejection:
Operating power level:

1550.4–1600.4 MHz
2 dB
61 maximum
1.5:1 (50O)
1775.4 MHz
1455.4 MHz
Z0.25 W

Minimum � 3 dBc passband:
Maximum loss at 1227.6710 MHz:
Phase linearity at 1227.6710 MHz:
Maximum passband VSWR:
Minimum � 60 dB rejection:
Minimum � 40 dB rejection:
Operating power level:

1202.6–1252.6 MHz
2 dB
61 maximum
1.5:1 (50O)
1047.6 MHz
1347.6 MHz
Z0.25 W
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� 3 dBc bandwidth centered at 1176.45 MHz:
Z20.46 MHz

� 1 dBc bandwidth centered at 1227.6 and
1575.42 MHz: Z20.46 MHz

Maximum VSWR at center frequencies: 1:5–1
(50O)

Minimum � 20 dBc stopbands: 200–1159.5 MHz

1192.5–1207.5 MHz

1250–1500 MHz

1600–8000 MHz

Power handling: Z10 W peak, 1 W average

Size

Connectors: type N(f)

Operating environment: JTIDS/MIDS military stan-
dard shock, vibration

4. OTHER SPECIAL CONFIGURATIONS

Some other configuration examples are shown in Fig. 16
(waveguide channel dropping multiplexer for communica-

tion application) and Fig. 17 (low/highpass elliptic com-
plementary filters for ECM application).

5. CONCLUSIONS

The art and science of combining properly designed
selective filters to achieve spectrum separation or combin-
ing (‘‘multiplexing’’) is complex, although the require-
ments for proper combination are easily summarized
in a single pair of equations. The intention of this article
has been to provide a summary of several available
methods for such multiplexing and examples of
their use. What has been presented is certainly not all-
inclusive, and is based primarily on the experience of
this author. Practitioners have tended to treat the subject
secretively, with solutions kept as proprietary. With
the advent of modern CAD and the ready access
to circuit simulation software, the various possible
techniques are found to be quite amenable to analysis.
Network synthesis now becomes dominant, in the
competitive world in which most practitioners function,
and the emphasis is on selection of the filter topology and

SMA female right angle
connector

0.f8 0 PIN
PLS

2.56 UNC-28 X .18 DP

(1.460)

0.5 C

0.25

−0.28

0.75

0.10
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0.10

0.140

(.437)

2.30 Typical Pin

1.50

2.100

1.300

Microwave silver
and gray epoxy paint
expect for ends and 
mounting surface to
be free from paint

Finish:

Outline drawing Test Data

P/N 63491A-1 Double diplexer

Maximum group delay difference at L1 and L2 center frequencies: 5 ns

Figure 14. GPS double diplexer. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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technology to be employed with cleverly conceived inter-
connection schemes. Truly synthesized combinations of
lumped, evanescent, and distributed elements, into
both filters and connection elements, awaits progress in
multivariable synthesis. Real-life combinations of
these elements are quite possible and common today, us-
ing analysis and optimization. However, much ‘‘black art’’
is still to be found in the multiplexer arena, leaving an

opening for new ideas and concepts and certainly, more
participants.

Figure 18 presents a partial summary of filter tech-
niques available for use in multiplexer applications. Many
variations are possible, including superconductive imple-
mentations, ‘‘mixing’’ techniques (such as combinations of
lumped and distributed elements), and nonadjacent ele-
ment coupled designs. Because of the ever-changing

CH2 S21 log MAG 10dB/ REF    0  dB 1:  -29. 152   dB

8.764  210 095 GHz

PRm

Cor

Start 050 000  000 GHz Stop 10. 000  000 000  GHz
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Figure 15. GPS dual (double) triplexer (for channels L1, L2, and L5); (b) data for this triplexer.
(This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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developments in the filter field, the list is unlikely to ever
be complete, but the chart provides an overview applicable
in 2004.

More than one technology applies to some of the fre-
quency ranges shown in Fig. 18. New cross-coupling tech-
niques are extending the applicability of many types.
Active filters achieve responses similar to those of passive
filters but with noise or stability problems.
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FREQUENCY-DOMAIN CIRCUIT ANALYSIS

MARIO BIEY

IVAN A. MAIO

Politecnico di Torino

When a designer is examining the behavior of an electrical
circuit, the first thing to do, as in the case of any other
physical system, is to write down a suitable set of equa-
tions describing the existing links between the involved
physical variables, which are, in this case, voltages and
currents. Generally, these equations arise from Kirchhoff ’s
voltage and current laws and from the branch relations
that describe circuit components.

If there are dynamic components (i.e., described by
branch relations where time derivatives of voltages and/or
currents are present), then the circuit is governed by a
system of mixed algebraic and integrodifferential equa-
tions. The solution of such a system may be carried out
using time as the independent variable and evaluating the
wanted voltages and/or currents by numerical or analy-
tical integration techniques. In this case the analysis is
said to be performed in the time domain.

A completely different approach may be followed for
linear time-invariant circuits. By using suitable transfor-
mations—that is, Laplace transform or Fourier trans-
form—the original integrodifferential equations, which
are linear with constant coefficients, are reduced to alge-
braic equations, where the original time functions are
substituted by complex-valued functions of a complex
variable s¼ sþ jo in the case of Laplace transform, or
simply jo in the case of Fourier transform. Then the
system of linear algebraic equations is solved for the
new transformed functions. Finally, an inverse transfor-
mation recovers the requested voltages or currents as
functions of time. When following this procedure, the
analysis is said to be performed in the frequency domain
or, alternatively, in the s domain when an explicit refer-
ence to the Laplace transform is preferred.

The frequency-domain approach offers several advan-
tages over the direct solution of time-domain circuit
equations:

1. The solution is reduced to algebra and is greatly
simplified by the extensive use of tables.

2. The conditions of energy storage elements within
the circuit at the time when the input signal is
applied (i.e., the initial conditions) become part of
circuit equations and hence are automatically ac-
counted for.

3. There is no need to evaluate initial conditions at t¼
0þ , as in the case of time-domain analysis, when a
jump discontinuity occurs at t¼ 0. Only their values
immediately before the beginning of the transient
(i.e., at t¼ 0� ) are required.

4. The sinusoidal steady-state behavior of a linear
circuit may be easily analyzed by resorting to net-
work functions defined in terms of Laplace trans-
forms.

5. Frequency-domain analysis provides a deeper in-
sight in the behavior of linear circuits. For example,
it is possible to effectively compute sensitivities, to
give stability conditions, to establish necessary and
sufficient conditions for the realization of one-port
and multiport networks, and so on.

6. Many design techniques are based on a description
of the circuit behavior in the frequency domain, via
network functions. The knowledge of these functions
is of paramount importance in designing feedback
amplifier, one-ports, multiports, active and passive
filters, equalizers, oscillators, and so on.

7. Frequency-domain formulation allows an effective
description of transmission lines, which would
otherwise require partial differential equation in
the time domain.

8. Frequency-domain formulation allows model simpli-
fication techniques not possible in the time domain.

1. FREQUENCY-DOMAIN CIRCUIT EQUATIONS

This section introduces the one-sided Laplace transform
and a number of its properties, relevant to circuit analysis.
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A complete discussion of this topic may be found in Refs. 1
and 2. Successively, we will illustrate the use of Laplace
transform to write and solve frequency-domain circuit
equations.

1.1. The One-Sided Laplace Transform

Given a function of time f (t) defined for all tZ0, its one-
sided Laplace transform is defined as

FðsÞ¼L½f ðtÞ�¼

Z 1

0�
f ðtÞe�stdt ð1Þ

where s¼ sþ jo is a complex variable, called the complex
frequency. Note that in Eq. (1) the lower limit of integra-
tion equals 0� , to include functions that have a disconti-
nuity or an impulse at t¼0.

Equation (1) establishes a correspondence between the
time function f ðtÞ defined for all tZ0 and its Laplace
transform F(s). This fact ensures that the solution coming
from the frequency-domain approach is identical to the
one obtainable by operating in the time domain.

The integral that defines the Laplace transformation
exists under mild conditions on the function f (t), generally
met for the signals used in engineering. A sufficient
condition is that f (t) is exponentially bounded—that is,
|f (t)|rMect—for some constant M40 and some constant
c, for all t40 (or only for t greater than some t0).

The greatest lower bound sþ of the values of s for
which the Laplace integral (1) exists is called abscissa of
convergence. It can be shown that the Laplace integral
defines an analytic function within the half-plane of
convergence s4sþ .

Extensive tables of transform pairs have been built (see
Refs. 3 and 4) by using the definition given in Eq. (1).
Examples of Laplace transforms of elementary functions
are reported in Table 1. Some of the main properties of
one-sided Laplace transform, relevant in circuit analysis,
are shown in Table 2. For proofs and a complete collection
of these properties, see Refs. 1 and 2.

The inverse transform, which gives f (t) from its La-
place transform F(s), is denoted by L�1½FðsÞ� and is

expressed by

f ðtÞ ¼0; to0

f ðtÞ ¼L�1½FðsÞ�

¼
1

2pj

Z s1 þ j1

s1�j1

FðsÞest ds; t > 0; s1 > sþ

ð2Þ

In many practical situations, the inverse transform may
be simply obtained by resorting to a partial-fraction ex-
pansion of the original function. Then, the inverse trans-
forms of the elementary fractions are found by inspection,
resorting to tables of Laplace transforms.

1.2. Tableau Equations

We start by considering the time-domain tableau equa-
tions for a linear time-invariant circuit [5,6]. The (node)
tableau equations are

Ai¼ 0 ð3Þ

v� ATe¼ 0 ð4Þ

ðM0DþM1Þvþ ðN0DþN1Þi¼usðtÞ ð5Þ

where i is the vector of branch currents, v is the vector of
branch voltages, and e is the vector of node voltages with
respect to a datum node. Equations (3) and (4) are the
matrix formulation of Kirchhoff ’s current and voltage
laws: A is the (n� 1)�b reduced incidence matrix, n being
the number of nodes and b the number of branches; the
superscript T denotes transposition. The branch equations
are given (in matrix form) by Eq. (5): M0, M1, N0, N1 are b
� b matrices with real constant elements; D is the
differentiation operator d/dt and us(t) is the vector of
independent sources.

The application of Laplace transform to both sides of
Eqs. (3)–(5), taking into account the properties shown in
Table 2, gives the (node) tableau equations in the fre-

Table 1. Elementary One-Sided Laplace Transform Pairs

Time Function

Type

Laplace Transform
f (t) FðsÞ¼L½f ðtÞ�

d(t) Impulse function 1
u(t) Unit step function 1

s
t Ramp 1

s2

e�at Exponential 1

sþa

e�at sin o0t Damped sine
o0

ðsþaÞ2þo2
0

e�at cos o0t Damped cosine
sþa

ðsþaÞ2þo2
0

Table 2. Main Properties of One-Sided Laplace Transform

Property Transform Pair

Linearity L½a1f1ðtÞþa2f2ðtÞ� ¼a1F1ðsÞþa2F2ðsÞ

Time differentiation L
df

dt

	 

¼ sFðsÞ � f ð0�Þ

Time integration L

Z t

0�
f ðtÞdt

	 

¼

1

s
FðsÞ

Time shift L½f ðt� t0Þuðt� t0Þ� ¼ e�t0sFðsÞ; t0 > 0

Frequency shift L½es0tf ðtÞ� ¼Fðs� s0Þ

Initial-value theorem f ð0þ Þ¼ limt!0þ f ðtÞ ¼ lims!1 sFðsÞ

Final-value theorem limt!1 f ðtÞ¼ lims!0 sFðsÞ; sFðsÞ regular
on the jo axis and in right half-plane
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quency domain

AIðsÞ¼ 0 ð6Þ

VðsÞ � ATEðsÞ¼ 0 ð7Þ

ðM0sþM1ÞVðsÞþ ðN0sþN1ÞIðsÞ¼UsðsÞþU0 ð8Þ

where I(s), VðsÞ, and EðsÞ, are vectors of transformed
branch currents, branch voltages, and node-to-datum
voltages, respectively. UsðsÞ is the vector of transformed
independent sources and U0¼M0vð0ÞþN0ið0Þ is the vec-
tor of initial conditions. In matrix form we have

TðsÞWðsÞ 

0 0 A

�AT 1 0

0 M0sþM1 N0sþN1

2
666664

3
777775

EðsÞ

VðsÞ

IðsÞ

2
666664

3
777775

¼

0

0

UsðsÞþU0

2
666664

3
777775

ð9Þ

where matrix T is constituted by elements that are either
real constants or real polynomials of degree 1 and W is the
vector of output variables.

Other forms of the tableau equations are possible if
reference is made to fundamental cutsets or fundamental
loops of the connected digraph associated to the consid-
ered circuit. These forms of the tableau equations are not
considered here, and the interested reader is referred to
Ref. 6, pp. 715–717.

As a concluding remark, let us consider tableau equa-
tions (6)–(8) in more detail. Equations (6) and (7) may be
obtained from Eqs. (3) and (4) by a simple substitution of
time functions with their Laplace transforms: They may
be viewed as Kirchhoff ’s current and voltage laws in the
frequency domain. Equation (8) contains the frequency-
domain branch equations. They are listed in the fourth
column of Table 3, for the components shown in Fig. 1a,

Table 3. Branch Equations in the Frequency Domain

Component Parameter(s) Time Domain Frequency Domaina

Resistor R v(t)¼Ri(t) V(s)¼RI(s)

Capacitor C iðtÞ¼C
dv

dt
I(s)¼ sCV(s)�CV0 or

VðsÞ¼
1

sC
IðsÞþ

V0

s
Inductor L vðtÞ¼L

di

dt
V(s)¼ sLI(s)�LI0 or

IðsÞ ¼
1

sL
VðsÞþ

I0

s

Coupled inductors M, L1, L2 v1ðtÞ ¼L1
di1

dt
þM

di2

dt
V1(s)¼ sL1I1(s)þ sMI2(s)�L1I10�MI20

v2ðtÞ ¼M
di1

dt
þL2

di2

dt
V2(s)¼ sMI1(s)þ sL2I2(s)�MI10�L2I20

aNote that V0, I0, I10 and I20 are initial values computed at t¼0� .
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Figure 1. (a) Symbols and associated reference directions for
voltages and currents of resistors, capacitors, inductors and
coupled inductors; (b) frequency-domain equivalent circuits of
resistors, capacitors, inductors, and coupled inductors. For capa-
citors and inductors both the series and the parallel frequency-
domain equivalent circuits are shown. Initial values are denoted
by V0¼ v(0� ), I0¼ i(0� ), I10¼ i1(0� ) and I20¼ i2(0� ).
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while in the third column the corresponding time-domain
equations are shown for comparison.

1.2.1. Impedance and Admittance. Consider a two-
terminal element, with zero initial conditions. Let us
choose associated reference directions for input current
and terminal voltage, (e.g., see Fig. 1a) and denote their
transforms by I(s) and V(s), respectively. The ratio

ZðsÞ¼
VðsÞ

IðsÞ
ð10Þ

is called the impedance of the two-terminal element. The
reciprocal of the impedance

YðsÞ¼
1

ZðsÞ
¼

IðsÞ

VðsÞ
ð11Þ

is referred to as the admittance of the two-terminal
element. In the frequency domain, impedance and admit-
tance play the same role as resistance and conductance in
Ohm’s laws, respectively. Table 4 gives impedances and
admittances of resistors, capacitors, and inductors.

1.2.2. Writing Circuit Equations by Inspection. Taking
into account Eqs. (10) and (11), one can easily verify
that the circuits shown in Fig. 1b are governed by the
algebraic frequency-domain equations reported in
the fourth column of Table 3. These circuits are
called the equivalent circuits in the frequency
domain for resistors, capacitors, inductors, and coupled
inductors.

As a consequence, the frequency-domain equations of
any circuit may be written directly, avoiding the prelimin-
ary step of writing time-domain equations. In fact, it is
sufficient to apply the same analysis methods used for
resistive circuits (see Ref. 6, Chap. 5; and Ref. 7, Chap. 4)
to a frequency-domain equivalent circuit, hereafter
called the transformed circuit, obtained by replacing
each element with its impedance or admittance and add-
ing the appropriate sources to take into account initial
conditions.

Furthermore, for this transformed circuit all general
theorems, valid for linear time-invariant resistive circuits,
(superposition, Thevenin’s, Norton’s, Tellegen’s, etc.), still
hold.

Example 1. The results presented above are used to write
tableau equations for the very simple circuit of Fig. 2a.
The transformed circuit is shown in Fig. 2b, where v3(0� )
¼V0 and i4(0� )¼ I0 are initial values of capacitor voltage
and inductor current, respectively. The frequency-domain
tableau equations, written in matrix form and partitioned
according to Eq. (9), are

Table 4. Impedance Z(s) and Admittance Y(s) of Resistors,
Capacitors, and Inductors

Component Parameter Z(s) Y(s)

Resistor R R G¼1/R

Capacitor C
1

sC
sC

Inductor L sL
1

sL

0 0 ..
.

0 0 0 0 ..
.
�1 1 1 0

0 0 ..
.

0 0 0 0 ..
.

0 0 �1 1

	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	

1 0 ..
.

1 0 0 0 ..
.

0 0 0 0
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1.3. Loop Equations

The set of loop equations may be written directly in the
frequency domain by substituting each circuit element
with the appropriate series equivalent circuit of Fig. 1b
and then applying the standard technique used for resis-
tive circuits. Note that for nonzero initial conditions,
supplemental voltage sources of the form LI0 and/or
V0=s are added to the original circuit.

The final set of loop equations has the form

ZlðsÞIlðsÞ¼VsðsÞþV0ðsÞ ð13Þ

where Z1ðsÞ is called the loop impedance matrix, VsðsÞ is
the vector of independent voltage sources, and V0ðsÞ is the
voltage vector due to initial conditions.

The restriction imposed in loop analysis is that all
elements must be current-controlled. If this is not the
case, one may resort to circuit transformations or to the
modified loop analysis (8).

Loop equations may be written by inspection. If the
circuit is formed only by resistors, capacitors, and induc-
tors, the rules are particularly simple. The matrix Zl is
symmetric, the kth diagonal element zkk is the sum of all
impedances in loop k, and any off-diagonal element zjk is
the sum of all impedances common to loops j and k if the
reference directions for the two loops are the same, the
negative of the sum otherwise.

Finally, for a circuit with a planar graph, meshes may
be used instead of fundamental loops. In this case, mesh
equations are obtained in terms of fictitious circulating
currents, generally referred to as ‘‘mesh currents’’.

Example 2. Consider the (planar) circuit of Fig. 3a. The
initial values of voltages across capacitors Cp and C are

v2ð0�Þ¼VCp0 and vC(0� )¼ 0 V, respectively. In this case,
meshes can be chosen as fundamental loops. Assuming for
the mesh currents I1 and I2 the reference directions shown
in the transformed circuit of Fig. 3b, we write the follow-
ing frequency-domain mesh equations:

1=ðsCpÞþRs �1=ðsCpÞ

�ð1þ aÞ=ðsCpÞ RLþ 1=ðsCÞþ ð1þ aÞ=ðsCpÞ

2
4

3
5

I1

I2

2
4

3
5

¼

VsðsÞ

0

2

4

3

5þ
�V0=s

ð1þ aÞV0=s

2

4

3

5

ð14Þ

1.4. Node Equations

Node equations may be written directly in the frequency
domain by substituting each circuit element with the
appropriate parallel equivalent circuit of Fig. 1b and
then applying the standard technique used for resistive
circuits. Note that for nonzero initial conditions, supple-
mental current sources of the form I0/s and/or CV0 are
added to the original circuit.

The final form of node equations is

YnðsÞEðsÞ¼ IsðsÞþ I0ðsÞ ð15Þ

where YnðsÞ is called the node admittance matrix, IsðsÞ is
the vector of independent current sources, and I0ðsÞ is the
current vector due to initial conditions.

Node equations may be written by inspection. If the
circuit is formed only by resistors, capacitors, and induc-
tors, the rules are particularly simple: The matrix Yn is
symmetric, the kth diagonal element ykk is the sum of all
admittances connected to node k, and any off-diagonal
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Figure 2. (a) A simple RLC circuit; at t¼0� the capacitor has
an initial voltage v3(0� )¼V0 and inductor has an initial current
i4¼ (0� )¼ I0 (associated reference directions are assumed); (b)
the frequency-domain transformed circuit.
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Figure 3. (a) Loop (mesh) analysis—at t¼0� capacitors Cp and
C have initial voltages v2ð0�Þ¼VCp0 and vc(0� )¼0 V, respec-
tively; (b) the frequency-domain transformed circuit.
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element yjk is the negative of the sum of all admittances
connecting node j and node k.

Nodal analysis may be directly applied only to circuits
containing voltage-controlled elements. If there are ele-
ments which are not voltage-controlled, circuit transfor-
mations should be performed. Finally, nodal analysis may
be effectively extended to circuits with ideal voltage
sources and/or ideal operational amplifier [9, Sect. 4.5].

Example 3. Consider the circuit of Fig. 4a. V10 and IL0 are
initial values of capacitor voltage v1 and inductor current
iL, respectively. The initial voltage across C2 is zero. To
effectively write node equations, the voltage source is first
transformed into a current source by a Thevenin–Norton
transformation. The final circuit, used to write node
equations in the frequency domain, is shown in Fig. 4b.
The following equations are obtained by inspection:

Gsþ sC1þ 1=ðsLÞ �1=ðsLÞ

�1=ðsLÞ GLþ sC2þ1=ðsLÞ

2
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ð16Þ

1.5. Modified Node Equations

Modified nodal analysis (MNA) has been introduced to
cope with the problems associated with nodal analysis
[6,10]. MNA follows the logical steps of nodal analysis.
When an element is found which is not voltage-controlled,
its current is added to the set of unknowns. To balance the
number of unknowns and the number of equations, the
element equation is added to the set of equations.

In matrix form we have

PðsÞ
EðsÞ

IðsÞ

" #
¼UsðsÞþU0 ð17Þ

where EðsÞ is the vector of node voltages, IðsÞ is the vector
of unknown currents, UsðsÞ is the vector of transformed
independent sources, and U0 is the vector due to initial
conditions.

The elements of the coefficient matrix PðsÞ depend solely
on the circuit topology, on complex frequency s, and on
element values. They are either real constants or real poly-
nomials of degree 1. If inductor currents are not added to the
unknowns, then also monomials of degree � 1 are present. In
such a case, U0 may contain terms of the form I0=s.

MNA has many attractive features. The coefficient
matrix and the right-hand side vector of Eq. (17) can be
assembled by inspection through ‘‘stamps’’ describing the
contribution of each circuit element [10]. MNA can be
applied to any circuit, including those containing transmis-
sion lines, without the need of circuit transformations and
keeping the number of equations to a minimum. Further-
more, if any current is required as output variable, it may
be directly inserted in vector I of Eq. (17), adding the
corresponding branch relation to the set of MNA equations.

Example 4. MNA is illustrated by resorting to the circuit of
Fig. 5a, where the operational amplifier is supposed ideal.
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Figure 4. (a) Nodal analysis—capacitor C1 has an initial voltage
v1(0� )¼V10, and the initial value of the current iL through the
inductor L is IL0; (b) the frequency-domain transformed circuit.
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Figure 5. (a) A simple RC active circuit—at t¼0� the capaci-
tors C2 and C3 have initial voltages v2(0� )¼V20 and v3(0� )¼
V30, respectively; (b) the frequency-domain transformed circuit.
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The frequency-domain transformed circuit is shown in
Fig. 5b, where V20 and V30 are initial values of capacitor
voltages v2 and v3, respectively. The modified nodal equa-
tions are

G11 �G11 0 0

�G11 G11þG12þ sðC2þC3Þ �sC3 �sC2

0 �sC3 G4þ sC3 �G4
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0 0 0 �G6
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0 0 �1 0

2
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1.6. State Equations

State equations are best suited for time-domain analysis,
even if sometimes it may be useful to solve these equations
in the frequency domain. Also in this case, all known
methods used to write time-domain state equations (in-
spection, equivalent sources, or network graph theory; see
Ref. 11, Chapter 6) may be applied to the transformed
circuit obtained by substituting inductors and capacitors
with the series and parallel circuits of Fig. 1(b), respec-
tively. In spite of that, state equations are generally
written first in the time domain and then transformed to
the frequency domain, where they take the following form:

sXðsÞ¼AXðsÞþBUðsÞþX0 ð19Þ

In this equation, XðsÞ, X0, and UðsÞ are the vectors of
transformed state variables, of initial conditions, and of
transformed independent sources, respectively. A and B
are matrices of appropriate dimensions (note that A is not
the incidence matrix).

Equation (19) may be rearranged to yield

½s1� A�XðsÞ ¼BUðsÞþX0 ð20Þ

where 1 is the identity matrix.

1.7. Natural Frequencies

Let us consider a (linear time-invariant) circuit described
by its tableau equations [Eq. (9)]. This system of linear
algebraic equations admits a unique solution if and only if
matrix TðsÞ is invertible; that is, det ½TðsÞ� is not identi-
cally zero. Furthermore, since all elements of TðsÞ are
polynomials of degree either 0 or 1 in s, det ½TðsÞ� is a
polynomial in s too, with real coefficients, called the
characteristic polynomial of the circuit. The roots li, of

det½TðsÞ� ¼ 0 ð21Þ

are called the natural frequencies of the circuit. They are
either real or occur in complex-conjugate pairs.

Note that when working in the time domain, TðsÞ
becomes TðDÞ, where D is the differentiation operator d/
dt, and hence the definition of natural frequencies pre-
sented above coincides with that given in the time domain
[12, Chap. 12].

If all independent sources are set to zero (i.e., consider-
ing the circuit in the zero-input state), then, applying
Kramer’s rule, a generic output variable Wk(s) is given by

WkðsÞ¼

Pb
i¼ 1 DikUi0

det½TðsÞ�
ð22Þ

where Dik is the cofactor of the element (bþn� 1þ i), k of
TðsÞ and Ui0 denotes the ith source due to initial condi-
tions.

Expanding the right-hand side of Eq. (22) in partial
fractions and then taking the inverse Laplace transform of
both sides, it turns out that, in general, any zero-input
response is a linear combination of exponentials elit (or
polynomials in t times elit), called modes, where each li is
a natural frequency of the circuit. For some particular
response, some modes may be absent.

If all the natural frequencies of the circuit have a
negative real part, then the zero-input response, for any
initial state, goes to zero exponentially with increasing
time. In this case, the circuit is referred to as strictly (or
exponentially) stable.

Natural frequencies are an intrinsic feature of the
circuit: They depend only on the circuit and not on the
method used to analyze it. In fact, it can be shown that the
nonzero natural frequencies of any linear time-invariant
circuit are identical to the nonzero roots of the determi-
nantal polynomial of the matrix of any system of equations
describing the circuit, when framed as a set of linear
algebraic equations of the form RðsÞWðsÞ¼FðsÞ [13,
Chap. 14]. The total number of natural frequencies is
not greater than the number of energy-storing elements
present in the circuit and it defines the order of complexity
of the circuit [14, Chap. 8]. Zero natural frequencies are of
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limited physical significance, and in some cases their
number may be determined by inspection [12, Chap. 11].

In the case of tableau analysis and MNA, the determi-
nantal polynomials of matrices TðsÞ and PðsÞ differ from
each other only for a multiplicative constant, and hence
they give the same set of natural frequencies, including
those at s¼ 0 (if any), with the same multiplicities [6, Sect.
10.4.2].

In the case of state equations, let us consider them in
the form given by Eq. (20). The natural frequencies are the
roots of the determinantal polynomial

det½s1� A� ¼ 0 ð23Þ

and hence they coincide with the eigenvalues of matrix A.
As in the case of tableau analysis and MNA, Eq. (23)
supplies all natural frequencies, including zero natural
frequencies, with their own multiplicities.

2. NETWORK FUNCTIONS

Given a linear time-invariant network in the zero state—
that is, with zero initial voltages across all capacitors and
zero initial current through all inductors—a network
function H(s) is defined as the ratio of the Laplace trans-
form W(s) of an output variable w(t) to the Laplace trans-
form Q(s) of an input variable q(t):

HðsÞ¼WðsÞ=QðsÞ ð24Þ

If the input is an unit impulse, then Q(s)¼ 1 and hence
H(s) turns out to be the Laplace transform of the impulse
response of the circuit.

If input and output variables are defined at the same
terminal pair, the network function is either an impedance
or an admittance, as defined in Eqs. (10) and (11), respec-
tively. If input and output are measured at two different
terminal pairs, the network function is referred to as a
transfer function. A transfer function may have the di-
mension of impedance or admittance or be dimensionless.

In the case of multiple-input multiple-output circuits, a
matrix transfer function HðsÞ may be defined, whose k, i
element is the ratio of the Laplace transform of the kth
output variable to the Laplace transform of the ith input
variable, when all others input variables are set to zero.

Network functions may be efficiently obtained by re-
sorting to network symbolic analysis programs. In gen-
eral, these programs are also able to perform mixed
numerical–symbolic analysis [15,16] and to evaluate sen-
sitivities [17, Chap. 10; 18, Chap. 8].

2.1. Fundamental Properties

Consider, for simplicity, a single-input single-output cir-
cuit. Any network function may be determined starting
from any set of circuit equations described in the previous
section. Referring again to tableau equations [Eq. (9)] and

using Kramer’s rule, we have

HkiðsÞ¼
WkðsÞ

QiðsÞ
¼

Dik

det½TðsÞ�
ð25Þ

where Wk(s) denotes the kth output variable and Dik is the
cofactor of the element i,k of TðsÞ, where i is the position of
the independent source Qi(s) into the right-hand side
vector of Eq. (9).

From Eq. (25), it follows that any network function of a
linear circuit is a real rational function of s—that is, the
ratio of two polynomials with real coefficients. Its finite
poles are natural frequencies of the circuit, according to
Eq. (21); due to a possible pole–zero cancellation, some
natural frequencies may not appear as poles of the net-
work function [6, p. 612].

The transform Wk(s) of the output variable is given by

WkðsÞ¼HkiðsÞQiðsÞ¼
Dik

det½TðsÞ�
QiðsÞ ð26Þ

Transient response is computed by finding a partial-frac-
tion expansion of the right-hand side of Eq. (26) and then
taking the inverse Laplace transform of each term of the
expansion. If the network function has no poles inside the
right half-plane and if its jo-axis poles (if any) are simple,
then the (zero-state) impulse response of the circuit
remains bounded and the network function is said to be
stable. If there are no poles on the jo axis, then the
impulse response decays with time, and moreover, any
(zero-state) response remains bounded for any bounded
input. In this case the network function is said to be
strictly stable [e.g., 19, Chap. 9].

When the network functions are impedances or admit-
tances of RCLM networks—that is, networks composed of
a finite number of resistors, capacitors, inductors, and
coupled inductors—they must be positive real functions;
other constraints are added for two-element-kind (i.e., RC,
RL, and LC) networks (20).

2.2. The Sinusoidal Steady State

The large use of network functions in circuit analysis is
only partially due to their utility in evaluating compli-
cated transients. One of the reasons for their acknowl-
edged importance is related to their capability to describe
the sinusoidal steady state of stable networks according to
the following theorem, usually referred to as the funda-
mental theorem of sinusoidal steady state [19, Sect. 9.4; 6,
Sect. 10.5].

Theorem 1. Consider any linear time-invariant circuit,
driven by sinusoidal independent sources, all at the
same frequency o. If the circuit is strictly stable (i.e., all
the natural frequencies have negative real part), then, for
any set of initial conditions, all voltages and currents tend,
as time goes to infinity, to a unique sinusoidal steady-state
at the same frequency o.

In the case of a single-input single-output circuit
described by Eq. (24), magnitude Wm and phase fw of
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the output waveform are given by [6, Sect. 10.5]

Wm¼ jHðjoÞjQm ð27Þ

fw¼ arg½HðjoÞ� þfq ð28Þ

where Qm and fq are magnitude and phase of the input
signal, respectively.

In terms of phasors [6, Chap. 9] we have

ŴW¼HoQ̂Q ð29Þ

where ŴW¼ jŴWjejfw and Q̂Q¼ jQ̂Qjejfq are the phasors of out-
put and input waveforms, respectively, and Ho is the
transfer function defined in terms of the sinusoidal steady
state. A comparison of Eq. (29) with Eqs. (27) and (28)
shows that any phasor transfer function, defined in the
sinusoidal steady state, may be obtained simply by setting
s¼ jo in the corresponding transfer function H(s) defined
in terms of Laplace transforms.

H(jo) is a complex valued function of o and may be
written as

HðjoÞ¼RðoÞþ jIðoÞ¼ jHðjoÞjejf
h
ðoÞ

ð30Þ

The parts of H(jo)—that is, real partRðoÞ, imaginary part
IðoÞ, magnitude |H(jo)| (or gain 20 log|H(jo)|), and
phase fh(o)—are the quantities involved in the steady-
state response to sinusoidal excitations. Generally speak-
ing, the overall information contained in any pair of these
parts [i.e., magnitude (or gain) and phase, or real and
imaginary parts], when considered as a function of fre-
quency f¼o/(2p), is referred to as frequency response of
the circuit.

It is easily verified that real partRðoÞ and magnitude-
squared function |H(jo)|2 are even functions of o,
whereas imaginary part IðoÞ and tan fhðoÞ are odd
functions of o.

Transfer functions play an important role in engineer-
ing, since they can be easily and accurately measured,
resorting to stable sinusoidal oscillators and to precise
measurement equipments—for example, to network ana-
lyzers. On the other hand, they are the starting point for
designing networks with a prescribed frequency behavior,
as in the case of electrical filters and equalizers.

When poles and zeros of network functions are known,
gain and phase versus frequency curves can be easily
plotted, resorting to the so-called Bode plots [21, Sect. 8.2].
On the contrary, if curves of magnitude or phase, or real or
imaginary parts, versus frequency are given, methods
have been developed to build realizable network functions
[20].

It is important to remember that real and imaginary
parts of any stable network function are related to each
other and, hence, constraints on them cannot be assigned
arbitrarily. In fact, for a network function with no poles in
the right half-plane and on the jo axis (infinity included),

they satisfy the following equations [e.g., 18, Chap. 7]

RðoÞ¼Rð1Þþ
1

p

Z þ1

�1

IðxÞ

o� x
dx ð31Þ

IðoÞ¼ �
1

p

Z þ1

�1

RðxÞ

o� x
dx ð32Þ

where Rð1Þ is the value of the network function at
infinity. Equations (31) and (32) state that if the imaginary
part is specified over all frequencies, then the real part is
determined to within an additive constant and that, if the
real part is specified, then the imaginary part is complete-
ly determined. Similar results hold also for gain and
phase of a network function, provided that it has no zeros
in the right half-plane—that is, it is a minimum-phase
function [18].

3. TWO-SIDED LAPLACE AND FOURIER TRANSFORMS
IN CIRCUIT ANALYSIS

In addition to the one-sided Laplace transform, other
frequency representations of time functions are possible
and yield circuit equations closely related to the ones
introduced in the previous sections. In this section, we
discuss the use of two of such representations, the two-
sided Laplace transform and the Fourier transform. The
two-sided Laplace transform has a marginal role in circuit
applications; however, it is considered here because it
completes the theoretical framework of frequency-domain
analysis. The Fourier transform, instead, adds significant
possibilities to the frequency-domain analysis of circuits
and, therefore, is discussed for both its theoretical and
practical importance. In the following, we briefly review
the definition and the properties of the two transforms,
along with the frequency-domain circuit equations which
arise when such transforms are used.

3.1. Two-Sided Laplace Transform

The two-sided Laplace transform of the function f ðtÞ is

FðsÞ¼

Z þ1

�1

f ðtÞe�st dt ð33Þ

where s¼ sþ jo and lowercase and overlined uppercase
letters are used for transform pairs [22].

The following decomposition is useful to compute the
two-sided Laplace transform

FðsÞ ¼F�ðsÞþFðsÞ

F�ðsÞ ¼

Z 0�

�1

f ðtÞe�stdt¼

Z þ1

0þ
f ð�tÞest dt

ð34Þ

where F(s) is the one-sided Laplace transform of f ðtÞ and
F� (s) is the one-sided Laplace transform of f ð�tÞ com-
puted for tA[0þ ,N] and argument � s. The two-sided
Laplace transform exists for any s such that both F� (s)
and F(s) exist. If F� (s) has abscissa of convergence
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s� (i.e., it exists for sos� ), F(s) has abscissa of conver-
gence sþ (i.e., it exists for s4sþ ), and sþos� , then FðsÞ
exists and is an analytic function of s in the strip of
convergence sþosos� . When sþ ¼ s� , FðsÞ can exist as
a distribution, whereas when sþ4s� , FðsÞ does not exist.

The inversion of the two-sided Laplace transform can
be obtained by the line integral

f ðtÞ¼
1

2pj

Z s0 þ j1

s0�j1

FðsÞest ds ð35Þ

where the integration line is in the strip of convergence, or
by F� (s) and F(s) decomposition and tables of one-sided
Laplace transform pairs. In the latter case, F� (s)
and F (s) are identified by their poles, since the poles of
F� (s) are on the right of s� and those of F(s) are on the
left of sþ .

3.2. Fourier Transform

The Fourier transform of the function f ðtÞ is

FðoÞ¼
Z þ1

�1

f ðtÞe�jot dt ð36Þ

where lowercase and script uppercase letters are used for
transform pairs [23]. The inverse transformation is

f ðtÞ¼
1

2p

Z þ1

�1

FðoÞejot do ð37Þ

The term ‘‘spectrum of f ðtÞ ’’ is also used to indicateFðoÞ,
or, less often, the magnitude ofFðoÞ.

A sufficient condition for the existence ofFðoÞ requires
that f ðtÞ has bounded variations (i.e., finite variations for
finite time increments) and is absolutely integrable. For
time functions with nonvanishing asymptotic values, the
Fourier transform may exist as a distribution [23].

3.3. Properties of Two-Sided Laplace Transform and
Fourier Transform

Table 5 summarizes two-sided Laplace transform and
Fourier transform pairs of common use, with emphasis

on two-sided time functions, as algebraic, rational and
harmonic signals [22,23]. Table 6 lists the main properties
of the two transformation methods.

Most properties of Table 6 are identical to the corre-
sponding properties of Table 2 for the one-sided Laplace
transform, or follow from these by simply replacing s with
jo. A major difference in the properties of the two-sided
Laplace transform and of the Fourier transform concerns
the derivation formula, where the f ð0�Þ term is dropped.
Owing to the latter point, these transforms are not suited
for the inclusion of the initial conditions in the solution of
circuit equations.

Other properties, involving the parts FðoÞ, are stated
for network functions in Section 2.2.

3.4. Relations between Transforms

The different transforms of a waveform can be obtained
one from the other via direct relations. Such relations ease
the shift between frequency representations, allowing one
to exploit their specific properties.

The two Laplace transforms coincide for one-sided
functions (f (t)¼ 0 for to0).

The Fourier transformFðoÞ exists when FðsÞ exists on
the jo axis and is given byFðoÞ¼FðjoÞ [see Eqs. (33) and
(36)]. Graphically, each part of FðoÞ is the profile of the

Table 5. Elementary Two-Sided Laplace Transform and
Fourier Transform Pairs

w(t) WðsÞ, s.c.a WðoÞ

1 2pd(s), s¼0 2pd(o)
t �2pd0(s), s¼0 �2pd0(o)
t2 2pd00(s), s¼0 2pd00(o)
d(t) 1, �NosoN 1
exp(s0t) 2pd(s� s0), s¼s0 2pd(oþ js0)
cos(o0t) p[d(s� jo0)þ

d(sþ jo0)], s¼0
p[d(o�o0)þ d(oþo0)]

sign(t) 2/s, s¼0 2/joP1
n¼�1 dðt� nTÞ oT

P1
n¼�1 dðo� noTÞ

aNote that s.c. indicates the strip of convergence of WðsÞ; d0( . ) and d00( . ) are

the first and second derivative of the delta function, respectively; s0¼ s0þ

jo0 is a complex constant; and oT¼ 2p/T.

Table 6. Main Properties of Two-Sided Laplace Transform and Fourier Transforma

Property w(t) WðsÞ W ðoÞ

Linearity a1f1(t)þa2f2(t) a1F1ðsÞþa2F2ðsÞ a1F1ðoÞþa2F2ðoÞ

Time differentiation
df ðtÞ

dt
sFðsÞ joFðoÞ

Time integration

Z t

�1

f ðt0Þdt0
1

s
FðsÞ

1

jo
FðoÞ þpFð0ÞdðoÞ

Time shift f(t� t0) FðsÞ expð�st0Þ FðoÞ expð�ot0Þ

Frequency shift f (t) exp(s0t) Fðs� s0Þ Fðoþ js0Þ

Convolution f (t) * g(t) FðsÞGðsÞ FðoÞGðoÞ

Moment theorem

Z 1

�1

tnf ðtÞdt ð�1Þn
dnFðsÞ

dsn
jn

dnFðoÞ
don

aNote that * and s0 indicate convolution and a complex constant, respectively.
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corresponding part of FðsÞ along the jo axis. If the jo axis
does not belong to the strip of convergence of FðsÞ, FðoÞ
does not exist, whereas if the jo axis is a boundary of the
strip,FðoÞ exists as a distribution [e.g., 23, Sect. 9.2].

Finally, FðsÞ can be interpreted as the Fourier trans-
form of the function f (t)exp(� st), which is
Fðoþ s=jÞ¼Fðs=jÞ (see Table 6, frequency shift) for every
s where f (t)exp(� st) is Fourier-transformable.

3.5. Circuit Equations and Network Functions

Frequency-domain circuit equations based on the two-
sided Laplace transform and on the Fourier transform
arise by applying such transformations to the time-do-
main circuit equations. The equations obtained in this way
differ from those based on the one-sided Laplace transform
only in the branch relations of dynamic elements. The
transformation of linear time-invariant dynamic branch
relations via two-sided Laplace transform and Fourier
transform replaces the time-derivative operator with s
and jo, respectively, and adds no initial contribution.

For the two-sided Laplace transform, furthermore, the
time-integral operator is simply replaced by 1/s, and,
hence, the equivalent circuits of basic elements follow
from those of Fig. 1b by simply dropping the initial
condition sources. Accordingly, the one-sided Laplace
equations written in Section 1 become two-sided Laplace
equations by setting initial conditions to zero and repre-
senting variables by two-sided Laplace transform [i.e.,
FðsÞ ! FðsÞ].

For the Fourier transform, instead, some additional
care is required. In order to avoid frequency-domain
equations containing d(o) terms, it is expedient to avoid
the Fourier transformation of time-domain equations in-
volving the time-integral operator (e.g., see row 3 of Table
6). Every one-sided Laplace equation written in Section 1
that does not contain the factor 1/s can be turned into an
equation based on the Fourier transform by replacing s
with jo, setting initial conditions to zero and representing
variables by a Fourier transform. As an example, the
tableau equations in the Fourier domain are

TðjoÞ

EðoÞ

VðoÞ

IðoÞ

2

664

3

775¼

0

0

UsðoÞ

2

664

3

775 ð38Þ

Similarly, in Section 2 we define network functions in
terms of two-sided Laplace and Fourier transforms by

HðsÞ¼
WðsÞ

QðsÞ
; HðoÞ¼

W ðoÞ
QðoÞ

ð39Þ

The network functions H, H, and H are the different
transforms of the same impulse response h(t). Since h(t) is
supposed to be causal (i.e., one-sided) function, HðsÞ¼HðsÞ
and, provided H(s) is strictly stable (i.e., the jo axis
belongs to its strip of convergence),HðoÞ¼HðjoÞ¼HðjoÞ
(see Section 3.4). The latter relation also highlights that
HðoÞ yields the steady-state response to a harmonic input

signal (see Section 2.2). In the following, network func-
tions are indicated only by H(s) and H(jo).

3.6. Additional Fourier Transform Properties

Additional properties of the Fourier transform relevant to
circuit analysis are briefly reviewed.

3.6.1. Physical Meaning of the Fourier Representa-
tion. The Fourier representation describes signals in
terms of harmonic components and the behavior of linear
time-invariant systems in terms of transformation of
harmonic components. This interpretation arises from
Eqs. (37) and (39)

wðtÞ¼
1

2p

Z þ1

�1

W ðoÞejot do

¼
1

2p

Z þ1

�1

HðjoÞQðoÞejot do

ð40Þ

where q(t) and w(t) are the input and output signals of a
circuit with network function H(s), respectively, and W
and Q are their Fourier transforms. In the above equation,
½1=2pWðoÞdo� ejot are the complex harmonic signals com-
posing w(t), each of which comes from the corresponding
component of the input signal ½1=2pQðoÞdo� ejot modified
by H(jo). Such an equation formalizes the operation of
linear frequency selective circuits and is the basis for the
physical interpretation of frequency responses.

3.6.2. Energy and Power Spectra. The Fourier transform
allows also a frequency representation of the energy
content of signals [24]. The energy of q(t) can be expressed
by the sum of the energies of its harmonic components

E
def
Z þ1

�1

qðtÞq�ðtÞdt¼
1

2p

Z þ1

�1

QðoÞQ�ðoÞdo ð41Þ

where * denotes complex conjugation. This equation stems
from the orthogonality of harmonic components and is
known as the Parseval’s formula for finite-energy signals.
This relation leads to the definition of the energy spectrum
GqðoÞ

def
QðoÞQ�ðoÞ=2p [i.e., the energy density of q(t)

within [o,oþdo]] and of the autocorrelation function
Rq(t) as the inverse Fourier transform of Gq(o).

The autocorrelation and energy spectrum concepts can
be extended to signals with finite average power and to
stationary stochastic processes, thereby providing a fre-
quency representation also for these important class of
signals [24]. In this case, the energy spectrum is renamed
power spectrum and the frequency-domain analysis re-
sults extend to these signals by the transfer relation

GwðoÞ¼ jHðjoÞj2GqðoÞ ð42Þ

where Gq(o) and Gw(o) are the power spectra of the input
and output related by the network function H(jo), respec-
tively.
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4. APPLICATIONS OF FREQUENCY-DOMAIN ANALYSIS

The procedure for the frequency-domain analysis of cir-
cuits is almost independent of the transformation method
used. This latter decides only which waveforms can be
represented, how they are represented, and which ele-
ments of the circuit behavior are highlighted. Apparently,
Laplace transform seems able to handle a more general
class of functions and, therefore, seems preferable. This
point, however, is controversial [e.g., 23] and the transfor-
mation method, instead, should be chosen according to
applications.

Roughly speaking, network functions in the s domain
offer zero–pole portraits of the circuit behavior and pro-
vide the most reliable information on system dynamics
and stability. Furthermore, the one-sided Laplace trans-
form takes into account the initial conditions of energy-
storing elements and is the preferred transformation
method for the frequency-domain solution of transient
problems.

When network functions are computed on the jo axis
(i.e., the Fourier representation is used), they offer a
frequency-by-frequency portrait of the circuit behavior,
describing how the harmonic components of the input
signals are changed. This is useful both in obtaining and
in specifying the circuit frequency responses, helps the
physical interpretation of frequency-domain results, and
allows the frequency characterization of circuits by mea-
surements. For its properties, the Fourier approach
is common in problems involving steady-state analysis,
signal propagation, and stochastic signals.

In this section we show examples of frequency-domain
circuit analysis, which illustrate typical applications
and remark the features of the different transformation
methods.

4.1. Transient and Frequency Responses

In order to illustrate the evaluation of transient and
frequency responses, we consider the circuit of Fig. 4a.
For such a circuit, we compute the zero-state response of
voltage v0(t) across resistor RL to a rectangular input
pulse of duration T and height E0; that is, vs(t)¼
E0[u(t)�u(t�T)]. Besides, we also compute the frequency
response of v0 to the input vs. The components have the
following (normalized) values: Rs¼RL¼ 1O, C1¼C2¼ 1 F,
L¼ 2 H, E0¼ 2 V, and T¼ 1 s.

To solve this problem, we first compute the voltage
transfer function H(s)¼V0(s)/Vs(s), by using Eq. (16) and
setting to zero the sources related to initial conditions

HðsÞ¼
V0ðsÞ

VsðsÞ
¼

D12

D
¼

0:5

s3þ 2s2þ 2sþ 1
ð43Þ

where D is the determinant of the node admittance matrix
Yn and D12 is the cofactor of element 1,2 of Yn.

From Tables 1 and 2, the Laplace transform of the
input waveform turns out to be VsðsÞ¼E0ð1� e�Ts Þ=s¼
2ð1� e�sÞ=s. As a consequence, the transform of output

voltage is

V0ðsÞ¼HðsÞVsðsÞ¼
1

sðs3þ 2s2þ 2sþ 1Þ
ð1� e�sÞ ð44Þ

By expanding in partial fractions, we obtain

V0ðsÞ¼
1

s
�

1

sþ 1
�

1

ðsþ 0:5Þ2þ ð
ffiffiffi
3
p

=2Þ2

" #
ð1� e�sÞ ð45Þ

Taking the inverse Laplace transform of each term of the
above equation and resorting again to Tables 1 and 2, we
have

v0ðtÞ¼ 1� e�t �
2ffiffiffi
3
p e�0:5t sin

ffiffiffi
3
p

2
t

" #
uðtÞ

� 1� e�tþ1 �
2ffiffiffi
3
p e�0:5tþ 0:5 sin

ffiffiffi
3
p

2
ðt� 1Þ

 !" #

� uðt� 1Þ

ð46Þ

where v0 is expressed in volts and t in seconds.
To obtain the frequency response, we set s¼ jo in

Eq. (43):

HðjoÞ¼
0:5

ð1� 2o2Þþ joð2� o2Þ
ð47Þ

The parts of H(jo) are easily computed from the above
equation. Figure 6 shows the curves of gain gH ¼

20 log jHðjoÞj and phase fH¼ arg[H(jo)] for 0ror4 rad/s.

4.2. Asymptotic Responses of Circuits

The response of (strictly) stable circuits can be intuitively
divided into a transient part and an asymptotic part (see
Ref. 25 for a complete discussion). The two parts can be
visualized and computed by a partial-fraction expansion of
the circuit response. Fractions from the poles of the circuit
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Figure 6. Frequency response for the circuit of Fig. 4.

1670 FREQUENCY-DOMAIN CIRCUIT ANALYSIS



transfer function H(s) represent decreasing time functions
and form the transient part, whereas the other terms form
the asymptotic part. The asymptotic part can also be
computed directly by the two-sided Laplace transform
[e.g., 26, Chap. 9].

The evaluation of the asymptotic part is particularly
important for periodic input signals. In this case, the
asymptotic response is usually named steady-state re-
sponse. Here, we illustrate two typical approaches to the
evaluation of such a response. For this, we write a periodic
input signal of period T as

qðtÞ¼
X1

n¼�1

qTðt� nTÞ¼ qTðtÞ �
X1

n¼�1

dðt� nTÞ ð48Þ

where qT(t) is the cycle function, which coincides with q(t)
in [0, T] and is null elsewhere, and * denotes convolution.

5. ONE-SIDED APPROACH

The steady-state response wa(t) is a periodic function of
period T. The one-sided approach consists in applying the
periodic input from t¼ 0 and leads to the cycle function
waT(t) of wa(t).

With this approach, the transform W(s) of the complete
response w(t) is given by

WðsÞ¼HðsÞQðsÞ¼HðsÞ
QTðsÞ

1� e�sT
¼WtðsÞþWaðsÞ ð49Þ

where Wt and Wa¼WaT(s)/(1� e� sT) collect the poles of
H(s) and 1/(1� exp(� sT)), respectively (QT(s) is analytic
everywhere but at infinity). In Eq. (49), Wt(s) can be
explicitly computed from the partial fraction terms of
W(s) involving the poles of H(s). Once Wt(s) is computed,
WaT(s) is obtained as

WaTðsÞ¼HðsÞQTðsÞ �WtðsÞð1� e�sTÞ ð50Þ

The interested reader is referred to Ref. 27 for a detailed
discussion and illustrative examples.

6. FOURIER APPROACH

In this approach wa(t) is obtained as a Fourier series via
H(jo) and the Fourier transform of the periodic input.

The Fourier transform of the periodic input is a line
spectrum composed of equispaced ideal pulses [see Eq. (48)
and Table 5] and W aðoÞ is composed of the same input
lines modified by H(jo)

QðoÞ¼QTðoÞ
X1

n¼�1

oTdðo� noTÞ; oT ¼ 2p=T

W aðoÞ¼HðjoÞQðoÞ

¼HðjoÞQTðoÞ
X1

n¼�1

oTdðo� noTÞ

ð51Þ

from which the Fourier series of wa(t) follows

waðtÞ¼
X1

n¼�1

1

T
HðjnoTÞQðnoTÞe

jnoTt ð52Þ

Although the computation of wa(t) via its Fourier series is
simple, it is practically useful only when the number of
significant harmonic component is small. On the other
hand, this representation can be exploited also for the
asymptotic responses of weakly nonlinear circuits driven
by periodic sources. For such an analysis, each nonlinear
circuit element is characterized by generalized network
functions describing how the element combines its input
spectral lines into output ones [28].

6.1. Noise Sources

In this section we illustrate the frequency-domain analy-
sis of circuits containing stochastic sources characterized
by their power spectra [24, Chap. 10].

We consider the very simple example of Fig. 7a. Noise
sources e1(t) and e2(t) model the thermal noise generated
by the two resistors. A typical problem in noisy two-port
elements is the evaluation of the source terms of their
chain matrix constitutive relations—that is, the equiva-
lent sources v01 and i01 shown in Fig. 7b.

In order to obtain the equivalent sources for this
example, we replace e1(t) and e2(t) with deterministic
signals with spectra E1ðoÞ and E2ðoÞ and generate the
transformed circuit of the problem.V01ðoÞ and I01ðoÞ be
computed as the voltage and current at port 1, ensuring
null voltage and current at port 2. This analysis yields the

i1 i2
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R1
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e2

C
v2
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V01(  )ω

ωI01(  )
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–

Figure 7. Evaluation of equivalent noise sources for a two-port
element with noisy resistors: (a) original problem; (b) transformed
circuit with equivalent sourcesV01ðoÞ and I01ðoÞ.
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following transfer relations:

V01ðoÞ¼E1ðoÞþ ðR1=R2ÞE2ðoÞ

I01ðoÞ¼ joCE1ðoÞþ ½joCðR1=R2Þ � 1=R2�E2ðoÞ
ð53Þ

When noise sources are described by their power spectra
Ge1(o) and Ge2(o), the power spectra of the equivalent
sources are obtained by using the statistical independence
of e1 and e2, so that Eq. (42) yields

Gv01ðoÞ¼Ge1ðoÞþ ðR1=R2Þ
2Ge2ðoÞ

Gi01ðoÞ¼ ðoCÞ2Ge1ðoÞþ ½ðoCðR1=R2ÞÞ
2
þ 1=R2

2�Ge2ðoÞ

ð54Þ

6.2. Frequency-Domain Analysis of Large Circuits

The evaluation of network functions and of frequency
responses amounts to the symbolic or numerical solution
of frequency-domain circuit equations. For large networks,
with hundreds or thousands of dynamic elements, both
tasks can be prohibitively expensive. In these cases,
approximate frequency solutions are sought, which repro-
duce the exact solution in a limited frequency range. The
approximate solutions are defined by a reduced number of
poles, which approximate some of the poles of the exact
solution.

The most used approach to generate reduced order
approximations of network functions relies on Padé ap-
proximants [29]. A rational approximation ĤHðsÞ of order p
to H(s)

ĤHðsÞ¼
Xp

j¼ 1

k̂kj

s� ŝsj
ð55Þ

can be sought by expanding the Maclaurin series of ĤHðsÞ
and H(s), up to order n¼ 2p� 1:

X2p�1

n¼ 0

sn �
Xp

j¼ 1

k̂kj

ŝsnþ 1
j

" #
¼
X2p�1

n¼ 0

sn HðnÞð0Þ

n!

	 

ð56Þ

This equation requires

�
Xp

j¼ 1

k̂kj

ŝsnþ 1
j

¼
HðnÞð0Þ

n!
; n¼ 0; 1; . . . ; 2p� 1

ð57Þ

which yield the unknown parameters k̂kj and ŝsj as func-
tions of the coefficients H(n)(0)¼ [dnH(s)/dsn]s¼0.
Such coefficients are shortly named moments of H(s) (see
Table 6), and are much easier to compute than H(s) itself.
In this basic version, ĤHðsÞ approximates H(s) for small s
values (i.e., in the low-frequency range), however, differ-
ent series expansion and coefficient identities have been
devised to cope with different frequency ranges (the
interested reader may refer to Ref. 30 for a detailed
discussion).

The moments of network functions can be easily
obtained by MNA. It is expedient to compute simulta-
neously the moments of all network functions relating a
source q(t) with the unknowns of the MNA equations.
Such network functions are the responses of the trans-
formed circuit when q is the only active source and Q(s)¼
1. They can be collected in a vector H(s), which is the
solution of (sP1þP0)H(s)¼E, where (sP1þP0) is the
MNA matrix (P0 and P1 being constant matrices) and E
is the source vector, containing only the source Q(s)¼ 1.
When H(s) is represented by its moments, the following
equations arise [30]:

ðsP1þP0ÞðHð0Þþ sHð1Þð0Þþ ðs2=2ÞHð2Þð0Þþ 	 	 	Þ ¼E ð58Þ

P0Hð0Þ¼E

P0HðnÞð0Þ¼ �P1Hðn�1Þ
ð0Þ; n > 0

ð59Þ

From these equations, the zeroth-order moments H(0)
are obtained as Hð0Þ¼P�1

0 E (which requires one matrix
inversion), and the higher-order moments are obtained
as HðnÞð0Þ ¼ �P�1

0 P1Hðn�1Þ
ð0Þ (which requires one

matrix multiplication for every vector of moments). This
procedure is nearly equivalent to a DC solution of the
network.

6.3. Transmission-Line Frequency-Domain Analysis

Transmission lines (TLs) are important circuit elements,
because of their many applications (e.g., the modeling of
electrically long interconnects). As linear time-invariant
elements, TLs are effectively treated by the frequency-
domain approach. Both one-sided Laplace transform
(transient problems) and Fourier transform (steady-state
problems and physical interpretation) are used for TL
analysis.

The Fourier transform of voltages and currents along a
two-conductor uniform TL supporting a quasi-TEM field
are related by the telegrapher equations [31]:

dVðo; zÞ
dz

¼ � ~ZZðjoÞIðo; zÞ

dIðo; zÞ
dz

¼ � ~YYðjoÞVðo; zÞ

ð60Þ

In these equations, z is the longitudinal coordinate (see
Fig. 8), and ~ZZðjoÞ and ~YYðjoÞ are the TL per unit length
impedance and admittance, respectively [31].

The solution of Eqs. (60) is

Vðo; zÞ¼Vþ ðoÞe�KzþV�ðoÞeKz

Iðo; zÞ¼ ðVþ ðoÞe�KzþV�ðoÞeKzÞYðjoÞ
ð61Þ

where Vþ ðoÞ and V�ðoÞ are arbitrary functions and K
and Y are the TL complex propagation constant and
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characteristic admittance, respectively:

KðjoÞ¼ aðoÞþ jbðoÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~ZZðjoÞ ~YYðjoÞ

q

YðjoÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~YYðjoÞ= ~ZZðjoÞ

q ð62Þ

The waveform described by Vþ ðoÞ expð�KzÞ has harmo-
nic components Vþ ðoÞ exp½�aðoÞz� jbðoÞzþ jot�do=2p.
Each of such components is a harmonic function
VþðoÞ expðjotÞ traveling toward increasing z with phase
velocity vj¼o/b(o) and attenuating according to
exp(� a(o)z). It describes a transverse electromagnetic
field concentrated on the line cross section and propagat-
ing along þ z as a plane wave.

The frequency-domain analysis of a circuit containing
the TL can be carried out by relating voltages and
currents at the line ends through the TL solution [Eq.
(61)]. The relations are (see Fig. 8)

V1ðoÞ ¼Vþ þV�

V2ðoÞ ¼Vþ exp ð�YÞþV� exp ðþYÞ

I1ðoÞ ¼YðVþ �V�Þ

I2ðoÞ ¼ � YVþ exp ð�YÞþYV� exp ðþYÞ

ð63Þ

with Y¼KðjoÞ‘, where ‘ is the linelength. The arbitrary
functions VþðoÞ and V�ðoÞ are determined by the
preceding relations and the constitutive relations of the
circuit connected at the TL ends. Alternatively, the TL
can be characterized as a two-port circuit by a set of
network parameters. The network parameters can
be obtained by expressing two of the TL end variables as
a function of the other two through Eqs. (63). As
an example, the chain matrix of the TL is obtained by
computing Vþ ðoÞ and V�ðoÞ via the second and fourth
lines of Eqs. (63) and by using the first and third lines
of Eqs. (63) to obtainV1ðoÞ andI1ðoÞ. The chain relations

are

V1ðoÞ¼ cosh ðYÞV2ðoÞþ ½sinh ðYÞ=Y �½�I2ðoÞ� ð64Þ

I1ðoÞ¼Y sinh ðYÞV2ðoÞþ cosh ðYÞ½�I2ðoÞ� ð65Þ

Chain parameters can be interpreted as transfer functions
in the s domain by replacing jo with s in Y¼KðjoÞ‘ and
Y(jo). The network functions of distributed circuits, how-
ever, are not rational functions of s, because they have
infinitely many poles. For small Y(s) values (i.e., electri-
cally short lines), the lumped parameter formulation can
be recovered by approximating the TL transfer functions
with rational functions.

Multiconductor TLs can be treated similarly, by repla-
cing scalar relations for voltages and currents along the
line with vector relations for voltages and currents on the
different conductors [31]. The formulation becomes con-
siderably complicated, yet it maintains the same proper-
ties of the two-conductor case.
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1. INTRODUCTION

Frequency-independent (FI) antennas are characte-
rized by virtually invariant impedance and pattern
performance over wide bandwidths or over multiple loga-
rithmically periodic bands. A true FI antenna must
have an infinitely large aperture (no low-frequency limit)
and an infinitely fine and small central/feeding region

(no high-frequency limit). Its geometry must be des-
cribed by angles, and no single structural characteristic
should depend on length. To eliminate contaminating
radiation from various regions on the FI structure,
the nonradiated (often referred to as residual) currents
must decay to zero after passing an appropriate active
region and before entering the next radiating region.
The most desirable way to attenuate excited currents
on an FI antenna is through radiation, but complete
radiation from a single active region (constructive
radiation) is not possible. Ideal FI antennas must use
a frequency-independent feed to realize their full band-
width.

Certainly, no practically realizable antenna can
fulfill these requirements, and thus a more lenient defini-
tion of a FI antenna (from the beginning of the text)
is generally accepted. After half of century of develop-
ment, consistent impedance and pattern characteristics
over 100:1 bandwidths can be achieved today with a single
antenna. Even in the early days (mid-1950s), the band-
width of the first FI antennas was larger than the band-
width of the supporting electronics, so once the range of
20:1 was demonstrated, antenna researchers attempted to
gain a theoretical understanding of FI antenna perfor-
mance. The list of individuals and respective electromag-
netics groups with significant contributions in FI research
is rather large, but a special place belongs to the early
work of Prof. Victor H. Rumsey and his colleagues and
their students at the Antenna Laboratories at the Uni-
versity of Illinois at Urbana and Champaign (UIUC) and
at the University of California at Berkeley (UCB). In ad-
dition to the FI concept, quite a few pioneering antenna
designs, including spirals, log-periodic antennas, and FI
arrays, to mention only a few, emerged from these two
laboratories.

In this article, Rumsey’s theory of FI antennas [1,2] is
reviewed and some historical highlights of the most im-
portant contributions in this area are outlined. A mathe-
matical derivation for a general FI structure is provided,
and some special cases are considered both theoretically
and practically. The underlying theory of operation
for several FI antenna types, including equiangular spi-
rals, sinuous antennas, and log-periodic slot arrays, is also
described.

2. HISTORICAL OVERVIEW

Professor Victor Rumsey first proposed the FI concept in the
mid-1950s. He initiated the research while he was with
the Ohio State University, but the major contributions to
the definition and analytical treatment of FI antennas came
during his stay with UIUC, where he and other researchers,
such as Raymond DuHamel and Dwight Isbell (log-periodic
antenna concept, etc.), John Dyson (experimental work on
spiral antennas, etc.), Paul Mayes (multiarm spirals, back-
ward-traveling waves in periodic structures, etc.), Georges
Deschamps (theoretical concepts on impedance, etc.), and
their students were instrumental in both theoretical and
experimental verification of this revolutionary concept in
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antenna theory. The list of individuals and their inventions
is extensive, and since a comprehensive overview of histor-
ical developments can be found in Ref. 3, here we outline
only a few contributions available in the open literature (it
is important to note that the work of many researchers was
shielded from the public eye for decades; thus some con-
cepts might have been proposed earlier than the cited pub-
lications):

* 1943: Schelkunoff [4] developed a transmission-
line model of a biconical antenna—the first antenna
specified by angles. However, the currents do not
decay faster than the far field of the antenna
and the truncation principle is not satisfied.
Thus, while the bicone is not an FI antenna, it
was nevertheless instrumental in future develop-
ments.

* 1957: Rumsey [1] derived an analytical formulation
of FI principles; specifically, a mathematical deriva-
tion of the generic angle-specified geometries.

* 1957: DuHamel and Isbell [5] proposed an analytical
formulation of log-periodic principles: mathematical
derivation of log-periodic geometry, planar sheet de-
sign, and experimental verification of log-periodic FI
performance over 10:1 bandwidth.

* 1958: DuHamel and Ore [6], while designing wire log-
periodic antennas, noticed that the current is concen-
trated at the edges of a planar sheet; thus they re-
moved metal in between and obtained a lightweight
structure. Their work included some circularly polar-
ized designs, as well as unidirectional folded struc-
ture (origin of this concept is traced to D. Isbell’s work
published in a UIUC report).

* 1959: Deschamps [7], investigated the modal imped-
ances of multiarm self-complementary structures, ex-
tending the concept suggested by Mushiake in 1949
(published in Japanese) to multiarm structures and
derived the formula for arm impedances.

* 1959: Dyson [8,9] experimentally verified the FI
performance of the spiral antenna and designed
planar and conical slot spirals operating over band-
widths in excess of 10:1 and infinite (Dyson) balun
feed with practically unrestricted bandwidth (for
other contributions in spiral antennas, see article
SPIRAL ANTENNAS).

* 1961: Carrel [10] established design guidelines for
the log-periodic dipole antenna, with transposed
feeder design.

* 1961: Berry and Ore [11] designed a log-periodic l/4
monopole array over a finite-size ground plane, with
reactive feeder design.

* 1961: Mayes et al. [12] investigated the excitation of
backward-traveling waves on log-periodic structure.

* 1961: Cheo et al. [13] proposed an analytical treat-
ment of the orthogonal radiation modes on an infi-
nitely large spiral antenna with an infinite number of
arms.

* 1965: Mei et al. [14] proposed the concept of highly
directive FI array topology.

* 1968: Yeh and Mei [15] developed a method-of-mo-
ment characterization of spirals.

* 1968: Ingerson and Mayes [16] used an impedance-
modulated feedline to prevent occurrence of bandstop
behavior and also proposed a novel log-periodic
cavity backing concept to support efficient flush
mounting.

* 1987: DuHamel [17] designed the sinuous antenna:
an omnipolarized, planar, single aperture, log-peri-
odic antenna.

3. BASIC THEORETICAL PRINCIPLES

For the design and realization of FI antennas, the follow-
ing principles play an important role and thus must be
understood:

* Geometry/performance scaling
* Angular description of the geometry
* Termination of residual nonradiated currents
* Self-complementary geometry

The FI idea started with the notion that for a nondisper-
sive medium, the current distribution on an antenna
as a function of frequency remains fixed only if the dimen-
sions of both the antenna and the operating wavelength
are changed by the same fraction; that is, only if the
electrical dimensions of the antenna remain invariant to
changes in operating frequency. From another perspec-
tive, in order to maintain a constant (unaltered) current
distribution on an antenna as a function of frequency, the
antenna structure must scale with wavelength. Then,
since the current distribution does not change with nor-
malized frequency, neither will the impedance at the an-
tenna terminals or the fields radiated from the antenna,
and the antenna performance will be invariant with
frequency. This concept can be extended to include an in-
homogeneous structure (any combination of metals, di-
electrics) provided all dimensions of the structure are
scaled in proportion to the wavelength (inversely to fre-
quency).

Rumsey [1] recognized that to obtain a continuous scal-
ing of antenna performance with frequency, that is, with
virtually unchanged characteristics, an antenna should
have no lineal dependence. More specifically, if the anten-
na geometry is specified only by angles, then the frequency
scaling, which for antennas with lineal structural form is
manifested by the scaling of resonances, will correspond to
rotation and translation of the basic structure. On the ba-
sis of this observation, and with some minor restrictions,
he was able to derive a mathematical formula for a fre-
quency independent radiator in both planar and nonpla-
nar forms (see next section).

Ultimately, while yielding an infinitely broadband an-
tenna, any structure defined purely by angles must also
both be infinitely large and have infinitely fine center de-
tails. Therefore, in order to be practically useful, the an-
tenna structure must be of finite size and should satisfy
the truncation principle; that is, the currents on the
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antenna must decay to zero after they radiate from the
lowest-order active region. Any residual currents must be
prevented from radiating from the higher-order active re-
gions, as this ultimately will contaminate the far-field
pattern of the antenna. If the currents indeed reduce to
zero after passing this dominant active region, the anten-
na aperture can be terminated at a finite distance and the
reflection from structural ends will be nonexistent. An-
other way of saying this is that the radiation pattern of the
finite, truncated structure must approach a limiting
form—generally, the pattern of the infinite structure—as
the frequency is increased.

The truncation principle establishes the lower frequen-
cy limit of the FI behavior of the antenna. As the frequen-
cy decreases, a point will be reached when the currents on
the antenna begin to encounter its end before decaying to
zero. Below this frequency the antenna will still radiate,
but its current distribution will be disturbed by the above-
mentioned encounter. As a consequence, antenna gain,
pattern, and input impedance will be inconsistent with
frequency. A lossy termination is often integrated with the
end of the radiator to mitigate end effects as well as to
extend the low-frequency performance of the antenna
(provided that lower efficiency is acceptable). The upper
frequency limit of an FI antenna is based on the finesse,
detail, and precision with which the balun and feed region
can be fabricated.

Self-complementary geometry is not a necessary con-
dition for FI performance, but certainly is one that helps to
obtain consistent broadband behavior. Applied only to pla-
nar structures, this principle states that if the interchange
between metallic and nonmetallic (or slot) parts on a pla-
nar antenna embedded in a homogeneous medium leaves
the geometry unchanged except for a rotation equal to half
of the angular periodicity, then the respective impedances
of two complementary antennas are related by

ZmetalZslot¼
Z
2

� �2
ð1Þ

where Z is the plane-wave impedance for the homogeneous
medium (for an antenna in air Z¼ 120p O, and the imped-
ance is Zmetal¼Zslot¼ 188.5O). As noted by Mushiake in
1949, formula [1] is based on Booker’s extension of Babi-
net’s principle (see any antenna textbook, e.g., Ref. 18) can
be utilized for designing antennas with broadband imped-
ance matching. Several examples of planar self-comple-
mentary structures are shown in Fig. 1.

Finally, FI performance can also be claimed if minimal
variation in the measurable parameters of the antenna—
typically its gain, pattern, and input impedance—occurs
within a certain frequency range and is repeated for sev-
eral consecutive (logarithmic) periods. In the ideal case, an
infinite number of these periods would exist, and the re-
sulting infinitely large and detailed structure would have
unlimited bandwidth. The connection between these two
seemingly different approaches is mathematically sup-
ported through the logarithmic dependence of the struc-
tural features of a planar projection of a 3D truly FI
antenna structure, known as a conical screw, as shown
in the next section. This principle is a rule more for eval-

uation rather than the design, and implies that a properly
designed FI antenna should have identical performance at
frequencies related by the (logarithmic) periodicity of the
antenna with as little variation as possible in the perfor-
mance within each period.

A generic log-periodic structure is depicted in Fig. 2.
The geometric ratio, or growth rate, is denoted by t and is
the ratio of frequencies between which ‘‘small’’ variations
in antenna performance occur. The growth rate is also
equal to the ratio of the lower (smaller) and the next-high-
er (larger) repeatable structural dimension, t¼ fn/fnþ 1¼

rnþ 1/rn. Achievement of a pattern null (zeroing) in the
plane of the antenna is needed for reasons of truncation. If
the zeroing of the pattern is not produced in the truncated
direction, the currents will also exist to infinity and the
end effect will be pronounced. As discussed earlier, this
would violate the truncation principle and antenna would
cease to produce FI behavior.

4. MATHEMATICAL DERIVATION OF FREQUENCY
INDEPENDENCE

The analytical treatment of a generic FI structure given in
this section follows the original derivation by Rumsey [1],
with generalizations provided by Elliott [19] and certain
specifics for log-periodic structures given by DuHamel and
Isbell [5]. Thorough theoretical background can be found
in Ref. 2. Assume the following:

* An antenna is fed through infinitesimally close ports
symmetrically displaced around the origin of the
spherical coordinate system.

Figure 1. Several examples of self-complementary planar struc-
tures.
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* An axis of symmetry coincides with the z axis.
* The antenna extends to infinity.
* The antenna arms are made of a perfect electrical

conductor.
* The antenna is embedded in a homogeneous, isotro-

pic, unbounded medium.
* The outline of the arms of the antenna can be de-

scribed using the generic formula R¼Rðf; yÞ, where
R,f,y are spherical coordinates and R(f,y) denotes a
mathematical dependence of the radial distance from
the origin to any point on the antenna structure.

If we want to have the same performance of the original
structure at K times lower frequency (K times larger
wavelength), we must preserve the electrical dimensions
of the original. In other words, every defining dimension
or point of the antenna must be multiplied with K, and the
new antenna can now be described by

R0 ¼KRðf; yÞ ð2Þ

Examples of original and scaled geometry with the scale
factor K¼ 2 are shown in Fig. 3. The solid circle in the

middle denotes the infinite precision of the feeding region
(remember that the geometry has infinite extension). As
shown in the figure, the scaling discussed above produced
merely the rotation of the geometry by the angle f0 around
the fixed antenna terminals, and can be expressed as fol-
lows:

R0 ¼KRðf; yÞ¼Rðfþf0; yÞ ð3Þ

This equation, along with the discussion leading to
its derivation, clearly shows that the two antennas
will have the same performance at two frequencies relat-
ed by the scale factor K, except for the associated azimuth
rotation f0. Additionally, the scaling factor K and associ-
ated azimuth rotation f0 are mutually dependent and in-
variant with any other parameter of the antenna. As a
result, we can take partial derivatives of both sides of (3)
with respect to f and f0 and obtain Eqs. (4) and (5),
respectively:

K
@Rðf; yÞ
@f

¼
@Rðfþf0Þ

@f

¼
@Rðfþf0Þ
@ðfþf0Þ

@ðfþf0Þ
@f

¼
@Rðfþf0Þ
@ðfþf0Þ

ð4Þ

Rðf; yÞ
dK

df0
¼
@Rðfþf0Þ

@f0

¼
@Rðfþf0Þ
@ðfþf0Þ

@ðfþf0Þ
@f0

¼
@Rðfþf0Þ
@ðfþf0Þ

ð5Þ

Since the right-hand sides of (4) and (5) are the same, we
can write

1

Rðf; yÞ
@Rðf; yÞ¼

1

K

dK

df0

� �
@f¼a@f ð6Þ

where a¼K�1dK/df0 does not depend on any spherical
coordinate (it is a constant). The solution of (6) is

R¼Rðf; yÞ¼ f ðyÞ expðafÞ ð7Þ

where f(y) is an arbitrary function describing the depen-
dence of the antenna structure on elevation angle y. A ge-
neric antenna whose shape can be described using Eq. (7)
will be frequency-independent. For the example shown in
Fig. 3, the infinitely large structures represented by solid
and dotted lines follow the same growth rate a and de-
pendence on elevation angle f(y)¼ const. When the scaling
factor is K¼ 2, the original equiangular spiral (solid line)
‘‘rotates’’ in azimuth by f0 ¼ log 2/a to conform to the dot-
ted spiral structure. Thus, the antenna scaling is equiva-
lent to a rotation and the performance at any two
frequencies f1 and Kf1 must be the same except for the
rotation f0 in azimuth.

P
er

io
d

Pattern null

r2

r1

� =
rn+1

rn

Figure 2. Schematic of a planar log-periodic geometry.
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Special cases derived from Eq. (7) are [19]

* Planar equiangular spiral, for which f0(y)¼Ad(p/
2� y), where A is constant and d(p/2� y) is the Dirac
delta function describing the planar nature of this
structure. The governing equation which defines the
planar equiangular spiral is then

R¼A expðafÞ ð8Þ

* Conical equiangular spiral, obtained if f0(y)¼Ad
(b� y), where b is the apex angle of the cone and
the spiral is projected to its surface. Note that the
planar equiangular spiral is a special case of the con-
ical spiral when b¼ p/2.

* Conical screw, obtained when an equiangular spiral
is projected to the volume between two cones with the
same axis and orientation but different apex angles.
Multiple screws can be arranged within periodic
azimuth angles f.

* Log-periodic planar sheet, obtained using a f¼ const
cut through a conical screw with axis on the y axis. A
drawing of the first log-periodic antenna [5], whose
3D equivalent is a biconical screw, is shown in Fig. 4.
A log-periodic structure can also be obtained by uti-
lizing a projection between two spaces, z(x,y) and

w(r,j), connected using transformation z¼ ln(w).
For example, the projections of the constant and vari-
able growth planar sinuous antennas produce sinu-

D2 = 4D0

D0


′


+
′
D1 = 2D0




Figure 3. Notion of scaling through rotation
of an infinite FI geometry. (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

r1'

r1
r2

r3

r2'
r3'

Feed
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Figure 4. Drawing of the first planar sheet log-periodic antenna.
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soidal lines with constant and varying periods, as will
be shown in the next section.

5. TYPICAL FI ANTENNAS

5.1. Equiangular Spiral

The equiangular spiral (also known as a logarithmic spi-
ral, or log-spiral) is a planar embodiment of an FI anten-
na, with a structure described by Eq. (8). For a constant
growth rate a, an angle (a) subtended between the radius
vector of an arbitrary point on the edge of the spiral arm
and tangent to the arm through the same point is constant
throughout the spiral structure. This angle and spiral
growth rate are related as a¼ 1/tan a. Equiangular spirals
are discussed in more detail in the SPIRAL ANTENNAS article,
so only a few features unique to the FI performance of this
antenna will be discussed here. More specifically, the spec-
tral content of the higher-order modes excited on and sup-
ported by the spiral, including their radiated power
densities (and associated gains) relative to that of a dom-
inant mode, can be utilized for determining the high end of
FI performance. Typically, this frequency is determined by
the size and finesse of the feeding region, but if the atten-
uation of the traveling wave through the active region is
insufficient, strong undulations in the antenna radiation
pattern can occur [20,21], thus reducing the highest fre-
quency of operation.

Figure 5 shows the relative gains of the higher-order
modes M3 and M5 (compared to the gain of mode M1) ex-
cited on two (2A)-, four (4A)-, and eight (8A)-arm free-
standing 5-cm-diameter equiangular wire spirals. The
first higher-order mode on an 8A spiral, M9, is also shown.
Two sets of antennas, shown in Fig. 6, are used for this
demonstration: equiangular spirals with the same growth
rate in Fig. 6a and spirals with equidistant arm-to-arm
spacing measured at the same radii in Fig. 6b. Note that
the 2A spiral is the base geometry. These results are ob-
tained by applying modal decomposition to the radiated
fields computed using a method-of-moments code (NEC).
Although the gains of the dominant mode (M1) are virtu-
ally the same for all antennas, the higher-order mode
gains are significantly different for the three antennas and
the bandwidth with respect to the uncontaminated M1
radiation differs as well. As can be seen, the higher-order
modes M3 and M5 for the 2A spiral are well above com-
putational noise and could be seen in the patterns. The
first higher-order mode for the 4A spiral, M5, turns on la-
ter (at higher frequency) than does the M3 of a 2A spiral,
and its relative gain is higher than the gain of M5-2A (i.e.,
mode 5 for the two-arm spiral). Note that in the 2A case,
modes M1 and M3 have already radiated from the 1 and 3
wavelengths rings; thus lower residual energy remains on
the arms, giving rise to the reduced M5 efficiency. The first
higher-order mode for the 8A spiral is M9, which turns on
at much higher frequency than do the corresponding first
higher-order modes for A2 and A4 spirals. Modes M3 and
M5 of the 8A spiral are very inefficient, and the gains of
M3-4A and M3-8A are too low to be seen in the figure. A
cross-modal discrimination of 30–40 dB provides little, if
any, visible effects in the radiation pattern, so, clearly an

eight-arm spiral has the largest FI bandwidth. The radi-
ation from the higher-order mode regions contributes to
the attenuated traveling wave in the outer region of the
antenna, and care must be exercised when the truncation
principle is applied. Also, note that the smaller growth
rate [case (a)] for the 4A spiral amounts to more radiation
in the M1 active region and thus lower gain in the higher-
order mode M5.

Excellent discussions of planar and conical equiangular
spirals, including some practical aspects of feeding, and
multiarm designs, as well as FI-related differences with
Archimedian spirals, can be found in the literature
[8,9,21–23].

5.2. Log-periodic Antennas

DuHamel and Isbell [5] defined the log-periodic antenna
as a structure whose electrical properties vary periodically
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Figure 5. Modal decomposition of two-, four-, and eight-arm self-
complementary equiangular spirals with same growth rate (a)
and equal separation between arms measured at the same radii
(b). (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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with the logarithm of frequency. If an antenna is realized
such that within each period its performance changes
within bandwidth-defined conditions (e.g., the real part
of the input impedance¼ 70720O, or the gain¼ 571 dBi),
then multidecade operation can be achieved. As stated
earlier, a log-periodic structure can be obtained by taking
an appropriate 2D cut of a 3D FI antenna known as a
conical screw. The first log-periodic designs (the very first
one is shown in Fig. 4) were obtained that way. The list of
contributions and different designs embracing the same
principles is very long [3,24], so only a few will be reviewed
here. A more in-depth discussion of log-periodic antennas
can be found in Ref. 20.

5.2.1. Log-periodic Tooth Structure. Experimental veri-
fication of a decade–bandwidth log-periodic FI design was
first demonstrated in 1957 [5]. The planar freestanding
element, shown in Fig. 4, is a linearly polarized bidirec-
tional radiator. Very efficient attenuation through the ac-
tive region composed of several teeth in the neighborhood
of a half-wavelength-long pair results in little (if any) ob-
servable end effect. The teeth can be of circular or straight/
trapezoidal shape with respective antennas showing little
difference in performance. For bidirectional operation, the
feedline is planar and is realized using a coaxial cable
(coax) soldered to the metal portion between the teeth
(equivalent to the Dyson balun [8]). The coax transitions
to the slot in the geometric center of antenna aperture.
When unidirectional operation of a planar structure
backed by a cavity is sought, a vertical balun feed is typ-
ically utilized (it also serves as an impedance transform-
er). The typical impedance at the balanced ports of an
antenna with self-complementary geometry is B160O.
This is slightly lower than the theoretical value of
188.5O because of the nonzero metallization thickness, fi-
nite features of the feed region, dielectric support (if used),
and so on. Lowering the impedance by increasing the

capacitance, namely, the metal-to-slot ratio (deviation
from the self-complementary structure), have proved to
be very challenging since impedance and pattern varia-
tions within both the period and the bandwidth are typ-
ically significant.

Efficient unidirectional operation can be achieved by
folding the planar arms, that is, by reducing the angle be-
tween the axes of the arms (in planar configuration this
angle is 1801). Folding eliminates the need for lossless re-
flective (bandlimited) and/or lossy absorptive (broadband)
cavities and typically yields a 2–2.5 dB increase in forward
gain when compared to the freestanding (or absorptive
cavity-backed) antenna. To reduce the antenna weight
and windload, the solid metallic arms can be replaced by
a thin metallic wire or strip that outlines the previously
solid structure [6]. Changes in impedance and pattern are
minimal since the current is concentrated along the edges
of the original geometry. By utilizing a simple 7901 hybrid
or other more complicated beamformers, multipolarized
operation can be obtained when two pairs of arms are
placed in mutually orthogonal planes with their teeth in-
terleaved. The first publications by the inventors of log-
periodic antennas, conveying their enduring conclusions
and vision, are not only a testament of the excellence com-
ing from the UIUC but also a cornerstone and guideline
for the future research and application of frequency-inde-
pendent principles.

5.2.2. Log-periodic Dipole Arrays. The log-periodic di-
pole array antenna was the first FI antenna that imme-
diately after being conceived truly made a huge impact on
both commercial and military applications throughout the
world. Although Carrel’s studies have provided theoretical
and experimental foundation of log-periodic dipole anten-
nas [10], the concept was first proposed by Isbell [25], who
made the following modifications to the structure he pre-
viously conceived with DuHamel (see Fig. 4):

Figure 6. Two-, four-, and eight-arm spirals with
the same growth rate (a) and equal separation
between arms measured at the same radii (b).
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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* Arms of the tooth structure are folded and their axes
are made parallel. This corresponds to the limiting
case of the angle cB01.

* The width of the teeth rn� r0n is kept constant
throughout the antenna structure.

* Planar circular teeth are replaced by straight wires
with uniform cross section.

* The apex angle of an embedded cone (in the basic
conical screw geometry, which, as discussed earlier, is
the foundation for the planar sheet) approaches 01 in
the limit. In other words, the supporting booms are
straight rods typically with rectangular cross section.

As a result of these modifications, a log-periodic wire di-
pole antenna emerged, most frequently used worldwide as
a receiving antenna for terrestrial VHF/UHF radio and
television. As such, its structure, theory of operation, de-
sign guidelines, and performance are well documented in
classical antenna textbooks and practitioner handbooks,
and will not be discussed further in this article. Compre-
hensive discussion of the performance of this antenna can
be found in a classic paper by Carrel [10].

5.2.3. Log-periodic Folded Slot Antenna. Figure 7 shows
a 16-element log-periodic folded slot antenna with basic
parameters and equations describing its structure depict-
ed in the same drawing. The shading represents slots
etched in a (typically) copper metallization of a thin low-
dielectric constant, low-loss substrate. Between the folded
slots are ‘‘phasing slots’’ needed to provide the proper
phase delay necessary for endfire radiation. As with oth-
er log-periodic antennas, t¼Liþ1/Li is the growth rate,
which determines the period of logarithmic repetition in
electrical performance. The parameter s¼di/(2Li) is the
relative electrical distance between the active (half-wave-
length) dipole and its neighbor, while 2a represents the
angular opening of the structure. As seen from the figure,
to uniquely specify the antenna geometry, we need to de-
fine the growth rate t and either of the remaining two pa-
rameters. log-periodic folded slot antennas designed for
the same frequency range but with three different growth
rates and numbers of arms are shown in Fig. 8. The pa-

rameters for these antennas are determined for perfor-
mance over a 4:1 range, so that the number of arms is N¼
9,12,17 for t¼ 0.8,0.85,0.9, respectively. As stated earlier,
the presence of the phasing slot is critical for endfire per-
formance of this antenna. If the phasing slot is not used,
the growth rate has to be very high (close to 1) in order to
reduce (but ultimately not prevent) the gain dropouts and
other anomalies in the radiation pattern. Maximum gain
for two different lengths of the phasing slot is computed
and compared with the case without it (see Fig. 9). Three-
dimensional radiation patterns for the cases with and
without the phasing slot are shown in Fig. 10. As seen,
the narrowband gain dropouts, as well as deteriorated
front–back ratio, multilobes, and other characteristics,
are present when the phasing slot is not used. With the
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d1

L2

L1

Li +1

Li

d2

L2

� = =

d1

2L1

1−�

4 tan �
� = =

1−�

4�
� = tan−1

Figure 7. log-periodic folded slot antenna with corrective phas-
ing slots and equations that fully describe its structure.

� = 0.8 � = 0.85 � = 0.9
Figure 8. log-periodic folded slot antenna with
different growth rates denoted in the figure.
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phasing slot, the near- and far-field characteristics of the
antenna improve vastly. The simulations have shown that
the slot lengths around a produce the best antenna per-
formance.

5.2.4. Sinuous Antenna. The traditional sinuous anten-
na is a broadband, log-periodic structure with NZ4
arms composed of arcs and bends, and whose low- and
high-frequency operation limits are determined by
the outer and inner diameters of the antenna, respective-
ly. As shown in Fig. 11, the sinuous configuration is fully
depicted by the angles a—angular span of defining
sinuous curve—and d—rotation angle needed to outline
the sinuous arms—as well as the log-periodic growth
rate—t. If any of these three defining parameters is
varied from cell to cell, a quasi log-periodic sinuous struc-
ture is obtained. Layouts of the constant-growth-rate
(log-periodic) and variable-growth-rate (quasi log-period-
ic) four-arm sinuous antennas are shown in Fig. 12.
Also depicted are their projections in the z plane, which
clearly indicate not only the (quasi)log-periodic behavior
of the essential sinuous curves but also the self-comple-
mentary feature of these planar shapes. Detailed descrip-
tion of a sinuous structure with various modifications, as
well as its operation principles, practical aspects such as
feeding, parameters, and modeforming, can be found in
Ref. 17.

Most sinuous antenna research has been devoted to the
planar four-arm printed/wire geometries. Since a free-
standing antenna radiates bidirectionally, an absorptive

cavity or conical projection of the sinuous structure (as
with spirals) are required for unidirectional operation.
Although lossy cavity backing reduces the antenna effi-
ciency, it is the preferred approach for conformal and

rn+1 = �.rn

rn+1
rn+3

rn+2

rn

2(�+�)

2(�−�)

Constant � ⇒ arc
width increases
toward outside

Figure 11. Sinous antenna geometry and relevant parameters.
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flush-mounted applications. Reflective metal backing
(empty cavity or cavity with vertical wall absorber liners)
causes strong coupling into the sinuous feeds and severe
mismatch as well as contaminated far-field radiation pat-
terns [gain dropouts, increased axial ratio, and WoW
(Wobble on Wave)]. Several sinuous antennas including
an interferometer configuration manufactured by L-3
Communication Randtron Antenna Systems, are shown
in Fig. 13.

A special case of a sinuous antenna is the folded spiral,
constructed as a spiral that is ‘‘folded’’ back on itself. The
angular arm expansion of the folded spiral is the same as
that of a sinuous antenna, and the main difference is in
the shape or curvature of the arm bends. More specifically,
the bends of a sinuous structure are rounded as opposed to
the sharp tips of a folded spiral. The performance of the
two antennas is virtually the same, and often the folded
spirals are referred to as ‘‘sinuous’’ antennas. Thus any
reference to one can be equally applied to the other an-
tenna. Looking at a single arm composed of several cells of
arcs and bends, we can see that the folded spiral is a com-
bination of both clockwise (CW) and counterclockwise
(CCW) wound spiral segments. Thus, the band theory
used for describing spiral operation can be utilized for un-
derstanding the performance of sinuous antennas. A tight-
ly coupled sinuous antenna, where arms have significant
interlacing (t40.8), has approximately the same frequen-
cy limits as a spiral; that is, the sinuous antenna should be
N wavelengths in circumference to support efficient mode
N radiation. In practice, for a given low-frequency limit,
the circumference of the sinuous antenna should be in-
creased by a certain value (typically l/2) to account for the
finite width of the radiation region. Excitation of the sin-
uous antenna, when operated in a single circularly polar-

ized mode, is also identical to the feeding of a spiral
antenna. One exception to the similarity is that the sin-
uous is dual-polarized and has additional capabilities, and
unfortunately additional restrictions. Because of the al-
ternating CW and CCW wrapping senses in each arm and
inability of the aperture to perform polarization filtering,
the sinuous antenna with N arms can support (N� 1)/2
broadband modes. Although the overall number of modes
on an N-arm sinuous antenna is one-half the number of
modes on a comparable N-arm spiral, their radiation pat-
terns are very similar. Only mode 1 has a broadside radi-
ating component, and all other modes have a null on
boresight, with each higher-order mode peaking further
from the null. Note that each mode on a sinuous antenna
can be obtained in either left- or right-handed circular po-
larization (RCP, LCP). If we need M modes of operation
with the same polarization, an N¼ (2Mþ 1)-arm sinuous
antenna is needed. These modes will be excited if equal
amplitudes and phase progressions of � 3601nm/N are
provided at the arm feeds (taken in the CW direction).
Here, n is the arm number (n¼ 1,2, y, N), m is the mode
number (m¼ 1, 2,y, I(N� 1)/2)m), and N is the total
number of arms. If the highest-order mode that can be
supported by an arbitrary N-arm sinuous antenna is m
(m40), the following modes can coexist: �m, �mþ
1,y,� 1, 1,y,m� 1, m, with positive modes denoting the
RCP and negative modes LCP, respectively. Therefore, at
least N¼ 5 arms are needed to obtain dual-mode opera-
tion, which is important for monopulse direction finding.

To further understand the relation between the num-
ber of sinuous arms and the modal spectrum supported by
its structure, we will examine in more detail an arbitrary
(N¼ 4)-arm sinuous geometry. A corresponding four-arm
CCW wound spiral antenna will support broadband RCP

(a)

(b)

Figure 13. Photographs of several sinuous
antennas (a) and a high-pressure interferom-
eter (b). (Courtesy of L-3 Communications
Randtron Antenna Systems.)
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modes M1 {01, 901, 1801, 2701}, M2 {01, 1801, 3601,
5401}{01, 1801, 01, 1801}, and M3 {01, 2701, 5401,
8101}{01, � 901, 1801, 901} with the phase progression
(in CW sense) denoted in brackets { }. A four-arm sinuous
antenna has spiral segments capable of radiating both
senses of circular polarization; thus when the mode 2
phase progression is provided at the arm ports {01,
� 1801, � 3601, � 5401}{01, 1801, 01, 1801}, the aperture
cannot differentiate between it and the mode � 2 phase
progression {01, 1801, 3601, 5401}{01, 1801, 01, 1801}, so
the radiating region radiates the mixture of modes 2 and –
2. The mode 3 phase progression is {01, � 2701, � 5401,
� 8101}, and the RCP four-arm spiral supports its efficient
and broadband radiation (provided the circumference is
larger than three wavelengths). If the same phase pro-
gression is provided to the sinuous antenna, we notice that
it is equal to the progression of {01, 901, 1801, 2701}, which
is identical to that of mode � 1. This mode will be excited
first (it radiates from the area the traveling wave encoun-
ters before arriving at the mode 3 radiating region) and
little energy will be left for mode 3. Thus, as stated above,
for dual-mode operation a sinuous antenna must have at
least five arms, with unique and unambiguous phase pro-
gressions for mode 2 {01, � 1441, 721, � 721, 1441} and
mode � 2 {01, 1441, � 721, 721, � 1441}. Six or eight arms
are generally used because of beamformer limitations. An
eight-arm sinuous antenna has the additional benefit of
supporting a third mode, or modes 73. Radiation patterns
for the three modes radiated from an eight-arm sinuous
antenna are shown in Fig. 14. As seen, the previously dis-
cussed characteristics of modes 2 and 3 as well as a very
good cross-polarization at beam peak angles are obtained
with this structure.

With good-quality sinuous designs, currents decay rap-
idly past the radiation region and the radiated power of
higher-order modes (mþN, mþ 2N,y and m�N,
m� 2N,y) is low. Thus, the azimuth pattern symmetry
is usually excellent. As with equiangular spirals, the mod-
al decomposition of the radiated far-field pattern can show
the level of modal isolation for each sinuous mode. For
example, the radiation pattern of mode 1 of an eight-arm
sinuous antenna (see Fig. 15a) is decomposed into the
higher-order (contaminating) modes, and the cross-modal
difference (with respect to the dominant mode 1) of the
most significant modes is shown in Fig. 15b. As can be
seen, the cross-modal difference is better than 30 dB for
both higher-order modes supported by this antenna
(modes –7 and 9), while mode 5 is (virtually) not excited.
Since radiation from the dominant mode region is very
efficient, end terminations are rarely needed, as opposed
to spirals where some form of lossy arm termination is
normally used. Also, for similarly sized and designed feed
regions, the high-frequency radiation of a sinuous anten-
na is usually superior to that of a spiral.

The nominal modal impedance of a freestanding, self-
complementary, N-arm printed sinuous antenna can be
computed using the Deschamps formula [7]

Zm¼
Z0=4

sin
jmj . p

N

� � ð9Þ

where Z0¼ 120pO is the free-space impedance and m is
the sinuous mode. Impedance variations from these nom-
inal values can be significant, typically exceeding 2:1 for
the mode 71 operation. Higher-order modes usually have
smaller impedance variations, but these deviations are
still larger than their spiral counterparts. If necessary, a
spiral can be used in the sinuous interior as a tapered
matching section.

Most commercial sinuous antennas are four-arm struc-
tures, and are designed to operate over different bands.
The most common realization is a 5-cm-diameter 2–18-
GHz antenna operating in a dual-circular mode 1, or dual-
linear mode. The dual circularly polarized sinuous has
already been discussed. A linearly polarized version
has properties similar to those of a planar log-periodic
antenna. As with good log-periodic design having a typical
growth rate of t40.8, there are several arc sections in the
active region. Opposite arms are fed antiphase (0,1801),
and the two orthogonal arm pairs of a four-arm sinuous
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an eight-arm sinuous antenna. (This figure is available in full
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antenna form two linearly polarized radiators. A small
shift in the polarization vector with changing frequency
is present as a consequence of the oscillating sinuous
form of the structure. The polarization swings back
and forth about the arms’ central axis. When operating
in circular polarization (with addition of a 901 QJ;hybrid),
this polarization oscillation or wobble does not degrade
the polarization purity since all arms have identical
rotations.

When the arms of a sinuous antenna are fed with
ambiguous phasing, very interesting performance is ob-
tained. For instance, two unconventional four- and two-
arm sinuous designs [26,27] are shown in Fig. 16.
Also given are drawings of their lossless reflective cavity
backings used to enhance the quality of circularly polar-
ized radiation. The four-arm slot sinuous antenna, shown
in Fig. 16a, is fed using a nonradiating coplanar wave-
guide mode with resulting phase progression of {01, 1801,
01, 1801}. This phase progression is equivalent to the
second mode excitation of a related four-arm spiral anten-
na and, as discussed above, is ambiguous for a broadband
operation of a sinuous structure. Since the CW and
CCW segments of the sinuous antenna allow it to support

both polarizations, a mixture of modes 2 and � 2 is excited
and unique multiband multipolarized performance is
obtained. The polarization signature of this antenna,
shown in Fig. 17a, illustrates that the bands of LCP and
RCP are alternating, with the periodicity related to
the growth rate of the structure (in this case it was vari-
able growth rate). Since a simple, single-port feed is
used for the excitation of this modal mixture, an efficient,
small, flush-mounted antenna with simultaneous
RCP and LCP operation is obtained without the need for
a complex hybrid network. The same principle is applied
to a two-arm folded spiral, shown in Fig. 16b, for which
the balanced excitation of {0, 1801} cannot distinguish be-
tween the two polarization senses, and broadband
operation is not possible. However, a multiband, multipo-
larized performance with maximum gain at broadside is
demonstrated. The associated polarization signature
depicted in Fig. 17b clearly shows the alternating hand-
edness of the polarization over a relatively large band-
width.

To summarize, the sinuous antenna is a very broad-
band radiator and can be classified as an FI antenna. It
has many characteristics similar to those of a spiral,
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which is also an FI antenna, but has the additional capa-
bility of broadband dual polarization. It should be noted
that another spiral antenna, the modulated-armwidth
(MAW) spiral, is also capable of dual-polarized FI opera-
tion and is discussed in the SPIRAL ANTENNAS article.

5.3. Cavity Backing

The projections of a planar spiral [9,22] or sinuous [17] FI
structure onto a cone as well as folding a planar
sheet antenna [6] produce efficient unidirectional radia-
tion. However, for mounting an antenna in a flush or
conformal manner, this approach is typically inadequate
and some form of cavity backing is necessary. An absorb-
ing (lossy) cavity must be used for sinuous antennas,

and is preferred as well for the multioctave bandwidth
operation of spiral antennas. Of course, reduced radiation
efficiency is the price to be paid, but consistent pattern and
smooth impedance curves are usually more important.

Ingerson and Mayes [16] suggested a log-periodic cav-
ity arrangement for backing an array of log-periodic slot
antennas; specifically, they applied the same principles
used for the design of a radiator to the design of its back-
ing. As a result, a log-periodic array of rectangular lossless
cavities with slanted metallic bottoms was developed as an
embodiment of the log-periodic approach for the design of
flush-mounted antenna backing. The growth rates of
the slots and the cavities were the same, and a modulat-
ed impedance feeder was introduced to provide not
only proper phasing for the endfire radiation but also to
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Figure 16. Photographs of unconventional four-arm (a) and two-arm (b) sinuous antennas with
sketched lossless cavity backing. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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eliminate the stopbands. Consistent radiation patterns
and well-behaved VSWR performance were obtained.

An interesting approach for the design of a broadband
cavity backing was explored by Nurnberger [28]. After in-
vestigating the excitation of various cavity modes, their
effects on the radiation pattern of a slot spiral, and various

loading techniques for mitigating these, Nurnberger sug-
gested that the same theoretical guidelines for achieving
FI performance should be applied to the cavity backing.
More specifically, the cavity must be entirely defined by
angles, the currents should decay outside the ‘‘hot’’ active
region, and periodicity in performance has to be attained.
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The evolution of the FI cavity idea is depicted in Fig. 18,
while the photograph of the developed conical cavity is
shown in Fig. 19. Although the prototype from Fig. 19 does
not obey all the abovementioned principles (similar to the
bicone antenna, the conical inset does not satisfy the trun-
cation principle for currents), the addition of radial and
vertical absorber liners significantly reduced the negative
effects of the enclosing cavity wall. Overall antenna gain
was 2–2.5 dB higher than the gain of typical wire spiral
antennas backed by a regular lossy cavity, while the radi-
ation pattern and VSWR demonstrated very consistent
behavior across an 8:1 bandwidth.

6. SUMMARY

The operation of frequency-independent antennas, includ-
ing the underlying theory and mathematical foundation,

are reviewed in this article. Several FI antennas, includ-
ing equiangular spirals, log-periodic planar sheets, and
dipole and folded slot arrays, as well as sinuous antennas,
are described and their performance is utilized for a prac-
tical demonstration of FI principles. Although FI antennas
have been researched for a half-century, there are plenty
of challenges still to be investigated. Some are classical/
fundamental issues such as miniaturization versus band-
width, the associated efficiency tradeoff (more efficiency
since FI bandwidth can be well controlled), and broadband
arraying, to mention just a few. More recent developments
in artificial materials and the possibility of realizing an-
tennas on substrates with any values of dielectric and
magnetic constants are also of interest. Further investi-
gation and developments of FI cavities, terminations, and
feeds, as well as unconventional designs of basic radiating
elements, will also play important role.

Figure 18. Evolution of an FI cavity concept:
lossless flat cavity (a), lossless conical cavity
(b), and realized cavity (c) with dimensions for
a 5.75-in. spiral aperture.
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Frequency-modulated waveforms are commonly utilized
for information transmission in radiocommunications, as
well as for environmental sensing in radar, sonar, and
bioengineering. In many of these situations, the desired
information is extracted from the received signal by mon-
itoring one or more dominant frequencies in the signal and
examining their variation as a function of time. The pro-
cess by which a local approximation to a signal’s frequency
is obtained is known as instantaneous frequency estima-
tion (IFE).

In this article, concepts relating to instantaneous fre-
quency, along with algorithms for its computation, are
reviewed. First, several means by which instantaneous
frequency is commonly defined are discussed, and the
relationships between instantaneous frequency and time–
frequency distributions are explored. Next, several
measures of performance commonly used to evaluate
instantaneous frequency algorithms, such as the Cramer–
Rao lower bound, are examined. Finally, a number of al-
gorithms that have been suggested for IFE are summa-
rized. Despite the relative maturity of frequency
modulation in the field of radiocommunications, the field
of IFE is a growing one, and one in which research is still
quite active.

1. INSTANTANEOUS FREQUENCY ESTIMATION:
BACKGROUND AND DEFINITIONS

The instantaneous frequency of a signal can be defined in
several different ways. Two of the most popular definitions
relate the instantaneous frequency to time–frequency dis-
tributions and to the analytic signal. Either of these def-
initions can satisfy intuition in certain situations, but
yield puzzling results in others. Nevertheless, useful esti-
mates of the instantaneous frequency can usually be ob-
tained for narrowband signals, and to a lesser degree for
certain wideband signals. In this section, relationships
between instantaneous frequency, time–frequency distri-
butions, and the analytic signal are discussed.

1.1. Time–Frequency Distributions

The concept of frequency has long played a major role in
the analysis of signals. Through the Fourier transform, a
signal may be decomposed into a continuum of complex
exponentials. In fact, the basis functions of the Fourier
transform are pure tones of infinite time extent. However,
when the spectral composition of a signal varies as a func-
tion of time, the Fourier transform no longer provides a
simple spectral description of the signal. Instead, a time–
frequency distribution yields more insight into the signal’s
behavior. The most common example of time–frequency
analysis—the printed musical score—has existed for

hundreds of years. With a musical score, it is possible to
denote the tones that are present in an arrangement at
discrete intervals in time. In the following paragraphs, a
short discussion of the key developments in time–frequen-
cy analysis that have been obtained since 1949 is provid-
ed. Among the topics explored are Gabor’s time–frequency
distribution, the short-time Fourier transform, perfect re-
construction filterbanks, the wavelet transform, and Co-
hen’s class of time–frequency distributions. The
relationship between instantaneous frequency and time–
frequency distributions is then discussed.

The development of the first algorithm for time–
frequency analysis of an arbitrary signal is generally cred-
ited to Gabor [1]. His work was motivated by a desire
to define the information content of signals. He considered
the time–frequency representation of a signal as a
‘‘diagram of information,’’ where areas in the two-dimen-
sional representation were proportional to the amount of
data that they could convey. Gabor suggested that the
time and frequency characteristics of a signal x(t) be
simultaneously observed with the expansion

xðtÞ¼
X1

m¼�1

X1

n¼�1

gmncmnðtÞ

where cmn(t) is expressed in terms of an elementary signal
c(t) with

cmnðtÞ¼cðt�mTÞ expðjnOtÞ

The time and frequency lattice intervals are defined by T
and O, respectively. Gabor also proposed that the signal
with minimum area on the time–frequency plane be used
to generate the basis functions for his time–frequency
decomposition. Furthermore, he demonstrated that the
signal with minimum area, as defined by the product of
the signal’s root-mean-square (RMS) width in time
and frequency, was given by the Gaussian-modulated si-
nusoid. The concept that the time and frequency widths of
a signal cannot be made arbitrarily small simultaneously
is a well-known property of Fourier analysis called the
uncertainty principle (a term that originated in the phys-
ics community). These ideas form the cornerstones of
time–frequency analysis.

The growing interest in time–frequency analysis accel-
erated in the 1970s due to research regarding the short-
time Fourier transform (STFT) [2,3]. These efforts were
motivated by a desire to analyze the time-varying spectral
content of speech signals. The STFT is created by insert-
ing a window function h(n) into the computation of the
Fourier transform, as expressed by

Xðn;oÞ¼
X1

m¼�1

xðmÞhðn�mÞ expð�jomÞ

The discrete index n varies from –N to þN, while the
continuous parameter o varies from 0 to 2p. For a fixed
analysis time n, the window function selects a portion of
the original signal for spectral analysis, thereby allowing
nonstationary behavior to be observed in a manner
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impossible with the traditional Fourier transform. At each
time instant, the signal segment selected for analysis is
formed by the product of the timeshifted window function
with the original signal. It is recognized that the result of
this operation in the frequency domain is the convolution
of the spectral representation of the two functions. Thus,
the shape of the window function is fundamental to the
STFT results. The rectangular window yields the mini-
mum mainlobe spectral width (and therefore the best fre-
quency resolution) at the cost of large sidelobes (the peak
of the largest sidelobe has a magnitude only 13 dB less
than the peak of the mainlobe). Other window functions,
such as the Hamming window, generate lower sidelobes,
at the price of a wider mainlobe. The length of the window
function also affects the results produced by the STFT. The
longer the timelength of the window, the greater the fre-
quency resolution of the time–frequency representation,
but the poorer the time resolution.

A second interpretation of the STFT is obtained by ex-
amining the structure of the discrete short-time Fourier
transform (DSTFT), which is written as

Xðn; kÞ¼
X1

m¼�1

xðmÞhðn�mÞ exp
�j2pkm

N

� �

The discrete index n varies from –N to þN, while the
discrete index k varies from 0 to N� 1. For a fixed fre-
quency index k, it is seen that the signal of interest is
modulated by exp(� j2pkm/N) and then convolved with
the window function (which typically has a lowpass fre-
quency response). The series combination of the modula-
tor and the window function results in a bandpass filter.
The DSTFT can therefore be thought of as being generated
by passing a signal through a set of bandpass filters. Fur-
thermore, if the discrete signal is processed with an ideal
bandpass filter with a passband equal to p/N, then the
output of the filter can be decimated by a factor of N (all
signal samples are discarded except those corresponding
to indices of N, 2N, 3N, etc.) with no loss of information.
The incorporation of this philosophy with the bandpass
filter view of the STFT yields the analysis portion of the
filterbank structure shown in Fig. 1. The rationale for dec-
imating the output of each of the bandpass filters is to re-
duce the storage requirements of the filterbank. In a
similar fashion, a signal approximately equal to the input

signal can be produced with the synthesis structure also
shown in Fig. 1. Note that the synthesis network contains
interpolators (which insert N zeros between each input
sample) and window functions known as synthesis filters.
In general, the synthesis filters are similar, but not iden-
tical, to the analysis filters. In a typical data compression
application of a filterbank, the outputs of the analysis sec-
tion are encoded, transmitted over a channel, and then
reconstructed with the synthesis section. Equality be-
tween the input and output of the filterbank subject to a
finite delay, called perfect reconstruction, is achieved only
for specific combinations of analysis filters and synthesis
filters.

It is evident that filterbanks are a natural extension of
the STFT. As is the case for the STFT, filterbanks may be
utilized for instantaneous frequency estimation. Properly
implemented, they permit a compact representation of the
time–frequency properties of a signal with no loss of in-
formation. The characteristics of analysis and synthesis
filters that eliminate aliasing, along with the require-
ments for perfect reconstruction, are thus of interest.

In an actual implementation of a filterbank, the digital
analysis filters are of finite length, and thus they cannot
form an ideal bandpass filter with unity gain in the pass-
band and zero gain in the stopband. Therefore, some de-
gree of aliasing will occur when the output of each of the
analysis filters is decimated as in Fig. 1. If the analysis
filters are not correctly designed, the aliased signals prop-
agate through the filterbank and severely limit the quality
of the filterbank’s output. Croisier et al. [4] examined this
problem for the two-channel filterbank shown in Fig. 2,
and they derived conditions on the analysis and synthesis
filters such that these aliased terms are completely can-
celed. Filters designed with this approach are called quad-
rature mirror filters, since the analysis filters of a two-
channel network are mirrors of one another about p/2. It is
important to note that while the output of a filterbank
employing quadrature mirror filters does not contain ali-
ased terms, other magnitude and phase distortions typi-
cally exist.

The necessary and sufficient conditions for the design of
a perfect reconstruction filter bank were derived by Smith
and Barnwell [5]. They also proposed an algorithm to con-
struct analysis and synthesis filters that satisfied these
conditions, using well-known filter design techniques [6].
Although they termed these filters conjugate quadrature
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Figure 1. Structure for N-channel filterbank. This tool is frequently employed for time–frequency
analysis.
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filters, many researches consider them to be a class of
quadrature mirror filters. The power of Smith and Barn-
well’s algorithm is demonstrated by the fact that it is ap-
plicable to the two-channel structure shown in Fig. 2, the
N-channel structure shown in Fig. 1, and the tree-struc-
tured analysis section shown in Fig. 3, as well as to filter-
banks employing nonuniform decimation and
interpolation rates. Additional results regarding the im-
plementation of perfect reconstruction filterbanks are in-
cluded in Refs. 7 and 8.

A topic closely related to time–frequency analysis is
timescale analysis, which is provided by the wavelet trans-
form. Because of the similarity of the discrete wavelet
transform with perfect reconstruction filterbanks, as well
as the immense number of applications of the wavelet
transform that have been investigated since 1989, a brief
discussion of its development is included in the following.

In the late 1970s, the French geophysical engineer
Morlet derived an alternative to the STFT for time–fre-
quency analysis. The seismic signals of interest to Morlet
contained high-frequency components with shorter time-
spans than did the low-frequency components. With
the STFT, it was impossible to simultaneously obtain
good time resolution for the high-frequency components
and good frequency resolution for the low-frequency

components. Morlet recognized that his goal could be ob-
tained by decomposing the seismic signals not with trans-
lated and modulated versions of an elementary signal (as
was done in Gabor’s work and the STFT), but with the
translated and scaled versions of an elementary signal.
This concept yielded basis functions that contained a con-
stant number of cycles. Morlet chose to call his functions
‘‘wavelets of constant shape’’ [9]. Although the term
‘‘wavelet’’ had been used in the seismic field for a number
of years before Morlet’s work, it had been used to denote
seismic pulses, not a time–frequency tool.

Morlet later collaborated with Grossman to place the
wavelet transform on a firm mathematical foundation
[10]. They defined the continuous wavelet transform as

Wxðt;aÞ¼
1ffiffiffiffiffiffi
jaj
p

Z 1

�1

xðtÞm�
t� t

a

� �
dt

where a is a scale factor and the ‘‘mother wavelet’’ m(t)
serves as a window function. The inverse wavelet trans-
form is given by

xðtÞ¼ c

Z 1

�1

Z 1

�1

1

a2
Wxðt;aÞm

t� t
a

� �
da dt
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Figure 2. Structure for two-channel filterbank. This simple configuration can be used to construct
more complicated structures.
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Morlet and Grossman used a nonorthogonal basis for the
transform consisting of functions very similar to Gabor’s
Gaussian-modulated sinusoids. An orthogonal basis was
developed in 1985 by Meyer.

Structures for the discrete wavelet transform and its
inverse were developed by Daubechies [11]. The form of
the forward structure is shown in Fig. 4 and is seen to be
very similar to a pruned version of the tree-structured fil-
terbank shown in Fig. 3. At each level of the discrete
wavelet transform, the input signal is passed through a
lowpass filter and a highpass filter. The outputs of the fil-
ters are decimated by a factor of 2, and the decimated
lowpass filter output is again passed to a lowpass/highpass
filter pair. Daubechies derived conditions for the filters
such that the structure yields perfect reconstruction, and
she used these conditions to generate a set of viable filters
frequently referred to as ‘‘Daubechies wavelets.’’ Of special
interest to Daubechies was the relatively long impulse re-
sponse of the filter produced by a series of short filters al-
ternated with decimators. She termed the combined
impulse response of the lowpass filters alternated with
decimators the scaling function and the impulse response
of the lowpass filters alternated with decimators and fol-
lowed by a highpass filter, the wavelet function. She
showed that as the number of levels in the transform
grows large, the scaling function and the wavelet function
converge to smooth waveforms, provided that the compo-
nent filters have sufficient ‘‘regularity.’’ In digital signal
processing terms, the regularity of a filter corresponds to
the number of zeros at z¼ � 1(o¼ p) in the filter transfer
function. Soon after Daubechies’ work was published,
Mallat extended her results to two dimensions and ap-
plied them to image processing [12]. It has since been rec-
ognized that Daubechies’ conditions for perfect
reconstruction are identical to those published by Smith
and Barnwell. It has also been recognized that the struc-
ture corresponding to the discrete wavelet transform is
equivalent to an octave-channel filterbank, a form of
which had been investigated earlier for speech coding
[3]. Nevertheless, the attention focused on filterbanks
and time–frequency analysis due to the introduction of
the wavelet transform has resulted in an explosion of new
developments in these fields that has continued today.

In addition to the time–frequency distributions de-
scribed above, many others have been developed since
the late 1940s. A significant number of continuous time–
frequency distributions can be characterized by what is

known as Cohen’s class of distributions [13], which is de-
fined by

Cxðt;oÞ¼
1

4p2

ZZZ
x�ðu�

1

2
tÞxðuþ

1

2
tÞfðy; tÞ

expð�jyt� jtoþ jyuÞdu dtdy

where f(y, t) is a two-dimensional function known as the
‘‘kernel’’ and x(t) is the signal under consideration. A par-
ticular member in Cohen’s class is identified by its kernel.
For example, the spectrogram, which is defined as the
magnitude squared of the STFT, is a recognized member of
Cohen’s class of distributions, with a kernel given by

fðy; tÞ¼
Z

h�ðu�
1

2
tÞexpð�jyuÞhðuþ

1

2
tÞdu

where h(t) is the window function defined previously. A
discrete form of Cohen’s class of time–frequency distribu-
tions is examined in Ref. 14.

With respect to a time–frequency distribution, there
are two possible means of defining the instantaneous fre-
quency of a signal at a point in time. The instantaneous
frequency may be associated with either (1) the peak value
of the signal’s distribution at that time or (2) the average
of the frequencies present in the signal at that time. These
approaches are appealing because they permit the intro-
duction of the instantaneous bandwidth concept in a nat-
ural manner as the spectral spread of energy in the time–
frequency plane about the instantaneous frequency. In the
following section, it is shown that the instantaneous fre-
quency estimate derived from certain time–frequency dis-
tributions is equivalent to the corresponding quantity
derived from the analytic signal.

A major benefit obtained by employing a time–frequen-
cy distribution for instantaneous frequency estimation is
the capability of the distribution to aid in determination of
whether the signal under examination is monocomponent
or multicomponent. Monocomponent signals are those
that can be shown to possess energy in a contiguous por-
tion of the time–frequency plane. At any point in time, this
type of signal exhibits a narrowband characteristic. An
example of this type of signal is a sinusoid with a contin-
uous time-varying frequency. Conversely, multicomponent
signals are those that can be shown to possess energy in
multiple, well-isolated frequency bands at the same in-
stant in time. Speech frequently displays this behavior. It
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Figure 4. Structure for discrete
wavelet transform. Note the similar-
ity of this configuration to the struc-
ture shown in Fig. 3.
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is noted that the preceding definition of monocomponent
excludes signals such as an impulse, which could also be
argued to be monocomponent because of its ridgelike
time–frequency distribution. Obviously, the identification
of a signal as monocomponent or multicomponent is not
precise [15], but it is important, as the instantaneous fre-
quency of a multicomponent signal may have no physical
meaning [16].

A significant disadvantage of employing time–frequen-
cy distributions for IFE is that the construction of the dis-
tribution is a computationally complex procedure, even
when filterbank structures are utilized. Fortunately, there
is an alternative approach for IFE. In many situations, a
reasonable estimate of the instantaneous frequency of a
signal can instead be obtained from computationally sim-
ple operations on its analytic signal. Background for this
philosophy is given in the following section. A summary of
algorithms that have been suggested for implementation
of this approach are provided in Section 3.

1.2. Analytic Signals

In this section, the relationships between the instanta-
neous frequency of a signal and its analytic signal are ex-
amined. First, a brief review of the analytic signal is
provided. The definition of the instantaneous frequency
in terms of the analytic signal is then discussed. Practical
issues regarding the computation of the analytic signal
are also presented. Finally, the situations for which the
estimate of instantaneous frequency obtained via the an-
alytic signal agrees with the estimate obtained from cer-
tain time–frequency distributions are examined.

Interestingly, as was the case with time–frequency
analysis, the original work done in the area of analytic
signals was conducted by Gabor [1]. He defined the com-
plex analytic signal z(t) corresponding to a real signal x(t)
to be the sum of the signal with a second signal generated
via the Hilbert transform

zðtÞ¼ xðtÞþ jH xðtÞ
� �

¼ xðtÞþ jyðtÞ

The continuous Hilbert transform is defined as

H xðtÞ
� �

¼PV
1

p

Z 1

�1

xðtÞ
t� t

dt

where PV indicates the Cauchy principal value of the in-
tegral. The signal z(t) is similar to x(t), in that for positive
frequencies, Z(f)¼ 2X(f). However, the spectrum of z(t)
contains no energy at negative frequencies. Indeed, one
technique for deriving the analytic signal of a real signal is
to compute its Fourier transform, ignore the spectral com-
ponents corresponding to negative frequencies, apply the
appropriate scaling factor, and then compute the inverse
Fourier transform of the modified signal. Gabor developed
the analytic signal concept to aid in derivation of the sig-
nal with minimum time–frequency extent. However, the
most extensive application of analytic signals has been in
the communications field.

The importance of the analytic signal to the definition
of instantaneous frequency can be seen by considering a
simple example. Suppose that a continuous real signal x(t)
is given by

xðtÞ¼aðtÞ cosðfðtÞÞ

where a(t) represents a time-varying amplitude and f(t)
represents a time-varying phase. Since the ‘‘frequency’’ of
a sinusoid is defined as the derivative of its phase, the in-
stantaneous frequency of a signal x(t) could be computed
with the derivative off(t). This definition appears to agree
with intuition. However, when the magnitude of a(t) is
bounded by b, the signal x(t) can also be expressed as

xðtÞ¼ b cosð ~ffðtÞÞ

where ~ffðtÞOfðtÞ. Therefore, the postulated definition
does not yield a unique instantaneous frequency for the
signal x(t). By defining the instantaneous frequency of x(t)
to be the derivative of the phase of the corresponding
unique analytic signal z(t), this ambiguity can be elimi-
nated [17]. Since the analytic signal is complex, it can
always be expressed uniquely as

zðtÞ¼mðtÞ expðjyðtÞÞ

The instantaneous frequency can thus be uniquely defined
as dy(t)/dt. However, it is not claimed that this definition
provides satisfactory results in every scenario.

In practice, discrete sequences x(n) corresponding to
samples of the continuous signal x(t) at time instants
t¼nT are available, and it is desired to form the discrete
analytic signal z(n) where

zðnÞ¼ xðnÞþ jyðnÞ

The analytic signal z(n) can be obtained in a number of
ways, each with its own advantages and disadvantages.
The sequence y(n) can be generated by the brute-force ap-
proach of zeroing the spectral components of x(n) corre-
sponding to negative frequencies. This technique works
well for finite datasets, but can be difficult to implement in
real-time applications. The sequence y(n) can also be gen-
erated by processing the sequence x(n) with a digital filter
designed to approximate the Hilbert transform [6]. How-
ever, the group delay introduced to y(n) by the digital filter
must also be introduced to x(n), which can be difficult for
noninteger delays. A third approach is to compute the
complex sequence z(n) directly, by processing the sequence
x(n) with a complex filter constructed by modulating a real
lowpass filter by a complex exponential [18].

It is interesting to note the relationship between (1) the
instantaneous frequency estimate obtained from a time–
frequency distribution and (2) the instantaneous frequency
estimate obtained from the derivative of the analytic sig-
nal’s phase. For continuous signals, it can be shown that
the first moment of a time–frequency distribution of Co-
hen’s class is equivalent to the derivative of the analytic
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signal’s phase if the kernel f(y, t) is selected such that

@fðy; tÞ
@t

����
t¼ 0

¼ 0

Furthermore, for signals with quadratic phase functions,
the peak of the time–frequency distribution known as the
Wigner–Ville distribution corresponds to the instanta-
neous frequency [19]. Results for the discrete signal case
have appeared in Refs. 14 and 20.

2. MEASURES OF PERFORMANCE FOR INSTANTANEOUS
FREQUENCY ESTIMATION ALGORITHMS

To evaluate various IFE algorithms, there must be a
means of comparing the performance and implementation
of a specific algorithm to an alternate approach. In this
section, the measures of performance typically used to
compare IFE algorithms to one another are discussed. The
measures of performance that are considered include both
statistical and computational issues. At the conclusion of
this section, these criteria are demonstrated by utilizing
them to evaluate the performance of the classical periodo-
gram approach to estimating the frequency of a sinusoid
embedded in white Gaussian noise.

Since the problem of interest concerns the estimation of
an unknown quantity in the presence of noise, it is useful
to introduce several statistical concepts from estimation
theory. Typically, it is desired to estimate the value of an
unknown parameter y from N noisy measurements of a
quantity related to y. An estimator is considered unbiased
when the expected value of the estimate ŷy equals the true
value of the parameter:

Efŷyg¼ y

If this condition does not hold, the estimator is termed bi-
ased. An estimator is considered consistent if it yields an
estimate that asymptotically converges in probability to
the true value. For a consistent estimator, we obtain

lim
N!1

Prfjŷy� yj > eg¼ 0

where Pr denotes probability and e is an arbitrary small
positive number. Both of these characteristics are gener-
ally thought to be desirable but, depending on the problem
of interest, may or may not be required.

The benchmark by which the variance of a particular
unbiased estimator can be evaluated is given by the Cram-
er–Rao lower bound (CRLB). As its name implies, the
CRLB provides a lower bound on the variance of any lin-
ear or nonlinear unbiased estimator. Thus, given the vari-
ance of a particular unbiased estimator, the CRLB may be
used to determine if other unbiased estimators might exist
that exhibit smaller variance. Although other bounds on
estimator variance exist, it is generally agreed that the
CRLB is the easiest to compute, and hence finds extensive
use [21]. The CRLB for the scalar parameter y is expressed

in terms of the measurement vector x with

varðŷyÞ �
1

�E
@2lnpðx; yÞ

@y2

� �

where p(x;y) is the probability density function (pdf) of x
given the parameter y [22]. The expectation is taken with
respected to p(x;y), which results in a function of y. When
the pdf is considered to be a function of the unknown pa-
rameter y (with a fixed measurement vector x), it is called
the ‘‘likelihood function.’’

Although the CRLB may be computed for a specific es-
timation problem, there is no guarantee that an unbiased
estimator exists that will equal the bound for all values of
the unknown parameter. If such an estimator does exist, it
is said to be efficient. An estimator is considered asymp-
totically efficient if its variance converges to the CRLB as
the number of observations becomes large. Maximum-like-
lihood (ML) estimators are known to be asymptotically
efficient, and they can be constructed by computing the
value of y that maximizes the likelihood function. The
performance of ML algorithms for large data records,
along with the existence of an analytical approach to their
derivation, makes ML algorithms very appealing. In prac-
tice, these algorithms can be computationally complex,
such that other approaches may be preferred.

At high signal-to-noise ratio (SNR), the variance of ML
estimators is typically very close to the CRLB. As the SNR
is decreased, the CRLB and the estimator variance in-
crease at the same rate. For nonlinear estimators, this be-
havior continues until a threshold is reached. Below this
value of SNR, the variance of the estimator increases at a
much faster rate than does the CRLB. In a plot of the
variance as a function of SNR, a knee will be seen at the
threshold. Thus, the estimator threshold is frequently
used as a metric to compare several estimators that
have similar high-SNR characteristics. For maximum-
likelihood estimators, the threshold typically decreases
as the size of the data window increases.

In addition to the factors described above, various al-
gorithms for the estimation of a particular parameter may
also be compared to one another with respect to computa-
tional considerations. Computational issues include the
algorithm’s complexity as measured by the number of
arithmetic operations (such as multiplications or arctan
function calls) required for its implementation, the storage
requirements of the algorithm, and the data window size
required for satisfactory performance.

As a demonstration of the concepts described in this
section, the classical approach to the estimation of the
frequency of a single complex sinusoid with unknown am-
plitude and phase in the presence of white Gaussian noise
is considered. The CRLB for the frequency estimate is
given by

CRLB¼
12

T2NðN2
� 1Þ

s2

A2

� �

where A is the amplitude of the complex sinusoid, s2 is
the power of the complex white Gaussian noise, T is the
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sampling period, N is the number of available data sam-
ples, and A2/s2 is the SNR. To derive a ML estimator for
this problem, the likelihood function L is computed in
terms of the unknown frequency, amplitude, and phase. It
has been shown that the likelihood function is given by

Lðo;A; yÞ ¼2ARe½expð�jyÞ expð�jot0ÞXðoÞ�

where y is the unknown phase, t0 is the time correspond-
ing to the first data sample, and X(o) represents the dis-
crete-time Fourier transform of the data sequence x(nT)
[23]. The ML estimate of the sinusoid’s frequency is the
maximum of L(o, A, y) with respect to o over all values of
A and y, and it can be shown to correspond to the frequen-
cy that maximizes the periodogram |X(o)|2. To imple-
ment this approach, it has been suggested that a coarse
frequency estimate be obtained from the peak magnitude
of the discrete Fourier transform (DFT) and that a more
accurate result be obtained via an interpolation algorithm.
The performance of the overall algorithm is significantly
improved if the length of the original data sequence is in-
creased by a factor of 2 or 4 by zero padding, before the
coarse DFT is computed. An accurate means of imple-
menting the interpolation procedure with only three DFT
points is presented in Ref. 24.

The ML algorithm for estimating the frequency of a
single sinusoid in noise is conceptually simple but compu-
tationally intensive. This is especially the case when the
algorithm must be implemented under a real-time sched-
ule in order to track a time-varying frequency. In the
following section, additional approaches to the implemen-
tation problem are examined.

3. ALGORITHMS FOR INSTANTANEOUS
FREQUENCY ESTIMATION

In this section, a selection of algorithms that have been
suggested for IFE are summarized. This selection is not
all-inclusive, and it is in fact concentrated in two areas.
The first set of algorithms employ weighted phase averag-
ing techniques, and the second set of algorithms are de-
signed to function with extremely short data windows in
high-SNR environments. Both sets of algorithms are de-
signed for monocomponent signals. References to other
approaches for estimating the instantaneous frequency of
monocomponent signals, along with approaches for mul-
ticomponent signals, are provided.

3.1. Algorithms Employing Weighted Phase Averaging

One way to represent a constant-amplitude, complex sig-
nal with time-varying frequency is to model the signal as a
complex exponential with polynomial phase. From the
Weierstass theorem, it is known that all continuous phase
functions can be approximated to any desired accuracy by
a polynomial. The polynomial phase model is thus very
general, in addition to being easily analyzed. When P co-
efficients are considered in the polynomial, the signal

model is expressed by

zðnÞ¼A exp j
XP

p¼ 0

cpnp

 !
þ eðnÞ

where A is the constant signal amplitude, n is the sam-
pling index, cp is the polynomial coefficient, and e(n) is
complex zero-mean white Gaussian noise. In the following
discussion, algorithms that employ weighted phase aver-
aging to estimate the coefficients of the polynomial phase
model are examined. Before examining algorithms capa-
ble of estimating all P coefficients, less complex approach-
es corresponding to linear and quadratic phase models are
summarized. The less sophisticated approaches are of in-
terest because of their relatively undemanding computa-
tional requirements. In fact, it has been suggested that
time-varying frequencies be tracked with sliding-window
implementations of these simpler algorithms.

A sinusoid with constant frequency can be represented
by the polynomial phase model with a constant plus linear
phase term. As discussed in the previous section, the ML
estimate of the frequency of a single sinusoid embedded in
white Gaussian noise is given by the peak of the periodo-
gram. Unfortunately, the construction of the periodogram
is computationally intensive, and other less complex ap-
proaches are desired. One such approach was suggested
by Tretter [25]. He considered the input data sequence to
be modeled by

zðnÞ¼A expðjðyþonÞÞ þ eðnÞ

where y is a constant phase and o is the signal’s angular
frequency. The angular frequency is assumed to be bound-
ed by –poorp. The noise power is given by s2, and the
SNR is thus expressed as

SNR¼
A2

s2

Tretter showed that for SNRb1, the data sequence can be
approximated as

zðnÞ �A expðjðyþonþ uðnÞÞÞ

�A expðjfðnÞÞ

where v(n) is a real Gaussian white noise sequence with
variance equal to 1/(2SNR). The impact of this approxi-
mation is that all the information required to estimate the
frequency o is contained in the signal phase f(n). Tretter
suggested that the phase be estimated by unwrapping the
sequence obtained from computing the arctan of z(n). The
frequency is then estimated via least-squares of linear re-
gression. For high SNR, this estimation scheme achieves
the CRLB.

An alternate viewpoint to this problem was provided by
Kay [26]. He suggested that phase differences, rather than
the phases themselves, be employed. The phase difference
D(n) can be written as

DðnÞ¼fðnþ 1Þ � fðnÞ

¼oþ vðnþ 1Þ � vðnÞ
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The frequency estimation problem can then be expressed
as the estimation of the mean of a colored Gaussian noise
process. Kay showed that the ML frequency estimate for
this problem is given by

ôoK ¼
XN�2

n¼ 0

oðnÞDðnÞ

where the total number of data samples available for pro-
cessing is denoted by N, and w(n) represents a parabolic
weighting function given by

oðnÞ ¼
1:5N

N2
� 1

1�
n� ð0:5N � 1Þ

0:5N

� �2
" #

Kay noted that if a uniform weighting is applied, the
phase differences are merely averaged, and the variance of
the estimate is increased by a factor equal to N/6 at high
SNR. It was later shown that Kay’s algorithm can be de-
rived from Tretter’s algorithm using ‘‘summation by parts’’
[27].

As is typical with nonlinear estimation methods, the
variance of Kay’s algorithm departs from the CRLB when
the SNR is reduced below a threshold value. Kim noted
that the threshold of Kay’s algorithm occurs when the
SNR drops below a value for which the phase noise ap-
proximation is valid. He suggested that the SNR of the
signal be increased before the phase of the data samples is
computed, by averaging K adjacent data samples. In this
manner, the threshold is decreased at the cost of a small
loss in estimation performance and a decreased estimation
range [28]. For example, for datalengths greater than 24
and K¼ 4, Kim determined that his algorithm departs
from the CRLB at high SNR by less than 0.2 dB. The
threshold is reduced by a factor of 20 log(K) dB, and the
estimation range is reduced by a factor of K.

In the frequency estimation work conducted by Rife
and Boorstyn [23], it was noted that the angular frequency
estimate of their algorithm (described in the previous sec-
tion of this article) was biased whenever the angular fre-
quency was close to zero or the sampling frequency.
Similarly, the variance of Kay’s estimator also significant-
ly degrades when the angular frequency is close to these
values. A means of overcoming this problem was proposed
by Lovell and Williamson [29]. They noted that the per-
formance degradation is avoided if the weighting function
is applied to the phase differences in a circular, rather
than linear, fashion. For example, to compute the mean of
a group of phases, they suggested that the phases first be
expressed as unit magnitude phasors and that the argu-
ment of the sum of phasors then be computed. By incor-
porating these concepts into Kay’s estimators, the
sensitivity of the estimator variance with respect to an-
gular frequency was significantly reduced.

The second coefficient relating to frequency in a poly-
nomial phase model corresponds to frequency rate. In-
cluding this parameter m, the signal model is written as

zðnÞ¼A expðjðyþonþ
1

2
mn2ÞÞ þ eðnÞ

The frequency rate is assumed to be bounded by –pomrp.
This type of modulation is termed linear frequency mod-

ulation (LFM), and the corresponding signal is termed a
chirp signal. Despite its simple form, this signal is utilized
in many fields and is thus of significant interest.

A procedure to jointly estimate y, o, and m for a chirp
signal was suggested by Djuric and Kay [30]. In this ap-
proach, the additive complex noise is modeled as real
phase noise, as was the case in Refs. 25 and 26. Howev-
er, a different technique is utilized to estimate the unam-
biguous phase sequence. First, two phase difference
operations are implemented on the original data sequence,
and the phases of the resulting data samples are comput-
ed with the arctan function. The sequence d(n) is thus
generated, where

dðnÞ¼ mþD2oðnÞ

and D2w(n) denotes a colored-noise sequence. An estimate
f̂fðnÞ of the unambiguous phase sequence f(n) correspond-
ing to the original data sequence is then obtained by twice
integrating d(n). The estimates of y, o, and m are then
jointly obtained from f̂fðnÞ. If only the frequency rate is
desired, m may be estimated directly from d(n) in a similar
fashion as o was estimated in Ref. 26.

One shortcoming of the algorithm suggested by Djuric
and Kay is its performance for large values of m. When the
magnitude of this parameter is close to its upper bound,
errors occur in the phase unwrapping algorithm, and the
performance of the estimator degrades. To overcome this
effect, they suggested that a third phase difference oper-
ation be employed. However, this approach increases the
probability of an outlier occurring due to differentiation of
the phase noise, thereby degrading the unwrapping pro-
cess and hence the estimation performance. An alterna-
tive solution to this problem was proposed by Slocumb and
Kitchen [31]. In their work, an iterative procedure is sug-
gested in which the phase unwrapping and parameter
estimation is conducted concurrently. A recursive least-
squares (RLS) algorithm [32] is employed to improve the
phase unwrapping process, thereby removing the sensi-
tivity of the threshold to the value of m. For large values of
m, the threshold corresponding to Slocumb and Kitchen’s
approach is as much as 12 dB lower than the threshold of
Djuric and Kay’s algorithm.

The approaches presented above for chirp signals can
be extended to estimate an arbitrary number of coeffi-
cients of the polynomial phase model. To prevent aliasing
in a critically sampled signal, the polynomial coefficients
must be bounded by

jcpjo
p
p!

For the algorithm presented in Ref. 30, increasing the
number of parameters to be estimated also increases the
threshold of the algorithm.

3.2. Algorithms Employing Short Data Windows

In certain situations, it is reasonable to assume a very
high SNR, even as high as 40 dB. It is then possible to
obtain estimates of the instantaneous frequency
of a monocomponent signal with only a few data samples.
In this section, two computationally efficient algorithms
are described that obtain accurate estimates of the
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instantaneous frequency with only four or five data sam-
ples. This feature is very desirable, because the instanta-
neous frequency estimate is thus highly localized in time.

Teager’s energy operator was originally proposed as a
means of quantifying the ‘‘energy’’ present in a harmonic
oscillation [33]. It has since been utilized to derive algo-
rithms for instantaneous frequency estimation that are
highly time-localized. The discrete form of this operator is
given by

C½xðnÞ� ¼ x2ðnÞ � xðnþ 1Þ x ðn� 1Þ

where it is assumed that the sampling period is unity.
Utilizing this operator, three different algorithms have
been derived to estimate the instantaneous frequency and
amplitude of a monocomponent AM-FM signal [34]. The
three algorithms are denoted DESA-1a, DESA-1, and
DESA-2, and the associated instantaneous frequency es-
timation algorithms are expressed as

o1aðnÞ¼ arccos 1�
C½xðnÞ � xðn� 1Þ�

2C½xðnÞ�

� �

o1ðnÞ¼ arccos 1�
C½xðnÞ � xðn� 1Þ� þC½xðnþ 1Þ � xðnÞ�

4C½xðnÞ�

� �

o2ðnÞ¼
1

2
arccos 1�

C½xðnþ 1Þ � xðn� 1Þ�

2C½xðnÞ�

� �

The first algorithm requires four data points for its oper-
ation, and the remaining two algorithms require five data
points. All three algorithms may be implemented with
only a few multiplication per timestep.

A second means of constructing highly time-localized
instantaneous frequency estimators is by symbolically ex-
pressing the roots of the predictor filter corresponding to a
sinusoidal signal model in terms of the input data samples
[35]. Two forms of linear prediction have been examined
for this application: the covariance method and the mod-
ified covariance method. For the modified covariance
method, two estimators were derived in Ref. 35. The first
estimator requires four data samples for its operation, and
the second requires five data samples. The estimators are
expressed in terms of the input data samples via

oMC4ðnÞ

¼ arccos
xðn� 2Þxðn� 1Þþ 2xðn� 1ÞxðnÞþ xðnÞxðnþ 1Þ

2ðx2ðn� 1Þþ x2ðnÞÞ

� �

and

oMC5ðnÞ

¼ arccos

xðn� 2Þxðn� 1Þþ 2xðn� 1ÞxðnÞ

þ 2xðnÞxðnþ 1Þþ xðnþ 1Þxðnþ2Þ

2ðx2ðn� 1Þþ x2ðnÞþ x2ðnþ1ÞÞ

0
BBB@

1
CCCA

Utilizing the covariance method, a single estimator was
derived that required five data samples for its operation:

oC5ðnÞ¼ arccos
xðn� 1ÞxðnÞ � xðn� 2Þxðnþ 1Þ

x2ðnÞ � xðn� 1Þxðnþ 1Þþ x2ðn� 1Þ

�xðn� 2ÞxðnÞ

0
BBBB@

1
CCCCA

These algorithms have been shown to require fewer com-
putational operations per timestep than the DESAs. The
linear predictive algorithms also yield smaller mean and
RMS errors than the DESAs when simulated with signals
having various amounts of amplitude and frequency mod-
ulation. The performance of linear predictive techniques
with respect to the CRLB was investigated in Ref. 36.

3.3. Other Algorithms

The algorithms for IFE that were summarized in this sec-
tion were concentrated in two general areas. Many other
approaches for estimating the instantaneous frequency of
monocomponent signals exist, such as the extended Kal-
man filter [37], the cross-power spectrum [38], and the
discrete polynomial transform [39]. Still other techniques
are described in Ref. 19. For multicomponent signals, pro-
posed approaches include adaptive notch filters [40], re-
cursive least squares [41], cross-coupled digital phase-
locked loops [42], and the periodic algebraic separation
energy demodulation algorithm [43]. Additional tech-
niques are discussed in Ref. 43.

4. CONCLUSION

In this article, the connection between instantaneous fre-
quency and time–frequency analysis were explored. Defi-
nitions for instantaneous frequency with respect to time–
frequency distributions and to the analytic signal were
provided. Measures of performance for estimators of in-
stantaneous frequency were illustrated, such as the
Cramer–Rao lower bound. Finally, a selection of algo-
rithms that have been recently proposed for instanta-
neous frequency estimation were summarized.
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FREQUENCY SELECTIVE SURFACES

TE-KAO WU

Northrop-Grumman
Redondo Beach, California

1. INTRODUCTION

A frequency-selective surface (FSS) is a structure consist-
ing most typically of two-dimensional periodic elements,
as depicted in Fig. 1, which exhibits frequency filtering
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properties similar to those of frequency filters in tradi-
tional radiofrequency (RF) circuits. Here the periodic ar-
ray of slots (or apertures) in a perfect conducting sheet act
as a bandpass filter, namely, passing waves at the reso-
nant frequency of the slots but rejecting them at higher
and lower frequencies. On the contrary, the array of con-
ducting patches act as a bandstop filter, namely, rejecting
waves at the patches resonant frequency but passing them
at higher and lower frequencies. In the case of freestand-
ing and thin grids without dielectrics, the filtering perfor-
mances of the patch element FSS and aperture FSS are
exactly complementary to each other. Because of this fil-
tering property, there are two major applications of FSS.
One is in reflector antenna systems, where FSS reflectors
are used to separate feeds of different bands. The other

application is to use FSS as antenna radomes for better
control of the transmitted and reflected electromagnetic
waves [1–3].

FSS may also be categorized as thick- or thin-screen
FSS, depending on the thickness of the element. The term
thin-screen FSS usually refers to a screen with printed-
circuit-type elements, specifically, patch or aperture ele-
ments with thickness less than 0.001 wavelength of the
screen’s resonant frequency. In general, the thin-screen
FSS is light in weight, low-volume, and inexpensive, ca-
pable of being fabricated with conventional printed-circuit
technology. On the other hand, a thick-screen FSS, used
mostly for bandpass applications (aperture type), is a pe-
riodic array of elements with electrically large thickness.
It is heavy, and the fabrication requires precise and ex-
pensive machining of a thick metal block. Waveguide
stacks [4,5] have been a popular thick-screen FSS. The
advantage of thick-screen FSS is that the transmission
and reflection frequency ratio (ft/fr) or the band separation
can be reduced to as low as 1.15 (¼ 14.0/12.2 GHz), which
is required for the advanced multifrequency communica-
tion satellite antennas [5]. When filled with a dielectric
such as paraffin wax, the waveguide’s cutoff frequency is
reduced. This results in a smaller waveguide size; hence a
closely packed array is achieved without any grating lobe
occurring in the operation bands. It has also been found
that increasing the angle of incidence increases the cross-
polarization level and also causes ellipticity in circularly
polarized waves. One way to overcome this is to make
the holes slightly oval, instead of circular, as indicated in
Ref. 6.

There are a variety of FSS element shapes (Fig. 2
illustrates some of the most common shapes), including
square patch, dipole, circular patch, cross-dipole, Jerusa-
lem cross, square loop, ring (or circular loop), square ap-
erture, etc. The resonant frequency of a freestanding
dipole array has the worst stability with incident angle
variations. The reason for this can be explained as follows.
When a vertically polarized incoming wave hits a half-
wave vertical dipole, the dipole will resonate no matter
what the incident angle is. However, if the incident direc-
tion is oblique to the broadside of the dipole, the dipole will
not resonate effectively, depending on the incident angles.
This is because the projected length of the dipole in the
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Figure 1. Typical frequency filtering characteristics of aperture
and patch element FSS.
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(e) (f) (g) (h) Figure 2. Some typical FSS element shapes.
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incident direction is now less than a half-wavelength. This
is why the resonant frequency of the dipole or the crossed-
dipole element FSS shifts drastically, when the incoming
waves have large incident angles.

For the square-loop and the circular-loop (ring) ele-
ments shown in Fig. 2, resonance occurs when the length
of each half-loop is a multiple of one half-wavelength. In
other words, each half-loop is acting as a dipole element.
The length of the whole loop needs, therefore, to be a mul-
tiple of one full wavelength. To avoid a null in the scat-
tered pattern, the length of the loop must be one
wavelength instead of a multiple wavelength. This is be-
cause a one wavelength-long dipole will have a null in its
broadside, a 1.5-wavelength long dipole will form two
nulls in the off-broadside directions, and so on. Similarly,
a multiwavelength loop is expected to have the undesir-
able nulls formed in its scattered pattern. To summarize,
the mean circumference of a printed circular ring element
for the FSS application must be one wavelength long. For
a ring element printed on a dielectric substrate, the elec-
trical length of the circumference must be one effective
wavelength, and the physical circumference will therefore
be less than one free-space wavelength; this requirement
is the result of the dielectric loading effect.

2. FSS ANALYSIS TECHNIQUES AND TOOLS

Numerous methods have been employed in analyzing FSS.
One of the simplest methods is the equivalent-circuit
model [7,8]. In this analysis the various strip segments
that form a freestanding patch element in a periodic array
are modeled as inductive and capacitive components on a
transmission line. The reflection and transmission coeffi-
cients of the FSS screen are found from the solution of this
circuit. Since this approach uses the quasistatic approxi-
mation for the calculation of the circuit components, it is
accurate only up to the resonant frequency of the screen.
In addition, it will not model the dielectric loading effects
accurately. Another method used successfully is the mu-
tual impedance method [3]. This method uses antenna ar-
ray theory and requires some knowledge of the mutual
impedance between apertures.

The modal (or integral equation) method [1–3] has been
the most successful in predicting the performance of the
periodic structure, particularly in its ability to handle ar-
bitrary incidence angles. The method involves first deri-
vation of the integral equation by matching the Floquet
modes in space and the aperture or current modes on the
periodic surface. The integral equation may be formulated
using the spatial or the spectral domain approach [1].
With the spectral domain approach the complicated inte-
gral equation is reduced to a simple algebraic multiplica-
tion of simple functions (trigonometric functions and
integrals involve with them). Next, the method of mo-
ments or conjugate gradient technique is employed to
solve the integral equation.

For a solution of the integral equation, the infinite
number of equations with an infinite number of unknowns
must be truncated to a finite number of equations with the
same number of unknowns. This must be done in accor-

dance with the relative convergence criteria as indicated
by Lee [9]. Another successful FSS analysis is the finite-
difference time-domain (FDTD) approach [10].

Many analytical tools are available for analyzing
and designing FSS [2,3]. Among them, the most popular
one is the PMM (Periodic Moment Method) code [11],
which implements the versatile method of moments to
the solutions of arbitrarily shaped FSS elements. Ansoft
Corporation also provides commercially available Design-
er (which integrates the PMM code with other system de-
sign codes) and HFSS (high-frequency structure
simulator) tools [12].

3. DIELECTRIC LOADING EFFECTS

Dielectrics are often used for stabilizing the drift of FSS
resonant frequency with the steering of incident angle or
for structural support. A number of dielectric loading
effects have been published in the literature [1–3,13].
Figure 3 shows that the resonant frequencies decrease
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Figure 3. Variation of resonant frequency with the dielectric
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as the dielectric thickness increases [13]. Note that two
basic dielectric configurations are shown: (1) the grids are
bonded on one side and (2) the grids are embedded cen-
trally in the dielectrics. For a normally incident thin grid
(with a 0.02-mm-thick dielectric with dielectric constant
or DK¼ 3) the resonant frequency is at 20 GHz. As can be
seen, the resonant frequency of the patch array embedded
in the dielectrics (with DK¼4) approaches 10 GHz (¼ 20/
square root of DK¼ 4) as the dielectric thickness is in-
creased beyond 5 mm. The passband frequency of the slot
(aperture element) array in the dielectrics also tends to
this value, but it exhibits an oscillatory behavior about
10 GHz. For a patch or slot array bonded on one side of the
dielectric (with DK¼ 4), the resonant frequency approach-
es 12.5 GHz (or 20/square root of DK¼ 2.5, which is the
average of 4 and 1).

The dielectric loading effect of a slot array is also de-
pendent on the incident angle and the wave polarizations.
For TE incidence, the resonance decreases as the dielectric
thickness increases (similar to the case of normal inci-
dence). For TM incidence, a significant reduction in the
dielectric loading effect is noticed as the Brewster angle
(631) is approached. At this angle the air/dielectric inter-
face does not reflect incident waves, and the resonant fre-
quency behaves similarly to that of the patch array (i.e., it
remain constant at 10 GHz). In fact, the angular stability
of the slot arrays is lost for dielectric thickness greater
than 1 mm. However, if the dielectric is a multiple quarter-
wavelength thick (i.e., t¼ 4 and 7.5 mm) the resonant fre-
quency becomes 10 GHz as shown by the hatched circles in
Fig. 3.

Note that there is a mismatch loss for a slot array with
dielectric on one side, unless it is a multiple half-wave-
length thick. For example, the mismatch loss is 2 dB at
normal incidence with a DK¼ 4 dielectric substrate. How-
ever, with an equal thickness of dielectric on both sides of
the grid, the reflections at the two air/dielectric interfaces
are tuned out at the resonant frequency; consequently
there is no passband mismatch loss whatever the dielec-
tric thickness.

One of the most important applications of dielectric
loading is the multiband FSS design. For a multiband
FSS application, the highest frequency generally deter-
mines the element spacing or lattice size. For the triband
FSS [14] illustrated in Fig. 4, the element spacing is 0.39
free-space wavelengths at Ku band (13.8 GHz). This
element spacing is too small to accommodate the circum-
ference of the ring element, which has to be one electrical
wavelength long at X band for reflection to occur.
One method to achieve both criteria of one electrical wave-
length circumference at X band and less than half
free-space wavelength spacing at Ku band is to reduce
the ring’s physical size by the dielectric loading
effect. Calculation shows that a triangular lattice can be
used with a material of relative dielectric constant of
8.0. However, such material is not commercially available.
Hence a material with a relative dielectric constant of
3.5 (Kevlar epoxy) and thickness of 0.064 cm is used
as the substrate on both sides of the ring elements.
In this design, the square lattice is adequate to
avoid grating lobes. Although this Kevlar epoxy material

has a relatively higher loss tangent, it does not introduce
significant insertion loss for the FSS. This is true because
the RF energy travels only perpendicularly through
the very thin substrate instead of parallel along the sub-
strate, as in the case of a microstrip or stripline transmis-
sion line. Therefore, for the FSS application, the
high-dielectric-constant substrate should be kept thin
enough to prevent the generation of surface waves, espe-
cially at large incident angles. It should be noted that the
surface wave (or Wood’s anomaly; see Section 5) of an FSS
grid embedded in dielectrics will not be eliminated, but
only pushed higher in frequency, if the dielectric is thin.
Furthermore, the occurrence of grating lobes is dependent
on the physical size of the lattice and not the presence of
the dielectrics [15].

4. GRATING LOBE PHENOMENON

Grating or Bragg lobes are undesired secondary
mainbeams occurring at angles with higher-order con-
structive interference when the lattice size becomes
electrically large. Since the periodic array elements be-
have similarly to the conventional array, the largest
lattice size to avoid grating lobes should obey the same
rule that governs a conventional array antenna. A general
rule to avoid grating lobes is that the lattice size should
be less than one wavelength for the normal incident
case (01 incident angle). For large incident angles, the
spacing should be kept below half free-space wavelength.
Table 1 lists three different lattice types, such as square,
triangular, and the brick lattices. It also shows the

0.064 cm thick er = 3.5
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Element spacing = 0.85 cm
Square lattice spacing
Ring inner diameter = 0.72 cm
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Figure 4. Transmission performance of a ring element FSS with
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maximum lattice size to avoid grating lobes. As can be
seen, the square lattice has the most closely packed ele-
ments, while the triangular lattice has the largest element
spacing. The spacing requirements given in this table pre-
vent the peak of the grating lobe from entering real space.
To avoid wasted energy, not even the shoulder region of
the grating lobe should enter real space; therefore, the
lattice size should be approximately two-thirds or less of
that given in Table 1.

5. WOOD’S ANOMALY PHENOMENON

Wood’s anomalies were first observed in the diffraction
spectrum of optical gratings in 1902 [2]. They exhibit
themselves as rapid variations in the intensity of the
various diffracted spectral orders in certain narrow fre-
quency bands, which could not be explained by the grating
theory at that time. These anomalies usually occur at
frequencies near or higher than the resonant frequency
of any periodic structure. Thus they have significant im-
pacts on the design of periodic structures used in
solar filters and FSS radomes [15]. Figure 5 shows the
manifestation of these anomalies as the nulls in the trans-
mission characteristics of a slot array. It also shows
that the frequency of Wood’s anomaly or the transmission
null is decreased with an increase in the dielectric
thickness. Further, for a slot array in free space, the
Wood’s anomaly will occur just below the frequency
at which the grating lobe starts to propagate in real space,
which for normal incidence on a rectangular grid array
will first occur when the lattice size is one wavelength.
It has been shown that these nulls are associated with
a surface wave propagating along the surface of the
array [15].

6. APPLICATIONS

FSS has a myriad of commercial and military applications.
A good commercial application is the screen door of a mi-
crowave oven in a typical kitchen. It is a screen consisting

of a periodic array of metallic holes designed for reflecting
microwave energies at 2.45 GHz while passing through
the light, allowing the user to see the food being cooked
inside the oven.

In a dual-reflector antenna system, an FSS can be em-
ployed for the subreflector. Different frequency feeds are
optimized independently and placed at the real and vir-
tual foci of the subreflector. Hence, only a single main re-
flector is required for multifrequency operation. For
example, the FSS on the high-gain antenna (HGA) of the
Voyager spacecraft, as illustrated in Fig. 6, was designed
to diplex S and X bands [2]. In that application the S-band
feed is placed at the prime focus of the main reflector, and
the X-band feed is placed at the Cassegrain focal point.
Note that only one main reflector is required for this two-
band operation. Thus, tremendous reductions in mass,
volume and, most importantly, the cost of the antenna
system are achieved with this two-band FSS subreflector.
For a multiband and multifunction reflector antenna, a
four-band (or S-, X-, Ku-, and Ka-band) double square-loop
FSS, as shown in Fig. 7, was developed for the Cassini
HGA [2].
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Table 1. FSS Lattice Types and Grating Lobe Criteria

Lattice Type Maximum Spacing y0¼01 y0¼451

a a

Square spacing

a

l0
o

1

1þ sin y0

a

l0
o1

a

l0
o0:59

a

0.866a60°

Triangular spacing

a

l0
o

1:15

1þ sin y0

a

l0
o1:15

a

l0
o0:67

a

a63.4°

Brick spacing

a

l0
o

1:12

1þ sin y0

a

l0
o1:12

a

l0
o0:65

Source: Ref. 2.
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FSS radomes [3] with aperture-type element can
be tuned to provide bandpass characteristics and to
reduce the radar cross section (RCS) of the antenna
system enclosed inside a surface or airborne vehicle.
In other words, at the operating (in-band) frequency
of the antenna, the signal will pass through the
radome with minimum insertion loss, while at the
out-of-band frequencies, the signal will be reflected

exactly as from a conducting surface or the metallic
outer skin of the vehicle. Usually the radome can
be designed to blend with the outer curvature and
skin of the vehicle to minimize backscattering or to
achieve low RCS.

Another useful FSS application is the circuit analog
absorber consisting of resistive cross-dipole array backed
by a ground plane, which provides absorbing capability
superior to that of the Salisbury and Jaumann absorbers
[3]. Here the lossy dipole element exhibits circuit-type
characteristics, namely, a capacitance and inductance in
series as well as a series resistance. Circuit analog ab-
sorbers with more than 25 dB attenuation over a 10–1
bandwidth has been achieved by cascading several cross-
dipole sheets.

A thick rectangular or circular aperture element
FSS has been designed for collecting solar energy [16].
This type FSS is a bandpass screen; specifically, it is
essentially transparent in the frequency band where
the solar cells are most efficient, but is reflecting at
frequencies outside this band. In the far-infrared region,
passive quasioptical grids are used as beamsplitters
and mirrors [17] for improving the pumping efficiency in
molecular lasers. Typically, a laser cavity mirror is a
rectangular mesh grid designed to totally reflect
at the wavelength of the energy used to pump the
cavity while partially transmit (0–40%) at the lasing
wavelength. Since no energy used in the laser pumping
is lost at the mirror, the efficiency of the system is
optimized. Another interesting quasioptical application
is the use of a sunshield as a thermal control cover
of spacecraft antennas. The sunshield consists of a square
lattice array of vacuum-deposited aluminum square
patches on a thin Kapton film. This grid not only provides
for sunlight blockage but also allows for RF signal trans-
mission.

Figure 6. Voyager HGA with a two-frequency (S/X-band) subre-
flector.

Shaped main reflector
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Figure 7. Cassini HGA with a four-band dou-
ble square-loop FSS subreflector.
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1. THE SINE WAVE AND STABILITY

A sine-wave signal generator produces a voltage that
changes in time in a sinusoidal manner as shown in
Fig. 1. The signal is an oscillating signal because the

sine wave repeats itself. A cycle (2p radians of phase) of
the oscillation is produced in one period T.

It is convenient for us to express angles in radian units
rather than in units of degrees, and positive zero crossings
of the voltage will occur every 2p radians. The frequency n
is the number of cycles in one second (Hz), which is the
reciprocal of period (seconds per cycle). The expression
describing the voltage V produced by a sine-wave signal
generator is given by

VðtÞ¼V0½1þaðtÞ� sin½FðtÞ�

where V0 is the peak voltage amplitude, a(t) is amplitude
noise, and F(t) is the total accumulated phase. Equivalent
expressions are

VðtÞ¼V0½1þaðtÞ� sin 2p
t

T

� �

and

VðtÞ¼V0½1þaðtÞ� sinð2pntÞ

For the following discussion, we will assume the ampli-
tude noise a(t) is zero. Consider Fig. 2. Let’s assume that
the maximum value of V equals 1, hence V0¼ 1. We say
that the voltage V(t) is normalized to unity.

If we are given the frequency of the sine wave, then no
matter how big or small Dt may be, we can determine DV.
Let us look at this from another point of view. Suppose
that we can measure DV and Dt. From this, there is a sine
wave at a unique minimum frequency corresponding to
the given DV and Dt. For infinitesimally small Dt, this fre-
quency is called the instantaneous frequency at this t. The
smaller the interval Dt, the better the approximation of

Figure 1. A repeating sine function is the basis of an oscillating
signal.

Figure 2. For a given phase, DV vs. Dt of the sine-wave signal
corresponds to a unique minimum frequency called the instanta-
neous frequency if Dt is diminishingly small.
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instantaneous frequency at t. In practice, because of finite
bandwidths, we cannot measure the instantaneous fre-
quency.

When we speak of oscillators and the signals they pro-
duce, we recognize that an oscillator has some nominal
frequency at which it operates. The ‘‘frequency stability’’
of an oscillator is a term used to characterize how small
the frequency fluctuations of the oscillator signal are. We
usually refer to frequency stability when comparing one
oscillator with another. As we shall see later, we can define
particular aspects of an oscillator’s output, then draw con-
clusions about its relative frequency stability. People often
speak of ‘‘frequency stability’’ when they actually mean
‘‘frequency instability.’’ Frequency stability is the degree
to which an oscillating signal produces the same value of
frequency for any interval Dt throughout a specified period
of time. An internationally recommended definition of
‘‘frequency instability’’ is: ‘‘The spontaneous and/or envi-
ronmentally caused frequency change within a given time
interval.’’1

Let’s examine the two waveforms shown in Fig. 3. Fre-
quency stability depends on the amount of time involved
in its measurement. Of the two oscillating signals, it is
evident that ‘‘2’’ is more stable than ‘‘1’’ from time t1 to t3

assuming that the horizontal scales are linear in time.
From time t1 to time t2, there may be some question as to
which of the two signals is more stable, but it’s clear that
from time t2 to time t3, signal ‘‘1’’ is at a frequency different
from that in interval t1 to t2.

If we want an oscillator to produce a particular fre-
quency n0, then we’re correct in stating that if the oscilla-
tor signal frequency deviates from n0 over any interval,
this is a result of something that is undesirable. In the
design of an oscillator, it is important to consider the
sources of mechanisms that degrade the oscillator’s fre-
quency stability. These undesirable mechanisms cause
random (noise) or systematic processes to exist on top of
the sine-wave signal of the oscillator. To account for the
noise components at the output of a sine-wave signal gen-
erator, we can express the output as

VðtÞ¼V0½1þaðtÞ� sin½2pn0tþfðtÞ� ð1Þ

where

V0 ¼nominal peak voltage amplitude
a(t) ¼deviation of amplitude from nominal (i.e., dV/V0)
n0 ¼nominal fundamental frequency
f(t)¼deviation of phase from nominal

Ideally a and f should equal zero for all time. However, in
the real world there are no perfect oscillators. To deter-
mine the extent of the noise components a and f, we turn
our attention to measurement techniques.

The typical precision oscillator, of course, has a pre-
sumably stable sinusoidal voltage output with a frequency
n and a period of oscillation T (which is the reciprocal of
the frequency: n¼ 1/T). One goal is to measure the fre-
quency and/or the frequency stability of the sinusoid. In-
stability is actually what is measured, but with little
confusion it is usually called ‘‘stability’’ in the literature.
Naturally, fluctuations in frequency correspond to fluctu-
ations in the period. Almost all frequency measurements,
with very few exceptions, are measurements not of fre-
quency but of the phase or of the period fluctuations in an
oscillator, even though the frequency may be the readout.
As an example, most frequency counters sense the zero (or
near-zero) crossing of the sinusoidal voltage, which is the
point at which the voltage is the most sensitive to phase
fluctuations.

We must also realize that any frequency measurement
involves two oscillators. In some instances, one oscillator
is in the counter. It is impossible to purely measure only
one oscillator. In some instances one oscillator may suffi-
ciently outperform the other, and the fluctuations mea-
sured may be considered essentially those of the latter.
However, in general because frequency measurements are
always dual, it is useful to define

yðtÞ¼
n1 � n0

n0
ð2Þ

as the fractional frequency difference or offset of oscillator
one n1 with respect to a reference oscillator n0 divided by
the nominal frequency n0. Conceptually, we can also think
of Eq. (2) as the free-running frequency of an individual
oscillator n1, differentiated with respect to its own nominal
value n0. Now, y(t) is a dimensionless quantity and useful
in describing oscillator and clock performance; that is, the
time fluctuation or difference x(t) of an oscillator over a
period of time t is given simply by

xðtÞ¼

Z t

0
yðt0Þdt0 ¼

fðtÞ
2pn0

ð3Þ

We see that the time deviations and the phase deviations
are related by a constant, 1/2pn0. Since it is impossible to

Figure 3. Top (1): Instantaneous frequency is inconsistent and
less stable from t2 to t3. Bottom (2): Instantaneous frequency is
consistent and more stable throughout.

1The present IEEE standard for the measure of frequency stabil-
ity is the one-sided spectral density Sy(f) in the frequency domain
or the two-sample or Allan variance sy(t) in the time domain.
These are explained later.
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measure instantaneous frequency, any frequency or frac-
tional frequency measurement always involves some sam-
ple time, Dt or t—some time window through which the
oscillators are observed; whether it’s a picosecond, a sec-
ond, or a day, there must always be some sample time. So,
when determining a fractional frequency y(t), what is in
fact happening is that the time difference is being mea-
sured starting at, say, some time t and again at a later
time, tþ t. The difference between these two time differ-
ences, divided by t, gives the average fractional frequency
over that period t:

�yyðtÞ¼
xðtþ tÞ � xðtÞ

t
ð4Þ

Tau (t) may be called the sample time or averaging time; it
may be determined, for example, by the gate time of an
electronic counter.

What happens in many cases is that we sample a num-
ber of cycles of an oscillation during the preset gate time of
a counter; after the gate time has elapsed, the counter
latches the value of the accumulated count of cycles so
that it can be read out, printed, or stored in some other
way. Then there is a delay time for such processing of the
data before the counter arms or initializes and resumes on
the next cycle of the oscillation. During the delay time (or
process time), information is lost. This is called ‘‘dead-
time’’, and in some instances it becomes a problem. Un-
fortunately for data processing in typical oscillators the
effects of deadtime often hurt most when it is the hardest
to avoid. In other words, for times that are short compared
to a second, when it is very difficult to avoid deadtime, this
is usually where deadtime can make a significant differ-
ence in the data analysis. Typically, for many oscillators, if
the sample time is long compared to a second, the dead-
time makes little difference in the data analysis, unless it
is excessive [1]. New equipment or techniques are now
available that contribute zero or negligible deadtime [2].

In reality, of course, the sinusoidal output of an oscil-
lator is not pure; it contains noise (frequency) fluctuations
as well. We will describe three different methods of mea-
suring the frequency fluctuations in precision oscillators
other than measuring the frequency directly with a fre-
quency counter, listed as a fourth method. The direct fre-
quency counter technique is often very limiting because
the number of resolvable digits on the counter are often
inadequate for precision oscillators, and counter input
noise masks oscillator noise for short sample times. In
all the methods one also needs to properly match the im-
pedances of different connected electronic instruments,
use short connecting cable lengths, and use high-quality,
stable connectors.

1.1. Common Methods of Measuring Frequency Stability

1.1.1. Beat-Frequency Method. The first technique is
called a heterodyne frequency-measuring method or
beat-frequency method. The signals from two independent
oscillators are fed into the two ports of a double balanced
mixer, as illustrated in Fig. 4. The device labeled ‘‘Amp’’ is
an amplifier.

The difference frequency, or the beat frequency nb, is
obtained as the output of a lowpass filter (to suppress car-
rier frequency harmonics) that follows the mixer. This
beat frequency is then amplified and fed to a frequency
counter and printer or other recording device. The
fractional frequency is obtained by dividing nb by the nom-
inal carrier frequency n0. This system has excellent
precision; one can measure essentially all state-of-the-
art oscillators.

1.1.2. Dual-Mixer Time-Difference (DMTD) System. This
technique uses two heterodyne measurements operating
simultaneously. The time difference of the zero crossings
of each beat frequency is measured and yields an excellent
precision, 10�13 seconds. A block diagram is shown in
Fig. 5. It should be mentioned that if time or time fluctu-
ations can be measured directly, an advantage is obtained
over just measuring frequency. The reason is that we can
readily calculate the frequency from the time, only if there
is no deadtime. In the past, frequency was not inferred
from the time (for sample times of the order of several

Figure 4. Measurement of the frequency difference (‘‘beat note’’)
between oscillators can increase measurement precision. State-of-
the-art oscillators can readily be measured by this method.

Figure 5. Measurement of the time difference between two beat
notes from two oscillators with a common transfer oscillation can
further increase measurement precision. Instability of transfer
oscillator cancels to first order.
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seconds and less) because the time difference between a
pair of oscillators operating as clocks could not be
measured with sufficient precision. However, now the
precision of DMTD opens the door to measuring time
fluctuations as well as frequency fluctuations for
sample times as short as a few milliseconds, all without
deadtime.

In Fig. 5, oscillator 1 could be considered to be
under test and oscillator 2 could be considered to be the
reference oscillator. Their outputs go to the ports of a pair
of double-balanced mixers. Another oscillator with sepa-
rate symmetric buffered outputs is fed to the other
two ports of the pair of double-balanced mixers. This com-
mon oscillator’s frequency is offset by a desired amount
from those of the other two oscillators. Then two different
beat frequencies are produced by the two mixers as shown.
These two beat frequencies will be out of phase by
an amount proportional to the time difference between
oscillators 1 and 2—excluding the differential phase shift
that may be inserted (component ‘‘4’’ is a phase shifter).
Further, the beat frequencies differ in frequency by an
amount equal to the frequency difference between oscilla-
tors 1 and 2.

This measurement technique is very useful where os-
cillators 1 and 2 outputs are at very nearly the same fre-
quency. This is typical for atomic standards (cesium,
rubidium, and hydrogen frequency standards).

Illustrated at the bottom of Fig. 5 is what might
represent the beat frequencies from the two mixers.
A phase shifter may be inserted as component ‘‘4’’ to ad-
just the phase so that the two beat rates are nominally
in phase; this adjustment sets up the nice condition that
the noise of the common oscillator tends to cancel (for
certain types of noise) when the time difference is deter-
mined. After these beat signals are amplified, the
start port of a time interval counter is triggered with the
positive zero crossing of the other beat. Taking the
time difference between the zero crossings of these beat
frequencies, we measure the time difference between
zero crossings of oscillators 1 and 2, but with a precision
that has been amplified by the ratio of the carrier fre-
quency to the beat frequency (over that normally achiev-
able with this same time interval counter). The time
difference x(i) for the ith measurement between oscilla-
tors 1 and 2 is given by

xðiÞ¼
DtðiÞ

tbn0
�

f
2pn0

k

n0
ð5Þ

where Dt(i) is the ith time difference as read on the count-
er, tb is the beat period, n0 is the nominal carrier frequen-
cy, f is the phase delay in radians added to the signal of
oscillator 1, and k is an integer number of cycles of n0 to be
determined in order to remove the cycle ambiguity. It is
important to know k only if the absolute time difference is
desired; for measurements of frequency and of time fluc-
tuations, k may be assumed zero unless we go through a
cycle during a data run. The fractional frequency y(i,t)
between oscillators 1 and 2 can be derived in the normal

way from the time fluctuations:

y1;2ði; tÞ¼

n1ði; tÞ � n2ði; tÞ
n0

xðiþ 1Þ � xðiÞ

t
Dt iþ 1ð Þ � Dt ið Þ

t2
bn0

8
>>>>>>>><

>>>>>>>>:

ð6Þ

In Eqs (5) and (6), it is assumed that the transfer (or com-
mon) oscillator is set at a frequency lower than those of
oscillators 1 and 2, and that the voltage zero crossing of
the beat frequency n1� nc starts—and that n2� nc stops—
the time interval counter. The fractional frequency differ-
ence may be averaged over any integer multiple of tb

y1;2ði;mtbÞ¼
xðiþmÞ � xðiÞ

mtb
ð7Þ

where m is any positive integer. If needed, tb can be made
to be very small by having very high beat frequencies. The
transfer (or common) oscillator may be replaced with a low
phase noise frequency synthesizer, which derives its basic
reference frequency from oscillator 2. In this setup the
nominal beat frequencies are given simply by the amount
by which the output frequency of the synthesizer is offset
from n2. Sample times as short as a few milliseconds with
subpicosecond (o1 ps) resolution are obtained. Note that
logging the data at such a rate usually requires special
equipment. The National Institute of Standards and Tech-
nology (NIST) timescale measurement system is based on
the DMTD.

1.1.3. Loose Phase-Locked Loop Method. This type of
method is illustrated in Fig. 6. The signal from an oscil-
lator under test is fed into one port of a mixer. The signal
from a reference oscillator is fed into the other port of this
mixer. The signals are in quadrature; that is, they are 901
out of phase, so that the average voltage out of the new
mixer is nominally zero, and the instantaneous voltage
fluctuations correspond to phase fluctuations rather than
to amplitude fluctuations between the two signals. The
mixer is a key element in the system. The advent of the
Schottky barrier diode was a significant breakthrough in

Figure 6. Direct measurement of the phase difference between
two oscillators yields excellent precision. The technique requires
electronic frequency control of a clean reference oscillator to
maintain a loose phase lock, hence a zero beat.
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making low-noise precision stability measurements. The
output of this mixer is fed through a lowpass filter and
then amplified in a feedback loop, causing the voltage-
controlled oscillator (reference) to be phase-locked to the
test oscillator. The response time of the loop is adjusted
such that a very loose phase-lock (long-time-constant) con-
dition exists.

The response (or attack) time is the time it takes the
servo system to make 70% of its ultimate correction after
being slightly disturbed. The response time is equal to
1/pwh, where wh is the servo bandwidth. If the response
time of the loop is about a second, then the voltage fluc-
tuations will be proportional to the phase fluctuations for
sample times shorter than one second. Depending on the
coefficient of the tuning capacitor and the quality of the
oscillators involved, the amplification used may vary sig-
nificantly, but may typically range from 40 to 80 dB via a
good low-noise amplifier. In turn this signal can be fed to a
spectrum analyzer to measure the Fourier components of
the phase fluctuations. It is of particular use for sample
times shorter than one second (for Fourier frequencies
greater than 1 Hz) in analyzing the characteristics of an
oscillator. It is particularly useful if one has discrete side-
bands such as 60 Hz, or detailed structure in the spec-
trum.

One may also take the output voltage from the above-
mentioned amplifier and feed it to an analog-to-digital
(A/D) converter. This digital output becomes an extremely
sensitive measure of the short-term time or phase fluctu-
ations between the two oscillators. Resolutions of the
order of a picosecond (ps) are easily achievable.

1.1.4. Time-Difference Method Using a Counter. The last
measurement method we will illustrate is very commonly
used, but typically does not have the measurement preci-
sion that is more readily available in the first three meth-
ods illustrated above. This method, called the time-
difference method, is shown in Fig. 7. Because of the
wide bandwidth needed to measure fast-risetime pulses,
this method is limited in signal-to-noise ratio. However,
some commercially available counters allow us to do sig-

nal averaging or precision risetime comparisons (precision
of time-difference measurements in the range of 10 ns–
10 ps are now available). Such a method yields a direct
measurement of x(t) without any translation, conversion,
or multiplication factors. However, even if adequate mea-
surement resolution is available, caution should be exer-
cised in using this technique because it is not uncommon
to have significant instabilities in the frequency dividers
shown in Fig. 7—of the order of 100 ps. The technique is
therefore suitable for long, not short, averaging times.

A trick to bypass divider problems is to feed the oscil-
lator signals directly into the time interval counter and
observe the zero-voltage crossing. The divided signal can
be used to resolve cycle ambiguity of the carrier; otherwise
the carrier phase at zero volts may be used as the time
reference. The slope of the signal at zero volts is 2pV0/t1,
where t1¼1/n1 (period of oscillation). For V0¼ 1 V and a
5-MHz signal, this slope is 3 mV/ns, which is a good sen-
sitivity. (Caution: A correct impedance match of less than
1.5 VSWR is critical for this setup to be stable.)

2. CHARACTERIZATION

Given a set of data for the fractional frequency or time
fluctuations between a pair of oscillators, it is useful to
characterize these fluctuations with reasonable and tract-
able models of performance. In so doing for many kinds of
oscillators, it is useful to consider the fluctuations as ran-
dom (may be predicted only statistically) or nonrandom
(i.e., systematic—environmentally induced or that have a
causal effect that can be determined and in many cases be
predicted).

2.1. Nonrandom Fluctuations

Nonrandom fluctuations are usually the main cause of de-
parture from ‘‘true’’ time or ‘‘true’’ frequency in the long
term.

If, for example, we have values of the frequency over a
period of time, and a frequency offset from nominal is ob-
served, one may calculate directly that the phase error
will accumulate as a ramp. If, on the other hand, the fre-
quency values drift linearly, then the time fluctuations
will behave quadratically. In almost all oscillators, these
‘‘systematics,’’ as they are sometimes called, are the pri-
mary cause of time and/or frequency departure. A useful
approach for determining the value of the frequency offset
is to calculate the simple mean of the set, or for determin-
ing the value of the frequency drift by calculating a linear
least-squares fit to the frequency. A least-squares qua-
dratic fit to the phase or to the time deviations is rarely as
efficient an estimator of the frequency drift for most oscil-
lators. Precision frequency standards are affected by their
environment. These environmental perturbations often
cause long-term departures of frequency and time, which
in a data run can look like drift, but are not.

2.2. Random Fluctuations

After the systematic or nonrandom effects of a dataset
have been calculated or estimated, they may be subtracted

Figure 7. Measurement of the time difference between two os-
cillators, usually after division by N to obtain 1 pulse-per-second,
yields only moderate measurement performance compared to pre-
vious methods. The technique is dependent on several properties
of the counter and its trigger circuits.

1710 FREQUENCY STABILITY



from the data, leaving the residual random fluctuations.
They can usually be best characterized statistically using
sy(t), the Allan deviation, for short t (values) and ‘‘ dTheoTheo1’’
for long t, the agreed-on standards (IEEE) in the time do-
main, to be explained in the next section. It is often the
case for precision oscillators that these random fluctua-
tions may be effectively modeled with power-law spectral
densities. This topic and measurements of spectrum are
discussed later. We have

Syðf Þ¼haf
a ð8Þ

where Sy(f) is the one-sided spectral density of the frac-
tional frequency fluctuations, f is the Fourier frequency at
which the density is taken, ha is the coefficient indicating
the level of that type of noise, and a is a number modeling
the most appropriate type of power law for the data. If we
observe from a log sy

2(t)/log t diagram a particular slope
(call it m) over certain regions of sample time, t, this slope
has a correspondence to a power-law spectral density or a
set of the same with some amplitude coefficient ha. In par-
ticular, m¼ � (aþ 1) for � 3oao1 and mD� 2 for a�1.
Further, a correspondence exists between ha and the
coefficient for sy(t) [1]. The transformations for some of
the more common power-law spectral densities have
been tabulated, making it quite easy to transform the fre-
quency stability modeled in the time domain over to the
frequency domain and vice versa. Examples of some
power-law spectra and other types of noise that have
been simulated by computer are shown in Fig. 8. The
root Allan variance (an RMS or deviation called ‘‘Adev’’)
and dTheoTheo1-deviation are constructed to extract frequency
instability and not measurement system noise. Synchro-
nization and measurement system noise is phase or time
instability characterized by other statistics such as time
deviation (TDEV) and maximum time interval error
(MTIE) [3].

Once the noise characteristics have been determined,
one is often able to deduce whether the oscillators are
performing properly, and whether they are meeting either
the design specifications or the manufacturer’s specifica-
tions. For example, a cesium beam frequency standard or
a rubidium gas cell frequency standard, when working

properly, should exhibit white frequency noise (slope of�1
2)

for values of t of the order of a few seconds to several
thousand seconds.

3. ANALYSIS OF TIME DOMAIN DATA

Suppose now that we are given the time or frequency fluc-
tuations between a pair of precision oscillators measured,
for example, by one of the techniques outlined in Section 1,
and a stability analysis is desired. Let this comparison be
depicted by Fig. 9. The minimum sample time is deter-
mined by the measurement system. If the time difference
or time fluctuations are available, then the frequency or
the fractional frequency fluctuations may be calculated
from one period of sampling to the next. Suppose further
there are M values of the fractional frequency yi. Now
there are many ways to analyze these data. Historically,
people have typically used the standard deviation equa-
tion shown in Fig. 9, sstd.dev.(t), where yi is the average
fractional frequency over the dataset, and is subtracted
from each value of yi before squaring, summing, and di-
viding by the number of values minus one (M� 1), and
taking the square root to get the standard deviation. We
have studied what happens to the standard deviation
when the dataset may be characterized by power-law spec-
tra that are more dispersive than classical white-noise
frequency fluctuations. In other words, if the fluctuations
are characterized by flicker noise or any other non-white-
noise frequency deviations, what happens to the standard
deviation for that dataset? We can show that the standard
deviation is a function of the number of data points in the
set (discussed next), and it is also a function of the dead-
time and of the measurement system bandwidth. For ex-
ample, using flicker-noise frequency modulation as a
model, as the number of data points increases, the stan-
dard deviation increases monotonically without limit.
Some statistical measures have been developed that do
not depend on the datalength and that are readily usable
for characterizing the random fluctuations in precision
oscillators. The IEEE has adopted a standard measure

Figure 8. ‘‘Adev’’ (root Allan variance estimate) showing power-
law noise as straight lines in addition to other errors. Our goal is
to properly interpret this kind of plot of frequency stability.

Figure 9. A simulated plot of the time fluctuations x(t) between a
pair of oscillators and of the corresponding fractional frequencies
calculated from the time fluctuations each averaged over a sample
time t. At the bottom are the equations for the standard deviation
(left) and for the time-domain measure of frequency stability as
recommended by the IEEE (right).
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known as the ‘‘Allan variance’’ taken from the set of useful
variances developed, and an experimental estimation of
the square root of the Allan variance is shown as the bot-
tom right equation in Fig. 9 [2,4]. This equation is
very easy to implement experimentally, as we need to
simply add up the squares of the differences between ad-
jacent values of yi, divide by the number of them and by 2,
and take the square root. We then have the quantity that
the IEEE subcommittee has recommended for specifica-
tion of stability in the time domain, denoted by sy(t)

syðtÞ¼
1

2
ð �yyðtþ tÞ � �yyðtÞÞ2

	 
1=2

ð9Þ

where the brackets ‘‘/ S’’ denote infinite time average. In
practice this is easily estimated from a finite dataset as
follows:

syðtÞ¼
1

2ðM � 1Þ

XM�1

i¼ 1

ðyiþ 1 � yiÞ
2

" #1=2

ð10Þ

where the yi are the discrete frequency averages as illus-
trated in Fig. 9.

We would like to know how sy(t) varies with the
sample time t. A simple and very useful trick that
we can use if there is no deadtime is to average the val-
ues for y1 and y2 and call that a new y1 averaged over 2t;
similarly average the values for y3 and y4 and call that a
new y2 averaged over 2t, and so on, and finally apply the
same equation as before to get sy(2t). One can repeat this
process for other desired integer multiples m of t, and
from the same dataset generate values for sy(mt) as a
function of mt, from which one may be able to infer a
model for the process that is characteristic of this pair of
oscillators. If we have deadtime in the measurements, ad-
jacent pairs cannot be averaged in an unambiguous way to
simply increase the sample time. We have to retake the
data for each new sample time—often a very time-con-
suming task. This is another instance where deadtime can
be a problem.

The classical variance (standard deviation squared) is
the wrong statistic for measurements of frequency stabil-
ity, because in most cases it depends on the number of data
samples. Fig. 10 plots the ratio of the standard deviation
squared for N samples to the standard deviation squared
for two samples, /s2 (2,t)S, which is the same as the Allan
variance, sy

2(t). We can see the dependence of this stan-
dard deviation on the number of samples for various kinds
of power-law spectral densities commonly encountered as
reasonable models for many important precision oscilla-
tors. Note that sy

2(t) has the same value as the classical
variance for the classical noise case (white-noise FM).
Figure 10 shows that with the increasing length of data
the standard deviation of the common classical variance is
not well behaved.

We may combine Eqs. (4) and (9) to obtain an equation
for sy(t) in terms of the time-difference or time-deviation
measurements:

syðtÞ¼
1

2t2
ð�xðtþ 2tÞþ 2xðtþ tÞ � xðtÞÞ2

	 
1=2

ð11Þ

which for N discrete time readings, also called Nx, may be
estimated as

syðtÞ ffi
1

2ðN � 2Þt2

XN�2

i¼ 1

ð�xiþ 2þ 2xiþ 1 � xiÞ
2

" #1=2

ð12Þ

where the i integer denotes the number of the reading in
the set of N and the nominal spacing between readings is
t. If there is no deadtime in the data and the original data
were taken with a sample time t0, a set of xi values can be
obtained by integrating the yi values:

xiþ 1¼ xiþ t0

Xi

j¼ 1

yj ð13Þ

Once we have the xi values, we can pick t in Eq (13) to be
any integer multiple m of t0, specifically t¼mt0:

syðmt0Þ ffi
1

2ðN � 2mÞm2t2
0

XN�2m

i¼ 1

ð�xiþ 2mþ 2xiþm � xiÞ
2

" #1=2

ð14Þ

Equation (14), called the ‘‘max-overlap estimator,’’ is re-
garded as the best estimator of sy(mt0).

Example 1. Find the two-sample (Allan) variance, sy
2(t), of

the following sequence of fractional frequency fluctuation

Figure 10. The ratio of the time average of the standard devia-
tion squared for N samples over the time average of a two-sample
standard deviation squared as a function of the number of sam-
ples N. The ratio is plotted for various power-law spectral densi-
ties that commonly occur in precision oscillators. This figure
illustrates one reason why the standard deviation is not a suit-
able measure of frequency stability [4].
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values yk, each value averaged over one second:

y1¼ 4:36� 10�5 y5¼ 4:47� 10�5

y2¼ 4:61� 10�5 y6¼ 3:96� 10�5

y3¼ 3:19� 10�5 y7¼ 4:10� 10�5

y4¼ 4:21� 10�5 y8¼ 3:08� 10�5

(assume no deadtime in measurement of averages).
Since each average of the fractional frequency fluctua-

tion values is for one second, then the first variance cal-
culation will be at t¼ 1 s. We are given M¼ 8 (eight
values); therefore, the number of pairs in sequence is
M� 1¼ 7. We have

Data Values yk

(� 10� 5)

First Differences
(ykþ 1� yk)
(�10�5)

First Difference Squared
(ykþ 1� yk)

2

(� 10� 10)

4.36
4.61
3.19
4.21
4.47
3.96
4.10
3.08

—
0.25
� 1.42

1.02
0.26
� 0.51

0.14
� 1.02

—
0.06
2.02
1.04
0.07
0.26
0.02
1:04

Sum¼ 4.51

XM�1

k¼ 1

ðykþ 1 � ykÞ
2
¼ 4:51� 10�10

Therefore the Allan variance is

s2
yð1 sÞ¼

4:51� 10�10

2ð7Þ
¼3:2� 10�11

and the Allan deviation is

syð1 sÞ¼ ½s2
yð1 sÞ�1=2¼ ½3:2� 10�11�1=2¼ 5:6� 10�6

Using the same data, we can calculate the Allan vari-
ance for t¼ 2 s by averaging pairs of adjacent values and
using these new averages as data values for the same pro-
cedure as above. For three second averages (t¼ 3 s), take
adjacent threesomes and find their averages and proceed
in a similar manner. More data must be acquired for use of
longer averaging times.

The confidence of the estimate on sy(t) improves
nominally as the square root of the number of data
values used. In this example M¼8, and the confidence
can be expressed as being no better than 1/O8� 100%¼
35%. This is a one-sigma (1s) uncertainty (68% confidence
interval) in the estimate for the t¼ 1 s average. We can
dramatically improve confidence using a combination of
signal processing, as discussed next.

For the particularly difficult measurement problem
of determining the frequency stability of frequency

standards and oscillators for long averaging times,
we can use the special-purpose statistic, the estimator
of a theoretical variance 1 (‘‘ dTheoTheo1’’), given in native form
by [5]

dTheoTheo1ðm; t0;NxÞ¼
1

0:75ðNx �mÞðmt0Þ
2

�
XNx�m

i¼ 1

Xðm=2Þ�1

d¼ 0

1

ðm2 � dÞ
½ðxi�xi�dþ

m
2
Þþ ðxiþm�xi þ dþm

2
Þ�2

ð15Þ

for m even, 10�m�Nx � 1, and t¼ 0.75 mt0. It has statis-
tical properties like those of the Allan variance, with the
significant enhancement that it can evaluate frequency
stability at longer averaging times than by using the Allan
definition. We can remove bias relative to ‘‘Avar’’ by a
composite statistic given by

TheoHðm; t0;NxÞ

¼

Avarðm; t0;NxÞ for 1�mo
k

t0

TheoBRðm; t0;NxÞ for
k

0:75t0
�m�Nx � 1; m even

8
>>>><

>>>>:

ð16Þ

where k is the largest t�T=10 where Avar(m, t0, Nx) has
sufficient confidence. In this equation TheoBR is defined

TheoBRðm; t0;NxÞ

¼
1

nþ 1

Xn

i¼ 0

Avarðm¼ 9þ 3i; t0;NxÞ

dTheoTheo1ðm¼ 12þ 4i; t0;NxÞ

" #
dTheoTheo1ðm; t0;NxÞ;

ð17Þ

where

n¼
0:1Nx

3
� 3

� �

(where b . c means the integer part). Equation (16) com-
putes a function that is Avar in short term and dTheoTheo1 in
long term.

4. SPECTRUM ANALYSIS

Another method of characterizing the noise in a signal
source is by means of spectrum analysis [6–8]. To under-
stand this approach, let’s examine the waveform shown in
Fig. 11.

Here we have a sine wave that for short instances is
perturbed by noise. Some workers loosely refer to these
types of noises as ‘‘glitches.’’ The waveform has a nominal
frequency over one cycle that we’ll call n0 (n0¼ 1/T0). At
times, noise causes the instantaneous frequency to differ
markedly from the nominal frequency. If a pure sine-wave
signal of frequency n0 is subtracted from this waveform,
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the remainder is the sum of the noise components.
These components are of various frequencies and the
sum of their amplitudes is nearly zero except for the in-
tervals during each glitch, when their amplitudes momen-
tarily reinforce each other. This is shown graphically in
Fig. 12.

We can construct a graph plotting RMS power against
frequency for a given signal into a given load. This kind of
plot is called the power spectrum. For the waveform of
Fig. 11, the power spectrum will have a high value at n0

and lower values for the signals produced by the glitches.
Closer analysis reveals that there is a recognizable, some-
what constant, repetition rate associated with the glitches.

In fact, we can deduce that there is a significant
amount of power in another signal whose period is the
period of the glitches as shown in Fig. 12. Let’s call the
frequency of the glitches ns. Since this is the case, we will
observe a noticeable amount of power in the spectrum at ns

with an amplitude that is related to the characteristics of
the glitches. The power spectrum shown in Fig. 13 has this
feature. A predominant ns component has been depicted,
but other harmonics also exist.

Some noise will cause the instantaneous frequency to
‘‘jitter’’ around n0, with a distribution that is higher and
lower than n0. We thus usually find a ‘‘pedestal’’ associated
with n0 as shown in Fig. 14.

The process of breaking a signal down into all of its
various components of frequency is called Fourier expan-
sion. In other words, the addition of all the frequency
components, called Fourier frequency components, produc-
es the original signal. The value of a Fourier frequency is
the difference between the frequency component and the
fundamental frequency. The power spectrum can be nor-
malized to unity such that the total area under the curve
equals one. The power spectrum normalized in this way is
the power spectral density.

The power spectrum of V(t), often called the RF spec-
trum, is very useful in many applications. Unfortunately,
if we are given the RF spectrum, it is impossible to deter-
mine whether the power at different Fourier frequencies is
a result of amplitude fluctuations ‘‘a(t)’’ or phase fluctua-

tions ‘‘f(t).’’ The RF spectrum can be separated into two
independent spectra, one of which is the spectral density of
f(t).

For the purpose here, the phase fluctuation components
are the ones of interest. The spectral density of phase
fluctuations is denoted by Sf(f), where f is Fourier fre-
quency. For the frequently encountered case where the
AM power spectral density is negligibly small and the to-
tal modulation of the phase fluctuations is small (mean-
square value is much less than 1 rad2), the RF spectrum
has approximately the same shape as the phase spectral
density.

However, a main difference in the representation is
that the RF spectrum includes the fundamental signal
(carrier), and the phase spectral density does not. Another
major difference is that the RF spectrum is a power spec-
tral density and is measured in units of watts/hertz. The
phase spectral density involves no ‘‘power’’ measurement
of the electrical signal. The units are radians2/hertz. It is
tempting to think of Sf(f) as a ‘‘power’’ spectral density
because in practice it is measured by passing V(t) through
a phase detector and measuring the detector’s output
power spectrum. The measurement technique makes use
of the relation that for small deviations (dfr1 radian)

Sfðf Þ¼
VRMSðf Þ

Vsðf Þ

 �2

ð18Þ

where VRMS(f) is the root-mean-square noise voltage in a
1 Hz bandwidth (i.e., per OHz) at a Fourier frequency f,
and Vs(f) is the sensitivity (volts per radian) at the phase
quadrature output of a phase detector that is comparing
the two oscillators. In the next section, we will look at a
scheme for directly measuring Sf(f) by determining Vs(f).

Figure 11. Sine wave that is perturbed by periodic glitches.

Figure 12. Periodic glitches are undesirable and can be separat-
ed from the desired sine wave and characterized in the frequency
domain.

Figure 13. A plot of power (into a load) vs. frequency is a power
spectrum.
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Figure 14. The power spectrum of an oscillator includes its
‘‘noise pedestal.’’

1714 FREQUENCY STABILITY



One question we might ask is ‘‘How do frequency
changes relate to phase fluctuations?’’ After all, it’s the
frequency stability of an oscillator that is a major consid-
eration in many applications. The frequency is equal to a
rate of change in the phase of a sine wave. This tells us
that fluctuations in an oscillator’s output frequency are
related to phase fluctuations since we must change the
rate of f(t) to accomplish a shift in n(t), the frequency at
time t. A rate of change of total fT(t) is denoted by

.
fTðtÞ.

We then have

2pnðtÞ¼
.
fTðtÞ ð19Þ

The dot denotes the mathematical operation of differenti-
ation on the function fT with respect to its independent
variable t.2 From Eqs. (19) and (1) we get

2pnðtÞ¼
.
fTðtÞ¼ 2pn0þ

.
fðtÞ

Rearranging, we have

2pnðtÞ � 2pn0¼
.
fðtÞ

or

nðtÞ � n0¼

.
fðtÞ
2p

ð20Þ

The quantity n(t)� n0 can be more conveniently denoted as
dn(t), a change in frequency at time t. Equation (20) tells
us that if we differentiate the phase fluctuations f(t) and
divide by 2p, we will have calculated the frequency fluc-
tuation dn(t). Rather than specifying a frequency fluctua-
tion in terms of shift in frequency, it is useful to denote
dn(t) with respect to the nominal frequency n0. The quan-
tity dn(t)/n0 is called the fractional frequency fluctuation3

at time t and is signified by the variable y(t). We then have

yðtÞ¼
dnðtÞ
n0
¼

.
fðtÞ
2pn0

ð21Þ

The fractional frequency fluctuation y(t) is a dimension-
less quantity. When talking about frequency stability, its
appropriateness becomes clearer if we consider the follow-
ing example. Suppose that in two oscillators dn(t) is con-
sistently equal to þ 1 Hz and we have sampled this value
for many times t. Are the two oscillators equal in their
ability to produce their desired output frequencies? Not if
one oscillator is operating at 10 Hz and the other at
10 MHz. In one case, the average value of the fractional
frequency fluctuation is 1 in 10, and in the second is 1 in
10,000,000 or 1�10�7. The 10 MHz oscillator is then
more accurate. If frequencies are multiplied or divided
using ideal electronics, the fractional stability is not
changed.

In the frequency domain, we can measure the spectrum
of frequency fluctuations y(t). The spectral density of fre-

quency fluctuations is denoted by Sy(f) and is obtained
by passing the signal from an oscillator through an ideal
FM detector and performing spectral analysis on the re-
sultant output voltage. Sy(f) has dimensions of (fractional
frequency)2/Hz or Hz� 1. Differentiation of f(t) corre-
sponds to multiplication by f/n0 in terms of spectral den-
sities. With further calculation, one can deduce that

Syðf Þ¼
f

n0

� �2

Sfðf Þ ð22Þ

We will address primarily Sf(f), that is, the spectral den-
sity of phase fluctuations. For the purpose of noise mea-
surements, Sf(f) can be measured with a straightforward,
easily duplicated equipment setup. Whether one measures
phase or frequency spectral densities is of minor impor-
tance since they bear a direct relationship. It is important,
however, to make the distinction and to use Eq. (22) when
necessary.

4.1. The Loose Phase-Locked Loop

In Section 1.1.3 we described a method of measuring
phase fluctuations between two phase-locked oscillators.
Now we will review a common procedure for measuring
Sf(f).

Suppose that we have a noisy oscillator. We wish to
measure the oscillator’s phase fluctuations relative to
nominal phase. One can do this by phase-locking another
oscillator (called the reference oscillator) to the test oscil-
lator, and mixing the two oscillator signals 901 out of
phase (phase quadrature). This is shown schematically in
Fig. 15. The two oscillators are at the same frequency in
the long term, as guaranteed by the phase-locked loop
(PLL). A lowpass filter (to filter the RF sum component) is
used after the mixer since the difference (baseband) signal
is the one of interest. By holding the two signals at a rel-
ative phase difference of 901, short-term phase fluctua-
tions between the test and reference oscillators will
appear as voltage fluctuations from the mixer.

With a PLL, if we can make the servo time constant
very long, then the PLL bandwidth as a filter will be small.
This may be done by lowering the gain Av of the loop
amplifier. We want to translate the phase modulation

Figure 15. The phase noise of a test oscillator is usually mesured
by a loose phase-locked loop. The test and reference oscillators
will naturally lock so that their signals have a phase difference of
90 deg. and the PLL output voltage fluctuations correspond to
phase fluctuations between the oscillators.

2As an analogy, the same operation relates the velocity of an ob-
ject to its acceleration.
3Some international recommendations replace ‘‘fractional’’ by
‘‘normalized.’’
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spectrum to baseband spectrum so that it is easily mea-
sured on a low-frequency spectrum analyzer. With a PLL
filter, we must keep in mind that the reference oscillator
should be as good as or better than the test oscillator. This
is because the output of the PLL represents the noise from
both oscillators, and if not properly chosen, the reference
can have noise masking the noise from the test oscillator.
Often, the reference and test oscillators are of the same
type and have, therefore, approximately the same noise
levels. We can acquire a meaningful measurement by
noting that the noise we measure is from two oscillators.
Many times a good approximation is to assume that
the measured noise power is twice that associated with
either single oscillator. Sf(f) is general notation depicting
spectral density on a reciprocal hertz (Hz�1) basis. The
output from PLL filter necessarily yields noise from two
oscillators.

The output of the PLL filter at Fourier frequencies
above the loop bandwidth is a voltage representing phase
fluctuations between reference and test oscillator. It is
necessary to make the time constant of the loop long com-
pared to the inverse of the lowest Fourier frequency that
we wish to measure, that is, tc4[1/2pf(lowest)]. This
means that if we want to measure Sf(f) down to 1 Hz,
the loop time constant must be greater than 1/2p seconds.
We can measure the time constant by perturbing the
loop (momentarily disconnecting the battery is conve-
nient) and noting the time it takes for the control voltage
to reach 70% of its final value. The signal from the mixer
can then be inserted into a spectrum analyzer. A pream-
plifier may be necessary in the signal path into the spec-
trum analyzer.

The analyzer determines the mean-square voltage that
passes through the analyzer’s bandwidth centered around
a prechosen Fourier frequency f. It is desirable to normal-
ize results to a 1 Hz bandwidth. Assuming white phase
noise (white PM), this can be done by dividing the mean-
square voltage by the analyzer bandwidth in hertz. We
may have to approximate for other noise processes. [The
phase noise sideband levels will usually be indicated in
RMS volts per root hertz (V/OHz) on most analyzers.]

4.2. Equipment for Frequency-Domain
Stability Measurements

4.2.1. Low-Noise Mixer. This should be a high quality,
double-balanced type as shown in Fig. 16 but single-ended
types may be used. The oscillators should have well-buf-
fered outputs to be able to isolate the coupling between the
two input RF ports of the mixer. Results that are too good

may be obtained if the two oscillators couple tightly via
signal injection through the input ports. We want the PLL
to control locking. One should read the specifications in
order to prevent exceeding the maximum allowable input
power to the mixer. However, it is best to operate near the
maximum for best signal-to-noise ratio out of the IF port of
the mixer, and, in some cases, it is possible to drive the
mixer into saturation without burning out the device.

4.2.2. Low-Noise DC Amplifier. The amount of gain Av

needed in the loop amplifier will depend on the amplitude
of the mixer output and the degree of varactor control in
the reference oscillator. We may need only a small amount
of gain to acquire lock. On the other hand, it may be nec-
essary to add as much as 80 dB of gain. Good low-noise DC
amplifiers are available from a number of sources, and
with cascading stages of amplification, each contributing
noise, it will be the noise of the first stage that will add
most significantly to the noise being measured. Amplifiers
with very low equivalent input noise performance
are available from many manufacturers. The response
of the amplifier should be flat from DC to the highest Fou-
rier frequency one wishes to measure. The loop time
constant is inversely related to the gain Av, and Av is
best determined experimentally by sweeping the system
with known modulation applied at the output of one os-
cillator [9].

4.2.3. Voltage-Controlled Reference Quartz Oscillator.
This oscillator should be a good one with specifications
available on its frequency-domain stability. The reference
must be no worse than the test oscillator in the frequency
domain. The varactor control should be sufficient to main-
tain phase lock of the reference. In general, test oscillators
of moderate quality may have varactor control of as much
as 1�10�6 fractional frequency change per volt. Some
provision should be available on the reference oscillator
for tuning the mean frequency over a frequency range that
will enable phase lock. Many factors enter into the choice
of the reference oscillator, and often it is convenient
to simply use two test oscillators phase-locked together.
In this way, we can assume that the noise out of the
PLL filter is no worse than 3 dB greater than the noise
from each oscillator. If it is uncertain whether both oscil-
lators contribute approximately equal noise, then we
should perform measurements on three oscillators, taking
two at a time. The noisier-than-average oscillator will re-
veal itself.

4.2.4. Spectrum Analyzer. The signal analyzer should
typically be capable of measuring the noise in RMS volts
in a narrow bandwidth from near 1 Hz to the highest Fou-
rier frequency of interest. This may be 50 kHz for carrier
frequencies of 10 MHz or lower and several megahertz for
microwave carrier frequencies. For voltage measuring an-
alyzers, it is typical to use units of ‘‘volts per OHz’’. The
spectrum analyzer and any associated input amplifier will
exhibit high-frequency rolloff. The Fourier frequency at
which the voltage has dropped by 3 dB is the measurement
system bandwidth fh, or oh¼ 2pfh. This can be measured
directly with a variable signal generator.

Figure 16. A low noise mixer is a key component for precise
phase-noise measurements.
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A frequency-domain measurement setup is shown sche-
matically in Fig. 17. The component values for the lowpass
filter out of the mixer are suitable for oscillators operating
at around 5 MHz.

The active gain element (Av) of the loop is a DC ampli-
fier, hopefully with flat frequency response, or, if not, a
known frequency response. One may replace this element
by an integrator to achieve high gain near DC and hence,
maintain better lock of the reference oscillator in long
term. Otherwise long-term drift between the reference
and test oscillators might require manual re-adjustment
of the frequency of either oscillator [1,6].

Rather than measure the spectral density of phase
fluctuations between two oscillators, it is possible to mea-
sure the phase fluctuations introduced by a device such as
an active filter or amplifier. Only a slight modification of
the existing PLL filter equipment setup is needed. The
required scheme is shown in Fig. 18.

Figure 18 is a differential phase noise measurement
setup. The output of the reference oscillator is split so that
part of the signal passes through the device under test. We
want the two signals going to the mixer to be 901 out of
phase; thus, phase fluctuations between the two input
ports cause voltage fluctuations at the output. The voltage
fluctuations then can be measured at various Fourier fre-
quencies on a spectrum analyzer.

To estimate the noise inherent in the test setup, one
can in principle bypass the device under test and compen-
sate for any change in amplitude and phase at the mixer.
In order to measure inherent test equipment noise, the
PLL filter technique must be converted to a differential
phase noise technique. It is good practice to measure the
system noise before proceeding to measurement of device
noise.

4.3. Procedure and Example

For all of these setups, at the input to the spectrum ana-
lyzer, the voltage varies as the phase fluctuations in short
term. The conversion to spectral density is

Sfðf Þ ¼
VRMSðf Þ

Vsðf Þ

� �2

;

and Lðf Þ ¼
1

2
Sfðf Þ

where Vs is the phase sensitivity of the mixer in volts per
radian at offset frequency f. Using the setup described
previously, Vs can be measured by disconnecting the
feedback loop to the varactor of the reference oscillator.
The peak voltage swing is equal to Vs in units of
V/rad (volts per radian) if the resultant beat note is a
sine wave at frequency f. This may not be the case for
state-of-the-art Sf(f) measurements, where one must
drive the mixer very hard to achieve low mixer noise lev-
els. Hence the output will not be a sine wave, and the
V/rad sensitivity must be estimated by the slew rate
(through zero volts) of the resultant square wave from
the mixer/amplifier.

The value for the measured Sf(f) in decibels is given by

Sfðf Þ¼ 20 log
VRMSðf Þ

Vs full-scalef� detector voltage at f

Example 2. Given a PLL with two oscillators such that at
the mixer output: Vs¼1 V/rad with a beat frequency
f¼ 45 Hz, VRMS(45 Hz)¼ 100 nV per root hertz. Solve
for Sf(45 Hz):

Sfð45 HzÞ¼
100 nV=Hz�1=2

1 V=rad

 !2

¼
10�7

1

� �2

rad2=Hz

¼ 10�14 rad2

Hz
;

Lð45 HzÞ¼ 5� 10�15 rad2

Hz

•

•
• •

Sφ (f)

Av

Spectrum
analyzer

Varactor

OSC

OSC Pad

Pad

Mixer
50 Ω

0.01µF1000 Ω

Figure 17. Typical hookup for a phase-noise measurement using
a loose PLL.

50 Ω
REF

Oscillator

1000 Ω 0.01 µF

Pad

Pad
Device
under
test 90°

Phase
shifter

Jumper to measure intrinsic noise of set-up

Figure 18. A differential mesurement and mea-
surement of the noise floor (by replacing the de-
vice under test with a through-cable) requires a
90 deg. phase shift at one of the mixer inputs.
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In decibels

Sfð45 HzÞ¼ 20 log
100 nV

1 V
¼ 20 log

10�7

100

¼ 20ð�7Þ¼ � 140 dB at 45 Hz;

Lð45 HzÞ¼ � 143 dB at 45 Hz

In the example, note that the mean frequency of the os-
cillators in the PLL was not essential to computing Sf(f).
However, in the application of Sf(f), the mean frequency n0

is necessary information. Along with Sf(f), one should al-
ways refer to n0. In the example above, where n0¼ 5 MHz,
we have

Sfð45 HzÞ¼ 10�14 rad2

Hz
; n0¼ 5 MHz

From Eq. (22), Sy(f) can be computed as

Syð45 HzÞ¼
45

5� 106

� �2

10�14 rad2

Hz

¼ 5:1� 10�25 Hz�1; n0¼ 5 MHz:

5. POWER-LAW NOISE PROCESSES

Power-law noise processes are models of precision oscilla-
tor noise that produce a particular slope on a spectral
density plot. We often classify these noise processes into
one of five categories. For plots of Sf(f), they are

1. Random-walk FM (random walk of frequency), Sf

plot goes down as 1/f 4.

2. Flicker FM (flicker of frequency), Sf plot goes down
as 1/f 3.

3. White FM (white of frequency), Sf plot goes down as
1/f 2.

4. Flicker PM (flicker of phase), Sf plot goes down
as 1/f.

5. White PM (white of phase), Sf plot is flat.

Power-law noise processes are characterized by their func-
tional dependence on Fourier frequency. Equation (22) re-
lates Sf(f) to Sy(f), the spectral density of frequency
fluctuations.

The spectral density plot of a typical oscillator’s output
is usually a combination of different power-law noise pro-
cesses. It is very useful and meaningful to categorize the
noise processes. The first job in evaluating a spectral den-
sity plot is to determine which type of noise exists for a
particular range of Fourier frequencies. It is possible to
have all five noise processes generated from a single os-
cillator, but in general only two or three noise processes
are dominant. Figure 19 is a graph of Sf(f) showing the
five noise processes on a log–log scale. Figure 20 shows the

spectral density of phase fluctuations for a typical 5-MHz
quartz oscillator.

6. CAUSES OF NOISE TYPES IN A SIGNAL SOURCE

6.1. Power-Law Noise Processes

Section 5 pointed out the five commonly used power-law
models of noise. With respect to Sf(f ), one can estimate a
straight-line slope (on a log–log scale) that corresponds to
a particular noise type. This is shown in Fig. 19.

We can make the following general remarks about
power-law noise processes:

1. Random-walk FM (1/f 4) noise is difficult to measure
since it is usually very close to the carrier. ‘‘Random-
walk FM’’ usually relates to the oscillator’s physical
environment. If random walk FM is a predominant
feature of the spectral density plot, then mechanical
shock, vibration, temperature, or other environmen-
tal effects may be causing ‘‘random’’ shifts in the
carrier frequency.

2. Flicker FM (1/f 3) is a noise whose physical cause is
seldom fully understood but may typically be related
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to the physical resonance mechanism of an active
oscillator, or the design or choice of parts used for
the electronics, or environmental properties. Flicker
FM is common in high-quality oscillators, but may
be masked by white FM (1/f 2) or flicker PM (1/f) in
lower-quality oscillators.

3. White FM (1/f 2) noise is a common type found in
passive-resonator frequency standards. These con-
tain a slave oscillator, often quartz crystal, which is
locked to a resonance feature of another device that
behaves much like a high-Q filter. Cesium and ru-
bidium standards have white FM noise characteris-
tics.

4. Flicker PM (1/f ) noise may relate to a physical res-
onance mechanism in an oscillator, but it usually is
added by noisy electronics. This type of noise is com-
mon even in oscillators of the highest quality be-
cause in order to bring the signal amplitude up to a
usable level, amplifiers are used after the signal
source. Flicker PM noise may be introduced in these
stages. It may also be introduced in a frequency
multiplier. Flicker PM can be reduced with good low-
noise amplifier design (i.e., using RF negative feed-
back) and hand-selecting transistors and other elec-
tronic components.

5. White PM (f 0) noise is broadband phase noise and
has little to do with the resonance mechanism. It is
probably produced by phenomena similar to that of
flicker PM (1/f ) noise. Stages of amplification are
usually responsible for white PM noise. This noise
can be kept at a very low value with good amplifier
design, hand-selected components, the addition of
narrowband filtering at the output, or, if feasible,
increasing the power of the primary frequency
source.

6.2. Other Types of Noise

A commonly encountered type of noise from a signal
source or measurement apparatus is the presence of

60-Hz AC line noise. Shown in Fig. 21 is a constant white
PM noise source with 60-, 120- and 180-Hz components
added. This kind of noise is usually caused by AC power
getting into the measurement system or the source under
test. In the plot of Sf( f ), we observe discrete line spectra.
Although Sf( f ) is a measure of spectral density, we can
interpret the line spectra with no loss of generality, al-
though one seldom refers to spectral densities when char-
acterizing discrete lines. Figure 22 is the time-domain
representation of the same white phase modulation level
with 60-Hz noise. Note that the amplitude of sy(t) varies up
and down depending on sampling time. This is because in
the time domain the sensitivity to a periodic wave varies
directly as the sampling interval. This effect (which is an
aliasing effect) can be used as a tool for filtering out a pe-
riodic wave imposed on a signal source. By sampling in the
time domain at integer periods, we can be virtually insen-
sitive to the periodic (discrete line) term, which is a useful
strategy for removing the effect of the periodic wave.
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For example, diurnal variations in data due to day-to-
day temperature, pressure, and other environmental ef-
fects can be eliminated by sampling the data once per day.
This approach is useful for data with only one periodic
term.

Figure 23 shows the kind of plot one might see of Sf(f)
with vibration and acoustic sensitivity in the signal source
with the device under vibration. Figure 24 shows the
translation of this effect to the time domain. Also noted
in Fig. 23 is a (typical) flicker FM behavior in the low-fre-
quency region. In the translation to time domain (Fig. 24),
the flicker FM behavior masks the white PM (with the
superimposed vibration characteristic) for long averaging
times.
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In this article we describe the characterization of frequen-
cy standards following the general definitions accepted by
the IEEE, the International Telecommunication Union—
Radiocommunications (ITU-R), and International Radio
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Consultative Committee (CCIR) [1–3]. In using the
term ‘‘frequency standard’’, we imply that changes in
the frequency Dn of the device are small compared to its
nominal frequency n0 and that therefore the frequency
would be about the same if we were to remeasure it.
This permits us to treat the variations in fractional fre-
quency Dn/n0 as small compared to 1, and this greatly sim-
plifies the mathematics of the characterization. We
describe what is meant by accuracy and frequency stabil-
ity of a frequency standard. The variations in frequency
(which define the frequency stability) can be classified into
two basic types: random and systematic. To characterize
the random variations in frequency, the systematic effects
must be removed from the data. Special statistical tech-
niques other than the standard variance must then be
used to quantify the random variations in frequency be-
cause some of the noise processes are not stationary. By
this we mean that the mean of the frequency noise chang-
es slowly with time. As part of the statistical treatment,
we describe how to determine the confidence intervals for
the estimates of the various types of random frequency
noise.

1. ACCURACY

Frequency standards generate a periodic voltage signal,
whose ideal frequency is defined as a specific number of
oscillations per second. The second is the agreed unit of
time, based on the energy difference between two energy
levels of the unperturbed cesium atom [4], and it is this
definition that allows the specification of accuracy of a
frequency standard. Generally there will be offsets or bi-
ases in the actual frequency of a standard when compared
to the ideal or defined value (according to the definition of
the second) due to systematic and random effects [5–7].
The accuracy of a frequency standard, more recently de-
scribed as an uncertainty, is a measure of the confidence
relative to a physical model of the standard and the eval-
uation process. To evaluate the accuracy of a frequency
standard, all the known sources of frequency offsets are
listed, and the offset or bias due to each source and its
uncertainty are carefully measured or computed. The un-
certainty is a proper summation of the estimates of var-
ious systematic offsets and random noise [8]. For example,
a frequency standard with an output frequency of 10 MHz
and an uncertainty of 10� 8 has an frequency error of
r70.1 Hz.

2. STABILITY

Figure 1 shows the output voltage signal of an ideal fre-
quency standard as a function of time. The maximum val-
ue V0 is the nominal amplitude of the signal. The time
required for the signal to repeat itself is the period T of the
signal. The nominal frequency n0 of the signal is the
reciprocal of the period, 1/T. This voltage signal can be
represented mathematically by a sine function

uðtÞ¼V0 sin y¼V0 sin 2pn0tð Þ ð1Þ

where the argument y¼2pn0t of the sine function is the
nominal phase of the signal. The time derivative of the
phase y is 2pn0 and is called the nominal angular frequency
o0: In the frequency domain, this ideal signal is represent-
ed by a delta function located at the frequency of oscillation.
Since this signal is ideal, there are no known sources that
cause frequency shifts, and thus its frequency is totally ac-
curate and its uncertainty is 0. Furthermore, its frequency,
phase, and amplitude are constant; therefore the signal is
also stable in frequency, phase, and amplitude.

In real situations, the output signal of an oscillator
(source) or frequency standard has noise. Such a noisy
signal is illustrated in Fig. 2. In this example we have de-
picted a case where the noise power is much less than the
signal power. Frequency instability is the result of fluctu-
ations in the period of the signal. Amplitude instability is
the result of fluctuations in the peak values of the voltage.
Phase instability is the result of fluctuations in the zero
crossings. Since the period (and thus the frequency) of the
signal is related to its phase, frequency instability and
phase instability are directly related.

Figure 3 shows the power spectrum of a noisy signal
(power as a function of frequency) as measured by a spec-
trum analyzer. Although the maximum power occurs at
the frequency of oscillation, other peaks are observed at
frequencies of 2n0; 3n0; . . . ;nn0; where n is a positive inte-
ger. These frequencies are called harmonics of the funda-
mental frequency n0; 2n0 is the second harmonic, 3n0 is the
third harmonic, and so on. The power at these harmonic
frequencies will depend on the design of the source. The
spectrum around the fundamental frequency displays
power sidebands at frequencies above the carrier (upper
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Figure 1. Ideal output voltage of a frequency standard.
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sideband) and at frequencies below the carrier (lower side-
band). These power sidebands are the result of phase fluc-
tuations and amplitude fluctuations in the signal. While
the power spectrum gives an idea of the total noise of a
signal, it does not give information about the relative
magnitude of its phase instabilities and amplitude insta-
bilities. Furthermore, at frequencies close to n0 it is diffi-
cult to separate the noise power from the power of the
fundamental frequency. Therefore, special measurement
techniques are needed to measure phase instabilities and
amplitude instabilities in sources.

A noisy signal can be mathematically represented by

uðtÞ¼ ½V0þ eðtÞ� sin½2pn0tþfðtÞ� ð2Þ

where e(t) represents amplitude fluctuations (amplitude
deviation from the nominal amplitude V0) and fðtÞ repre-
sents phase fluctuations (phase deviation from the nomi-
nal phase 2pn0tÞ [1]. The instantaneous frequency of this
signal is defined as

nðtÞ¼
1

2p
d

dt
ðphaseÞ¼ n0þ

1

2p
d

dt
fðtÞ ð3Þ

Frequency fluctuations refer to the deviation nðtÞ � n0 of
the instantaneous frequency from the nominal frequency.
Fractional frequency fluctuations, denoted as y(t), refer to
frequency fluctuations normalized to n0:

yðtÞ ¼
nðtÞ � n0

n0
¼

1

2pn0

d

dt
fðtÞ ð4Þ

Equation (4) indicates that there is a direct relation be-
tween phase fluctuations and fractional frequency fluctu-
ations. Therefore, if a signal exhibits a certain amount of
phase fluctuation, it also exhibits frequency fluctuation
given by Eq. (4). The time deviation x(t) of a signal is the
integral of y(t) from 0 to t. Thus one can write

yðtÞ¼
d

dt
xðtÞ ð5Þ

The frequency stability of a frequency standard is af-
fected by random-noise processes and by systematic, de-
terministic changes. Systematic effects often dominate the
frequency stability in nonlaboratory environments. The
sensitivity of the standard to temperature, humidity, at-
mospheric pressure, magnetic field, and radiation may
play a role [9–11]. Generally, frequency (and thus phase)
stability is divided into three regions: short-term, medi-
um-term, and long-term stability. (Although the term fre-
quency stability is used throughout most of the literature,
the term actually refers to instabilities in the frequency.)

Short-term frequency stability refers to the random,
nonsystematic fluctuations that are related to the signal-
to-noise ratio (SNR) of the device. In quartz crystal reso-
nators this refers to the region dominated by white phase
noise, where the time between observed frequencies (sam-
ple time) is less than a second. In atomic frequency stan-
dards the short-term stability also includes white
frequency noise and extends to sampling times of several
minutes.

Medium-term frequency stability refers to the region
where flicker noise dominates. The sampling time charac-
teristic of this region is a function of the type of frequency
standard. Short-term and medium-term frequency stabil-
ity can be characterized in either the frequency domain or
the time domain, after known systematic effects have been
removed. Frequency-domain characterization and mea-
surements are generally used when the sample time of
interest is less than a second. For sampling times longer
than a second, time-domain measurements are used to
characterize frequency stability.

Long-term frequency stability includes random-walk
frequency–noise processes in addition to systematic, de-
terministic changes in frequency observed when the sam-
pling time is long. The long-term, systematic frequency
change is called frequency drift [2,12]. Drift includes fre-
quency changes due to changes in the components of the
source in addition to those due to external parameters
such as temperature, humidity, pressure, magnetic field,
and radiation [9–11]. Frequency aging, on the other hand,
refers to the long-term systematic frequency change due
to changes in the components of the source, independent of
parameters external to the source [2,12].

2.1. Frequency-Domain Characterization

Phase fluctuations in the frequency domain, or phase mod-
ulation (PM) noise, are characterized by the power spec-
tral density (PSD) of the phase fluctuations, given by [13]

Sfðf Þ¼F½RfðtÞ� ¼
Z 1

�1

RfðtÞe�jotdt ð6Þ

where F½ � is the Fourier transformation and RfðtÞ is the
autocorrelation function of the phase fluctuations given by

RfðtÞ¼ hfðtÞfðt� tÞi ð7Þ

A more practical definition of PSD [f(t)] is

Sfðf Þ¼PSD½fðtÞ� ¼ ½fðf Þ�2
1

BW
ð8Þ

Frequency

P
ow

er

�o 2�o 3�o

Figure 3. Power spectrum of a noisy signal.
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where [f(f)]2 is the mean-squared phase deviation at an
offset frequency f from the frequency n0 (called the ‘‘carri-
er’’ in this context), and BW is the bandwidth of the mea-
surement system [1,13–15]. The offset frequency f is also
called the Fourier frequency. The units for Sf(f) are rad2/
Hz. Equation (8) is defined for 0ofoN; nevertheless, it
includes fluctuations from the upper and lower sidebands
and thus is a double-sideband measure.

The PM noise measure recommended by the IEEE
[1,14,15] is Lðf Þ, defined as

Lðf Þ 	
Sf fð Þ

2
ð9Þ

At Fourier frequencies far from the carrier frequency,
where the integrated PM noise from N to f (the Fourier
frequency) is less than 0.1 rad2,Lðf Þ is equal to the single-
sideband phase noise. The units for Lðf Þ are decibels be-
low the carrier in a 1-Hz bandwidth (dBc/Hz).

Frequency fluctuations in the frequency domain, or fre-
quency modulation (FM) noise, are characterized by the
power spectral density of the fractional frequency fluctu-
ations, given by

Syðf Þ¼PSD½yðtÞ� ¼ ½yðf Þ�2
1

BW
ð10Þ

where yðf Þ2 represents the mean-squared fractional fre-
quency deviation at an offset (Fourier) frequency f from the
carrier [1,13–15]. Syðf Þ is defined for Fourier frequencies
0ofoN, and its units are inverse hertz.

The conversion between Syðf Þ and Sfðf Þ can be obtained
from Eq. (4). Applying the Fourier transformation to both
sides of Eq. (4), squaring, and dividing by the measure-
ment bandwidth results in

Syðf Þ ¼
1

2pn0

� �2

ð2pf Þ2Sfðf Þ¼
f

n0

� �2

Sfðf Þ ð11Þ

Amplitude fluctuations in the frequency domain, or am-
plitude modulation (AM) noise, are characterized by the
power spectral density of the fractional amplitude fluctu-
ations, given by

Saðf Þ¼PSD
eðtÞ
V0

 �
¼

eðf Þ
V0

 �2 1

BW
ð12Þ

where eðf Þ2 represents the mean squared amplitude devi-
ation at an offset frequency f from the carrier [1]. Saðf Þ is
defined for Fourier frequencies 0ofoN, and its units are
inverse hertz.

In free-running sources, the FM noise is usually mod-
eled by the sum of five different power laws or noise types
as

Syðf Þ¼
X2

a¼�2

haf
a¼h�2f�2þh�1f�1þh0f 0þh1f 1þh2f 2

ð13Þ

where h�2f�2 represents random-walk frequency noise,
h�1f�1 represents flicker frequency noise, h0f 0 represents
white frequency noise, h1f 1 represents flicker phase noise,
and h2f 2 represents white phase noise. Similarly, the PM
noise can be modeled by

Sfðf Þ¼
X0

b¼�4

kbf b¼ k�4f�4þ k�3f�3

þ k�2f�2þ k�1f�1þ k0f 0

ð14Þ

where k�4f�4 represents the random-walk frequency
noise, k�3f�3 represents flicker frequency noise, k�2f�2

represents white frequency noise, k�1f�1 represents flick-
er phase noise, and k0f 0 represents white phase noise.
Notice that Sfðf Þ and Syðf Þ have different slopes for a spe-
cific type of noise, as implied by Eq. (11). Equation (11) can
be used to obtain the conversion between the Sfðf Þ and
Syðf Þ coefficients, yielding

kb¼ v2
0ha for b¼ a� 2 ð15Þ

Figure 4 shows the common noise types characteristic of
the PM noise and the FM noise of a source [1,14–17]. Usu-
ally a source exhibits two or three of the noise types shown
in the plots [17].

The AM noise of a source can typically be modeled by
the sum of three different power laws of noise types:

Saðf Þ¼
X0

a¼�2

haf
a¼h�2f�2þh�1f�1þh0f 0 ð16Þ

where h�2f�2 represents random-walk amplitude noise,
h�1f�1 represents flicker noise, and h0f 0 represents white
amplitude noise [18]. Figure 5 shows the common noise
types characteristic of the AM noise of a source.

Upper and lower PM sidebands are always equal and
100% correlated. Likewise, the upper and lower AM side-
bands are always equal and 100% correlated. This is true
even when the RF spectrum is not symmetric about the
carrier [19]. The phase between AM and PM noise varies
randomly with time for broadband additive noise [19].

2.2. Time-Domain Characterization

In the time domain, the fractional frequency stability of a
signal is usually characterized by the Allan variance, a
type of two-sample frequency variance given by [1,13–15]

s2
yðtÞ¼

1

2
hðyiþ 1 � yiÞi ð17Þ

where yi is the average fractional frequency of interval i
given by

yi¼
1

t

Z ti þ t

ti

yðtÞdt¼
1

t
½xðtiþ tÞ � xðtiÞ� ¼

1

t
ðxiþ 1 � xiÞ ð18Þ

In practical situations only a finite number of fractional
frequency samples are available, and the Allan variance is
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approximated by

s2
yðtÞ �

1

2 M � 1ð Þ

XM�1

i¼ 1

ðyiþ1 � yiÞ
2

ð19Þ

where M¼N� 1 is the number of frequency samples (N is
the number of time samples) [1,14,15]. The Allan variance

can also be expressed in terms of time samples using
yi¼ ðxiþ 1 � xiÞ=t:

s2
yðtÞ �

1

2ðN � 2Þt2

XN�2

i¼ 1

ðxiþ2 � 2xiþ 1þ xiÞ
2

ð20Þ

The square root of the Allan variance is called the Allan
deviation, sy(t).

When time samples are taken every t0 seconds, the Al-
lan variance can be computed for several sampling times t
¼nt0 where n40. For n41, overlapped samples can be
used to compute sy

2 as shown in Fig. 6, providing better
confidence intervals [1,20]. An expression for the fully
overlapped Allan variance can be derived using Fig. 6 and
Eq. (19). For t¼nt0, Eq. (19) becomes

s2
yðtÞ �

1

2ðM � 2nÞ

XM�2n

i¼ 1

ðyiþn � yiÞ
2

ð21Þ

which can also be expressed in terms of time-domain data
by substituting �yyi for ðxiþn � xiÞ=nt0:

s2
yðtÞ �

1

2ðN � 2nÞt2

XN�2n

i¼ 1

ðxiþ 2n � 2xiþnþ xiÞ
2

ð22Þ

Figure 7a shows a log–log plot of the Allan variance as a
function of the sampling time t for a source that exhibits
all five common noise types. The slopes of the white PM
noise and the flicker PM noise are the same; therefore,
these two noise types cannot be separated using this plot.
The Allan variance can often be modeled by the sum of
four different power laws

s2
yðtÞ ¼

X1

m¼�2

pmtm¼p�2t�2þp�1t�1þp0t0þp1t1 ð23Þ

where p�2t
–2 represents white phase and flicker phase

noise, p� 1t
–1 represents white frequency noise, p0t

0 rep-
resents flicker frequency noise, and p1t

1 represents ran-
dom-walk frequency noise.

When the dominant noise type in the short term is
flicker PM or white PM, the modified Allan variance can
be used to improve the estimate of the underlying fre-
quency stability of the sources [1,14,21]. Here a new series
fxig is created by averaging n adjacent phase (time) mea-
surements of duration t0. The average fractional frequen-
cies are computed from the fxig; as illustrated in Fig. 8. For
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Figure 4. PM and FM noise characteristics of a source.
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N time samples and t¼nt0, the resulting modified Allan
variance is

Mod s2
yðtÞ �

1

2ðN � 3nþ 1Þ

XN�3nþ 1

i¼ 1

ðy0iþn � y0iÞ
2

ð24Þ

Equation (24) can also be expressed in terms of the initial
time-domain data {xk}:

Mod s2
yðtÞ �

1

2t2n2ðN � 3nþ 1Þ

�
XN�3nþ 1

j¼ 1

Xnþ j�1

i¼ j

ðxiþ 2n � 2xiþnþ xiÞ

" #2 ð25Þ

where

y0i¼
xiþn � xi

t
ð26Þ

�xxi¼

Pn�1

k¼ 0

xiþk

n
ð27Þ

Here �xxi is the phase (time) averaged over n adjacent mea-
surements of duration t0. Thus Mod sy(t) is proportional to
the second difference of the phase averaged over a time
nt0. Viewed from the frequency domain, Mod sy(t) is pro-
portional to the first difference of the frequency averaged
over n adjacent samples. The square root of the modified
Allan variance is called the modified Allan deviation
Mod sy(t).

Figure 9 shows the ratio RðnÞ¼ ½Mod s2
yðtÞ�=s

2
yðtÞ as a

function of n for all five types of noise processes [15]. For
random-walk FM, flicker FM, and white FM the ratio is
constant for n Z5. Therefore, Mod s2

yðtÞ and s2
yðtÞ have

the same slope for these noise types. For white PM noise
(a¼ 2), the slope is –1/n; therefore, the slope of Mod s2

yðtÞ is
equal to the slope of s2

yðtÞ divided by t. Finally, for flicker
PM noise the ratio asymptotically reaches 3.37/(1.04þ
3 lnoht). In this case and for n410, the slope of Mod s2

yðtÞ
is approximately t�1. Figure 9 also shows that Mod s2

yðtÞ is
considerably smaller than s2

yðtÞ for white PM and flicker
PM noise. Not only does Mod s2

yðtÞ provide a different slope
for white PM noise and flicker PM noise, allowing the
separation of the two noise processes (see Fig. 7b); it can
also speed the stability measurements. If a system is lim-
ited by white and flicker PM noise at short average times,
using Mod s2

yðtÞ reduces the measurement time required to
observe white FM, flicker FM, and random-walk FM at
longer averaging times, in comparison with that required
when using s2

yðtÞ [15].
At long averaging times when the ratio Nt0/(2nt0) is

close to 1, the Allan variance has a bias related to its in-
sensitivity to odd noise processes in the phase (time) fluc-
tuations (odd with respect to the midpoint). In these
situations an extension of the Allan variance that removes
this bias can be used to characterize the frequency stabil-
ity of a source. This variance, s2

y;TOTALðtÞ; is obtained by
extending the {xi} in both directions and then computing
the Allan variance from the new fx0ig sequence [22–24].
Figure 10 illustrates this extension of {xi}: on the left side
the extension is the inverted mirror image of {xi} with
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respect to xN. How far this extension depends on the max-
imum value of nm of n. For N time data points, nm is the
integer part of (N� 1)/2. The far-left data point is
x02�nm

¼ 2x1 � xnm
; the far-right data point is x0Nþnm�1¼

2xN � xN�nm þ 1. Thus s2
y;TOTALðtÞ is given by

ŝs2
y;TOTALðtÞ¼

1

2ðN � 2Þ

XN�1

i¼ 2

y0i � y0i�n

� �2
ð28Þ

Equation (28) can be expressed in terms of fx0ig using
y0i¼ ðx

0
iþn � x0iÞ=t as

ŝs2
y;TOTALðtÞ¼

1

2t2ðN � 2Þ

XN�1

i¼ 2

ðx0i�n � 2x0iþ x0iþnÞ
2

ð29Þ

For a detailed description of s2
y;TOTALðtÞ; see Refs. 22–24.

3. CONVERSION BETWEEN TIME-DOMAIN MEASURES
AND FREQUENCY-DOMAIN MEASURES

Frequency-domain data Sfðf Þ can be converted to time-
domain data s2

yðtÞ using the relation [1,25]

s2
yðtÞ¼

2

ðpn0tÞ
2

Z fh

0

Sf fð Þ sin4
ðpf tÞdf ð30Þ

Equation (30) is derived by expressing both Sfðf Þ and s2
yðtÞ

in terms of the autocorrelation function RfðtÞ of the ran-
dom process f(t) and then combining the two expressions
to cancel RfðtÞ [13]. Similarly

s2
yðtÞ¼

2

ðptÞ2

Z fh

0
Syðf Þ

sin4
ðpf tÞ

f 2
df ð31Þ

Expressions for Mod s2
yðtÞ (15,24), obtained using a similar

procedure are

Mod s2
yðtÞ¼

2

n4ðpn0t0Þ
2

Z fh

0

Sfðf Þ sin6
ðptf Þ

sin2
ðpt0f Þ

df ð32Þ

Mod s2
yðtÞ¼

2

n4ðpt0Þ
2

Z fh

0

Syðf Þ sin6
ðptf Þ

f 2 sin2
ðpt0f Þ

df ð33Þ

The inclusion of fh as the upper limit of the integral as-
sumes that the term inside the integral is multiplied or
‘‘filtered’’ by an infinitely sharp lowpass filter with cutoff
frequency fh. Table 1 shows the results of Eqs. (31) and
(33) for the five types of noise for 2pfhtb1 [1,14–16,25].
The results will depend on the type of filter assumed.
While an infinitely sharp filter was assumed in Eqs. (30)–
(33), actual measurement systems have different filter
responses.
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Expressions have also been derived for a single-pole
filter [15,26,27]. These expressions, along with those
in Table 1, constitute the boundaries for s2

yðtÞ and
Mod s2

yðtÞ, given a specific PSD of phase fluctuations
[15]. For this reason it is important to specify the filter
frequency response, including the high cutoff frequency,
when specifying the Allan and modified Allan variances of
a source.

Generally, conversion from s2
yðtÞ or Mod s2

yðtÞ to the
frequency domain is not possible, unless specific informa-
tion about the noise characteristics is known. Greenhall
demonstrated that several different spectral densities of
random processes can have the same Allan variance [28].
However, in the case where the spectral density follows
the noise model in Eqs. (13) and (14), a one-to-one corre-
spondence between Sfðf Þ and s2

yðtÞ and Mod s2
yðtÞ is found,

except that for white PM and flicker PM noise s2
yðtÞ ex-

hibits the same slope, corresponding to t� 2. Often,
uniqueness fails more generally. Some sources have inter-
nal phase-locked loops, and their noise spectra deviates
from the model in Eqs. (13) and (14), [29]; others exhibit
60-Hz and other peaks that will affect s2

yðtÞ [16,30]. Gen-
erally, multivariance analysis should be used to obtain
frequency-domain coefficients for each type of noise from
time-domain data [31].

4. CONFIDENCE INTERVALS FOR s2
y ðtÞ AND MOD s2

y ðtÞ

The Allan variance is defined as the first difference of av-
erage fractional frequencies, averaged over an infinite
time. Since only a finite number M of frequency samples
can be taken, we can only estimate the Allan variance and
deviation, and the confidence of this estimate depends on
the number of samples.

A simple method to obtain confidence intervals is to use
the chi-squared distribution function. The Allan variance
has a chi-squared distribution function given by

w2¼df
ŝs2

y tð Þ

s2
y tð Þ

ð34Þ

where df is the number of degrees of freedom [16]. The
Allan variance is the sum of the squares of the first dif-
ferences of adjacent fractional frequency values. If all the

first-difference values were independent, then the number
of degrees of freedom would be equal to the number of
first-difference values. This is not the case, and thus
other procedures have been used to compute the number
of degrees of freedom for s2

yðtÞ [16]. Table 2 shows analyt-
ical (empirical) equations that approximate the number
of degrees of freedom for the fully overlapped Allan vari-
ance [16]. The equation depends on the noise type.
For nonoverlapped estimates, n in Table 2 is equal to 1,
N refers to the equivalent number of time samples for t¼
nt0 given by Int((N� 1)/n)þ 1, and Int( ) refers to the in-
teger part.

Usually a (p� 100)% confidence interval is computed,
where p is the probability that the true Allan variance or
Allan deviation is within the computed confidence inter-
val. The (p� 100)% confidence interval for the overlapped
Allan variance is given by

w2 1� p

2

� �
odf

ŝs2
yðtÞ

s2
yðtÞ

ow2 pþ
1� p

2

� �
ð35Þ

df

w2 pþ
1� p

2

� � ŝs2
yðtÞos2

yðtÞo
df

w2 1� p

2

� � ŝs2
yðtÞ ð36Þ

where the chi-squared value w2ðCÞ for (p� 100)% confi-
dence can be obtained from chi-squared distribution tables
or from several computer programs. The (p� 100)% confi-
dence interval for the Allan deviation is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
df

w2 pþ
1� p

2

� �
vuuut ŝsy tð Þosy tð Þo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
df

w2
1� p

2

� �
vuuut ŝsy tð Þ ð37Þ

The chi-squared distribution can also be used to find the
confidence intervals for Mod s2

y tð Þ.

Table 1. Conversion Factors for ry
2(t) and Mod ry

2(t)
[1,14–16,25]

Noise Type Syðf Þ s2
yðtÞ Mod s2

yðtÞ

Random-walk
frequency

h�2 f�2 ð2p2t=3Þh�2 5.42 h� 2 t

Flicker frequency h�1 f�1 ð2 ln 2Þh�1 0.936 h� 1

White frequency h0 f 08 h0=2t h0/4t
Flicker phase h1 f 1

1:038þ3 lnðohtÞ
4p2

h1
1

t2

3:37

4p2
h1

1

t2

White phase h2 f 2
3fh

4p2
h2

1

t2

3fh

4p2
h2

1

nt2

Table 2. Empirical Equations for the Number of Degrees of
Freedom When Computing Confidence Intervals for the
Overlapped Allan Variance [16]

Noise Type a Degrees of Freedom df

White
phase

�2 ðNþ1ÞðN � 2nÞ

2ðN � nÞ

Flicker
phase

�1 exp ln
N � 1

2n

� �
ln

2nþ1ð Þ N � 1ð Þ

4

� � �1=2

White
frequency

0 3 N � 1ð Þ

2n
�

2 N � 2ð Þ

N

� �
4n2

4n2þ5

Flicker
frequency

þ1 2ðN � 2Þ2

2:3N � 4:9
for n¼1

5N2

4nðNþ3nÞ
for n � 2

Random-walk
frequency

þ2 N � 2

n

ðN � 1Þ2 � 3nðN � 1Þþ4n2

ðN � 3Þ2
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Walter [32] and Greenhall [33] have derived expres-
sions for the number of degrees of freedom of Mod s2

y tð Þ
using different procedures. These expressions are compli-
cated and will not be presented here. The two methods
yield similar results (33). Table 3 shown the confidence
intervals for sy(t) with no overlap and full overlap (16),
(19), and for Modsy(t) [32–34] for the five noise types. In
general, the confidence intervals for the fully overlapped
sy(t) are smaller than those for the non-overlapped sy(t).
For random-walk FM noise, the confidence intervals for
the nonoverlapped and the fully overlapped sy(t) are
approximately the same, although Table 3 shows a small
degradation when using fully overlapped estimates.
This degradation is due to the approximations used in
the analytical expressions. Table 3 also shows that
the confidence intervals for the fully overlapped Allan de-
viation are smaller than the ones for the fully overlapped
modified Allan deviation. Nevertheless, the modified
deviation is generally smaller than the Allan deviation,
and thus the absolute confidence intervals for the two are
similar.
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FREQUENCY SYNTHESIZERS

BAR-GIORA GOLDBERG

Sciteq Electronics, Inc.

Frequency synthesis is the engineering discipline dealing
with generation of a single or of multiple tones, all derived
from a common timebase, always a crystal oscillator.

Traditionally, frequency synthesis (FS) generated a sin-
gle tone with variable frequency or amplitude. There are
new applications, especially for testing and simulation,
that require multitone generation and even arbitrary
wave generation, which relate to digital frequency syn-
thesis. Since the late 1970s, FS has evolved from mainly
analog to a mix of analog, radiofrequency (RF), digital,
and digital signal processing (DSP) technologies.

There are three major FS techniques:

1. Phase-Locked Loop. Also known as indirect synthe-
sis, this is the most popular FS technique, based on a
feedback mechanism that enables simplicity and
economics via digital division and analog processing.

2. Direct Analog. An analog technique using multipli-
cation, division, and mix filtering, this offers excel-
lent signal quality and speed.

3. Direct Digital. This DSP method generates and ma-
nipulates the signal in the numbers (digital) domain
and eventually converts to its analog form via a dig-
ital-to-analog converter.

Frequency synthesis is a mature technology yet is evolv-
ing rapidly. The traditional analog designs are supple-
mented with ever-increasing digital and DSP methods and
technologies. These allow a high level of integration, lower
power, manufacturing uniformity (and thus yield unifor-
mity), and low cost. Although a novel technology in 1979,
FS and especially the phase-locked loop (PLL) are very
popular, accessible, and economical. Traditionally, FS
started to enter the field of electronics as quite bulky
and expensive instruments, using multiple crystals and
complex analog processing functions such as mixing, fil-
tering, and division. Better architectures and simpler de-
signs have replaced these. Accelerating integrated circuit
(IC) technology and high-level integration silicon now offer
complete synthesizers, especially PLL and direct digital
synthesizers (DDSs) on a single chip and sometimes more
than one on a single die (Tables 1 and 2).
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In the engineering realm, all signals generated are
amplified and filtered noise. There are no deterministic
signals in nature. The cardinal issue for FS is therefore
how clean these signals are and how close they come
to a theoretical sin(ot). Such a theoretical signal
will have all of its energy in a single spectral line. In re-
ality, signal spectra have a noise distribution caused by
amplitude modulation (AM) noise and phase perturbation,
also known in FS as phase noise. Phase noise can be
described by its spectral properties, usually its noise dis-
tribution designated in dBc/Hz, or its time equivalent,
also known as ‘‘jitter’’. Spectral distribution I (fm) details
the exact spectral shape of the signal’s noise and is defined
by the single-sideband energy level of the signal at a spe-
cific offset from the carrier relative to the signal’s total
energy. This detailed technique has become the de facto
method used to describe and characterize phase noise (see
Fig. 1).

For example, a 1000-MHz signal with a spectral
noise characteristic of �70 dBc/Hz (dB is used almost ex-
clusively because of the large ratios involved) at an offset
of 1 kHz from the carrier means that at 1 kHz from
the carrier (either 1000.001 or 999.999 MHz), the single-
sideband noise power contained in 1 Hz bandwidth is
10� 7 compared with the signal’s total power. The func-
tion L (fm) that defines the noise distribution spectrum
is always measured in decibels of the noise level. Note
that the noise is part of the signal and that the integral
energy under the L (fm) curve is the signal total power
(Fig. 1).

1. SYNTHESIZER PARAMETERS

1.1. Stepsize

This is also known as resolution, and it measures the
smallest frequency increment the synthesizer can gener-
ate. As an example, an FS used in a North American cel-
lular phone (AMPS—American Mobile Phone Service—
standard), or time-division multiple access (TDMA), has
30 kHz resolution. In frequency modulation (FM) broad-
casting radio, the step is usually 100 kHz.

1.2. Phase Noise

This parameter was already mentioned before. The issue
of signal integrity, or otherwise the issue of the signal’s
‘‘cleanliness,’’ is the major challenge for FS designers.
Long-term noise deals mainly with the accuracy, drift,
and aging of the crystal, and short-term noise deals with
rapid phase fluctuations.

1.3. Spurious Responses

These define the level of the discrete interferences, noise
sources that are periodic and therefore exhibit spectral
lines rather than a spectrum. These noise sources emerge
from radiation—for example, line spurious responses at
60 Hz (US)—or from its multiples that always exist in the
air and power supplies, as well as from other radiated en-
ergy that exists because of the enormous wireless traffic
that is emerging and growing. Other sources are mixing
products in the radio or synthesizer, nonlinearities, and
ground currents.

1.4. Switching Speed

This defines the amount of time it takes the synthesizer to
hop from a frequency F1 to another F2. This parameter is
usually measured in two ways: by checking when the new
frequency settles to within a frequency tolerance (say,
within 5 kHz), or (a more strict requirement) by checking
the time it takes to settle to within a phase tolerance, in
most cases to within 0.1 rad. The phase settling require-
ment can be as much as 3–5 times longer than the fre-
quency settling.

1.5. Phase Transient

This defines the way the signal’s phase behaves in tran-
sition from frequency F1 to frequency F2. There are three
main ways to switch:

1. It might be a random parameter, so the phase is un-
known after switching.

Table 1. Integrated Circuits Used in Phase-Locked Loops

Fujitsu Semiconductors: MB15xx
National Semiconductors: 23xx
Philips: SA7025, SA8025, UMA1014
Motorola: MC145xxx
Plessey: SP55xx, SP56xx, SP88xx
Texas Instruments: TRF2020, 2050, 2052

Table 2. Integrated Circuits Used in Direct Digital
Synthesis

Stanford Telecom: STEL-11xx and STEL-21xx
Analog Devices: AD7008, AD9830/9831, AD9720/9721
Sciteq Communications: SEI-432, SEI-631, DCP-1

Figure 1. Phase noise of a typical synthesizer.
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2. The phase can switch continuously, meaning that
when switching from F1 to F2, there will be no dis-
turbance in the phase. Such switching requirements
are necessary when generating linear FM signals or
minimum shift keying (MSK) modulation, or other
phase modulation waveforms.

3. In the case of phase memory, if switched from F1 to
F2 and then back to F1, the signal’s phase will be as
if the switching did not occur. This is useful in co-
herent detection radars and frequency-hop commu-
nications.

1.6. Frequency Range

This defines the frequency band the FS covers.

1.7. Other Parameters

Other parameters are not unique to FS; these include out-
put impedance, power flatness, size, power consumption,
and the environment.

The main tools used in FS are as follows: multiplication
by comb generation, addition and subtraction by mix and
filtering, and division (digital) and feedback for PLL. An-
other cardinal principle in FS is as follows—multiplication
by N corrupts phase noise and spurious by N2 or 20 log(N)
dB; division improves by the same ratio.

2. SYNTHESIS TECHNIQUES

2.1. Direct Analog Synthesis

This method, the first to be used in FS, derives the signals
directly from the reference—as compared to PLL, which it
does indirectly. Direct analog uses building blocks such as
comb generators, mix and filter, and dividers as the main
tools. Many direct analog synthesizers use similar repeat-
ing blocks for resolution. These blocks usually generate a
10 MHz band in the ultra-high-frequency (UHF) range, in
1 MHz steps, and after division (mostly by 10) they are
used as an input to the next similar stage. Every stage
divides by 10, thereby increasing the resolution arbitrarily
by as many stages as the designer chooses to use. Most
direct analog synthesizers are instruments and tradition-
ally use binary-coded decimal (BCD) for control. This is
losing importance because a computer controls all modern
applications.

Signals are therefore very clean because they are de-
rived directly from the crystal; however, complexity is
high and resolution comes at a high price. Direct analog
synthesizers also achieve fast switching speed, limited
mainly by filters propagation delay. Speed ranges from
o1 to 50ms. Because there are no mechanisms to clean the
signals at high offset frequencies from the carrier, their
noise floor—where the phase noise levels—is compara-
tively (to PLL) high.

Direct analog synthesizers are available from DC to
26 GHz, are usually quite bulky and expensive, exhibit
excellent phase noise and switching speed, and find ap-
plications in communications, radar, imaging, magnetic

resonance imaging, simulators, and automatic test equip-
ment (ATE).

2.2. Direct Digital Synthesis (DDS)

DDS is a DSP technology based on the sampling theorem.
The principle of its operation is based on storing the dig-
ital values of sine-wave amplitude in memory, then flush-
ing these samples out by addressing the memory with an
indexer. The indexer is always a digital accumulator, al-
lowing the phase ramp (memory address) to change its
slope to any value (compared with a counter that can in-
dex the RAM or ROM memory only by increments of 1).

As a consequence, the accumulator output can be in-
terpreted as a signal phase, ot (actually onT, where T is
clock time, since it is sample data), with a variable slope
given by the accumulator control. For example, if a 32 bit
binary accumulator, which performs the function

Sn¼Sn�1þW ðSn is the output of

sample n;W is the inputÞ
ð1Þ

is addressed with W¼ 0, the output will not change, sig-
nifying direct current (dc) signal. However, if W¼ 1, the
accumulator will take 232 clock ticks to come back to its
original state. So a complete cycle of the phase from f¼ 0
(accumulator is 0) to 2p (accumulator is full) takes 232

ticks. Generally, a DDS output frequency is given by

Fo¼FckW=ACM ð2Þ

where Fck is the clock frequency, W is the input control,
ACM is the accumulator size, and WoACM/2.

For ACM¼ 232, Fck¼ 20 MHz, and W¼ 1, output fre-
quency is given by 0.00465 . . . Hz, which is also the syn-
thesizer resolution, its smallest step.

The read-only memory (ROM) output is connected to a
digital-to-analog converter (DAC), which generates the
analog signal smoothed by the output filter (see Fig. 2).
According to the sampling theorem, the maximum output
frequency is Fck/2, also known as Nyquist frequency.

The various waveforms and modulation points are
shown. Because the accumulator output is the signal
phase, phase modulation can be applied; amplitude mod-
ulation can be applied at the output of the ROM, the am-
plitude point.

DDS is thus a numbers technology, related to frequency
only by the clock. The artifacts caused by sampling gen-
erate many (mirror) frequencies as shown in the sampling
theorem; these are usually referred to as aliasing frequen-
cies.

DDS offers simplicity, economy, integration, and very
fast switching speed. The digital nature of the technology
offers design flexibility and simplicity, low-cost manufac-
turing, and very high density (small die).

As sampled data, DDS suffers the common problems
of quantization. The level of accuracy determines the dy-
namic range of the design, in most cases 10–12 bits.
The most significant weakness of DDS are limited band-
width (clock frequencies are in the vicinity of 400 MHz
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for CMOS devices and 1500 MHz for GaAs) and spurious
response. Spurious responses are generally limited
to � 6D, where D is the number of bits used in the
DAC. Thus a 10-bit DDS (using a 10 bit DAC) usually be
limited to � 60 dBC spurious responses. These spurious
responses are either periodicities generated in the quan-
tization process or intermodulation products generated by
the DAC, the only analog part. As a rule of thumb, spu-
rious performance deteriorates with increased output fre-
quency or otherwise with decrease in samples per cycle.
Arbitrary waveform generators (AWGs) are a superset of
DDS. These enable the memory to be loaded with arbi-
trary wave samples, and then they sequentially flush the
wave samples out. AWGs found use in simulation and
testing.

2.3. Phase-Locked Loop

PLL is the technology of choice for generating radiofre-
quencies and microwave frequencies for radio applica-
tions. PLL, also known as indirect synthesis, is a
negative-feedback loop structure that locks the phase of
the output signal after division to the reference. Synthesis
is simple because the variable counter (divider) N allows
the generation of many frequencies Fo

Fo¼NFr ðFo¼ output frequency;

Fr¼ referenceÞ
ð3Þ

by changing the division ratio N. Changing N is made easy
by the use of dual modulus devices, capable of dividing by
two (and sometimes more) ratios. For example, 64/65 or
128/129 are very common.

PLL chips are available in a great variety, in low power
and at very low cost, and include all the functionality nec-
essary with the exception of an external crystal, voltage-
controlled oscillator (VCO) and loop filter (mainly resistors
and capacitors). Convenience, economy, simplicity, and
ease of use made PLL a household name used in televi-
sion, radio, consumer electronics, cellular phones, and sat-
com terminals, practically in almost any conceivable
electronics radio (see Fig. 3).

When locked, PLL can be assumed to be a linear sys-
tem, and classical feedback theory can be applied for anal-
ysis. The most common PLL structure is of second order,
and there are two poles in the transfer function denomi-
nator: one from the VCO, with a Laplace domain transfer
function given by Kv/s (Kv is the VCO constant, phase is
the integral of frequency) and one from the loop filter hav-
ing a memory device (capacitor). The loop transfer func-
tion is given by

jo=jiðsÞ¼
2xonsþo2

n

s2þ 2xonsþo2
n

ð4Þ

on is the natural frequency and x is the damping, both
borrowed from classical control theory. on and x are given
by (for the active loop structure shown in Fig. 4)

on¼ ðK=T1NÞ0:5 and x¼onT2=2 ð5Þ

T1¼R1C, T2¼R2C, K ¼KvKp=N, KvðHz=VÞ, and Kp (V/
radian) are VCO and phase detector constants.

Overall performance is controlled by noise sources from
phase detector, divider, and other active components with-
in the loop bandwidth and by the VCO outside. Within the

Figure 2. Direct digital synthesizer block diagram and functionality.
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loop bandwidth, VCO noise is suppressed by the loop. PLL
noise sources within the loop are multiplied by 20 log(N),
which can be very significant when N is large. Typical
phase detector noise is in the �150 dBc/Hz range for well-
designed circuits. An advanced PLL technology known as
fractional-n allows lowering N and generating step size
smaller than Fr (hence fractional), thereby gaining phase
noise performance. The fractional principle requires dy-
namic changes in division ratio N, thereby causing spuri-
ous signals, which are compensated by either extra
filtering, analog feed forward correction (open loop), or
digital waveshaping techniques.
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FRIIS FREE-SPACE TRANSMISSION FORMULA
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The Ohio State University
Columbus, Ohio

1. STATEMENT OF THE FORMULA

For a free-space transmission path, the power Pr available
at the receiving antenna terminals is related to the power
input Pt at the transmitting antenna terminals by the
ratio

Pr

Pt
¼

AtAr

l2R2
ð1Þ

In this expression Ar denotes the effective area of the re-
ceiving antenna in the direction of the transmitter, At is
the effective area of the transmitting antenna in the di-
rection of the receiver, l is the wavelength, and R is the
distance separating the transmitting and receiving anten-
nas, all measured in compatible units (e.g., both powers in
watts, both areas in square meters, l and R in meters). An
alternative form is

Pr

Pt
¼

GtGrl
2

ð4pÞ2R2
ð2Þ

where Gt and Gr denote, respectively, the gain of the
transmitting antenna in the direction of the receiver and
the gain of the receiving antenna in the direction of the
transmitter, and l and R must be given in the same units.
For convenience, a decibel formulation is sometimes used.
Such formulations are obtained from Eq. (2) by setting
l¼ c/f, where c is the free-space velocity of light and f the
frequency, converting quantities to the desired units (e.g.,
R from meters to kilometers), taking the common loga-
rithm of both sides of the resulting equation, and multi-
plying by 10. Algebraic and arithmetic manipulation then
yield expressions such as

Pr;dbW¼Pt;dbWþGt;dBþGr;dB

� 20 log10 Rkm � 20 log10 fMHz � 32:4
ð3Þ

In this example of the decibel (dB) form of the formula, the
power at the transmitting antenna terminals, and the pow-
er available at the receiving antenna terminals are ex-
pressed in dBW (i.e., the power relative to one watt
expressed in decibels), the distance is given in kilometers,
and the frequency is given in megahertz. Other units might
have been used. The value of the constant (here � 32.4)Figure 4. Second-order loop circuits.

Figure 3. Phase lock loop block diagram.
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depends on the units used. In the decibel form of the for-
mula, the antenna gains are always specified in decibels.

2. ASSUMPTIONS

2.1. Free Space

The term ‘‘free space’’ implies that environmental effects,
such as the effects of the ground and of the atmosphere,
are negligible. This is sometimes a very good approxima-
tion. For example, in the case of a transmission from the
Earth surface to a satellite appearing not too near the ho-
rizon in the frequency range 500 MHz–10 GHz, the anten-
na will usually be sufficiently directive to prevent
substantial power from impinging on the ground. Also,
in this frequency range atmospheric effects are small.
Thus the Friis formulation is directly applicable. In oth-
er situations the free-space equation may be the starting
formulation to which corrections for other effects (e.g., at-
mospheric attenuation, attenuation due to refraction by
the ground) can be added. In fact, attenuation over a path
is often specified as the attenuation relative to that for the
same system in free space; the latter would be calculated
by the Friis transmission formula [1].

2.2. Far Field

The antennas must be in the far field (Fraunhofer region)
with respect to one another. This means that the distance
must be sufficient so that the transmitted field at the re-
ceiving antenna is a spherical wave that may be approx-
imated as a plane wave over the receiving antenna
aperture. A frequently used criterion is that the longest
and shortest paths between the two antenna apertures
should not differ by more than 1

16 wavelength.

2.3. Polarization

In this formulation it has been assumed that the polar-
ization of the wave at the receiving antenna is optimal for
that antenna; otherwise a polarization mismatch factor (in
the decibel formula, a polarization mismatch term) must
be included.

3. DERIVATION

Equations (1) and (2) can be derived easily from basic
physical principles. For a lossless, isotropic transmitting

antenna the power applied to the input terminals would
be spread uniformly over a sphere at radius R, giving a
flux density

Si¼
Pt

4pR2
ð4Þ

For an actual antenna, by the definition of antenna gain,
the field in the receiver direction is obtained by

S¼SiGt¼
PtGt

4pR2
ð5Þ

By definition of the effective area, the power available at
the receiving antenna terminals for optimum polarization
is given by

Pr¼SAr¼
PtGtAr

4pR2
ð6Þ

Use of the relationship between gain and effective area

G¼
4pA

l2
ð7Þ

then leads to either Equation (1) or (2).

4. HISTORICAL NOTE

The formulas (1) and (2) are named after Harald Trap
Friis, who published Eq. (1) in 1946 while a research en-
gineer at Bell Telephone Laboratories, Inc. [2] Mr. Friis
later became Director of Research in High Frequency and
Electronics at Bell Telephone Laboratories and was hon-
ored with numerous medals and awards for his technical
work and his leadership.
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1. INTRODUCTION

Galerkin’s method and the Rayleigh–Ritz method are per-
haps the primary techniques used in the computational
solution of boundary value problems and eigenvalue prob-
lems involving linear ordinary and partial-differential
equations. Galerkin’s method is also used for the disc-
retization of integral equations. In modern computational
electromagnetics (CEM), these methods form the basis for
the now ubiquitous method of moments (MoM) and finite-
element method (FEM) [1–6]. While the Rayleigh–Ritz
and Galerkin methods are in principle very different,
they often lead to the same set of discretized equations,
are closely related, and are often discussed as if they were
identical.

Both methods assume that the unknown function in
the problem at hand can be well approximated by a series
of basis or coordinate functions with unknown coefficients,
and both methods create a system of equations to solve for
these unknown coefficients. Because both methods use
basis functions, we will generically refer to Galerkin’s
method and the Rayleigh–Ritz method collectively as
basis function approaches.

In the Rayleigh–Ritz approach, the original problem is
reformulated as a variational problem. More specifically, a
functional (i.e., a function that maps functions to real
numbers) is created that has a stationary point (most of-
ten a minimum) at the solution of the differential equa-
tion. The basis function series is then substituted into this
functional, transforming the functional into a simple func-
tion of the unknown coefficients. Minimizing this function
with respect to the unknown coefficients gives rise to a set
of linear algebraic equations to be solved for the un-
knowns.

In the Galerkin approach, the basis function series is
substituted directly into the equation at hand. This equa-
tion is then projected onto each of the basis functions in
turn (in a manner to be explained in more detail below),
again giving rise to a set of linear algebraic equations to be
solved for the unknown coefficients.

Before discussing Galerkin’s method and the Rayleigh–
Ritz method in more detail, we note that these methods
are not the only methods used for the discretization of
differential and integral equations. Alternative methods
are used quite often in the CEM community, and a brief
discussion of these approaches serves to define the Galer-

kin and Rayleigh–Ritz methods by contrast. In the differ-
ential equations realm, the primary competitors to basis
function approaches are finite-difference methods [7–9].
Instead of approximating the unknown function as a se-
ries of basis functions, finite-difference methods seek to
find the value of the unknown function on a (usually very
regular) grid of points. The derivatives in the differential
equations are then approximated by finite differences,
leading to a set of linear algebraic equations to be solved
for the values of the unknown function at the grid points.

The primary competitor to basis function approaches in
the field of integral equations is the Nyström method
[10,11]. In the Nyström method, the integral in the inte-
gral equation is approximated using a numerical quad-
rature rule, and the resulting equation is enforced at the
quadrature points. This leads to a set of linear algebraic
equations for the value of the unknown function at the
quadrature points. Note that the primary difference be-
tween these techniques and the basis function approaches
discussed here is that the former methods do not use basis
functions at all, but instead seek to find the value of the
unknown function at a set of points. Thus, the nomencla-
ture ‘‘basis function approaches’’ serves to distinguish the
methods described here from these other point-based ap-
proaches. [Actually, even the point-based approaches may
be interpreted as basis function approaches with the prop-
er choice of basis and testing functions. Nonetheless, as
discussed above, the motivation for the point-based meth-
ods is completely different from that of the basis function
approaches. Most importantly, their governing equations
can be (and usually are) derived without reference to basis
function approaches at all.]

In the remainder of this article we discuss the two basis
function approaches in detail. Section 2 relates a brief
history of the two basis function approaches. Section 3
discusses the Rayleigh–Ritz method and provides exam-
ples of its application. The same is done for the Galerkin
approach in Section 4. Finally, Section 5 briefly discusses
the MoM and FEM, and gives a few examples of their
applications.

2. A BRIEF HISTORY OF BASIS FUNCTION APPROACHES

The history of basis function approaches begins with the
prolific third Lord Rayleigh (John William Strutt). Ray-
leigh was one of the most accomplished physicists of the
late nineteenth and early twentieth centuries; his accom-
plishments include the first correct explanation of the
blueness of the sky, and the discovery of the inert gas ar-
gon for which he received the Nobel prize in 1904 [12].
(Indeed, Rayleigh was so famous even in his own time that
he succeeded no less a physicist than James Clerk Max-
well to become the second Cavendish professor of exper-
imental physics at Cambridge University [12].) In his book
The Theory of Sound [13], Rayleigh describes a method for
the approximate determination of the lowest frequency of
vibration of an acoustical system. To verify the method, he
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first applies it to the problem of determining the lowest
frequency of vibration of a stretched string. His argument
and conclusions are presented here in a modernized
notation.

Consider a string length l with a constant mass density
r and tension t. The string is supposed to exist along the
line segment � l/2rxrl/2, and its height at position x and
time t will be denoted by y(x,t). Now, a natural mode of the
string occurs when y(x,t) is nonzero in the absence of an
external driving force. Since the natural modes of lossless
linear systems are always sinusoidal, the displacement of
the string may be taken to be

yðx; tÞ¼ vðxÞ cos ot ð1Þ

The total kinetic energy of the string can be expressed as

TðtÞ¼
1

2

Z l=2

�ðl=2Þ
r
@y

@t

� �2

dx¼o2 sin2 ot½ ~TTðvÞ� ð2Þ

where

~TTðf Þ¼
1

2

Z l=2

�ðl=2Þ
r½vðxÞ�2dx ð3Þ

Similarly, the total potential energy of the string may be
written as

VðtÞ¼
1

2

Z l=2

�ðl=2Þ
t
@y

@x

� �2

dx¼ cos2 ot½ ~VVðvÞ� ð4Þ

where

~VVðf Þ¼
1

2

Z l=2

�ðl=2Þ
t½v0ðxÞ�2dx ð5Þ

and the prime denotes differentiation.
The requirement that the energy of the system remain

constant implies that

d

dt
½TðtÞþVðtÞ� ¼ 0 ð6Þ

So long as oa0 (which indicates a trivial solution any-
way), the value of o corresponding to a given v(x) that
solves the appropriate wave equation is given by

o2¼
~VVðvÞ
~TTðvÞ

ð7Þ

In the paragraph preceding his derivation of this result
(which was slightly different than that presented here),
Rayleigh made a heuristic argument for discrete problems
that demonstrates that the minimum positive value of o
delivered by this expression (over all admissible functions
v) is in fact the minimum frequency of free vibration of the
system. He then suggested that formulas of the form of
Eq. (7) might be useful for computing the minimum free
vibration frequency of systems. Specifically, if a function

v(x) is a good approximation to the true solution, in error
by a linear quantity Dv, then the approximation of o2 will
be in error only by a quantity of order (Dv)2. Moreover, if a
set of functions ~uunðxÞ is substituted into Eq. (7), the best
estimate of o2 is necessarily the smallest.

For the problem given above, the true solution is found
when

vðxÞ¼uðxÞ¼ cos
px

l

� �
ð8Þ

for which

o2¼
p2t
rl2

ð9Þ

(We will always use the variable v to indicate arbitrary
functions, and the variable u to indicate true solutions.
Trial solutions are indicated by ~uun, where the subscript
indicates some parameter defining the trial.) Rayleigh
suggested testing the method with the set of functions

~uunðxÞ¼ 1�
2jxj

l

� �n

ð10Þ

for nZ1, for which

~TTð ~uunÞ¼
rln2

ðnþ 1Þð2nþ1Þ
ð11Þ

and

~VVð ~uunÞ¼
2tn2

ð2n� 1Þl
ð12Þ

These expressions lead to an approximation of the form

o2
n¼

2ðnþ 1Þð2nþ1Þ

2n� 1

t
rl2
¼ l2

n

t
rl2

ð13Þ

From this expression, l1¼
ffiffiffiffiffiffi
12
p

, off from the true value of
p by a little more than 10%. Similarly, l2¼

ffiffiffiffiffiffi
10
p

, a value
in error by 0.65%. The best possible value of n is the one
that minimizes Eq. (13); this value is nopt¼
1
2ð1þ

ffiffiffi
6
p
Þ � 1:72474. Using this value in Eq. (13)

gives rise to the value lnopt
¼ 3:1463 and a scant error of

0.149%.
Throughout the rest of The Theory of Sound, Rayleigh

continues to apply this method to problems that cannot be
solved analytically, especially problems involving inhomo-
geneous material parameters. While Rayleigh’s method as
presented above has been superceded by the Ritz (i.e.,
Rayleigh–Ritz) method described below, Rayleigh quo-
tients similar to Eq. (7) are still used today in numerical
linear algebra in the eigenvalue computation technique
known as Rayleigh quotient iteration [14].

Rayleigh’s method was generalized by the Swiss phys-
icist Walther Ritz shortly before he died of tuberculosis in
1909 [15]. Specifically, Ritz proposed a method for the
solution of physical problems expressed variationally;
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that is, as the minimization of some functional. Suppose
that a given physical problem involves the minimization of
a functional F(v), where v is an arbitrary admissible func-
tion. (Both eigenvalue problems and boundary value prob-
lems can be expressed in this way.) Ritz suggested that the
solution u be approximated as a series of the form

u � ~uuN ¼
XN

i¼ 1

xiui ð14Þ

where the xi are unknown coefficients and the ui are what
Ritz called ‘‘coordinate functions’’ [16,17]. (In modern par-
lance, these would be deemed basis functions.) These basis
functions are known functions that can well approximate
the unknown function u. (Notationally, they are differen-
tiated from the true solution by the existence of the sub-
script.) Substituting Eq. (14) into the functional yields a
function of the xi:

Gðx1; . . . ; xNÞ¼F
XN

i¼ 1

xiui

 !
ð15Þ

The difficult problem of minimizing the functional is now
reduced to the simpler problem of minimizing G. Thus, the
original problem can be approximately be solved by en-
forcing the equations

@G

@xi
¼ 0 ð16Þ

for i¼ 1; . . . ;N. Ritz also showed that under certain con-
ditions, if the basis function set ui is complete as N-N,
then the solutions obtained will converge to the true so-
lution [18]. (In addition, he asserted that it not possible, in
general, to say the same about the convergence of the
derivatives.) Ritz applied his method to find the deflection
of a fixed plate under a normal load, to solve Dirichlet’s
problem for the Laplace equation, to the computation of
the natural oscillation frequencies of a string, and to many
other more complex problems [16,17].

After Ritz, the story continues in Russia in 1913 where
a naval architect named Ivan Grigorievich Bubnov was
reviewing a paper on the stability of plates and beams
written by Stephen Prokofyevich Timoshenko. Tim-
oshenko was applying the Ritz method to the problem,
and Bubnov noted that the same results could be achieved
without resorting to variational expressions [18]. Specifi-
cally, Bubnov noted that the same equations generated by
the Ritz method could be more easily derived by simply
substituting the approximation of Eq. (14) into the origi-
nal differential equation, and then multiplying the result
by each basis function in turn and integrating over the
domain. Bubnov apparently believed, however, that the
basis functions needed to be orthogonal for the procedure
to be applicable. Nonetheless, because of this contribution,
the Galerkin method described below is often called the
Bubnov–Galerkin method, especially in the Russian liter-
ature.

In 1915, Boris Grigorievich Galerkin published a paper
entitled ‘‘Rods and plates. Series occurring in various

questions concerning the elastic equilibrium of rods and
plates,’’ in which he introduced the method that now bears
his name [19]. Formally identical to the method suggested
by Bubnov, Galerkin’s method drops the condition that the
basis functions be orthogonal. Furthermore, Galerkin
makes no mention of the Rayleigh–Ritz method, quite pos-
sibly cementing his name in history.

Both the Rayleigh–Ritz method and the Galerkin meth-
od are used today in the numerical solution of partial-
differential equations, and the Galerkin method is used in
the solution of integral equations as well. Specifically, the
Ritz method is used as the basis of the variational FEM
with very little change. Many authors trace the develop-
ment of the FEM to a 1943 paper by Richard Courant [15],
who suggests that the Ritz method be used together with
piecewise linear basis functions situated on a triangular
mesh. Modern variationally based FEM algorithms differ
little from this suggestion, and indeed the variational
FEM can be accurately characterized as the Ritz method
applied to finite basis functions.

Modern MoM and Galerkin-based FEM algorithms also
differ little from Galerkin’s original outline. Some ap-
proaches derive the set of equations to be solved by mul-
tiplying the equation with a set of functions other than the
original basis functions; this weighted-residual method is
a straightforward generalization of the original Galerkin
idea. (The functions iteratively multiplied by the equation
before integration are called weighting or testing func-
tions. Indeed, many MoM papers refer to the use of the
basis functions for testing as Galerkin testing. This serves
to differentiate Galerkin’s specific choice from the more
general approach discussed in Section 4.)

Since the history of basis function methods begins with
Rayleigh and Ritz, our discussion of the methods begins
with the method that today bears their names.

3. THE RAYLEIGH–RITZ METHOD

In this section, the Rayleigh–Ritz method is described in
detail. Because variational approaches are not familiar to
many readers, Section 3.1 describes the calculus of vari-
ations. Section 3.2 then discusses variational principles
important in mathematical physics. The Rayleigh–Ritz
method is finally described and applied to boundary val-
ue problems in Section 3.3. Finally, Section 3.4 describes
the application of the Rayleigh–Ritz method to eigenvalue
problems.

3.1. The Calculus of Variations

As mentioned in Section 2, a functional is a mapping from
some space of functions to some field (usually complex or
real numbers). In the context of the Rayleigh–Ritz meth-
od, the stationary point of such a functional corresponds to
the solution of some differential equation under study.
Thus, before proceeding to describe the Rayleigh–Ritz
method in more detail, a bit of the variational calculus
will be reviewed here. For simplicity, the discussion in this
section is restricted to one dimension.
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Consider the functional described by the integral

IðvÞ¼

Z b

a

Fðx; v; v0Þdx ð17Þ

where v is a function of x and v0 denotes the derivative of v.
The central problem in the calculus of variations is the
determination of the function v that gives a minimum or
maximum value to this integral, subject to the restrictions

vðaÞ¼ va

vðbÞ¼ vb

ð18Þ

Suppose that the minimum of Eq. (17) is achieved for some
function v(x)¼u(x). We wish to determine the differential
equation satisfied by u. Any other function that satisfies
the boundary conditions [Eq. (18)] can be written as

vðxÞ¼uðxÞþ ehðxÞ ð19Þ

if h(a)¼h(b)¼ 0. Moreover, in most variational approach-
es, the function h is assumed independent of e. (This re-
striction is called the case of weak variations in the
literature [20].) If the function F possesses continuous
partial derivatives, an application of Taylor’s theorem
gives

Fðx;uþ eh;u0 þ eh0Þ

¼Fðx;u;u0Þ þ e h
@Fðx;u;u0Þ

@u
þh0

@Fðx;u;u0Þ

@u0

� �
þOðe2Þ

ð20Þ

The first variation of I is denoted by dI, and can be defined
by the equation

dI¼ lim
e!0

Iðuþ ehÞ � IðuÞ

e
ð21Þ

From Eqs. (17), (20), and (21), the first variation of I is
given by

dI¼

Z b

a

h
@Fðx;u;u0Þ

@u
þh0

@Fðx;u;u0Þ

@u0

� �
dx ð22Þ

This ‘‘first variation’’ plays roughly the same role in the
calculus of variations that the derivative plays in the
standard calculus.

The form of Eq. (22) can be further simplified by ap-
plying integration by parts to the second term, and recall-
ing that h(a)¼h(b)¼ 0. This procedure gives a final form
for dI:

dI¼

Z b

a

h
@Fðx;u;u0Þ

@u
�

d

dx

@Fðx;u;u0Þ

@u0

� �� 	
dx ð23Þ

Since the value of I depends linearly on e, a minimum or
maximum of I can be achieved only if dI¼ 0 independent of
the choice of h. This observation leads directly to a differ-

ential equation first derived by Euler in 1744 [20], now
known as the Euler differential equation:

@Fðx;u;u0Þ

@u
�

d

dx

@Fðx;u;u0Þ

@u0

� �
¼ 0 ð24Þ

Much of physics can be formulated variationally, that is,
as the minimization of an appropriate functional. The his-
tory of modern variational approaches to physics begins
roughly with the work of Pierre de Fermat, and major
contributions were made by a host of eminent physicists
and mathematicians including Isaac Newton, Gottfried
Wilhelm von Leibnitz, Johann and Jacob Bernoulli, Jean
Le Rond d’Alembert, Joseph-Louis Lagrange, and William
Rowan Hamilton [21].

The particular genius of Rayleigh and Ritz was not in
this use of the calculus of variations to derive differential
equations or formulate physical problems, but to convert it
into a practical method for solving differential equations.
Specifically, if the solution to a differential equation can be
shown to minimize some functional, the Rayleigh–Ritz
method approximates the solution through an appeal to
the variational principle that describes it. (More generally,
the solution of the differential equation may make the
functional stationary, i.e., make its first variation vanish.)
Since the Rayleigh–Ritz approach hinges on the creation
of a variational principle, before discussing the method
itself, we describe a variational principle useful in the so-
lution of electromagnetic problems.

3.2. Variational Principles for the Scalar Helmholtz Equation

Consider the scalar Helmholtz equation

Lu¼ f ð25Þ

where L is the linear Helmholtz operator

Lv¼r . ðprvÞþ k2qv ð26Þ

u is an unknown function defined on some closed domain
O, k2 is a constant, and p, q, and f are known real functions
over the domain O. (For now, we assume that O is three-
dimensional, but the derivation presented here can easily
be specialized to fewer dimensions.) To completely char-
acterize u, boundary conditions must also be specified on
S, the boundary of O. To this end, assume that S is split
into two nonoverlapping parts SE and SN. On SE, the value
of the function is specified; i.e.,

u¼U ð27Þ

on SE, where U is a given function. On SN, the boundary
condition is assumed to be

@u

@n
þau¼U0 ð28Þ

where a and U are given functions, and qu/qn denotes the
outward normal derivative. (Of course, any of the given
data, a, U, or U0, can be taken to be zero.)
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We now show that the solution to this boundary value
problem is the function that satisfies Eq. (27) and makes
the functional

IðvÞ¼
1

2

ZZZ

O
½prv .rv� k2qv2þ 2fv�dO

þ
1

2

ZZ

SN

pv½av� 2U0�dS

ð29Þ

stationary. Because the boundary condition of Eq. (28) is
contained in the variational principle, it is said to be a
natural boundary condition. Equation (27), on the other
hand, is satisfied only by an explicit restriction of the
domain of the functional, and is thus termed an essential
boundary condition.

Using Eqs. (19) and (21), the first variation of I is given
by

dI¼

ZZ

O
½pru .rh� k2quhþ fh�dO

þ

ZZ

SN

hp½au�U0�dS

ð30Þ

Now, simple differential identities allow the first term in
dI to be simplified, since

pru .rh¼r . ½hpru� � hr . ½pru� ð31Þ

Substituting this expression into Eq. (30) and applying the
divergence theorem allows it to be written as

dI¼ �

ZZZ

O
h½r . ðpruÞþ k2qu� f �dO

þ

ZZ

SN

h p
@u

@n
þau�U0

� �
dS

ð32Þ

Because the function h is arbitrary, enforcing dI¼ 0
implies that each integral in Eq. (32) vanishes, which in
turn implies Eqs. (25) and (28) as was asserted. Note that
the application of the essential boundary condition is
indeed essential; Eq. (32) implies that if nothing is done
on SE, the variational principle will enforce the condition

@u

@n
¼ 0 ð33Þ

Similar variational principles may be derived for the vec-
tor Helmholtz equation, and may be found in Refs. 1 and 3.

3.3. Examples of the Rayleigh–Ritz Method for Boundary
Value Problems

Now that variational principles have been described, the
description of the Rayleigh–Ritz method itself is relatively
simple. Suppose that a variational expression I(v) for some
differential equation is available. The unknown u is

approximated by a series ~uu of the form

u � ~uuN ¼u0þ
XN

i¼ 1

xiui ð34Þ

where the ui, i¼ 0; . . . ;N, are known functions and the xi,
i¼ 1; . . . ;N, are unknown coefficients. If there are essen-
tial boundary conditions of the form of Eq. (27), the func-
tion u0 is assumed to satisfy them; if there are no such
conditions, u0 can be dropped. The remaining functions ui,
i¼ 1; . . . ;N, satisfy the homogeneous form of Eq. (27), thus
ensuring that the approximation of Eq. (34) satisfies the
essential boundary conditions. As described in Section 2,
substituting Eq. (34) into the functional gives rise to a
function of the variables xi. Stationary points of this func-
tional satisfy the N equations

@Ið ~uuNÞ

@xi
¼0 ð35Þ

which may then be solved to yield the xi.
As a first simple example of the Rayleigh–Ritz method,

consider finding the solution of the differential equation

@2u

@t2
¼36t2þ 12t� 4 ð36Þ

subject to the boundary conditions

uð1Þ¼uð�1Þ¼ 0 ð37Þ

The true solution to this problem, as is easily verified, is

uðtÞ¼ 3t4þ 2t3 � 2t2 � 2t� 1 ð38Þ

According to the recipe above, the functional for this prob-
lem is given by

IðvÞ¼

Z 1

�1

1

2

dv

dt

� �2

þ ð36t2þ 12t� 4Þv

" #
dx ð39Þ

Now, consider trial solutions of the form

~uuN ¼
XN�1

i¼ 0

xiþ 1tiðt2 � 1Þ ð40Þ

Note that each term in this series satisfies the homoge-
neous essential boundary conditions of Eq. (37). We exa-
mine the solutions given by the approximations ~uu1; ~uu2,
and ~uu3.

For ~uu1, the functional becomes

Ið ~uu1Þ¼
4

3
x2

1 �
64

15
x1 ð41Þ

Enforcing the condition of Eq. (35) gives the equation

8

3
x1¼

64

15
ð42Þ
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Thus, x1¼
8
5, and the approximate solution is given by

~uu1¼
8

5
t2 �

8

5
ð43Þ

Using trial function ~uu2 gives rise to the function

Ið ~uu2Þ¼
4

3
x2

1þ
4

5
x2

2 �
64

15
x1 �

16

5
x2 ð44Þ

The gradient of this function vanishes when

8

3
0

0
8

5

2
664

3
775

x1

x2

" #
¼

64

15

16

5

2
6664

3
7775 ð45Þ

giving rise to x1¼
8
5, x2¼ 2, and the approximate solution

~uu2¼ 2t3þ
8

5
t2 � 2t�

8

5
ð46Þ

Finally, using trial function ~uu3, the functional becomes the
function

Ið ~uu3Þ¼
4

3
x2

1þ
4

5
x2

2þ
4

105
x2

3þ
8

15
x1x3

�
64

15
x1 �

16

5
x2 �

64

21
x2

ð47Þ

The stationary point of this function occurs at the solution
of the equations

8

3
0

8

15

0
8

5
0

8

15
0

8

105

2
66666664

3
77777775

x1

x2

x3

2
664

3
775¼

64

15

16

5

64

21

2
66666664

3
77777775

ð48Þ

which is at the point x1¼1, x2¼ 2, x3¼ 3. In particular,
~uu3¼u, the exact solution. The exact solution and the two
other trial solutions are plotted in Fig. 1.

A few comments about these results are in order. The
error in each result can be computed in the relative L2

norm; that is, the error in an approximate solution ~uu rel-
ative to the true solution can be written as

Error¼

R 1
�1 ðu� ~uuÞ2dt
R 1
�1 u2dt

ð49Þ

Using this error criterion, the error in ~uu1 is about 29.3%,
and that in ~uu2 is 9.6%. Of course, ~uu3 is exact.

The large error in the first two approximations can be
traced to the fact that they simply cannot curve enough to
capture the true behavior of the solution. On the other
hand, the third approximation is exact because the true
solution lies in the space spanned by the basis functions

used to construct it; that is, since the exact solution can be
represented by ~uu3 with a proper choice of coefficients, the
Rayleigh–Ritz method returns the exact solution. This
highlights (in a fairly trivial way) the importance of basis
function selection in the Rayleigh–Ritz method; a judi-
cious choice of basis leads to good results fast, while a poor
choice of basis may result in a poor approximation. None-
theless, if a given set of basis functions is complete (i.e.,
can represent any function as the number of bases be-
comes large), the result will eventually converge.

The inclusion of inhomogeneous essential conditions
creates no major problems. Consider, for instance, the
problem of solving Eq. (36), subject to the boundary con-
ditions

uð1Þ¼ � uð�1Þ¼ 1 ð50Þ

The inclusion of these boundary conditions necessitates
adding a nonzero u0 function to the trial function of Eq.
(40) that satisfies the boundary conditions. The simplest
way to satisfy this criterion is to make the new trial
function

~uuN ¼ tþ
XN�1

i¼ 0

xiþ 1tiðt2 � 1Þ ð51Þ

and repeat the process. Substituting this function into the
functional does not alter it in any way except by adding a
meaningless value of 2 to the function Ið ~uuNÞ. (The added
value is meaningless in that it is annihilated by differen-
tiation in the minimization of the function.) The reason for
the simple result is clear; the exact solution to the new
boundary value problem is just

uðtÞ¼ 3t4þ 2t3 � 2t2 � t� 1 ð52Þ
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Figure 1. Approximate solutions of the boundary value problem
of Eqs. (36) and (37) using the Rayleigh–Ritz method. The dotted
line is ~uu1, the dashed line is ~uu2, and the solid line is ~uu3¼u.
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which is just the old solution, plus the new term t. Choos-
ing a different function to satisfy Eq. (50) would lead to
different results in general, but exact results will always
be obtained once the true solution can be expressed ex-
actly in terms of the basis functions. (In particular, if u0 is
chosen to be t3 instead of t, the solutions ~uu1 and ~uu2 will
change, but ~uu3 will still be exact. If instead u0¼ t5, the
exact solution will not be obtained until N¼ 4.) In short,
inhomogeneous essential boundary conditions do not alter
the procedure significantly.

We now examine Eq. (36) under natural boundary con-
ditions. To begin, note that in general Eq. (36) is incom-
patible with the simplest natural boundary condition, the
homogeneous Neumann condition u0(1)¼u0(� 1)¼ 0. This
is because integrating Eq. (36) between � 1 and 1 gives

u0ð1Þ � u0ð�1Þ¼ 32 ð53Þ

where the homogeneous Neumann boundary condition re-
quires this difference to vanish. The Rayleigh–Ritz method
cannot save us from an improperly formulated problem!

Thus, consider Eq. (36) subject to the boundary condi-
tions

� u0ð�1Þþuð�1Þ¼ 1

u0ð1Þ � 4uð1Þ¼ 2
ð54Þ

The exact solution to this problem is given by

uðtÞ ¼3t4þ 2t3 � 2t2 ð55Þ

The functional for this problem can be constructed with
reference to Eqs. (25)–(29), but only with some care. For
instance, the surface integral in Eq. (29) must be inter-
preted as merely the value of the integrand at the end-
points. Similarly, the normal derivative in Eq. (28) should
be interpreted as the usual derivative of the function at
the right endpoint of the interval, and minus the usual
derivative at the left endpoint of the interval. [The first
boundary condition in Eq. (54) is written in a form that
makes this explicit.] With these caveats in mind, the func-
tional to be minimized for this problem is

IðvÞ¼

Z 1

�1

1

2

dv

dt

� �2

þ ð36t2þ 12t� 4Þv

" #
dx

þ
1

2
v2ð�1Þ � 2v2ð1Þ � vð�1Þ � 2vð1Þ

ð56Þ

For this case, the trial function series will be constructed
as

~uuN ¼
XN�1

i¼ 0

xiþ 1ti ð57Þ

Substituting this trial function into the functional yields a
function of the form

Ið ~uuNÞ¼
1
2 xTAx� bTx ð58Þ

where b and x are column vectors of N elements and A is
an N�N matrix. Specifically, the ith element of x is xi,
and the ith element of b is given by the formula

b½ �i¼

i� 23

iþ 1
i even

3i2 � 58iþ16

i2þ2i
i odd

8
>><

>>:
ð59Þ

and the elements of A are given by

A½ �ij¼

2ij� 5i� 5jþ 4

iþ j� 1
iþ j even

�5 iþ j odd

8
><

>:
ð60Þ

The stationary point of this function occurs when Ax¼b.
Solving the set of equations for N¼ 2; . . . ; 5 gives the
solutions

~uu2¼ 1þ 2t

~uu3¼ �
3

5
þ2tþ

8

5
t2

~uu4¼ �
3

5
þ

8

5
t2þ 2t3

~uu5¼u¼ � 2t2þ 2t3þ 3t4

ð61Þ

These solutions are plotted in Fig. 2. As expected, ~uu5 is
exact, but the next best estimate, ~uu4, is about 22% in error.

This example further clarifies issues involved both
the Rayleigh–Ritz and Galerkin methods. First, problems
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Figure 2. Approximate solutions of the boundary value problem
of Eqs. (36) and (54) using the Rayleigh–Ritz method. The
dashed–dotted line is ~uu2, the dashed line is ~uu3, the dotted line is
~uu4, and the solid line is ~uu5¼u.
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involving natural boundary conditions generally involve
more unknowns than do those involving essential bound-
ary conditions. In the cases presented here, it is clear
that the exact solution to the differential equation is a
fourth-order polynomial. In the case of natural boundary
conditions, this implies that the solution has 5 degrees of
freedom. (Here we chose the coefficient of each monomial
term, but that specific choice is not necessary.) On the
other hand, essential boundary conditions limit the choice
of acceptable functions by forcing the functions with un-
known coefficients to have a value of zero at both ends of
the interval. In effect, for a one-dimensional problem, this
reduces the number of degrees of freedom by 2. (In this
case, the 2 degrees of freedom removed were the purely
constant and linear terms, since neither of these terms can
satisfy this condition.) In greater numbers of dimensions,
the savings can be even more profound.

The second observation that can be made here concerns
the choice of basis functions. The monomial basis func-
tions chosen here are a particularly bad choice, in that as
the order of the polynomials increases, the functions begin
to resemble one another. Because of this, the condition
number of the matrix A grows rapidly with increasing N.
Indeed, the only reason that this is not obvious in the ex-
ample presented is that the exact solution was obtained
before the condition number increased too much. If
the right-hand side of the differential equation were a
higher-order polynomial, or some other arbitrary function,
accurate results might require the inclusion of more mo-
nomials. Given the chosen basis, however, the inclusion of
more monomial terms would vastly increase the condition
number of the matrix, and thus potentially decrease
the accuracy of the solutions. Figure 3, which plots the
condition number of the matrix A versus the order of
approximation N, shows just how serious the problem can
become. With only 20 monomials, the condition number is

greater than 1012, so the solution x loses 12 digits of ac-
curacy relative to the accuracy with which b is computed.

3.4. The Rayleigh–Ritz Method for Eigenvalue Problems

As a final example of the Rayleigh–Ritz method, the fun-
damentally different eigenvalue problem is studied. We
will see in this section, however, that the procedure for
eigenvalue problems differs little from that for boundary
value problems.

Consider the differential equation

d

dt
t
du

dt

� �
þ k2tu¼ 0 ð62Þ

subject to the boundary conditions

u0ð0Þ¼uð1Þ¼ 0 ð63Þ

This equation will have solutions only for particular val-
ues of k called eigenvalues, and associated with each such
k will be an eigenfunction. For Eq. (62), the eigenfunctions
and eigenvalues are well known; in particular, the eigen-
functions of the equation are

umðtÞ¼J0ðkmtÞ ð64Þ

where J0 denotes the zeroth-order Bessel function and km

is its mth zero. [The superscript on u in Eq. (64) is used
only to differentiate the mth eigenfunction, which will be
denoted by a superscript, and the mth basis function,
which is denoted by a subscript. The superscript is there-
fore not an exponent, but no confusion should arise as we
will never have a need to exponentiate eigenfunctions.]

Using the recipe of Eqs. (25)–(29) leads to the functional
for this problem, which may be written as

IðvÞ¼

Z 1

0
t

dv

dt

� �2

þ k2tv2

" #
dt ð65Þ

(The extraneous leading factor of 1
2 has been dropped.) The

trial function employed in this example will be

~uuN ¼
XN

n¼ 1

xn cosðkntÞ ð66Þ

where

kn¼
2n� 1

2
p ð67Þ

These functions satisfy the essential boundary condition
at t¼ 1, and even the natural boundary condition at t¼ 0.
Of course, satisfaction of the natural boundary condition is
not necessary, but since the problem statement implies
that the solution will be an even function of t, the chosen
basis functions seem a reasonable choice for the represen-
tation of the solution. (They are indeed the basis for even
function Fourier series.)

Substituting the trial solution into the functional yields
the function

Ið ~uuNÞ¼xTAx� k2xTBx ð68Þ
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Figure 3. Condition number of the Rayleigh–Ritz matrix A in
terms of approximation order for a monomial basis.
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where, as usual, the vector x contains the unknown coef-
ficients xn, n¼ 1; . . . ;N, and A and B are N�N matrices.
Defining the Krönecker delta symbol dmn¼ 0 for man,
and dmm¼ 1, the elements of the matrices A and B are
given by the expressions

½A�mn¼

kmkn

ðkmþ knÞ
2
þ dmn

k2
m

4
for mþn even

�
kmkn

ðkm � knÞ
2

for mþn odd

8
>>><

>>>:
ð69Þ

½B�mn¼

dmn

4
�

1

ðkmþknÞ
2

for mþn even

�
1

ðkm � knÞ
2

for mþn odd

8
>>><

>>>:
ð70Þ

The extremum of the functional of Eq. (68) occurs when

Ax¼ k2Bx ð71Þ

so the original problem has been reduced to a generalized
algebraic eigenvalue problem. The eigenvalues of this
problem (which we will denote by Km,N) are approxima-
tions to the true eigenvalues, which in this case are the
roots of the zeroth-order Bessel function. The eigenvec-
tors, on the other hand, represent the weighting coeffi-
cients to be substituted into Eq. (66) to approximate the
eigenfunctions. Since eigenvectors and eigenfunctions are
unique only up to a multiplicative constant, all solutions
related here have been scaled so that ~uuNð0Þ¼J0ð0Þ¼ 1.

Figure 4 shows the first two approximations to the
eigenfunction associated with the smallest eigenvalue re-
turned by the Rayleigh–Ritz method. The true eigenvalue
is given (to double precision) by k1¼ 2.40482555769577;

the approximations associated with the two approxima-
tions shown in the figure are K1,1¼ 2.414 and K1,2¼ 2.406.
These numbers represent relative errors of 0.41% and
0.056%, respectively. In contrast to the previous examples,
this example illustrates how quickly the Rayleigh–Ritz
method can converge with a good choice of trial function.
Figure 5 shows the convergence of the eigenvalue approx-
imation itself as a function of the order of approximation.
The order of convergence is nearly cubic.

This example also highlights some of the advantages of
the Ritz method relative to Rayleigh’s original method.
While Rayleigh’s method provides only an approximation
to the smallest eigenvalue, the Ritz method actually pro-
vides estimates of all the lowest eigenvalues. For instance,
taking the fifth smallest eigenvalue of the algebraic eigen-
value problem results in an approximation of the fifth
smallest eigenvalue of the analytic problem. The true
value of the fifth eigenvalue is given by k5¼

14.93091770848779, and the first two estimates provided
by the Rayleigh–Ritz method are K5,5¼ 14.9399 and K5,6

¼ 14.9325, values that contain far less than one-tenth of
one percent error.

4. GALERKIN’S METHOD

In this section, Galerkin’s method is described. The meth-
od itself is described in Section 4.1, and Section 4.2 dis-
cusses its relationship with the Rayleigh–Ritz method.
Finally, Section 4.3 describes the weighted-residual method,
which is a generalization of the Galerkin method.

4.1. Description of the Method

Galerkin’s method is used to solve equations involving
linear operators. The operators may be integral operators,
differential operators, or even integrodifferential operators.
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For differential operators, the method is strongly related
to the Rayleigh–Ritz method (as will be demonstrated in
the next section), but it is much simpler to apply. (Indeed,
this is the main reason why the Rayleigh–Ritz method
takes up more space in this article than the Galerkin
method, which is ostensibly the main topic.)

An operator L is called linear if given two functions v
and w, and two scalars a and b

Lðavþ bwÞ¼aLvþ bLw ð72Þ

Galerkin’s method works by projecting the original oper-
ator equation, defined on a function space, onto a finite-
dimensional vector space. This is accomplished with the
help of an inner product. An inner product defined on a
complex vector space (such as the space of all complex
functions of N variables) is a complex scalar function of
two vectors (functions) that satisfies certain criteria. If v,
w, and s denote functions, and a and b are scalars, the
inner product /v,wS must be

1. Linear, that is

s;avþ bwh i¼a s; vh iþ b s;wh i ð73Þ

2. Hermitian, that is

v;wh i¼ w; vh i� ð74Þ

where the asterisk denotes complex conjugation.

3. Positive-definite, that is

v; vh i � 0 ð75Þ

with equality only if v¼ 0 [22].

While this is the commonly accepted mathematical
definition of inner products, in practical applications,
products that are not positive definite are often used.
Most often, such products are not Hermitian, but instead
are symmetric:

v;wh i¼ w; vh i ð76Þ

(Generally, such products are also not positive definite.) In
this article, we will not distinguish between the two, and
refer to any linear and symmetric or Hermitian scalar
functional of two functions as an inner product. In partic-
ular, over a three-dimensional domain O, the most com-
mon inner product definitions are

v;wh i¼

ZZZ

O
vwdO ð77Þ

for scalar functions v and w, and

v;wh i¼

ZZZ

O
v .wdO ð78Þ

for vector functions v and w. If these products are defined
over a real vector space, then the mathematical definition

of inner product is met by these functions. On the other
hand, if these products are used over a complex vector
space, they are not Hermitian or positive definite. Finally,
note that these definitions extend trivially to an arbitrary
number of dimensions.

Armed with this definition of inner product, Galerkin’s
method is simple to describe. Consider the equation

Lu¼ f ð79Þ

where L is a linear operator, u is an unknown function,
and f is a known function. As in the Rayleigh–Ritz method,
u is approximated by a series of basis functions of the form

u � ~uuN ¼u0þ
XN

i¼ 1

xiui ð80Þ

where the ui are called basis functions, and the xi are un-
known basis function coefficients. As in the case of the
Rayleigh–Ritz method, the extra function u0 is included to
satisfy inhomogeneous essential boundary conditions; we
will ignore it for the time being and discuss it in the next
section where boundary conditions are described.

Thus, assuming that there are no inhomogeneous es-
sential boundary conditions, the approximation of Eq. (80)
is substituted into Eq. (79). In view of the linearity of the
operator, the resulting equation may be written as

XN

i¼ 1

xiLui¼ f ð81Þ

Unfortunately, this equation is ill-posed; it is one equation
in N unknowns. To create a set of N equations that can be
solved for the xi, the inner product of Eq. (81) can be taken
with each basis function in turn. This procedure yields

XN

i¼ 1

xi um;Luih i¼ um;Lf

 �

ð82Þ

for m¼ 1,y, N; a set of N equations in N unknowns.
The advantage of this method relative to the Rayleigh–

Ritz approach should be obvious—the Galerkin approach
does not require the creation of a functional, which may be
difficult to find in some circumstances. The disadvantage
of the Galerkin approach is that boundary condition ap-
plication is not as elegant, and the difference between es-
sential and natural boundary conditions is not as clear.
Nonetheless, Galerkin’s method and the Rayleigh–Ritz
method are closely related, as the discussion in the next
section will demonstrate. (As was mentioned in the intro-
duction, the genesis of Galerkin’s method can be found in
I. G. Bubnov’s comment that the Rayleigh–Ritz equations
could be derived more simply.)

4.2. Boundary Conditions and Relation to Rayleigh–Ritz

To demonstrate the application of boundary conditions in
Galerkin’s method, and to elucidate its relation to the
Rayleigh–Ritz method, we once again consider the model
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problem defined by Eqs. (25)–(28). The first step in the
Galerkin method is the creation of a trial function and its
substitution into the equation. In this discussion, the trial
function will be that given by Eq. (80), where, as usual, we
assume that u0 satisfies the inhomogeneous essential
boundary condition on SE, and that the remaining ui sat-
isfy the homogeneous version of the same essential bound-
ary condition on SE. Substituting the basis function
series into the differential equation results in the specific
equivalent of Eq. (81), a single equation in N unknowns
given by

XN

i¼ 1

xi r . pruið Þþ k2qui

� 
¼ f � r . pru0ð Þ � k2qu0 ð83Þ

To derive a set of N equations, this equation is multiplied
by each of the functions um, m¼ 1; . . . ;N, in turn, and in-
tegrated over the domain [i.e., the inner product of
Eq. (83) is taken with each of the basis functions in
turn.] This procedure yields a set of N equations that
may be written as

XN

i¼ 1

xi

ZZZ

O
½umr . ðpruiÞþ k2qumui�dO

¼

ZZZ

O
½umf ¼umr . ðpru0Þ � k2qumu0�dO

ð84Þ

This equation can be simplified using Eq. (31) (with h¼um

and u¼ui) and the divergence theorem, resulting in

XN

i¼ 1

xi

ZZZ

O
½�prum .ruiþ k2qumui�dO

�

þ

ZZ
�

S

pum
@ui

@n
dS

	

¼

ZZZ

O
½umf þprum .ru0 � k2qumu0�dO

�

ZZ
�

S

pum
@u0

@n
dS

ð85Þ

Now, the surface integrals in Eq. (85) vanish over SE since
the functions um satisfy homogeneous essential boundary
conditions there by construction. On the other hand, on
SN, ~uuN must satisfy the natural boundary condition of
Eq. (28). Substituting this equation into Eq. (85) yields

XN

i¼ 1

xi

ZZZ

O
½�prum .ruiþ k2qumui�dO

�

�

ZZ

SN

paumuidS

	

¼

ZZZ

O
½umf þprum .ru0 � k2qumu0�dO

þ

ZZ

SN

pumðau0 �U0ÞdS

ð86Þ

for m¼ 1; . . . ;N. This is the final form of the Galerkin
equations.

Equation (86) may be related to the Rayleigh–Ritz
approach for this problem very simply. Direct substitution
of the trial function into the functional of Eq. (29) gives

Ið ~uuNÞ ¼
1

2

XN

i¼1

XN

m¼ 1

xixm

ZZZ

O
½prui .rum � k2quium�dO

�

þ

ZZ

SN

apuiumdS

	

þ
XN

m¼ 1

xm

ZZZ

O
½umf þpru0 .rum � k2qu0um�dO

�

þ

ZZ

SN

pumðau0 �U0ÞdS

	

ð87Þ

if constant terms involving u0 alone are ignored. (Such
terms will be annihilated by differentiation in the Ray-
leigh–Ritz procedure.) Differentiating this equation with
respect to each unknown and setting the result equal to
zero clearly yields the same set of equations as the Galer-
kin method. Thus, all the examples of Section 2 apply
equally well to Galerkin’s method. In particular, all the
same integrals will be computed, and the equations de-
rived will be identical (except for possibly a meaningless
shared factor that multiplies all of the equations).

The close relationship between the Rayleigh–Ritz and
Galerkin methods can be clarified by studying the meth-
ods from a geometric/linear algebraic point of view. For
this discussion, we will assume that the inner product
employed actually satisfies conditions 1–3 listed at the be-
ginning of Section 4.1, and that we are dealing with real
functions and operators. In this case, the norm (i.e.,
length) of a function (vector) can be defined by

vk k2¼ v; vh i ð88Þ

Assume further that we are trying to solve Eq. (79), where
L is a positive definite operator, that is

v;Lvh i � 0 ð89Þ

for all functions v, and equality holds only if v¼ 0. (Many
physical problems in which the Rayleigh–Ritz method is
applied involve positive definite operators. In particular,
many variational principles are derived from energy con-
siderations.)

Given that L is positive definite, an alternative inner
product (called theL inner product) can be defined by the
equation

u; vh iL ¼ u;Lvh i ð90Þ

This inner product gives rise to its own norm (theL norm)

vk k2L¼ v; vh iL ð91Þ
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much as the original inner product induced a norm. As-
suming that ~uuN is a trial function defined in the usual way,
we may seek to approximate the solution of Eq. (79) by
demanding that the coefficients of ~uuN be chosen to mini-
mize (half the square of) theL norm of error given by

Ið ~uuNÞ¼
1

2
ðu� ~uuNÞ;Lðu� ~uuNÞ

 �

¼
1

2
~uuN ;L ~uuNh i � ~uuN ; f


 �
þ

1

2
u;Luh i

ð92Þ

This is the Rayleigh–Ritz approach.
Actually performing the minimization gives rise to N

equations for the xi, which may be written as

XN

i¼ 1

xi um;Lui � f

 �

¼ 0 ð93Þ

for m¼ 1; . . . ;N. These are the Galerkin equations. More-
over, Eqs. (93) can be written in the form

um; ~uuN � uð Þ

 �

L
¼ 0 ð94Þ

which shows that the Galerkin method imposes the con-
dition that the error beL orthogonal to the space spanned
by the basis functions. Thus, in short, the equivalence of
the Rayleigh–Ritz and Galerkin methods in many situa-
tions can be traced to the observation that the shortest
distance between a point an a line is given by the orthog-
onal projection of the point onto the line. In fact, these
observations are critical not only to the numerical formu-
lation of electromagnetic problems but also to the creation
of iterative solvers (like the conjugate-gradient method)
that can be used to solve the equations once they are
created [23].

4.3. Weighted-Residual Methods

The Galerkin method is actually a special case of a more
general set of numerical techniques called weighted-resid-
ual methods. Weighted residual methods begin the solu-
tion of Eq. (79) in the same way as the Galerkin method—
by inserting an appropriate combination of basis functions
into the equation and arriving at Eq. (81). Instead of tak-
ing the inner product of Eq. (81) with the basis functions,
however, weighted-residual methods take the inner prod-
uct with a set of N testing functions vm, m¼ 1; . . . ;N,
resulting in the set of equations

XN

i¼ 1

xi vm;Luih i¼ vm; f

 �

ð95Þ

If vm¼um, Galerkin’s method is recovered.
Two other choices of testing function are worth men-

tioning. First, if the testing functions are taken to be Dirac
delta functions shifted to testing points tm, that is

vmðtÞ¼ dðt� tmÞ ð96Þ

the point collocation method is derived. Specifically, sub-
stituting Eq. (96) into Eq. (95) yields a set of equations of
the form

XN

i¼ 1

xiðLuiÞðtmÞ¼ f ðtmÞ ð97Þ

The point collocation method thus enforces the original
operator equation exactly over a finite set of points.

Second, in the least-squares method, the testing func-
tions are chosen to be

vm¼Lum ð98Þ

Using these testing functions leads to a method that min-
imizes the (usual) norm of the residual. These alternative
methods can be useful when the Galerkin method is dif-
ficult to apply for one reason or another. In particular,
point collocation is often very simple to apply. On the other
hand, the least-squares method has the advantage that it
always leads to symmetric, positive definite systems of
equations.

5. THE FINITE-ELEMENT METHOD AND THE METHOD
OF MOMENTS

In this final section, we briefly describe FEM and MoM,
the two most widespread applications of Galerkin’s meth-
od and the Rayleigh–Ritz method in electromagnetics. No
attempt is made to make this discussion in any way com-
plete; other articles in this encyclopedia cover these meth-
ods in detail.

The finite-element method is simply the application of
the Rayleigh–Ritz or Galerkin method to differential equa-
tion problems using subsectional basis functions, that is,
basis functions that do not span the entire problem do-
main. The FEM has a rather long history, as it was first
suggested by Richard Courant during World War II [15].

As an example of the finite-element method, we will
demonstrate how it can be used to determine the bandgap
of a two-dimensional photonic bandgap (PBG) structure.
The unit cell of the PBG lies in the x–y plane and is shown
in Fig. 6. Unshaded areas correspond to free space, and
shaded areas correspond to a material of relative permit-
tivity er¼13 and relative permeability mr¼ 1. The differ-
ential equation associated with this problem is Eq. (25),
with u¼Ez, the z component of the electric field, p¼ 1/mr,
q¼ er, f¼ 0, and k¼o/c, where c is the speed of light in
vacuum and o is the angular frequency of the wave. Be-
cause the structure is periodic, the wave must satisfy the
Floquet boundary condition, that is

uðSRÞ¼uðSLÞ expð�jkxd� jkydÞ

uðSTÞ¼uðSBÞ expð�jkxd� jkydÞ
ð99Þ

where d is the length of a side of the unit cell (which will
be taken as unity in this example) and kx and ky are real
numbers. This is an essential boundary condition.
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The goal in the solution of this eigenvalue problem is to
find the frequencies of propagation allowed for each com-
bination of kx and ky, and in particular to determine
whether there are any frequency ranges in which propa-
gation is disallowed. (The eigenvalues of such a problem
are actually periodic in kx and ky, so the search can be ac-
complished in a finite amount of time.) Bandgaps are
those ranges of the frequency axis over which propaga-
tion is not allowed.

To apply the FEM to this problem, the structure is first
meshed with triangles as shown in Fig. 6. A basis function
is associated with each node in the mesh that is one at its
node and falls off linearly to zero at each node connected to
it. In particular, these basis functions are subsectional;
they vanish identically on triangles not connected to the
associated node.

A set of equations can be created by applying either
Galerkin’s method or the Rayleigh–Ritz method using
these subsectional bases. The essential boundary condi-
tion can be enforced by ensuring that nodes on the bound-
ary are related by Eq. (99); this eliminates the unknowns
associated with two edges of the mesh. Specifically, the
unknowns associated with the white circles in Fig. 6 can
be eliminated by expressing their values in terms of the
values of the unknowns located at the black circle nodes.
In the end, the result of this procedure is a generalized
eigenvalue problem for the eigenvalues o2 and the asso-
ciated eigenvectors that represent the electric field of the
mode in question. Figure 7 shows the band structure of
the lowest two bands for this PBG structure computed by
the FEM with 400 unknowns. (The band structure dia-
gram shows the allowed values of o for each kx,ky pair.) A
large bandgap is evident.

As a final example of Galerkin’s method, we present an
example of the method of moments. In computational elec-
tromagnetics circles, MoM refers to the use of the weight-
ed-residual method for the solution of integral equations.
Here, we will provide an example of Galerkin’s method

(i.e., the method where the testing functions are chosen to
be the basis functions) specifically. In particular, we dem-
onstrate an application of the MoM to scattering from
conducting objects.

Thus, let the surface of a perfect conductor situated in
free space be denoted by S, and imagine that the conductor
is illuminated by an electric field Einc(r). (Since the for-
mulation of this problem is standard in the literature, we
drop the usual notation of using u as the problem solution,
ui as the basis functions, and so on, in favor of a more
standard MoM notation.) This incident field will induce a
current J(r) on the surface of the scatterer, which radiates
a scattered field in such a way to exactly cancel the inci-
dent electric field tangential to the scatterer. Mathemat-
ically, the current must satisfy the electric field integral
equation

Einc
ðrÞ¼ jkZ

ZZ

S

Jðr0Þ
e�jkjr�r0 j

4pjr� r0j
dS0

�
Z
jk
r

ZZ

S

½r0 .Jðr0Þ�
e�jkjr�r0 j

4pjr� r0j
dS0

ð100Þ

tangential to the surface of the scatter, where Z is the im-
pedance of free space, and k¼o/c, where c is the speed of
light in vacuum and o is the angular frequency of the
wave. The integral over dS0 indicates that r0 is the inte-
gration variable, and the prime over the nabla symbol in-
dicated differentiation with respect to r0.

Assuming that the set of basis functions is denoted by
Bi(r), i¼ 1; . . . ;N, and that the inner product used in the
formulation of the problem is that of Eq. (78), an applica-
tion of Galerkin’s method gives rise to a matrix equation of
the form

Ax¼b ð101Þ

where x is a vector of unknown weighting function coef-
ficients. The elements of b are given by

½b�m¼

ZZ

S

Einc
ðrÞ .BmðrÞdS ð102Þ

SL

SB

SR

ST

Figure 6. A meshed PBG structure. Circles indicate node loca-
tions.
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and (if the chosen basis is divergence-conforming [24,25])
the elements of the matrix A are given by

½A�mi¼ jkZ
ZZ

S

ZZ

S

Biðr
0Þ .Bmðr

0Þ
e�jk r�r0j j

4p r� r0j j
dS dS0

þ
Z
jk

ZZ

S

ZZ

S

½r .Biðr
0Þ�½r .BmðrÞ�

�
e�jk r�r0j j

4p r� r0j j
dS dS0

ð103Þ

Solving Eq. (101) yields an approximation of the current,
which can then be used to compute (for instance) the radar
cross section of the object.

This technique was applied to the computation of the
radar cross section of a 1-m-diameter sphere at 100 MHz.
The sphere was meshed with 32 spherical triangle patch-
es, and the current was discretized into 160 quadratic ba-
sis functions on these patches. The geometry model was
exact; that is, the sphere was not approximated as a union
of flat triangles. The details of the basis functions them-
selves may be found in Ref. 24; they are generalizations of
the well-known linear Rao–Wilton–Glisson basis functions
[25]. The radar cross section computed by the MoM tech-
nique is shown in Fig. 8, where it is compared to the result
returned by the exact analytic solution (Mie series). The
two results compare well. While the computation of the
matrix elements in this case is far more complicated in
this case than in all of the previous cases, in principle this
example is a straightforward application of the Galerkin
method. Thus, although the integrals in Eqs. (100) and
(103) require numerical integration of functions that are
often singular, no essential complication is introduced into
Galerkin’s method.
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GALLIUM ARSENIDE TECHNOLOGY AND
APPLICATIONS
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1. INTRODUCTION

Starting from the early 1970s, the increasing request for
solid-state devices operating at microwave frequencies
lead to investigations of semiconductor structures as al-
ternatives to silicon. The properties of III–V compound
materials exhibited favorable characteristics for that pur-
pose, despite inherent limitations in wafer reproducibility
and yield. Among various solutions, gallium arsenide gen-
erated interest and eventually emerged as the favorite
material for high-frequency applications due to the high
carrier mobility compared with silicon devices. To produce
high-quality gallium arsenide crystals, scientists needed
to solve a number of problems, including the need to un-
derstand the process in which chemical impurities, intro-
duced either intentionally or unintentionally, are
distributed during crystal growth. Operating at higher
speed and using less power, electronic devices made from
gallium arsenide crystals have several theoretical advan-
tages over silicon.

The advantages in speed and high-frequency perfor-
mance of GaAs are slightly offset by the manufacturing
process limitations of GaAs, in terms of both complexity
and reproducibility as opposed to Si. A relevant limitation,
for instance, is the maximum wafer dimension (today only
4–6 in. in diameter, compared to the present 12 in. for sil-
icon). This limitation reduces the number of devices per
wafer, and thus the final monetary value of each wafer.
The size limitation is due to the limited robustness of the
bulk material. In addition, the device reliability is much
lower than in Si; therefore GaAs is not suitable for very
complex circuits. GaAs devices find application at RF and
microwave frequencies for both linear and high-speed log-
ic applications. RF devices and ICs are used in consumer
electronics to meet specifications beyond Si device capa-
bilities. GaAs microwave devices find extensive use in
consumer applications as well in sophisticated warfare
electronics. GaAs devices are used in the form of discrete
components or microwave monolithic integrated circuits
(MMICs). GaAs also exhibits relevant optical properties
and finds extensive applications in optoelectronics, includ-
ing LEDs, laser diodes, and solar cells; this issue, however,
will not be addressed in this article.

2. MATERIAL PROPERTIES

Like many other III–V compounds, gallium arsenide crys-
tallizes in the zincblende structure, whose name derives
from the ZnS mineral. The primitive cell (Z¼ 1) of the
zincblende crystal structure is shown in Fig. 1. It can be
described as the result of two face-centered cubic (fcc) lat-
tices of gallium (Ga) and arsenic (As) reciprocally pene-

trating and shifted relative to each other by a quarter of
the cube diagonal.

Unlike the tetrahedral atomic configuration of silicon
and germanium, in the zincblende structure the midpoint
between two nearest atoms is no longer a center of inver-
sion. Because of this lack of inversion symmetry, in a gal-
lium arsenide lattice, the directions [111] and ½1 1 �11� are
not equivalent. The bonds between nearest Ga and As at-
oms are in the [111] direction, while the closest equivalent
atoms (Ga-Ga or As-As) are in the [11 0] direction. The
[111] plane, which is perpendicular to the [111] direction,
is usually known as the gallium plane, while the ð �11 �11 �11Þ
plane is known as the arsenic plane. If the GaAs crystal is
cleaved on the (111) plane, the wafer surface is made up of
either gallium atoms with one free bond and three bonds
with the layer below, or arsenic atoms with three free
bonds and only one bond with the layer below. The oppo-
site situation is obtained on the ð �11 �11 �11Þ plane.

Unlike silicon or germanium crystals, which are
cleaved on the (111) plane, GaAs crystals are usually
cleaved along the (0 11) or ð0 1 �11Þ plane since, because of
the partially heteropolar bonds between gallium and ar-
senic, the zincblende structure does not easily break along
the (111) plane. At T¼ 300 K the lattice constant of the
GaAs crystal is 5.653 Å and its thermal conductivity is
0.55 W cm�1

1C�1.
The energy band diagram of gallium arsenide at T¼

300 K is shown in Fig. 2. Like many other III–V com-
pounds, GaAs is a direct-bandgap material; this means
that the top of the valence band (light and heavy holes)
and the bottom of the main conduction band valley (the &

valley) are located in the same point in the wavevector
space. The conduction band also has two more valleys, one
in the /111S direction and one in the /1 0 0S direction,
respectively known as the L valley and the X valley. At
room temperature the energy gap Eg between the & val-
ley and the top of the valence band is 1.42 eV; in the same
conditions the gaps between the top of the valence band
and the bottoms of the two secondary valleys of the con-
duction band are 1.71 eV for the L valley and 1.90 eV for
the X valley. The top of the splitoff subband is 0.34 eV be-
low the top of the light- and heavy-hole bands.

All energy values reported are temperature-dependent;
in the range 0–1000 K Eg can be calculated using the

Figure 1. The zincblende primitive cell.
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following relation:

EgðTÞ¼ 1:519� 5:405� 10�4 .
T2

Tþ 204
ðeVÞ ð1Þ

The intrinsic carrier concentration is given by

ni¼ NC .NVð Þ
1=2exp �

Eg

2kbT

� �
ðcm�3Þ ð2Þ

Taking into account the nonparabolic behavior of the G
valley and the contributions from the X and L valleys, the
effective densities of states NC and NV can be calculated
from the following relations:

NC¼ 8:63� 1013 .T3=2½1� 1:93�104 .T

� 4:19� 108 .T2þFLXðTÞ� ðcm�3Þ

FLXðTÞ¼ 21 . exp �
EGL

2kbT

� �
44 . exp �

EGX

2kbT

� �

NV ¼ 1:83� 1015 .T3=2ðcm�3Þ

ð3Þ

where EGL and EGX are the energy gaps between the main
and the two secondary valleys.

The effective masses of carriers are reported in Table 1
(m0¼ 9.11�10� 31 kg is the electron inertial mass).

The field dependence of the electron drift velocity is
depicted in Fig. 3; the negative differential mobility be-
havior is due to the increase of the carrier concentration in
the L and X valleys for high electric fields. The solid curve
was calculated by Pozhela and Reklaitis [Solid State Elec-
tron. 23(9):927–933 (1980)], dashed and dotted curves are
measured data at room temperature.

Modern monolithic devices such as HBTs and HEMTs
are based on the properties of wide-bandgap heterojunc-
tions. Figure 4 illustrates the relationship between band-
gap and lattice constant for various alloys in the InGaAsP
and AlGaAsSb systems.

As can be seen in Fig. 4, gallium arsenide has nearly
the same lattice constant of aluminum arsenide (AlAs); at
the same time the bandgap difference between the two al-
loys is quite high (0.8 eV). This implies that the Alx-

Ga1� xAs ternary compound has in any case a lattice

Energy T=300 K Eg = 142 eV

E1 = 1.71 eV
Ex = 1.90 eV

Eso = 0.34 eV

L Valley

Γ Valley

X Valley

<100> <111>

Wave vector
Heavy holes

Light Holes

Split-off band

E1

0

Ex

Eg

Eso

Figure 2. The zincblende primitive cell.

Table 1. Effective Masses of Carriers

Conduction band (G valley) mG¼0.063 m0

(L valley) mL¼0.085 m0

(X valley) mX¼0.085 m0

Valence Band Light holes mlh¼0.082 m0

Heavy holes mhh¼0.51 m0

Splitoff mso¼0.15 m0
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Figure 3. Electric field dependence of the electron drift velocity.
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constant very close to that of gallium arsenide with a
bandgap energy that can be modulated by correctly choos-
ing the alloy composition x.

The properties of the GaAs/AlAs system can be
applied to build a wide range of nearly lattice-matched
heterojunctions starting from a binary GaAs substrate.
The bandgap difference can be further increased by grow-
ing a series of AlxGa1� xAs and InyGa1� yAs layers on a
gallium arsenide substrate, as is done in a GaAs pseu-
domorphic HEMT. In this case, anyway, the lattice mis-
match between GaAs and the InyGa1� yAs compound
quickly rises as the indium alloy composition y is
increased.

3. GaAs MMIC FABRICATION

GaAs MMICs are manufactured starting with a wafer of
semiconductor material. These wafers are sliced from a
large single crystal, known as a boule. Boules are grown
by the well-known Czochralski crystal growth method,
which is substantially the same as the technique used for
silicon and other semiconductors. Basically, a small seed
crystal is lowered to the surface of the melting material,
and then slowly lifted up. In this manner, it draws with it
layer by layer of molten material, which cools gradually,
resulting in a single crystal with the same crystalline
structure as the seed crystal. Actually, growing compound
semiconductors is slightly complicated because the vapor
pressures of the constituent materials are different. A
suitable encapsulate, together with a high pressure of in-
ert gas within the growth chamber, is employed in order to
prevent this problem.

After slicing the boules to thin wafers, their surface is
smoothed by mechanical and chemical treatments, so that
its roughness is reduced to an atomic layer level. The ob-
tained product is the basic material for MMIC microfab-
rication.

GaAs-based devices need a mesastructure compound
by several layers of different material alloys. Their thick-
ness and molar fraction must be known quite accurately.
So, process requirements are intrinsically dissimilar from
what can be obtained by diffusion doping techniques,
which are typically applied in traditional Si-based micro-
circuit fabrication. Consequently, epitaxial deposition is
the most popular and perhaps the only method employed
in fabricating GaAs MMICs. In the following sections two
main techniques, molecular-beam epitaxy and metallor-
ganic chemical vapor deposition, will be described.

These techniques allow the production of high-quality
layers with very abrupt interfaces and good control of
thickness, doping, and composition. In fact, they are also
compatible with accurate growth measurement systems,
such as the reflection high-energy electron diffraction
method.

Photolithography and etching are then performed in
order to selectively remove material from the sample, re-
sulting in the effective transfer of the design layout to the
chip. This kind of technology is not limited to GaAs pro-
cessing, and its description is beyond the purpose of this
section. Multiple metallization layers can be added by

thin-film vacuum evaporation, sputtering, or electroplat-
ing; additional sacrificial layers can be grown to allow air-
bridge construction. Again, masks are used to control the
geometry of the metal film on the device.

4. MOLECULAR-BEAM EPITAXY

Molecular-beam epitaxy (MBE) was developed in the early
1970s as a means of growing high-purity epitaxial layers
of compound semiconductors.

The working principle of MBE is shown in Fig. 5. A
sample wafer is heated in a chamber, and eventually it is
kept in rotation; then, solid sources materials are placed
in evaporation cells to provide an angular distribution of
atoms or molecules in a beam. Every source is connected to
the chamber via a shutter, so that the flux of material can
be externally controlled with accuracy. Atoms and mole-
cules combine onto the wafer surface, and epitaxial layers
of the desired compound material grow on the sample.

However, some practical issues drastically complicate
the construction of a real MBE system. First, the chamber
is kept in ultra-high-vacuum (UHV) environment. Actu-
ally, the molecular-beam condition that the mean-free
path of the particles should exceed the geometric size of
the chamber is easily fulfilled if the total pressure does not
exceed 10� 5 torr. Nevertheless, the condition for growing
a sufficiently clean epitaxial layer typically requires the
partial pressure of the background residual vapor to be
less than 10�11 torr. Thus, the total pressure is kept as low
as reasonably possible—around 10�7 torr—and liquid N2

cryopanels, together with cryopumps, act as a screening
around the substrate, minimizing spurious fluxes of atoms
and molecules from the chamber walls while reaching the
desired level of residual vapor and undesired gas partial
pressure. Moreover, the materials of the chamber are cho-
sen so that they minimize the rate of gas evolution (e.g.,
pyrolytic boron nitride, molybdenum, tantalum) and a
special maintenance is applied: a 24-h bakeout of the
whole chamber at 2001C after each vent, and heating of
the windows at 3001C for a couple of hours to prevent
them from being coated.

RHEED 
gun

Sample block/ 
substrate heater

Ionization/ 
BEP gauge

To buffer 
chamber

Cryopanels
CAR 

assemblyFluorescent 
screenShutters

Effusion cells

Figure 5. MBE process setup.
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Then, a proper temperature has to be chosen for the
substrate. Consider one of the key points of MBE, namely,
that when particles from the molecular beam reach the
sample surface, they are not immediately included in the
crystalline structure; instead, they should be able to mi-
grate on the wafer for a relatively long path. In this man-
ner, atoms are allowed to ‘‘search’’ for a minimum energy
site, which is always at the edge that rises on a layer when
a isle of atoms is forming a new layer because there are
forces attracting the atom from both the bottom and the
lateral side. This is important since the crystal does not
grow randomly, and then grows roughly, but some initial
atoms form isles that gradually expand until they coalesce
to cover the whole surface. Consequently, the growth pro-
ceeds spontaneously layer by layer, resulting in an ex-
tremely homogeneous and controllable epitaxial
deposition. Now, it is straightforward that the higher the
wafer temperature, the longer the migration path of the
atoms on its surface. However, looking at the phase dia-
gram of a binary compound, one can conclude that there is
a temperature over which the pressure of the more volatile
component (in the GaAs case it is arsenic) increases more
rapidly, a minimum for a suitable stoichiometry of the sol-
id phase no longer exists, and a liquid gallium phase is
created. Hence, a temperature below 6301C is required for
GaAs substrates.

The effusion cells are independently heated at accu-
rately controlled temperatures, so that the contained
atomic species are able to escape by thermoionic emission.
Since the typical rate of growth with MBE is as slow as
that around a single monolayer per second, shutters posed
in between the sources and the wafer can easily control
the composition of the global flux of particles reaching the
semiconductor surface, with up to 1% accuracy.

5. METALLORGANIC CHEMICAL VAPOR DEPOSITION

MOCVD (metallorganic chemical vapor deposition) or
MOVPE (metallorganic vapor-phase epitaxy) is another
widely used method of creating controllable epitaxial lay-
ered structures by atomic deposition over a substrate ma-
terial.

This method involves passing metal oxides in an inert
gas across a workpiece to deposit a layer of metal oxide on
the surface. MOCVD is utilized largely by the semicon-
ductor industry. As shown in Fig. 6, the substrate wafer is
placed on the graphite susceptor inside a reaction vessel
and heated by an RF induction heater.

The temperature depends on the type of compounds
grown, but it is usually between 500 and 700 1C. Growth
occurs in an atmosphere of hydrogen at a pressure be-
tween 100 and 700 torr. The growth precursors decompose
on contact with the hot substrate to form epitaxial layers.
Group V precursors are AsH3 (arsine); while group III are
Ga(CH3)3 trimethylgallium (TMG). The MOCVD process
offers good material distribution capabilities and repro-
duces fine details with reliable quality. The materials to be
coated must be able to withstand the extreme tempera-
tures associated with this process.

6. REFLECTION HIGH-ENERGY ELECTRON DIFFRACTION

One of the most useful tools for in situ monitoring of the
growth is reflection high-energy electron diffraction
(RHEED). It can be used to calibrate growth rates, ob-
serve removal of oxides from the surface, calibrate the
substrate temperature, monitor the arrangement of the
surface atoms, determine the proper arsenic overpressure,
give feedback on surface morphology, and provide infor-
mation about growth kinetics. The layout of the RHEED
system, shown in Fig. 7, can be summarized as follows.
The RHEED gun emits B10-keV electrons, which strike
the surface at a shallow angle (B0.5–21), making it a sen-
sitive probe of the semiconductor surface. Electrons reflect
from the surface and strike a phosphor screen, forming a
pattern consisting of a specular reflection and a diffraction
pattern that is indicative of the surface crystallography. A
camera monitors the screen and can record instantaneous
pictures or measure the intensity of a given pixel as a
function of time.

Starting from a flat substrate, the electrons are not
scattered greatly and are recorded as an intense beam. As
material is deposited on the surface, the atoms create is-
lands of epitaxial growth with a concomitant decrease in
the reflectivity of the surface of the material as the elec-
trons are scattered. As the deposition process continues,
material builds up on the surface and the islands join to-
gether and create new flat surfaces, while the original
substrate forms as voids in the newly created material. As
yet more material forms, the voids begin to fill up and the
reflectivity increases once again, although in reality, the
reflectivity does not reach as high a value, since the de-
position process is random and the surface never regains
the completely flat profile of the initial polished substrate.
By monitoring the oscillations in the reflectivity one can
estimate the thickness and growth rate of the epitaxial
material.

The appearance of the RHEED diffraction pattern can
be used to provide qualitative feedback on surface mor-
phology. If the surface is smooth, then the RHEED dif-
fraction patterns appear streaky. If the samples are rough,
then the horizontal streaks are more ‘‘spotty’’ and the dif-
fraction pattern is not as clear. An amorphous surface,
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Figure 6. MOCVD process setup.
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such as an oxide layer, shows a haze instead of a diffrac-
tion pattern, and polycrystalline surfaces result in rings
circling the straight-through beam. Such information, al-
though only qualitative, can be a useful check of the sur-
face condition.

7. GaAs HIGH-SPEED DEVICES

Gallium arsenide integrated circuit technology has been
historically described as the ‘‘technology of the future.’’
Although initially it did not achieve the wide applicability
originally predicted, it is now considered a relevant tech-
nology for microwave and millimeter-wave applications,
and it is a fully accepted and commercially available
source for high-speed integrated circuits. The main
advantage of GaAs in high-frequency applications is its
high electron mobility value. GaAs devices typically show
a unity current gain frequency fT that is 30–70% higher
than that of an equivalent silicon transistor, for a given
gate length or base width. Similar gainful can be achieved
for the unity power gain frequency fmax. In addition, Al-
GaAs, which provides the ability to build lattice-matched
and wide-bandgap heterojunctions, allows the device de-
signer to have more freedom for performance optimization.

This feature of the AlGaAs/GaAs system is extremely
important for a GaAs heterojunction bipolar transistor
(HBT), where a higher emitter bandgap, with respect to
the base bandgap material, is used to prevent holes from
diffusing from base to emitter. As a result, a higher base
doping can be reached, decreasing the base resistance,
without degrading current gain. Besides, since undoped
GaAs is a semiinsulating material, the parasitic capaci-
tance due to wire interconnects is lower than in silicon
technology.

The main GaAs technology drawback is related to the
nonoptimal thermal behavior, which makes it more diffi-
cult to dissolve the heat generated by dissipated power.

Electrically speaking, the heat generation produces a
drain current degradation for FET devices; this phenom-
enon is usually known as ‘‘self-heating’’.

The three dominant GaAs high-speed device types are
metal Schottky FET (MESFET), modulation doped FET or
high-electron-mobility transistor (MODFET, HFET,
HEMT), and the bipolar transistor type, known as the
heterojuncton bipolar transistor (HBT).

Besides thermodynamic problems, other drawbacks are
observed, related principally to practical aspects, such as
the low level of achievable integration, backdating, hys-
teresis, high 1/f noise, and parameter dispersion for
MESFET and HEMT devices.

8. GaAs MESFET

The principle of GaAs MESFET transistor operation is
similar to that of the simple and well-known silicon JFET,
in particular concerning the current control mechanism
by means of the voltage applied to the gate. The main dif-
ference between a silicon JFET and a GaAs MESFET is
that in the former the drain current saturation is achieved
at channel pinchoff, while in the latter saturation is in-
duced by the electron velocity saturation. Even if GaAs
HEMTs exhibit higher performance levels, GaAs ME-
SFETs, are still commonly used in wireless applications.

GaAs MESFET technology is currently capable of re-
alizing enhancement/depletion-mode integrated circuits of
LSI complexity. The cross section of a typical GaAs ME-
SFET is shown in Fig. 8. The maximum fT of commercially
available MESFET for integrated circuits applications is
around 15 GHz, and the maximum fT achieved by the best
GaAs MESFET in a research laboratory environment is
approximately 80 GHz. Commercially available devices
have gate lengths of approximately 0.5mm down to
0.1 mm. The typical threshold voltage spread across a 3-
in. wafer is 30–40 mV, and local threshold voltage spread,
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Figure 7. REED in situ growth monitoring tech-
nique.
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which is important for comparator applications, is 15–
20 mV. Because of the Schottky barrier gate, the maxi-
mum gate source voltage of GaAs MESFET is typically
limited to approximately 0.7 V.

Most commercially available GaAs MESFETs suffer
from low-frequency hysteresis effects, which make the de-
sign of high-accuracy comparators more difficult. This
phenomenon is due to a drop in the high-frequency
FET’s drain-to-source resistance, which is also associated
with a phase shift, when the device is biased in the sat-
uration region. This behavior produces a time-varying off-
set voltage or hysteresis, in the I–V relationship of the
device, which is added to the DC offset of the comparator,
thus reducing its achievable resolution. The hysteresis
effect can be reduced by improving the circuit’s design
procedures. More recent results obtained by means of im-
proved processing techniques have demonstrated than it
can be eliminated.

9. GaAs HEMT

Greater efficiency, along with a lower noise figure and a
higher cutoff frequency, can be obtained by using the high-
electron-mobility transistor (HEMT; see HEMT cross sec-
tion in Fig. 9). The principle of operation is based on the
concept of modulation doping.

In order to obtain a high-electron-mobility value, which
means a high cutoff frequency and a lower noise figure, it
is possible to use either a high-electron-mobility semicon-
ductor material such as gallium arsenide or an undoped
semiconductor material in which ionized impurity scat-
tering is reduced. A more efficient method is to grow the
FET channel using an undoped high-mobility semiconduc-
tor material and then increase the concentration of free
carriers (which is extremely low at room temperature in
an undoped material) by transferring them from an adja-
cent heavily doped layer, known as the ‘‘supply layer’’. In
this manner it is possible to obtain a high mobility of car-
riers, since electrons travel in an undoped material,
and, at the same time, it is also possible to achieve high
carrier concentrations and correspondingly high current
densities.

The situation described above can be achieved by
means of a heterojunction between two semiconductors
with significantly different energy gaps. The wider-band-
gap semiconductor is used to grow the heavily doped

supply layer, while the other alloy, which is intentionally
not doped, is used for the FET channel. The electrostatic
equilibrium of the heterojunction results in a triangular
well at the interface, which confines the electrons in a two-
dimensional (2D) electron gas known as 2DEG. The band
diagram of this particular type of heterojunction is illus-
trated in Fig. 10.

At high frequencies, the HEMT structure, using the
2DEG as the current conducting channel, exhibits perfor-
mance levels higher than those achievable with a conven-
tional MESFET; therefore it is the most suitable
transistor structure for microwave and millimeter-wave
analog circuits as well as in high-speed digital applica-
tions. The first HEMT prototype was demonstrated in
1981 in the AlGaAs/GaAs material system.

The current control mechanism in the HEMT is ob-
tained by tuning the density of electrons in the triangular
well. When the gate voltage is modified, both the shape of
triangular well and the position of the Fermi level are
modified; therefore the number of electrons into the 2DEG
is increased or decreased according to the sign of the VG

variation.
The sheet charge density ns can be expressed as a func-

tion of the gate voltage VG in the following way

n
S
¼

e
qd
ðVG � VTHÞ ð4Þ

Source

Gate

Drain

Figure 8. Cross section of a MESFET.

Source

Gate

Drain

Figure 9. Cross section of a HEMT.

Gate

Channel

Figure 10. Band diagram of a HEMT.
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where e is the GaAs permittivity, d is the distance between
the metal–semiconductor interface (where gate voltage
is applied), and VTH is the threshold voltage or pinchoff
voltage.

As can be easily understood, ns is related to the drain
current, so that varying the sheet charge density allows
the drain current to be controlled. The relationship
between the drain current ID and the gate voltage VG

can be calculated analytically, resulting in the following
equation:

ID¼

WCOXmn

LG
ðVGS � VTÞVDS �

V2
DS

2

" #
for VDSoVDS;sat

WCOXmn

LG

ðVGS � VTÞ
2

2
¼ ID;sat for VDS � VDS;sat

8
>>>><

>>>>:

ð5Þ

In order to calculate the cutoff frequency, the equivalent
circuit of the transistor, shown in Fig. 11, is needed.

Some circuital components such as capacitances (both
intrinsic and extrinsic or parasitic), as well as source and
drain input resistances can be calculated. The other ele-
ments of the equivalent circuit, such as the transconduc-
tance gm and the drain conductance gd, can be deduced
either from theoretical equations, or from small-signal
measurements.

The aim of the analysis is to obtain the h21 hybrid pa-
rameter expression, which is frequency-dependent; by set-
ting h21 to 1, one can calculate the cutoff frequency fT (i.e.,
the frequency corresponding to a unit-gain current). Once
the proper equivalent circuit has been defined, the same
procedure can be used for HBT GaAs-based transistors,
because the h21 parameter is related to the equivalent cir-
cuit and not to the physics behavior of the transistor. The
full expression of fT is

fT¼
1

2p
CGG;t

gm
þ

CGG;t

gm
ðRSþRDÞgdþ ðRSþRDÞCGD;t

� � ð6Þ

where CGG,t is related to the charge stored under the gate.
A similar approach can be followed to calculate the

maximum oscillation frequency. In this case, however, we

are interested in deriving the unilateral power gain. Once
the unilateral power gain is calculated, we set its value to
1, thus determining the maximum oscillation frequency
fmax. With reference to the circuit in Fig. 11, the following
expression can be derived for fmax :

fmax¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fT
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m
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NFmin¼ 1þo
CGS
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RSþRG

RIN

� �1=2

ð8Þ

9.1. Output Power

The power performance of a FET, as also of HBT, is de-
termined by the maximum output power Pout defined as

Pout¼
1

8
ðImax � IminÞðBVDS � VkneeÞ ð9Þ

where

Vknee¼VDS;sat ð10Þ

Imax¼ ID;satðVGS¼ 0; VDS¼VDS;satÞ

Imin¼ 0
ð11Þ

The quantities used in these formulas are depicted in
Fig. 12.
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Figure 11. Equivalent circuit of a HEMT.
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Figure 12. Static I/V characteristic of a HEMT.
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The breakdown voltage is given by a semiempirical
formula:

BVDS¼
4:4� 1013

aNd
ð12Þ

where a is the thickness of the channel layer, while Nd is
the doping of the supply layer.

10. GaAs HETEROJUNCTION BIPOLAR TRANSISTOR (HBT)

Bipolar transistors, in spite of the advent of field-effect
devices (which in Si technology dominate the memory
market), continue to play a significant role still at micro-
wave frequencies. The levels of current that can be han-
dled, in fact, is greater than in field-effect devices, leading
to both high speed and high power devices.

In field-effect devices, a way to achieve a high cutoff
frequency and a low noise figure is to reduce the gate
width. This goal, obviously, leads to a more critical litho-
graphic process. For bipolar devices this step is replaced
by the precise preparation of the thin base region; appro-
priate technologies for uniform growth of wafers have
been defined to keep bipolar technology competitive.

However, the full fabrication process for bipolar tran-
sistors is more complex than for field-effect devices, and
this factor has been relevant in making field-effect devices
more popular. According to the standard transistor theory,
the DC current gain (the ratio between the collector cur-
rent and the hole current flowing from the base to the
emitter) is given by

b¼
neve

pbvp

� �
exp

DEG

KT

� �
ð13Þ

where ne and pb are respectively the electron and hole
densities in emitter and base, ve and vp are the electron
and hole effective velocities, and DEG is the difference in
bandgap between emitter and base. As can be seen from
this relationship, a higher level of gain current can be
achieved by increasing the bandgap difference between
emitter and base of the transistor. An AlGaAs/GaAs he-
terojunction, for instance, allows significant improve-

ments in performance; these improvements are
summarized below:

* The difference in bandgap is 10 kT, and the exponen-
tial factor increases the value of b at room tempera-
ture up to 1000 (10–100 is sufficient in practice).

* The doping in the base can be increased significantly;
thus the reverse flow in the holes is stopped by the
heterojunction, and the lower base resistance pro-
vides a higher-speed device.

* The doping in the emitter can be increased without
compromising the effect of bandgap narrowing; in
turn, this leads to a higher current-handling ability.

* The notch in the conduction band edge can be elim-
inated by grading down the Al composition in the last
few nanometers; this improves the emitter efficiency
(see Fig. 13b).

In the transistor design tradeoff, the heterojunction can
be used as a further design tool. A thin base, for example,
increases the DC current gain (since there is a lower prob-
ability of electron–hole recombination in the base), but
unfortunately it slows down the device (because of the in-
creased lateral base resistance). A way to avoid this effect,
allowed by heterojunctions, is to increase the p doping in
order to offset any rise in lateral base resistance. A further
advantage of heterojunctions is that the bipolar transistor
can operate over a significantly enhanced temperature
range, since the heterojunction prevents runaway ther-
mal-based currents (higher temperature range) and be-
cause all the doping densities are above the levels at which
carriers freeze out at low temperatures (lower tempera-
ture range).

If the composition of the base is graded (see Fig. 13b)
from 10% Al content at the emitter–base heterojunction up
to 100% at the base–collector interface, the electric field at
the falling conduction band edge can be used to maintain
acceleration of the injected hot electrons. A wider-gap col-
lector can also be used to reduce hole injection from the
base to collector when forward-biased (i.e., turned off) and
to allow higher voltages to be applied to the collector junc-
tion without breakdown or leakage. The main drawback is
related to the complex structures associated with the he-
terojunction bipolar transistor, which leads to a low yield.

GaAS HBT
GaAS HBT (A1 graded)

Emitter Base Collector Emitter Base Collector

(a) (b)
Figure 13. (a) HBT band diagram; (b) Al-grad-
ed HBT band diagram.
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In digital circuits, the low values of the base resistance
and the short electron transit time from emitter to collec-
tor enable fast device operation (ON/OFF switching speeds
of o10 ps). The larger bandgap in AlGaAs compared with
Si means that larger drive voltages are required for III–V
HBTs. In a number of analog circuit configurations, such
as amplifiers and high-speed digital-to-analog converters,
some of the HBT features are highly desirable to systems
designers, particularly the uniformity of the turnon volt-
age of the emitter–base junction, the absence of trapping
effects typical of field-effect devices (where hot electrons
are injected into the substrate or into the AlGaAs layer of
a heterojunction device), and a low 1/f noise . Further-
more, the lower base resistance in the III–V HBTs leads to
lower power consumption, when compared with the Si bi-
polar transistor.

Useful complementary materials for both HEMT and
HBT devices are In0.53Ga0.47 As and In0.52 Al0.48, as they
are both lattice-matched to InP. The main advantages of-
fered are

* Reliable technique for the growth of these materials
* Electron mobility 1.6 times higher than in GaAs,

resulting in faster devices
* Smaller bandgap (0.75 eV) compared with 1.42 eV for

GaAs, leading to a lower turnon voltage, reduced
power consumption, and lower voltage supply

A further advantage of the InP substrate is its higher
thermal conductivity.

11. APPLICATIONS

High-speed transistors based on gallium arsenide, such as
MESFET, HEMT, and HBT, have found wide applications
in microwave monolithic integrated circuits (MMICs).

At the early stage of development of GaAs technology,
high-speed transistors based on GaAs were used only for
defense and space applications because of high-perfor-
mance system demand; more recently, the huge growth
of commercial wireless and fiberoptic communication sys-
tems has opened up new application areas for those de-
vices. GaAs MESFET was the first developed high-speed
transistor, used for consumer wireless products; a few
years later, HEMT and HBT, succeeded it. Mainly III–V
based devices are curently used for amplifiers in consumer
wireless communications. Initially, when the analog cel-
lular phone market was developing, silicon-based transis-
tors, such as BJT, were exclusively used for power
amplifier applications because of their low cost and high-
volume production capability. At that time GaAs technol-
ogy had not yet emerged, so cost and volume requirements
could not be met.

By the early 1990s, the GaAs MESFET, which was
more efficient, was quickly replacing the Si-based transis-
tor (BJT). The GaAs MESFET manufacturing technology
has matured rapidly; cost and manufacturability have be-
come competitive with those of silicon BJTs. In the full-
duplex analog cellular phone, output power amplifier
noise figures provided by GaAs MESFET has leaded to

relaxed filtering requirements, enabling a consistent cost
reduction, greater integration capability, and improve-
ment efficiency.

In the mid-1990s, cellular phone systems generally ran
on digitally modulated schemes such as GSM and CDMA.
In a short time the analog cellular phone was replaced by
a digital one. Consequently, greater efficiency, lower power
consumption, better noise figure, and higher linearity
were required; unfortunately the classical MESFET was
not able to provide such characteristics. For these reasons
a more efficient GaAs-based transistor belonging to the
field-effect transistor family, the high-electron-mobility
transistor (HEMT), came out. HEMTs, and subsequently
pseudomorphic HEMTs, replaced GaAs MESFETs in
many application. At the same time, a new bipolar
GaAs-based transistor, known as the heterojunction bipo-
lar transistor (HBT), was developed. It exhibits greater
efficiency than does the common silicon-based bipolar
transistor; in many applications GaAs MESFETs were re-
placed by GaAs HBTs, which shows greater efficiency and
smaller size, while providing adequate linearity and low
noise figure.

One of the main advantages of HBTs in digital cellular
phones, as well as all mobile applications, is that they re-
quire only a single polarity power supply, which is an im-
portant factor for size and weight reduction.

The most recent research efforts at TRW (Redondo
Beach, CA) have shown a new commercially viable tech-
nology that monolithically integrates both HEMTs and
HBTs in the same MMIC. This technology has potential
applications in many applications, including single-chip
transmit–receiver circuits, which combine HEMT low-
noise front ends with HBT high-linearity output stages
along with PIN diode variable gain control.

Acknowledgments

The author gratefully acknowledges the support of A.
Cidronali, M. Camprini, and I. Magrini in the prepara-
tion of the manuscript. This work was partially supported
by the European Project TARGET, Network of Excellence
in the VIFW.

FURTHER READING

M. Shur, Physics of Semiconductor Devices, Prentice-Hall, 1990.

P. H. Ladbrooke, MMIC Design; GaAs FETs and HEMTs, Artech
House, 1989.

D. V. Morgan and R. H. Williams, Physics and Technology of He-

terojunction Devices, IEE, 1991.

D. A. Neamen, Semiconductor Physics and Devices, Basic Princi-
ples, Irwin, 1997.

K. Heime, InGaAs Field-Effect Transistors, RSP—Wiley, 1989.

B. G. Streetman and S. Banerjee, Solid State Electronic Devices,
Prentice-Hall, 2000.

J. S. Yuan, SiGe, GaAs and InP Heterojunction Bipolar Transis-
tor, Wiley-Interscience.

P. Chavarkar and U. Mishra, Field effect transistors: FETs
and HEMTs, in Handbook of Thin Film Devices, Vol. 1,
Chap. 3.

GALLIUM ARSENIDE TECHNOLOGY AND APPLICATIONS 1757



W. Liu, Fundamentals of III-V Devices: HBTs, MESFETs, and

HFETs/HEMTs, Wiley.

P. H. Ladbrooke, MMIC Design: GaAs FETs and HEMTs, Artech
House.

P. Roblin, L. Rice, S. Bibyk, and H. Morkoc, Nonlinear parasitic in
MODFETs and MODFET I-V characteristics, IEEE Trans.

Electron. Devices 35:1207–1214.

A. Cho, Film deposition by molecular beam techniques, J. Vac. Sci.

Technol. 8:S31–S38 (1971).

A. Cho and J. Arthur, Molecular beam epitaxy, Prog. Solid-State

Chem. 10:157–192 (1975).

G. Turner, B. Nechay, and S. Eglash, Frequency-domain analysis
of time dependent reflection high-energy electron diffraction
intensity data, J. Vac. Sci. Technol. B 8:283–287 (1990).

C. T. Foxon, MBE growth of GaAs and III-V alloys, J. Vac. Sci.

Technol. B 1(2):293–297 (1983).

J. Neave, B. Joyce, P. Dobson, and N. Norton, Dynamics of film
growth of GaAs by MBE from RHEED observations, Appl.

Phys. A 31:1–8 (1983).

P. Cohen, P. Pukite, and J. van Hove, and C. Lent, Reflection high
energy electron diffraction studies of epitaxial growth on semi-
conductor surfaces, J. Vac. Sci. Technol. B 3:1251–1258 (1986).

T. Block, K. Eyink, D. Neikirk, and B. Streetman, Diffraction con-
dition dependence of RHEED dampening during MBE growth,
SPIE Proc. Epitaxial Growth Process. 2140:10–24 (1994).

M. Ohring, The Material Science of Thin Films, Academic Press,
1992.

G. Petrich, P. Pukite, A. Wowchak, G. Whaley, P. Cohen, and
A. Arrot, On the origin of RHEED intensity oscillations,
J. Crystal Growth 95:23–27 (1989).

J. Arthur, ‘‘Interaction of Ga and As2 molecular beams with GaAs
surfaces,’’ J. Appl. Phys. 39:4032–4033 (1968).

R. Fischer, J. Klem, T. Drummond, R. Thorne, W. Kopp, H. Mo-
rkoc, , and A. Cho, Incorporation rates of gallium and aluminum
on GaAs during molecular beam epitaxy at high substrate
temperatures, J. Appl. Phys. 54(5):2508–2510 (1983).

G. Metze and A. Calawa, Effects of very low growth rates on GaAs
grown by molecular beam epitaxy at low substrate tempera-
tures, Appl. Phys. Lett. 9(1):818–820 (1983).

Y. Horikoshi, M. Kawashima, and H. Yamaguchi, Migration en-
hanced epitaxy of GaAs and AlGaAs, Jpn. J. Appl. Phys.
27:169–179 (1988).

GALLIUM NITRIDE FOR ELECTRONICS

JONG-WOOK LEE

Kyung Hee University
Korea

ILESANMI ADESIDA

University of Illinois at Urbana–
Champaign

1. INTRODUCTION

The advent of blue light-emitting diodes (LEDs) and short-
wavelength blue-violet laser diodes using the III-nitride
alloys(AlN, GaN, and InN) have opened up an era of new
optical devices that was not possible with the established

III–V material systems based on GaAs, AlAs, GaP, InAs,
and related alloys. The direct bandgap and a wide spec-
trum of bandgap energies (0.7 eV for InN, 3.4 eV for GaN,
and 6.2 eV for AlN) of III-nitride semiconductors make
them suitable for a wide range of optoelectronic applica-
tions. Fundamental breakthroughs in the late 1980s in
growth technologies such as improved epitaxial quality
using AlN buffers [1,2] and the development of p-type con-
ductivity [3,4] led to the realization of blue light-emitting
diodes (LEDs) in 1993 [5,6].

Following the tremendous progress in material quality
and device processing, a worldwide market for nitride-
based devices has developed. One of the highest profile
markets for nitride-based LEDs is in mobile phones, par-
ticularly blue LEDs for keypads and white LEDs for the
liquid crystal display (LCD) backlight. Nitride-based
LEDs also offer great promise for solid-state lighting ap-
plications such as architectural lighting, machine vision,
illumination for signage, flashlights, and decorative lights.
The market for high-brightness LEDs (HB-LEDs) in light-
ing applications has grown rapidly with an overall market
in the billions of dollars [7,8]. Based on continuing positive
trends in this dynamic industry, the market for HB-LEDs
is projected to grow to B$5.0 billion by 2007 [9]. In terms
of materials, the market was dominated by InGaN-based
devices, which accounted for 68% of total HB-LED sales in
2002. White LEDs are considered very promising for com-
mercial market for general illumination due to progress in
lumen output, with higher efficiencies than that of incan-
descent lamps. With the introduction of blue-violet laser
diodes [10], the development of next generation optical
storage systems (e.g., DVD drives and recorders), is also
underway [11]. Currently, the semiconductor industry is
undergoing massive changes which is partly driven by III-
nitride semiconductors and associated products.

2. APPLICATIONS OF GALLIUM NITRIDE ELECTRONICS

In addition to their usefulness in optoelectronic applica-
tions, GaN-based devices also have excellent electronic
properties such as high critical breakdown fields, high
saturation velocity, and good thermal conductivity. Many
laboratories around the world have demonstrated micro-
wave power performance for GaN devices that are far su-
perior to the performance of other solid-state device
technologies. The GaN-based high-electron-mobility tran-
sistor (HEMT) is considered an ideal candidate for high-
power and high-temperature RF/microwave applications.
GaN HEMTs can operate at high speeds, at high power
levels, at high temperatures (B5001C), and also in very
harsh (i.e., corrosive or high radiation) environments.
Electronic systems that can reliably operate under these
conditions are currently being sought in industries such
as wireless communications, aerospace, automotive, pe-
troleum, and power generation.

Commercial and military applications of GaN-based
electronics are numerous and diverse. Power amplifiers
(PAs) in the transmitters of 2.5G and 3G cellular base
stations are promising and highly competitive market for
GaN HEMTs. High-power devices based on GaN clearly
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have many advantages in this market over Si and GaAs
with the capability of delivering continuous high power
levels without stringent cooling requirements. Currently,
silicon LDMOS (laterally diffused metal-oxide-semicon-
ductor) is the primary technology in use. However, the
LDMOS technology is expected to reach its fundamental
limit due to high power and high linearity requirements of
next-generation PAs. GaN HEMTs are expected to enter
the cellular base-station PA market sooner rather than
later. In fact, high-performance wideband UMTS GaN PAs
have already been demonstrated [12]. Reliability issues
required for widespread commercial usage are yet to be
fully addressed.

The automotive and aerospace industry represents an-
other large potential market, where heat-tolerant GaN
electronics incorporated in control systems would improve
performance and reliability of the overall system. Wide
bandgap GaN-based devices would allow bulky hydraulics
(e.g., control actuators) and mechanical control systems
(e.g., engine-gearbox-driven fuel pumps) to be replaced
with solid-state power electronics. Replacement of these
systems would reduce the weight and complexity of the
overall system.

Radar and satellite-communications links, which oper-
ate at microwave frequencies, would benefit from GaN-
based electronics as well. GaN electronics can deliver high-
er power levels per chip area than either Si or GaAs, and
thus smaller system components can be realized. In addi-
tion, high power (dissipated handling capability allows for
smaller cooling systems, so size reductions would signifi-
cantly lower the overall payload weight and translate into
cost savings in delivering satellites into orbit. The petro-
leum industry seeks to use GaN-based sensors to monitor
environmental conditions within an oil well (well logging)
where temperatures can be as high as 3001C. Radiation-
hardened electronic instrumentation systems based on
widegap GaN could also be implemented to directly mon-
itor reactor conditions in nuclear power plants.

Although, GaN-based electronic devices are considered
primarily for high-power and high-temperature applica-
tions, preliminary results also suggest that they are suit-
able for microwave low-noise applications. Further
improvements in minimum noise figures are expected
with optimization of GaN HEMTs. The low noise perfor-
mance coupled with excellent high voltage capability
make GaN HEMTs ideal candidates for robust low-noise
amplifiers (LNAs). These properties of GaN HEMTs would
eliminate the need for additional protection circuits, thus
improving the system noise figure while simplifying over-
all system design. The excellent microwave power capa-
bilities and the development of low-noise GaN HEMTs
provide a path to the realization of highly linear, broad-
band, and robust transceiver systems.

3. MATERIAL PROPERTIES

The crystal structure of GaN is a hexagonal or wurtzite
structure, as shown in Fig. 1, where the bilayers consist of
two closely spaced hexagonal layers, one formed by Ga
atoms and the other formed by N atoms. The compound

structure exhibits two different sequences (Ga face and N
face) in the atomic layers. The lack of inversion symmetry
with the strong ionicity of the covalent bonds leads to
the polarization vectors, and these polarization vectors
are additive along the c-axis of the wurtzite crystal, resul-
ting in macroscopic polarization fields. In AlGaN/GaN
hetero-structures, there are two different polarizations:
strain-induced (piezoelectric) polarization and zero-strain
(spontaneous) polarization. The magnitude and direction
of the electric fields associated with these polarization
effects depend on the substrate, growth orientation, and
nature of the surface (Ga-face or N-face). The most com-
mon nitride structures are grown along the [0001] direc-
tion with Ga-terminated surface. The high-polarization
electric fields in the AlGaN layer induce a high two-
dimensional electron gas (2DEG) with very high sheet
carrier density at the AlGaN/GaN interface without in-
tentional doping [13]. Due to large piezoelectric constants,
the piezoelectric effect is important in determining the
charge control model of AlGaN/GaN HEMTs.

As discussed earlier, GaN-based transistors are prom-
ising candidates for high-power and high-temperature ap-
plications due to the materials’ superior electronic
properties. Table 1 shows the material parameters for
wide-bandgap semiconductors (GaN and 4H-SiC) as well
as for Si and GaAs [14–17]. The obvious difference
between GaN and conventional semiconductors is the
wide bandgap, which results in significantly lower intrin-
sic carrier density for GaN. This allows GaN-based devices

Figure 1. Schematic of (a) Ga-face and (b) N-face wurtzite GaN
crystal structures [13].

Table 1. Material Properties of Various Semiconductors

Physical Property/Material Si GaAs 4H-SiC GaN

Bandgap (eV) 1.12 1.43 3.2 3.4
Electron mobility (cm2/Vs) 1350 8500 800 1500
Peak electron saturation

velocity (cm/s) � 107
1 1 2 1.5

Breakdown field 3 4 32 34
(V/cm) � 105

Thermal conductivity
(300 K) (W/cmK)

1.5 0.5 3.3 1.3

Dielectric constant 11.8 12.8 9.7 9.5

GALLIUM NITRIDE FOR ELECTRONICS 1759



to operate at much higher temperatures. Also, the mate-
rial system has high breakdown fields (Z3 MV/cm) and
high saturation velocity (1.5 � 107 cm/s). Breakdown field
is a very important criterion for high-power electronics,
since the maximum output power for a class A amplifier
can be estimated from the following expression

Pmax¼
ðVBK � VkneeÞ

2

8RL
;

where RL is the load resistance, VBK is a transistor’s
breakdown voltage, and Vknee is the knee voltage, defined
as the voltage at which the transistor current saturates. It
is obvious that a high-power output requires high break-
down voltage, which in most cases is directly related to the
critical breakdown field. From Table 1, it can be seen that
the breakdown field for GaN is much higher than that for
GaAs and Si. It means that GaN-based devices can with-
stand higher bias voltages, thus producing higher total
power output.

The current drive capability of AlGaN/GaN hetero-
structure is also excellent due to very high sheet carrier
density and high saturation velocity. The high conduction
band offsets at AlGaN/GaN interfaces results in high elec-
tron mobilities (Z2000 cm2/Vs [18]). Because of the strong
spontaneous and piezoelectric polarization effects, AlGaN/
GaN heterostructure typically has 2DEG with sheet den-
sity values of about 1 � 1013/cm2 with no intentional dop-
ing [19]. These values are higher than those seen in
AlGaAs/InGaAs and InAlAs/InGaAs heterostructures. In
the form of AlGaN/GaN HEMTs, these transport proper-
ties translate to both high current drive capability and
high breakdown voltage. High power operation is further
facilitated by the use of semiinsulating SiC substrates
that are characterized by high thermal conductivity
(3.3 W/cmK).

By combining various materials’ parameters, the over-
all potential of any semiconductor material system for
high-power, high-frequency performance can be predicted
using well-known figures of merit (FoMs). For example,
Johnson’s figure of merit, JFoM¼ ðECvsat=2pÞ

2 (where EC

is the critical breakdown field and vsat is the saturation
velocity) [20], defines the power� frequency2 product for
the transistor and determines its output power capability
at given frequencies. In addition, Shenai’s figure of merit,
QF1¼ lsA (where l is the thermal conductivity and sA is
the conductance of the channel) [21], measures the power-
handling capability in terms of the dissipated power. Alek-
seev et al. [22] proposed an extended definition of Shenai’s
figure of merit, QFS¼ lsubsA, which takes into account
thermal conductivity of the substrate material (sapphire
or SiC). Table 2 compares the FoMs calculated for GaN-
and GaAs-based devices. It can be seen that GaN is a far
more superior material to GaAs for high-power and high-
frequency applications.

4. AlGaN/GaN HEMT OPERATION AND FABRICATION

The basic principle of HEMT operation involves the trans-
fer of electrons from ionized donor impurities in the wider-

bandgap semiconductor (e.g., AlGaN) to form a 2DEG in a
potential well at the AlGaN/GaN hetero-interface. The
term ‘‘high electron mobility transistor’’ is used because
the structure takes advantage of the superior transport
properties (high mobility and velocity) of electrons in the
lightly doped semiconductor material (e.g., GaN).

A typical AlGaN/GaN HEMT structure is shown in
Fig. 2; it consists of an AlGaN barrier layer grown on
GaN channel layer. The device structures are mainly
grown on sapphire or semiinsulating SiC substrates. Since
neither of these substrates is lattice-matched to GaN, an
AlN buffer layer is generally used to isolate the channel
layer from the substrate. Defects and dislocations occur in
the epitaxial layers due to lattice mismatch, with typical
dislocation densities on the order of 108–109/cm2. The lat-
tice mismatches of GaN on sapphire and SiC substrates
are 13% and 3.1%, respectively; therefore, the GaN crystal
quality is better on SiC. As the thermal conductivity of SiC
is about 10 times that of sapphire, it is evident that SiC is
better suited for high-power and high-temperature appli-
cations.

We delineate a typical device fabrication procedure
here. The first step for the device fabrication is mesaisola-
tion, which can be etched down to the undoped GaN using
Cl2/Ar plasma in an inductively coupled-plasma reactive-
ion etch (ICP-RIE) system. Next, ohmic contacts are
formed by rapid thermal annealing of either evaporated
Ti/Al/Ti/Au [23] or Ti/Al/Mo/Au [24] in N2 ambient. A pre-
treatment of the ohmic contact area using SiCl4 plasma in
a RIE is performed prior to Ti/Al/Ti/Au (Ti/Al/Mo/Au)
metallization. In the case of Ti/Al/Mo/Au ohmic metal-
lization, the surface morphology of the annealed contact is
very smooth as well as having low specific contact resisti-
vity. No degradation in contact resistance was observed
when the contact was subjected to long-term annealing at

Table 2. Comparison of GaN- and GaAs-Based Devices for
High-Power and High-Frequency Performancea

Figures of Merit (FoMs) GaAs GaN on Sapphire GaN on SiC

JFoM¼ðECvsat=2pÞ
2 1 100 100

QF1¼ lsA 1 22 22
QFS¼ lsubsA 1 5 76

aResults are normalized to GaAs.

Source Drain
Gate

AIGaN barrier

GaN

AIN buffer

Sapphire or SiC substrate

2DEG

Figure 2. Basic AlGaN/GaN HEMT structure.
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5001C for 360 h, demonstrating excellent thermal stability.
T-shaped gates are defined using a trilayer PMMA/
P(MMAMAA)/PMMA and electron-beam lithography. Ni/
Au metals are then evaporated for gate metallization.
Overlay metallization on ohmic contacts and measure-
ment pads are also deposited during gate formation. Sil-
icon nitride passivation is then deposited.
Fig. 3 shows the micrograph of a GaN HEMT.

5. STATE-OF-THE-ART AlGaN/GaN HEMTs

The first AlGaN/GaN HEMTs were demonstrated by Khan
et al. in 1994 [25]. Transistors with 0.25mm gate length
produced a current density of 60 mA/mm and a transcon-
ductance of 27 mS/mm. Since then, dramatic progress has
been made in material growth and process technology for
AlGaN/GaN HEMTs. A breakdown voltage as high as
570 V in an AlGaN/GaN HEMT with a source–drain spac-
ing of 13 mm and a gate length of 0.5mm using an overlap-
ping gate structure was reported [26]. AlGaN/GaN
HEMTs with current density of 2.1 A/mm have also been
reported [27]. A power density as high as 10.7 W/mm at
10 GHz has been achieved on GaN HEMTs [28]; however,
their suitability for power applications at frequencies
Z30 GHz is currently being limited by the speed of these
devices.

5.1. High-Speed Performance

AlGaN/GaN HEMTs with a unity current gain cutoff fre-
quency (fT) of 110 GHz and a maximum frequency of os-
cillation (fmax) of 4140 GHz have been demonstrated by
reducing the gate length down to 50 nm [29]. However,
this reduction of gate length leads to a decrease in break-
down voltage.

To achieve higher performance, indium has been uti-
lized as a surfactant during the growth of AlGaN/GaN
HEMTs [30]. A demonstration of the concept used a MO-
CVD-grown epilayer which consists of a 100 nm AlN buf-
fer, 2mm undoped GaN, a 5-nm undoped Al.25Ga.75N
spacer, a 10-nm Si-doped (B5 � 1018/cm3) Al.25Ga.75N

charge supply layer, and a 10-nm undoped Al.25Ga.75N
barrier layer. The layer was grown on 4H-SiC. A low-level
flux of trimethylindium (TMI) during the growth of the
structure helped in improving the surface and interface
roughness through the incorporation of trace amounts of
indium. Hall measurements showed a sheet carrier con-
centration of 1.1 � 1013/cm2 and an electron mobility of
1300 cm2/Vs at room temperature on as-grown wafers.

A device fabricated from this layer demonstrated a typ-
ical drain current density of 1.23 A/mm, peak transcon-
ductance of 314 mS/mm, and a gate drain breakdown
voltage of over 60 V. Figure 4 shows the short-circuit cur-
rent gain (|h21|) and maximum stable gain/maximum
available gain (MSG/MAG) derived from on-wafer S-pa-
rameter measurements as a function of frequency for the
0.12-mm-gate-length device. The effect of pad parasitics
was deembedded by conventional Y-parameter subtrac-
tion. The values of unity current gain cutoff frequency (fT)
and maximum frequency of oscillation (fmax) were deter-
mined by extrapolation of the |h21| and MSG data at
20 dB/ decade. At a drain bias of 8 V and a gate bias of
� 3.95 V, an fT of 121 GHz, and an fmax of 162 GHz were
obtained, which to the best of the authors’ knowledge are
the highest data ever reported for GaN-based HEMTs
[31]. This excellent RF performance is attributed to the
high quality of material and also to the optimized device
processing.

5.2. High-Power Performance

In terms of power, wide-bandgap AlGaN/GaN HEMTs on
semi-insulating SiC substrates have yielded a continuous-
wave (CW) power density of 32 W/mm at 4 GHz and
16.5 W/mm at 10 GHz, and a pulsed power output of
113 W at 1.95 GHz, making them promising candidates
for next-generation commercial power amplifier systems
[32–34]. Also, more recent millimeter-wave power perfor-
mance of GaN HEMTs suggests that operation of GaN
HEMTs can be extended to K/Ka band. At 20 GHz, 3 W/mm
CW power density with 22.5% power-added efficiency

Figure 3. Micrograph of a GaN HEMT.
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Figure 4. Short-circuit current gain (|h21|) and maximum sta-
ble/maximum available gain (MSG/MAG) of a 0.12mm�100mm
AlGaN/GaN HEMT on SiC substrates. The device was biased at
VDS¼8 V and VGS¼ �3.95 V [31].
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(PAE) has been attained for 0.3-mm-gate-length devices
[35] and 6.6 W/mm CW power density with 35% PAE for
0.15-mm-gate-length devices [36]. At 35 GHz, an output
power density of 4.13 W/mm with 23% of PAE and 7.54 dB
of linear gain were achieved at a drain bias of 30 V [37].
The combined results of power density, PAE, and gain that
have been achieved using GaN HEMT technology are im-
pressive. For comparison, silicon-based transistors can ef-
ficiently amplify signals up to only 2–3 GHz. GaAs
transistors can handle 10 GHz but deliver a power densi-
ty of less than 1 W/mm at that frequency.

At relatively low frequencies, the field-plated technique
have achieved impressive power results [32,33]. Figure 5
shows the measured CW power, gain, and PAE of a mod-
ified field-plated device at 10 GHz, where the AlGaN/GaN
HEMTs with an optimized gate structure enabled the de-
vice to operate at higher drain biases than did conven-
tional gate structure, yielding improved power levels.
Details of the device structure are reported elsewhere by
Thompson et al. [33]. Power data were taken on wafer us-
ing an automatic load-pull system at room temperature.
The large signal performance of a 0.35-mm-gate-length de-
vice was measured when the device was biased at a drain–
source voltage of 60 V. The device had a saturated output
power density of 16.5 W/mm and PAE of 47% as shown in
Fig. 5.

State-of-the-art CW power performances at 20 GHz
were obtained from a 0.25 mm� 100mm AlGaN/GaN
HEMT on 4H-SiC substrates [38]. The devices exhibited
high current density, transconductance, and millimeter-
wave output power density. The large-signal performance
of the device at 20 GHz is shown in Fig. 6. The device was
biased with a drain-source voltage of 30 V at a DC drain
current of 620 mA/mm. The device had a saturated output
power of 6.4 W/mm with an associated gain of 2.9 dB and
PAE of 16%. The peak efficiency was 22% with an output
power of 5.8 W/mm and gain of 6.1 dB.

Figure 7 shows the large signal performance of a
0.25 � 200-mm AlGaN/GaN HEMT at 30 and 35 GHz
[37]. With a drain voltage of 30 V and a drain current of
325 mA/mm, the device had a saturated output power
density of 5.43 W/mm at 30 GHz with 9.17 dB gain and
PAE of 33%. When the device was tested at the same bias
conditions at 35 GHz, the device delivered a remarkable
output power of 4.13 W/mm with a peak PAE of 23% and a
linear gain of 7.54 dB. This performance vividly demons-
trates the potential for very-high-power solid-state ampli-
fiers employing 0.25-mm-gate-length GaN-based HEMTs
to replace TWT amplifiers in space-based millimeter-wave
communication systems.

The combined results of power density, PAE, and gain
that have been achieved to date using GaN HEMT tech-
nology are impressive. No other solid-state device tech-
nologies have demonstrated these capabilities. Figure 8
shows the various reported power densities over a fre-
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quency range of 4–40 GHz. With these results, GaN
HEMTs have demonstrated at least an order of magni-
tude higher power density over the existing Si- and GaAs-
based RF and microwave transistor technologies. The ex-
cellent material properties of AlGaN/GaN material system
have indeed delivered a new level of microwave power and
frequency operation.

5.3. Low-Noise Performance

In parallel with the improvement in power density results,
microwave noise performance has also shown rapid im-
provement. From the first report [39] on the noise char-
acteristics of GaN HEMTs to more recent results [40–42],
it has been shown that these devices exhibit promising
microwave noise properties. The minimum noise figure of
0.25-mm-gate-length AlGaN/GaN HEMTs [43] is compara-
ble to the results reported previously for a pseudomorphic
GaAs HEMT with similar gate length [44]. The investiga-
tion of GaN-based devices for microwave noise applica-
tions is of interest because wide-bandgap GaN with its
relatively low intrinsic carrier generation and the high
breakdown fields provides an enabling technology that
can sustain a higher input power and breakdown voltages
at higher temperatures than GaAs- and Si-based devices.

Figure 9 shows the measured microwave noise perfor-
mance of 0.12-mm-gate-length GaN HEMTs on SiC sub-
strate [40]. The minimum noise figure (NFmin) and
associated gain (Ga) of the devices were measured on wa-
fer using an ATN NP5 noise parameter test set over the 4–
18 GHz frequency range. For these measurements, devices
were biased at VDS¼10 V and VGS¼ � 4.8 V. The devices
exhibited an NFmin of 0.77 dB and 0.99 dB at 12 and
18 GHz, respectively. This excellent noise performance is
attributed to the higher gains engendered by the smaller
gate length and the excellent low leakage Schottky gate
characteristics. The current results show significant im-
provement compared to previously reported 0.25-mm Al-
GaN/GaN HEMTs that had minimum noise figures of
1.8 dB [39] and 2.0 dB [42] at 18 GHz, respectively.

6. GALLIUM NITRIDE RF AND MICROWAVE
POWER AMPLIFIERS

6.1. Advantages of GaN-Based Power Amplifiers

High-power-density GaN HEMTs provide many advanta-
ges for the realization of power amplifiers: (1) higher out-
put power per unit area needs smaller device size and
translates to broader bandwidth for given output power, (2)
small device size reduces matching circuit complexity, and
(3) efficient heat dissipation through high thermal conduc-
tivity of SiC substrates relieves cooling requirement. For
high-power amplifiers where multimillimeter-to-centime-
ter gate peripheries are needed, large impedance transfor-
mation ratio limits useful bandwidth for given output
power requirement. With higher power density per pico-
farad of input/output capacitance of GaN HEMTs than
devices based on Si and GaAs, multioctave broadband
GaN HEMT amplifiers are realizable. Also, small device
size for the same output power rating drastically reduces
both the input and output impedance transformation ra-
tios, thus simplifying overall matching circuits. For exam-
ple, let us consider how high-power-density GaN HEMTs
can simplify overall amplifier system. Figure 10 shows a
conventional amplifier based on InGaAs pHEMTs, which
produce a total output power of 4 W at 20 GHz. With the
minimum impedance transformation requirement, the
output power of an InGaAs-based HEMT MMIC amplifi-
er is limited to about 1 W at 20 GHz. To deliver a total
output power of 4 W, external power combining of multi-
ple MMICs is necessary. The external power combining
not only adds to assembly cost but also makes the overall
system complicated and large. If GaN HEMTs are utilized
for the amplifier, a single GaN MMIC can directly produce
4 W at 20 GHz without bulky external power combi-
ners. Thus, using GaN HEMTs provides simple and com-
pact design, which enhances overall system reliability.
These advantages are valuable for applications requir-
ing broad bandwidth, high temperature, and high power
operation such as in commercial wireless base stations,
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satellite communications, local multipoint distribution
system (LMDS), and assorted defense systems.

More recent applications of GaN HEMTs in broadband
power amplifiers have included a monolithic nonuniform
distributed amplifier with a cascode-connected gain cell
[45], an amplifier with LCR matching having an input
power splitter and an output combiner [46], and a two-
stage, reactively matched MMIC amplifier with backside
via holes through the SiC substrate [47]. In addition to
linear class A operation or nonlinear class AB operation,
GaN-based class B amplifiers also have been demonstrat-
ed at microwave frequencies. A single-ended class B am-
plifier employing bandpass filtering at the output resulted
in a 36 dBm output with good linearity [48]. In an ampli-
fier with two devices for push–pull operation, a maximum
output power of 35 dBm and a PAE of 42% were obtained
at 5 GHz [49]. These GaN-based microwave power ampli-
fiers have demonstrated great potential for achieving both
high power and broadband performance at microwave fre-
quencies.

6.2. 50-W C-Band GaN HEMT Power Amplifier

A C-band power amplifier is described as an example to
show the advantages of using the AlGaN/GaN HEMT for
high-power amplifiers [50]. The devices used in the am-
plifier were 0.6-mm-gate-length GaN HEMTs with maxi-
mum drain current of B1 A/mm and a breakdown voltage
of 80 V. The power density of a unit device was more than
6 W/mm and a total gate periphery of 8 mm was chosen for
the amplifier to achieve 50 W total output power at 6 GHz.
The AlGaN/GaN HEMTs typically had an input capaci-
tance of 2.7 pF/mm, similar to that of a GaAs-based
HEMT, while the optimum output load was 75O �mm,

about 2 times that of a GaAs HEMT. Since the GaN HEMT
offers 10 times the power density for the same output
power, the input transformation ratio is 10 times less,
while the transformation ratio is 20 times less than a
GaAs HEMT at the output. To achieve 50 W output power
using the conventional GaAs-based FET technology
(either HEMT or MESFET) the device gate periphery
would have to be 80 mm, requiring a challenging input/
output impedance transformation ratio.

With the reduced impedance transformation ratio for
GaN-based amplifier, an LCR-matching network was used
to convert the capacitive gate impedance to a real value of
B1.5O within the bandwidth. This was then transformed
to the 50O input impedance by an output matching net-
work. At the output, the power load for the 8-mm-wide
device was transformed to the 50 W circuit output. The
fabricated amplifier is shown in Fig. 11. The circuit was
laid out in a coplanar-wave transmission-line system and
constructed using a flip-chip integrated-circuit scheme for
thermal management and electrical connection. The am-
plifier exhibited a midband small-signal gain of 14.5 dB
when biased at 25 V. Pulsed-power measurement was per-
formed using 0.5 ms pulsewidth and 5% duty cycle. The
output power at 6 GHz was 51 W when biased at 39 V with
a corresponding power density of 6.4 W/mm. This repre-
sents a remarkable power output obtained from a small
periphery solid-state FET and simple input/output match-
ing network design.

6.3. Broadband High-Power Cascode GaN HEMT MMICs on
SiC Substrates

GaN HEMTs have higher output power per device input/
output capacitance ratio than do conventional devices. On
the basis of this idea, a broadband high-power cascode
GaN HEMT MMIC amplifier with high gain and PAE was
fabricated on SiC substrates [45]. Traditionally, distribut-
ed amplifiers (DAs) have been used for applications re-
quiring broad bandwidths. DAs offer broadband operation
by incorporating gain elements in synthetic lumped-ele-
ment approximate transmission lines, realized by the
transistor capacitances and intervening inductances [51].
This topology allows the addition of transconductance

Input
power

combining

Output
power

combining

Figure 10. A 20-GHz InGaAs pHEMTs power amplifier system.
To deliver overall output power of 4 W, external power combining
is required. (From the 6th Widegap III-Nitride Workshop at
UCSB; figures of MMIC amplifiers are from Triquint Inc.).

LCR-
matching

RF out

Flipped GaN
HEMTs

RF in

Figure 11. Chip microphotograph of a 50-W GaN-based flip-chip
integrated power amplifier incorporating a 8-mm AlGaN/GaN
HEMT; die size is about 10�7 mm2 [50].
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without adding device capacitance, thus resulting in
excellent gain–bandwidth products.

Figure 12 shows a multioctave broadband GaN HEMT
MMIC amplifier fabricated on SiC substrates. It contains
three cascade-connected GaN HEMTs as gain elements.
Each device has 1 mm of total gate periphery for both the
common-source and common-gate devices. The two devic-
es are separated by a 125-mm section of a high-impedance
transmission line to further facilitate heat dissipation.
Cascode topology reduces the Miller effect, resulting in
reduced feedback capacitance. A cascode gain cell exhib-
ited 5 W output power at 8 GHz with a small-signal gain of
19 dB, thus providing high gain and broad bandwidth for
the amplifier. All gate CPW line impedances are 80O, and
the drain-line impedances, from the left- to right-hand
sides, are 60O, 50O, and 30O. The drain-line dummy load
was removed to prevent power consumption by the syn-
thetic drain-line termination dummy load, thus improving
PAE of the amplifier. The gate- and drain-line sections
were carefully optimized for optimum power and efficiency
using the genetic algorithm method. The resulting ampli-
fier has nonuniform drain-line lengths and impedance to
effectively combine output power from three gain ele-
ments. The amplifier based on this process yielded a sat-
urated output power of 3–6 W over a DC-to-8 GHz
bandwidth with an associated PAE of 13–31%.

6.4. Broadband GaN-Based Flip-Chip Integrated
Power Amplifier

With excellent gain–bandwidth product, distributed am-
plifiers (DAs) are preferred for broadband operation. How-
ever, conventional DAs usually exhibit poor output power
because nonuniform device loading along the drain line
limits effective combining of devices, and also because fre-
quency-dependent attenuation along the gate line sup-
plies limits drive power for the active devices in the later
stages.

A new circuit topology employed novel LCR-matching
networks in a four-way Wilkinson combiner structure to
divide and combine power uniformly from each device.
Figure 13 shows a high-power broad band microwave am-
plifier that used multiple-stage quarter-wavelength trans-
formers for the power combiner to realize the desired
bandwidth and impedance transformation ratios [46].

Additional LC matching networks were then utilized to
reactively compensate for input and output capacitance
and provide additional impedance transformation. GaN
epitaxial layers grown on sapphire substrates have the
advantage of lower cost and availability in larger wafer
size than does SiC, but it has poor thermal conductivity.
Adequate thermal management was achieved through
flip-chip bonding of the device onto a thermally conduc-
tive, electrically insulating AlN substrate, which also
hosts the matching and combiner networks.

Using devices with 0.7mm gate length and 4 mm gate
width, a small-signal gain of 7 dB was obtained over
3–10 GHz bandwidth. A CW output power of 8 W at
9.5 GHz with about 20% PAE was achieved when biased
at 24 V, whch is a significantly higher output power over
the entire bandwidth compared to the results obtained
using GaAs-based FET technology.

7. CONCLUSION

This article described the high-speed, high-power, and
low-noise performance of GaN HEMTs. Further improve-
ment of device speed, power, and noise figure will be pos-
sible with optimization of the GaN HEMT design, growth,
and fabrication. In combination with the excellent micro-
wave power capabilities, GaN HEMTs have great poten-
tial for other applications such as low noise and high
power switching, and will be very attractive for delivering
highly linear, broadband, and robust transceiver in future
commercial and military communication systems.
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1. INTRODUCTION

Many complex microwave devices can usually be decom-
posed into a set of elementary waveguide junctions (cano-
nical step discontinuities) that are located at specific
transverse reference planes where the waveguide cross
section changes abruptly, and are connected through long-
itudinally uniform waveguide sections. In this context, the
mode-matching (MM) technique is capable of providing
very accurate results, provided that adequate numbers of
higher-order modes—including the evanescent ones—are
employed for representation of the field within each
elementary waveguiding structure [3,5]. In this approach,
the electromagnetic fields within the individual longitud-
inally uniform waveguide sections are represented as a
weighted summation of elementary solutions to Maxwell’s
equations, and the weight coefficients are obtained by
matching the tangential fields at the interfaces of the
sections where the structure is discontinuous. A micro-
wave device can be accurately analyzed by using this
method, once the equivalent circuits of each of the con-
stituent discontinuities have been obtained [4]. However,
a simple characterization of the discontinuities in terms of
their conventional fundamental mode scattering para-
meters (S parameters) cannot recover the full-wave beha-
vior of the device when the interactions between the
discontinuities are not negligible—which is a common
occurrence. In this event, it becomes essential to include
the higher-order modes, generalize the concept of scatter-
ing parameters [1], and develop a generalized scattering
matrix, which is the subject of discussion in this article.

The article is organized as follows. In Section 2, we
review the basic concepts of guided-wave propagation in
order to derive a modal representation of the fields. This
expansion is represented by an equivalent circuit, which
leads to the definition of the generalized admittance
matrix (GAM) and the generalized impedance matrix.
The modal representation is then rearranged in terms of
the incident and reflected waves in order to derive the
definition of the generalized scattering matrix (GSM). The
next step is to consider the canonical problem of a step
discontinuity between two waveguides with dissimilar
cross sections, and use this simple canonical problem as
the building block for the analysis of more complex
geometries constituting multiple cascaded discontinuities,
such as filters, matching networks, and directional
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couplers. Finally, we present some numerical examples to
illustrate the potentials of the GSM technique.

2. MODAL EXPANSION

We begin our discussion of modal expansion by considering
the geometry of the problem shown in Fig. 1, specifically, a
hollow, lossless, metallic waveguide, with a uniform cross-
section and perfectly electric conductor (PEC) type of
walls. The structure is uniform along z, which is the
direction of propagation in the waveguide. We assume
that the guide is filled with a homogeneous and lossless
dielectric material, with dielectric permittivity e and mag-
netic permeability m.

The solution of the propagation problem is obtained by
referring to the source–free Maxwell’s equations:

r�E¼ � jomH

r�H¼ joeE
ð1Þ

The differential equations (1) are a system of six scalar
equations with six unknowns. Since the cross section of the
waveguide is uniform along the z axis, it is advantageous
to split the field solution into two parts—the longitudinal
components (Ez, Hz) and the transverse components
(Et and Ht), as follows:

E¼EtþEziz

H¼HtþHziz

ð2Þ

The longitudinal and transverse components are interre-
lated, of course, through Maxwell’s equations, and they
can be easily derived from each other. This assumption
results in a simplification, since we can derive the solution
for the only transverse components of the fields, and take
advantage of the fact that the longitudinal components
are dependent on the latter and vice versa [2].

It can be shown that for the problem at hand, Maxwell’s
equations can be cast in the form of an eigenvalue problem
whose solutions (eigenfunctions) represent a set of ele-
mentary configurations (modes) supported by the struc-
ture. They constitute a complete set of basis functions
for representing the fields in the waveguide. Therefore,
we can express the transverse field components as

summations of modes with complex amplitudes as

Etðt1; t2; zÞ¼
X1

m¼ 1

Et;mðt1; t2; zÞ

Ht t1; t2; zð Þ¼
X1

m¼ 1

Ht;mðt1; t2; zÞ

ð3Þ

where (t1,t2) represent the coordinates in the transverse
plane as shown in Fig. 1 (in rectangular coordinates t1¼ x,
t2¼ y).

The separation into longitudinal and transverse com-
ponents enables us to define three types of modes: (i)
transverse electric (TE), for which we have Ez¼ 0 (in this
case the electric field is totally transverse: E¼Et); (ii)
transverse magnetic (TM), for which we have Hz¼ 0, (i.e.,
the magnetic field is totally transverse: H¼Ht); and (iii)
transverse electric and magnetic (TEM), for which we
have both Ez and Hz¼ 0.

By invoking the principle of separation of variables, we
can represent the electric and the magnetic field compo-
nents of each mode as a product of a scalar function of
z and a vector function of the transverse coordinates that
read

Et;mðt1; t2; zÞ¼VmðzÞ emðt1; t2Þ

Ht;mðt1; t2; zÞ¼ ImðzÞhmðt1; t2Þ
ð4Þ

Following the well-established terminology for waveguid-
ing structures, we refer to the functions em and hm as the
modal vector functions, and to Vm(z) and Im(z) as the
modal scalar functions. The latter satisfy the transmis-
sion-line equations (telegraphist’s equations), with the
standard solution:

VmðzÞ¼V þm e�jbmz þV�meþ jbmz ð5aÞ

ImðzÞ ¼ Iþm e�jbmz þ I�meþ jbmz ð5bÞ

The modal scalar functions can be interpreted as the
equivalent voltages and currents associated with the
mth mode of the multimode line—the waveguide.
The corresponding modal characteristic impedance for
the mth mode is given by

Z0;m¼
V þm
Iþm
¼ �

V�m
I�m

ð6Þ

and these impedances can be chosen such that they
normalize the corresponding modal vector functions. In
particular, if we choose:

Z0;m¼ z0;m¼
om=bm for TE modes

bm=oe for TM modes

(
ð7Þ

the modal vector functions are related as follows:

em¼hm� iz ð8Þ

z

t1

t2

Figure 1. Geometry of a waveguide problem.

1768 GENERALIZED SCATTERING MATRIX TECHNIQUE



The modal vector functions are the solutions of an eigen-
value problem; in particular, we can introduce a potential
function jm, which satisfies the two-dimensional eigenva-
lue equation

r2
t jmðt1; t2Þþ k2

c;mjmðt1; t2Þ¼ 0 ð9Þ

with the following boundary conditions on the contour C of S

jm

��
C
¼ 0; for TE modes ð10aÞ

@jm

@n

����
C

¼ 0; for TM modes ð10bÞ

where @/@n is the derivative along the outward normal to
the contour C. In (9), kc,m is the transverse eigenvalue of
the mth mode. The value of the transverse eigenvalue
(and, consequently, the final form of the solution jm)
depends on the geometric shape of the waveguide cross
section. Once we have obtained the solution for jm, the
corresponding vector functions can be evaluated from

em¼
iz�rtjm for TE modes

�rtjm for TM modes

(
ð11Þ

The wavenumber along the z axis for the mth mode is
given by

kz¼ kzTE
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2em� k2

tH

q
ð12Þ

An examination of this equation leads to some useful
interpretations of the propagation properties of the wave-
guide. Specifically, we note that the propagation constant
bm in (12) goes to zero at the cutoff frequencies given by

oc;m¼
kc;mffiffiffiffiffi
me
p ð13Þ

For frequencies below the cutoff, the wavenumber is
purely imaginary and the corresponding mode is evanes-
cent, with an attenuation constant given by

jbm¼ am¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

c;m � o2em
q

ð14Þ

A TEM mode can be interpreted as a limiting case of a TE
or TM mode, with a null transverse eigenvalue kc. It exists
only if the guiding structure consists of at least two
parallel electric conductors (i.e., two separated metallic
regions on the guiding structure transverse plane). This
mode has no cutoff and its propagation constant is iden-
tical to that relevant to a uniform plane wave propagating
in an unbounded homogeneous medium, with the same
electrical characteristics as those of the TEM mode:

kz¼ k0¼o
ffiffiffiffiffi
em
p

ð15Þ

In contrast to this, the characteristic impedance of the
TEM mode depends on both the electric properties of the

medium surrounding the guiding structure and the geo-
metric parameters of the transverse plane.

3. CIRCUIT REPRESENTATIONS OF THE DISCONTINUITIES

In this section, we introduce a formalism that leads to an
N-port circuit representation of a waveguiding system [4].

We start by considering a generic discontinuity, with
respect to which we define two reference transverse
planes T1 and T2 (see Fig. 2), where the electric and
magnetic fields can be expressed in terms of the modal
expansions we have previously introduced. Although, in
principle, the modal expansion contains an infinite num-
ber of terms, from a practical point of view it is sufficient to
truncate it to a finite value. For convenience, we will refer
to each of the reference planes as ‘‘physical’’ ports. If we
retain Ni modes at the ith ‘‘physical’’ port (i¼ 1,2) that are
sufficient to describe the discontinuity, then we need to
know N1þN2 modal voltages and currents, implying that
an equal number of equations relating the voltages and
currents are required, which can be obtained from the
Maxwell’s equations. Furthermore, by virtue of the un-
iqueness theorem, it is sufficient to consider only the
tangential components at the interfaces (fields transverse
to z) at both the ‘‘physical’’ ports. The discontinuity can
therefore be represented by using its multiport equivalent
circuit, shown in Fig. 3, where each port is associated with
a different mode (‘‘modal’’ port). Such a network formalism
enables us to deal with the voltages and currents—in the
same manner as in circuit analysis—instead of working
with the electric and magnetic fields.

For the multiport circuit introduced previously, the set
of equations relating the voltages and currents can be cast
in a more convenient form by expressing all the modal
currents as functions of the corresponding voltages. More
specifically, we can obtain the following matrix form:

I¼Y V ð16Þ

Ið1Þ1

..

.

Ið1ÞN1

Ið2Þ1

..

.

Ið2ÞN2

2

666666666666664

3

777777777777775

¼
Y

11
Y

12

Y
21

Y
22

" #
¼

V ð1Þ1

..

.

V ð1ÞN1

V ð2Þ1

..

.

V ð2ÞN2

2

666666666666664

3

777777777777775

ð17Þ

T2

T1

(2)

(1)

Figure 2. Geometry for representing a waveguide discontinuity.
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It is important to note that the voltages and currents in
these equations are related by the admittance matrix Y,
which now includes both the evanescent and propagating
modes. Consequently, the admittance matrix (17) is more
general than the conventional one, which relates only the
currents and voltages of the propagating modes. Such a
generalization leads to the concept and the definition of a
generalized admittance matrix (GAM). In addition, we can
divide the modes into two classes: accessible (propagating)
and localized (evanescent). If we are interested only in the
propagating modes (typically the fundamental modes) at
the input and output ‘‘physical’’ ports, then the corre-
sponding admittance matrix has the dimensions of (2� 2),
and it can be extracted from the corresponding GAM
whose dimensions are (N1þN2)� (N1þN2). To this end,
we consider the equivalent circuit shown in Fig. 4, where
all the ‘‘modal’’ ports corresponding to the evanescent
modes are matched to their respective characteristic im-
pedances, so that

IðiÞm ¼ � Y ðiÞ0;mV ðiÞm m¼ 2; . . . ;Ni ð18Þ

with

Y ðiÞ0;m¼1=ZðiÞ0;m ð19Þ

We can now rearrange and partition the admittance
matrix with the objective of separating the entries per-
taining to the two fundamental modes (subscript ‘‘f ’’) from
to the higher-order evanescent modes (subscript ‘‘h’’) as
follows:

Y ¼
Y

ff
Y

fh

Y
hf

Y
hh

" #
ð20Þ

The admittance matrix Y 0 of the discontinuity can be
expressed as

Y 0 ¼Y
ff
� Y

fh
ðY

hh
þY

0
Þ
�1Y

hf
ð21Þ

where Y
0

is a diagonal matrix containing the character-
istic modal admittances:

Y
0
¼diag Y ð1Þ0;2; . . . ;Y

ð1Þ
0;N1

; Y ð2Þ0;2; . . . ;Y
ð2Þ
0;N2

h i
ð22Þ

It is important to realize that the higher-order modes,
although inaccessible, nevertheless influence the behavior
(and the final value of the complex amplitude) of the
fundamental modes. We will touch on this aspect again
in Section 9 and present some examples to validate the
preceding statement.

An alternative description can be obtained by expres-
sing the modal voltages as functions of the modal currents,
so that we can obtain an impedance matrix description as
follows

V ¼Z I ð23Þ

where Z is defined as the generalized impedance matrix.
In microwave applications, a more useful representation
of the electromagnetic field is obtained by working with
the incident and reflected wavevectors of the discontinu-
ity, and it is convenient to derive a description that is not
tied to the particular type of transmission line feeding the
network. Toward this end, we define a normalized modal
voltage of the mth mode at the ith port as follows:

V̂V
ðiÞ

m ¼
V ðiÞmffiffiffiffiffiffiffiffiffiffi
ZðiÞ0;m

q ð24Þ

+

−

+

−

+

−

+

−

V1
(1) V1

(2)

I N2

(2)

VN2

(2)

VN1

(1)

I N1

(1)

I1
(1)

I1
(2)

Multiport
circuit

Figure 3. Multiport equivalent circuit to the discontinuity
depicted in Fig. 2.

+

−

+

−

V1
(1)

V1
(2)

Y02

(1)
Y02

(2)

Y0N2

(2)

Y0N1

(1)

I1
(1)

I1
(2)

Multiport
circuit

Figure 4. Multiport circuit representation of a waveguide
discontinuity for deriving the standard admittance matrix.
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Similarly, we can define a normalized modal current of the
mth mode at the ith port as

ÎI
ðiÞ

m ¼ IðiÞm

ffiffiffiffiffiffiffiffiffiffi
ZðiÞ0;m

q
ð25Þ

The corresponding voltage and current modal vectors
(normalized) are

V̂V ¼ ½V̂V ðiÞm � ð26aÞ

ÎI¼ ½ÎIðiÞm � ð26bÞ

These vectors are related by the normalized impedance
matrix ẐZ as

V̂V¼ ẐZ ÎI ð27Þ

where the entries of the impedance matrix given above are
defined as follows:

ẐZði;jÞmn ¼
Zði;jÞmnffiffiffiffiffiffiffiffiffiffi

ZðiÞ0;m

q ffiffiffiffiffiffiffiffiffi
ZðjÞ0;n

q ð28Þ

The expression in (28) can be interpreted as the normal-
ized mutual impedance between the mth ‘‘modal’’ port at
the ‘‘physical’’ port i and the nth ‘‘modal’’ port at the
‘‘physical port’’ j.

A similar normalization can also be applied to the
GAM, which can be written as

ÎI¼ ŶY V̂V ð29Þ

The entries of the matrix above are given by

ŶY
ði;jÞ

mn ¼
Y ði;jÞm;nffiffiffiffiffiffiffiffiffiffi

Y ðiÞ0;m

q ffiffiffiffiffiffiffiffiffi
Y ðjÞ0;n

q ð30Þ

and they can also be interpreted in a procedure similar to
that followed for the impedance matrix elements.

We can now define, at each port, the incident wave
amplitude of the mth mode at ith terminal as

aðiÞm ¼
V þ

ðiÞ

mffiffiffiffiffiffiffiffiffiffi
ZðiÞ0;m

q ¼ Iþ
ðiÞ

m

ffiffiffiffi
Z
p
¼

VðiÞm þZðiÞ0;mIðiÞm

2
ffiffiffiffiffiffiffiffiffiffi
Z0;m

p ð31Þ

Similarly, the corresponding reflected wave amplitude can
also be defined as

bðiÞm ¼
V�

ðiÞ

mffiffiffiffiffiffiffiffiffiffi
ZðiÞ0;m

q ¼ � I�
ðiÞ

m

ffiffiffiffiffiffiffiffiffiffi
ZðiÞ0;m

q
¼

V ðiÞm � ZðiÞ0;mIðiÞm

2
ffiffiffiffiffiffiffiffiffiffi
ZðiÞ0;m

q ð32Þ

Finally, using these definitions, we can fully characterize
the device in terms of its generalized scattering matrix
(GSM) S, which relates the vectors representing the
reflected wave and the incident wave amplitudes. The

matrix is defined as

b¼S a ð33Þ

This description in terms of the GSM is equivalent to that
in terms of the impedance or admittance matrices. In fact,
starting from the following equations

V̂V ¼aþ b ð34aÞ

ÎI¼a� b ð34bÞ

we can also write

ðaþbÞ¼ ẐZða� bÞ ð35Þ

Using (33), we obtain the final result

S¼ ðẐZþ 1Þ�1
ðẐZ� 1Þ¼ ð1þ ŶYÞ�1

ð1� ŶYÞ ð36Þ

where 1 is the unit matrix with dimensions (N1þN2)�
(N1þN2). From knowledge of the GSM of a discontinuity,
we can obtain the corresponding admittance and impe-
dance matrices as follows:

ŶY ¼ ẐZ
�1
¼ ðSþ 1Þ�1

ð1� SÞ ð37Þ

ẐZ¼ ŶY
�1
¼ ðSþ 1Þð1� SÞ�1

ð38Þ

It is important to recognize that, for linear networks, the
matrix S can always be defined, while in some particular
situations the matrices Z and Y cannot. Moreover, a GSM
can always be defined, even if the value of the character-
istic impedance of the port is not available.

4. STEP JUNCTION

In this section, we consider the discontinuity problem of a
junction between two waveguides with different cross
sections S1 and S2. The junction is located at the plane z
¼ 0. Let SC be the common interface, shared by the two
waveguides (SC¼S1 \ S2 ) and let SP be the metallic
surface at the interface (for the case shown in Fig. 5,
associated with the boundary enlargement).

The electromagnetic fields in both the waveguides can
be expressed in terms of their respective modes. In
particular, by using (4) and (5), we can express the
transverse components of the electromagnetic field in
the first waveguides (on the left) as a finite summation
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of modes as follows:

Eð1Þt ¼
XN1

m¼ 1

ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q
að1Þm e�jbmz

�

þ

ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q
bð1Þm eþ jbmz

�
eð1Þm ðtÞ

Hð1Þt ¼
XN1

m¼ 1

að1Þmffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q e�jbmz

0
B@

�
bð1Þmffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q eþ jbmz

1

CAhð1Þm ðtÞ

8
>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>:

ð39Þ

Similarly, in the second waveguide (on the right) we have

Eð2Þt ¼
XN2

n¼1

ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q
að2Þn eþ jbnz

�

þ

ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q
bð2Þn e�jbnz

�
eð2Þn ðtÞ

Hð2Þt ¼
XN2

n¼1

að2Þnffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q eþ jbnz

0
B@

�
bð2Þnffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q e�jbnz

1

CAhð2Þn ðtÞ

8
>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>:

ð40Þ

In these expressions, the wave amplitudes of the modes
are the unknowns in this problem that are yet to be
determined. As explained in the previous section, a com-
plete characterization of the discontinuity can be obtained
if we can relate the (N1þN2) amplitudes of the a(i)

incident waves to the corresponding amplitudes of the
reflected waves, b(i) (i¼ 1,2). We can derive these equa-
tions by imposing the boundary conditions at the junction,
specifically, the continuity of the transverse components of

both the electric and magnetic fields as follows:

Eð2Þt ¼Eð1Þt at SC

Eð2Þt ¼ 0 at SP¼S2nS1

8
><

>:

Hð2Þt ¼Hð1Þt at SC

ð41Þ

The simplest way to derive the desired (N1þN2) equa-
tions is to impose the continuity condition at (N1þN2)
different points. However, such a point-matching techni-
que, although simple from a conceptual point of view, is
not very accurate since it imposes the continuity condition
only at a finite set of points, and it is better to impose the
condition stated above in an integral sense instead. With
this in mind, we introduce a definition of the inner
product, which must be computed in the process.

5. GSM OF A STEP JUNCTION

In this section, we derive a GSM representation of the step
junction, shown in Fig. 5, by using the formulation based
on the conservation of complex power [6,7]. However, it
can be shown that any relation originating from this
formulation is equivalent to the ones derived by matching
the transverse electric fields or the transverse magnetic
fields at the junction plane. We begin by expressing the
transverse electric and magnetic fields at z¼ 0 as

Eð1Þt ðz¼ 0Þ¼
PN1

m¼ 1

ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q
ðað1Þm þ bð1Þm Þ e

ð1Þ
m ðtÞ

Hð1Þt ðz¼ 0Þ¼
PN1

m¼ 1

1ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q ðað1Þm � bð1Þm Þh
ð1Þ
m ðtÞ

8
>>>>><

>>>>>:

ð42Þ

Eð2Þt ðz¼ 0Þ¼
PN2

n¼ 1

ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q
ðað2Þn þ bð2Þn Þ e

ð2Þ
n ðtÞ

Hð2Þt ðz¼ 0Þ¼
PN2

n¼ 1

1ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q ðað2Þn � bð2Þn Þh
ð2Þ
n ðtÞ

8
>>>>><

>>>>>:

ð43Þ

From the continuity conditions, we have

Eð1Þt ðz¼ 0Þ¼Eð2Þt ðz¼ 0Þ

)
XN1

m¼ 1

ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q
ðað1Þm þbð1Þm Þ e

ð1Þ
m ðtÞ

¼
XN2

n¼ 1

ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q
ðað2Þn þbð2Þn Þ e

ð2Þ
n ðtÞ

ð44Þ

Hð1Þt ðz¼ 0Þ¼Hð2Þt ðz¼ 0Þ

)
XN1

m¼ 1

1ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q ðað1Þm � bð1Þm Þh
ð1Þ
m ðtÞ

¼
XN2

n¼ 1

1ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q ðað2Þn � bð2Þn Þh
ð2Þ
n ðtÞ

ð45Þ

a (2)

b (2)

a(1)

b(1)
S1 SC S2

z = 0

Figure 5. Boundary enlargement problem.
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Next, we define an inner product between the two func-
tions f1 and f2 as

hf
1
; f

2
i¼

Z

SC

f
1
ðtÞ� f �

2
ðtÞ . ẑz dS ð46Þ

and use this definition to project the continuity equation of
the electric (magnetic) field onto each magnetic (electric)
modal vector function and the continuity equation. Such a
projection guarantees that the continuity is ensured not
only at a discrete set of points but also across the junction
in an integral sense. In particular, by projecting the first
equation onto the eigenfunctions hð1Þ

�

m , we have

XN1

m¼ 1

ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q
ðað1Þm þ bð1Þm Þ

Z

S1

ðeð1Þm �hð1Þ
�

m Þ
.dS

¼
XN2

n¼ 1

ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q
ðað2Þn þ bð2Þn Þ

Z

S1

ðeð2Þn �hð1Þ
�

m Þ
.dS

ð47Þ

Similarly, by projecting the second equation onto the
eigenfunctions eð2Þ

�

n , we obtain

XN1

m¼ 1

1ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q ðað1Þm � bð1Þm Þ

Z

S2

ðhð1Þm � eð2Þ
�

n Þ
.dS

¼
XN2

n¼ 1

1ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q ðað2Þn � bð2Þn Þ

Z

S1

ðhð2Þn � eð2Þ
�

n Þ
.dS

ð48Þ

By exploiting the orthogonality of the modes at each of the
waveguide sections, we can express (47) and (48) in matrix
forms as

diag
ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q Z

S1

ðeð1Þm �hð1Þ
�

m Þ
.dS

� 	

� ðað1Þ þ bð1ÞÞ ¼Aðað2Þ þ bð2ÞÞ

ð49Þ

Bðað1Þ � bð1ÞÞ ¼diag
1ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q
Z

S2

ðhð2Þn � eð2Þ
�

n Þ
.dS

8
><

>:

9
>=

>;

� ðað2Þ � bð2ÞÞ

ð50Þ

The elements of the matrices AðN1�N2Þ and BðN2�N1Þ

can be written as

am n¼

ffiffiffiffiffiffiffiffiffi
Zð2Þ0;n

q Z

S1

ðeð2Þn �hð1Þ
�

m Þ
.dS ð51Þ

bm n¼
1ffiffiffiffiffiffiffiffiffiffi
Zð1Þ0;m

q
Z

S2

ðhð1Þm � eð2Þ
�

n Þ
.dS ð52Þ

These matrices have some special properties, and, in order
to understand them, we resort to the normalization pro-
cedure outlined in Section 2, for which the characteristic
impedance of the equivalent transmission line assumes a

unit value:

Z0;m 	 1 ð53Þ

As a consequence, for the corresponding vector functions
of each mode, we can write

em¼ zmhm� iz; hm¼
1

zm

iz� em ð54Þ

so that

am n¼
1

zð1Þ
�

0;m

Z

SC

ðeð2Þn
. eð1Þ

�

m Þ
.dS ð55Þ

bm n¼
1

zð1Þ0;m

Z

SC

ðeð1Þm
. eð2Þ

�

n Þ
.dS¼a�n m ð56Þ

This implies that the following relationship holds:

B¼ ðAT
Þ
�

ð57Þ

Thus the matrix B is the conjugate transpose of A. It is
worth noting that with a correct choice of the normalization
impedance, some interesting and important properties
regarding the final form of the GSM can be observed [11].

By defining the following diagonal matrices (power
matrices)

P¼diag
1

zð1Þ
�

0;m

Z

S1

eð1Þm

�� ��2 . dS

( )

¼diag zð1Þ0;m

Z

S1

hð1Þm

���
���
2
. dS

� 	
ðN1�N1Þ

ð58Þ

Q¼diag
1

zð2Þ0;n

Z

S2

eð2Þn

�� ��2 . dS

( )

¼diag zð1Þ
�

0;n

Z

S1

hð2Þn

���
���
2
. dS

� 	
ðN2�N2Þ

ð59Þ

Eqs. (49) and (50) can be recast in the following form:

Pðað1Þ þ bð1ÞÞ ¼Aðað2Þ þ bð2ÞÞ ð60Þ

ðATÞ
�
ðað1Þ � bð1ÞÞ ¼Qðað2Þ � bð2ÞÞ ð61Þ

We can now define the matrices below

M
E
¼P�1A whose dimensions are

ðN1�N2Þ

ð62Þ

M
H
¼Q�1

ðAT
Þ
�whose dimensions are

ðN2�N1Þ

ð63Þ
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to derive the final matrix representations:

ðað1Þ þ bð1ÞÞ ¼M
E
ðað2Þ þ bð2ÞÞ ð64Þ

M
H
ðað1Þ � bð1ÞÞ ¼ ðað2Þ � bð2ÞÞ

From (64) we can derive the generalized scattering matrix
that relates the vectors b and a

bð1Þ

bð2Þ

" #
¼S

að1Þ

að2Þ

" #
¼

S
11

S
12

S
21

S
22

" #
að1Þ

að2Þ

" #
ð65Þ

where

S
11
¼ ð1þM

H
.M

E
Þ
�1 . ð1�M

H
.M

E
Þ

S
21
¼M

E
. ð1þS

11
Þ

S
12
¼ 2ð1þM

H
.M

E
Þ
�1 .M

H

S
22
¼ ðM

E
.S

12
� 1Þ

8
>>>>>>>><

>>>>>>>>:

ð66Þ

are the self- and mutual blocks of the GSM.
It should be realized that the computation of the

scattering matrix carried out in this manner requires
the inversion of an (N1�N1) matrix for each frequency.
Finally, the scattering parameters of the discontinuity can
be finally obtained by identifying the first element of each
of the submatrices (see Fig. 6) that are

s11¼S
11
ð1; 1Þ; s12¼S

12
ð1; 1Þ;

s21¼S
21
ð1; 1Þ; s22¼S

22
ð1; 1Þ

ð67Þ

For a discussion of the properties of the GSM, the reader is
referred to Refs. 8–10.

6. CASCADING DISCONTINUITIES

A step discontinuity can be viewed as a basic building
block for describing more complex configurations. We now
consider, as a simple example, the geometry sketched in
Fig. 7, where two such discontinuities are separated by a
distance L.

The GSM of the uniform waveguide section spanning
from z¼ 0 and z¼L simply accounts for the phase shift
(and/or attenuation) of each mode, as it traverses this
section of the guide. This GSM can be written as

S¼
0 D

D 0

" #
ð68Þ

where

D¼diag e�jbnL
� �

ð69Þ

The propagating modes only suffer a phase shift, while the
evanescent ones are attenuated, since bn is purely ima-
ginary for the latter. If the distance L is sufficiently large,
the evanescent modes originating from the first disconti-
nuity are completely attenuated and do not interact with
the second discontinuity; hence they can be neglected.

It is possible to express the wave amplitudes at the
second interface in terms of the S matrix defined in (8)

að2Þ

að2ÞL

" #
¼S

bð2Þ

bð2ÞL

" #
¼

0 D

D 0

" #
bð2Þ

bð2ÞL

" #
ð70Þ

and

að2ÞL ¼D bð2Þ; að2Þ

¼D bð2ÞL ) bð2ÞL ¼D�1að2Þ
ð71Þ

It is important to note that, in deriving (71), the outgoing
waves, transmitted to the right of the first discontinuity,
are interpreted as waves incident on the waveguide sec-
tion located between z¼ 0 and z¼L. By inserting (71) into
(70), we obtain the GSM of the entire configuration,
formed by the two discontinuities flanking the waveguide

N1

N1

N2

N2

s12

s11

s21

s22

S12S11

S21 S22

GSM

Figure 6. Identification of the scattering parameters of the step
discontinuity as entries of the GSM.

a (2)

b (2)

a (3)

b (3)

a (1)

b (1)

z=Lz=0

(2)aL

(2)bL

Figure 7. Geometry for analysis of a double-step discontinuity.
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section in between. We can generalize the analysis a bit
further and derive the expression for the GSM matrix
when we extend the lengths of the waveguide sections at
both ends of the discontinuity (see Fig. 8). For this case,
the GSM can be expressed as

S0 ¼fSf¼
D

1
0

0 D
2

" #
S

D
1

0

0 D
2

" #
ð72Þ

where

D
1
¼diag e�jbð1Þm l1

n o

D
2
¼diag e�jbð2Þn l2

n o ð73Þ

To derive the composite solution of this extended geometry
case, we need certain connection formulas, which we
provide below [11,12]. Given two structures, each of which
is characterized by its own GSM Sð1Þ and Sð2Þ, respectively,
we can construct a composite GSM by using the following
submatrix blocks [3]

SðtotÞ

11
¼Sð1Þ

11
þSð1Þ

12
Sð2Þ

11
E Sð1Þ

21

SðtotÞ

12
¼Sð1Þ

12

.

�
1þSð2Þ

12
E Sð1Þ

22

�
Sð2Þ

12

SðtotÞ

21
¼Sð2Þ

21
E Sð1Þ

21

SðtotÞ

22
¼Sð2Þ

22
þSð2Þ

21
E Sð1Þ

22
Sð2Þ

12

8
>>>>>>>>><

>>>>>>>>>:

ð74Þ

where

E¼

�
1� Sð1Þ

22
Sð2Þ

11

��1

ð75Þ

Once again, an inversion is needed to construct the matrix
E in (75), which appears in the expressions given in (74)
for the various blocks.

It is important to observe that the expressions in Eqs.
(74) and (75) originate from an iterative process that
accounts for multiple reflections at both discontinuities.
In particular, the modes inside the central section go
through a multiple scattering phenomenon that can be

mathematically expressed as a Neumann series with final
value given by (74). For an in-depth discussion of this
phenomenon, the reader is referred to Ref. 1, where a
proof of convergence has been provided.

A more intuitive approach might have been followed,
which makes use of an alternative representation in terms
of the transmission matrix. It relates the wave amplitudes
(both incoming and outgoing) at the first port with those at
the second port as follows:

að1Þ

bð1Þ

" #
¼T

bð2Þ

að2Þ

" #
¼

T
11

T
12

T
21

T
22

" #
bð2Þ

að2Þ

" #
ð76Þ

For the cascaded junction, the total transmission matrix
can be simply expressed as a product of the single trans-
mission matrices:

Ttot
¼Tð1ÞTð2Þ ð77Þ

However, there are two significant disadvantages when
using this approach that we can easily identify. The first
one arises from the fact that the wavenumber in the
uniform waveguide section between the two step disconti-
nuities exhibits a negative sign with respect to the pre-
vious representation, implying that the cutoff modes are
mapped into the constituent block matrices with real and
positive exponentials. This renders the entries of the final
matrix unstable, especially for large n and L. The second
difficulty stems from the requirement that we must use an
identical number of modes at both ends of the junction,
since the use of a different number of modes results in an
ill-conditioned matrix. This condition, in turn, suffers from
the problem of relative convergence, which will be dis-
cussed in the following section.

7. CONVERGENCE CRITERIA

The accuracy of the final results is strongly affected by the
truncation of the series used for the modal expansion.
Convergence tests are usually performed in order to
determine the minimum number of modes required to
obtain a certain degree of accuracy; specifically, the num-
ber of modes is increased until the final result does not
change significantly.

However, an interesting phenomenon can occur when
following this procedure; namely, the final results may
converge to a value that is strongly dependent on the ratio
N1/N2 of the total numbers of modes used in the two
longitudinally uniform waveguide sections directly con-
nected to the discontinuity. This phenomenon, known as
‘‘relative convergence,’’ may affect the validity of the final
results [13,14].

Several different criteria have been presented in the
literature to cope with this problem. If we consider the
step discontinuity problem reported in Fig. 9, where two
rectangular waveguides of the same width and different
heights are connected, it is possible to show that a correct
result is guaranteed by increasing the number of modes
and maintaining the ratio N1/N2 approximately equal to

a (2)

b (2)

a (1)

b (1)

z=−l1 z=−l2z=0

Figure 8. Reference systems at a step discontinuity analyzed
through the transmission matrix.
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the ratio h1/h2. Intuitively, this result can be explained by
considering the fact that both modal expansions should be
able to follow the same variability of the field at both sides
of discontinuity; since the basis functions used in the
modal expansions have different periodicities on each
side of the junction, the choice of the ratio N1/N2¼h1/h2

leads to the correct behavior of the two final expressions.
For a double step discontinuity (along both height and

width), accurate results have been obtained by using the
area criterion N1/N2¼A1/A2, where A1 and A2 are the
cross-sectional areas of the waveguides 1 and 2, respec-
tively. However, this criterion is not as general as a more
useful one based on the condition that the maximum
values of the transverse eigenvalues for modes at both
sides of the discontinuity be the same. This is known as
the spectral criterion, and it requires that once that the
maximum value of the transverse eigenvalue kc,max is
fixed, only the modes with kcokc,max are to be retained.

8. NUMERICAL EXAMPLES

Numerical results are presented in this section with the
objective of demonstrating that the accuracy can be im-
proved by including higher-order modes. As a first exam-
ple, we consider a single-step discontinuity problem at the
junction between a rectangular waveguide (waveguide 1)
with dimensions of 10� 5 mm, and a smaller rectangular

waveguide (waveguide 2) whose dimensions are
7� 3.5 mm. The single-mode bandwidth of the first wave-
guide spans from 15 to 30 GHz, whereas the second
waveguide exhibits a single-mode bandwidth between
21.42 and 42.84 GHz. The scattering parameter S11 of
this discontinuity has been calculated by using only the
fundamental mode in both the waveguides. These results
have been compared with those obtained by calculating
the whole GSM of the discontinuity with 71 and 33 modes
in the waveguides, respectively. The results are shown in
Fig. 10, where the net discrepancy between the two curves
clearly demonstrates the importance of including the
higher-order modes.

The effects of higher-order modes become even more
apparent if we refer to the following problem, where a
rectangular iris of finite thickness is considered. This

h2

h1

Figure 9. Step discontinuity between two rectangular wave-
guides of different heights.
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Figure 10. Amplitudes of the S11 scattering parameters for the
boundary enlargement problem at the junction between two
rectangular waveguides with dimensions 7�3.5 mm and
10�5 mm, respectively. The dashed curve is based on the exclu-
sion of the higher order modes.
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Figure 11. Amplitude of the S11 scattering parameter relevant to
a thick iris in a rectangular waveguide. The waveguide has
dimensions 10�5 mm, whereas the iris has dimensions
7�3.5 mm and a thickness of 2 mm. The dashed line corresponds
to the case where the higher-order modes are not included.
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Figure 12. Amplitude of the S11 scattering parameter relevant to
a thick iris in a rectangular waveguide. The waveguide has
dimensions 10�5 mm, whereas the iris has dimensions
7�3.5 mm and a thickness of 5 mm. The dashed line corresponds
to the case where the higher-order modes are not included.
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problem can be analyzed by following the methodology
presented in Section 6, where we cascade the two discon-
tinuity problems and shift the GSM of the first disconti-
nuity toward the second by a length equal to the thickness
of the iris. In particular, the results obtained by using only
the fundamental modes in the three waveguides sections
are shown in Figs. 11 and 12 for two different lengths of
the iris, and they are compared with those derived for the
same configuration by accounting for the presence of
higher-order modes (more precisely, 71 modes are in-
cluded in the first and third waveguide sections, while
33 modes are retained in the central waveguide section).
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GEOMETRICAL OPTICS
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1. INTRODUCTION

Geometric optics is the simplest theory to explain the for-
mation of images. It represents a useful approximation of
more complex theories and, in practical situations, such as
the design of optical systems, it provides a useful way to
make preliminary assessments. Geometric optics is also
important because of the influence it has had on other
disciplines, for example, in electrical engineering, on the
design of antennas, which is discussed in Section 13. Geo-
metric optics is attractive because it is a simple theory
based on rays. However, it also is limited in its applica-
tions because it does not include diffraction, which is im-
portant to explain more precisely the formation of images
and usually requires complex mathematical formulations.
Many efforts have been devoted to extend geometric optics
to include diffraction while keeping the advantages of a
simpler ray theory, which are discussed in Section 14.

Let us consider the location of geometric optics within
the realm of optical phenomena. Light is an electromag-
netic phenomenon [1], and its propagation may be de-
scribed in terms of two mutually coupled vectors: the
electric and magnetic fields. In practice, many phenome-
na may be described by simply using only one of these two
vector quantities. Hence, this simplification leads to a sca-
lar theory where light is treated as a scalar function and
the resulting theory is called wave optics. When light
propagates around objects that are much larger than its
wavelength, the wave nature of light may not be revealed
and its propagation may simply be described using rays,
and the corresponding theory is called ray optics or geo-
metric optics. Ray optics is an approximation of wave
optics, which, in turn, is a simplification of the
electromagnetic theory of optics. All these theories are
classical, but there are other light phenomena that are
quantum-mechanical, which cannot be explained in terms
of the classical electromagnetic theory. The most complete
theory that combines quantum-mechanical phenomena
with the classical electromagnetic theory is called quan-
tum electrodynamic and, in the realm of optics, is referred
to as quantum optics. The level of complexity of these the-
ories follows their historical development: (1) geometric
optics, (2) wave optics, (3) electromagnetic optics, and (4)
quantum optics.

Historically, geometric optics was devised to explain
the behavior of light. The basic principles of geometric op-
tics that are discussed in this article were all formulated
before the year 1900. Some relevant steps in the develop-
ment of theories related to light follow and are based
on Ref. 2; a more complete overview is provided in Ref. 3.
The law of reflection was given by the Greek Euclid
(ca. 300 B.C.). Refraction was observed by Alexandrian
Greeks, but they could not explain it. Abu Ali al-Hasan
Ibn al-Haytham (ca. 965–1039), latinized as Alhazen, in
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his book on optics [4] gave a detailed description of refrac-
tion and investigated reflection from plane and curved
surfaces, also known as ‘‘Alhazens’ problem.’’ Optics was
put on solid foundation only after the introduction of
the experimental method by the Italian Galileo Galilei
(1596–1650). We have to wait until the seventeeth century
to obtain a mathematical formulation of the law of refrac-
tion by the French René Descartes (1596–1650) and the
Dutch Willebrod Snell (1580–1626). During the same cen-
tury, two physical theories of light appeared. One theory
was developed by the Dutch physicist Christiaan Huygens
(1629–1695) and consisted in a geometric wave theory of
light [5]. The other theory was created by the British Sir
Isaac Newton (1643–1727), who developed a mechanical
theory of propagation of particles [6]. Newton’s theory was
accepted for nearly another century only because of his
reputation, while Huygens’ theory was ignored.

The seventeenth century gave also birth to experimen-
tal discoveries such as interference by the British Robert
Boyle (1627–1691) and the British Robert Hooke (1635–
1703); the finiteness of the speed of light by the Danish
Olaf Römer (1644–1710) and diffraction by the Italian
Francesco Maria Grimaldi (1618–1663) and Hooke. After
the experimental discoveries, geometric optics appeared
as a limited theory of light that was based on four prin-
ciples: (1) light travels along straight lines in a homoge-
neous medium, (2) light rays travel out of a source
independently, (3) light rays obey the law of reflection,
and (4) light rays obey the law of refraction. It is interest-
ing to observe that all these laws follow from a mathe-
matical principle that says nothing about the nature of
light. This is principle of least time by the French Pierre
de Fermat (1601–1665).

The mathematical theory of geometric optics received
its definitive formulation with the work of the Irish Sir
William Rowan Hamilton (1805–1865). Hamilton was
aware of the works of the French Augustin Jean Fresnel
(1788–1827), Huygens, and Newton, but he ignored their
works because his goal was to build a mathematical sci-
ence of optics from which all properties could be deduced.
Hamilton’s main idea was the characteristic function. In
fact, he showed that from the knowledge of the character-
istic function all optical problems involving, for instance,
lenses, mirrors, crystals, and propagation in the atmo-
sphere could be solved.

Many scientists pointed out that in order to explain
properties of light such as interference, diffraction, and po-
larization, a wave theory was necessary. Most of the early
works on the wave theory of light were driven by an equiv-
alence with waves inside elastic media. Before the work of
the British James Clerk Maxwell (1831–1879), it is worth
mentioning the results of the Irish James MacCullagh
(1809–1847), who introduced differential equations that
are closely related to the ones of Maxwell [7]. As of today,
the best theory available to explain the behavior of light
(with the exception of some problems that are investigated
by quantum electrodynamics) is the one that subjects light
to an electromagnetic wave that obeys Maxwell’s laws.

As mentioned earlier, geometric optics is an approxi-
mate representation. Wavelengths do not come into
account, so interference and dispersion cannot be deduced.

Additionally, the vector character of light (i.e., polariza-
tion) and diffraction are not incorporated.

2. THE POSTULATES OF GEOMETRIC OPTICS

Geometric optics can be explained using four postulates:

* Light rays travel out of a source independently.
* Inside a homogeneous medium, light rays travel

along straight lines.
* Light rays obey the law of reflection.
* Light rays obey the law of refraction.

When light rays propagate inside a homogeneous me-
dium, they travel at a speed vrc0, where c0 is the speed of
light in vacuum, and the medium is characterized by the
index of refraction

n¼
c0

v
ð1Þ

The time taken by a ray of light to travel the geometric
distance ‘ is proportional to the product n‘, which is called
the optical path length.

Let us now consider the simplest kind of optical source,
a point source inside a homogeneous medium. Rays emitted
from a point source are associated with spherical surfaces,
centered at the source, called wavefronts. Each wavefront
has the property that all its points have the same optical
pathlength from the source. Equivalently, all the points
that belong to the same wavefront have the same phase.
Since there is an equivalence between rays and the asso-
ciated wavefronts, in what follows we will refer to either
rays or wavefronts depending on what is more convenient.

3. THE LAW OF REFLECTION

3.1. Reflection from a Plane Surface

The law of reflection considers a ray that, after interacting
with a surface, bounces back to the same medium where it
came from. Let us examine a ray with unit vector brr1 that is
incident on a plane reflecting surface whose unit normal
vector is m̂m, as shown in Fig. 1. The incident ray brr1 and the
normal m̂m define the plane of incidence that contains the
reflected ray unit vector brr2. The angle of incidence yi and
the reflection angle yr are related to each other by

yi¼ yr ð2Þ

which is the mathematical statement of the law of reflection.

3.2. The Method of Images

The reflected ray brr2 appears to an observer O as if it had
originated from S0, which is symmetric to S with respect to
the plane reflecting surface. The point S0 is called the im-
age of S and suggests an equivalent method to determine
the direction of reflection of a ray incident at P. According
to this method, the location P of the reflection point is
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determined by tracing the straight line from S0 toward O.
The formation of the image of an extended source due to
the reflection from a plane surface is easily explained with
the method of images. In fact, an observer O will receive
rays that appear to have originated from points symmetric
to the source, with respect to the plane reflecting source.
Hence, in particular, the spherical wavefront originated
by a point source will maintain its spherical shape on
reflection from a plane interface because all rays associat-
ed with the reflected wavefront appear to have originated
from the image of the original point source.

3.3. Reflection from a Curved Surface

When the reflecting surface is curved, one can still apply
the law of reflection using the formulation (2) provided
that the geometry is made locally plane by considering the
plane tangent to the curved surface S at P, as shown in
Fig. 4. In such a case, the plane of incidence contains the
normal m̂m to the tangent plane and the angles of incidence
and reflection are measured between the normal and the
direction of incidence or reflection, respectively. When re-
flection occurs at a smooth curved surface, it is convenient
to present the law of reflection in a compact vector nota-
tion. For this purpose, let r̂r1 and r̂r2 be the unit vectors
along the directions of the incident and reflected rays and
m̂m the unit vector of the normal to the surface at the point of
reflection. The law of reflection may be written

r̂r2¼ r̂r1þ am̂m ð3Þ

where the constant a is determined from

a¼ � 2r̂r1 . m̂m ð4Þ

Since, according to (3), the unit vector r̂r2 is a linear com-
bination of r̂r1 and m, the reflected ray is contained in the
plane of incidence. In addition r̂r1 and r̂r2 have the same
length, therefore they intersect r̂r1 � r̂r2 and, hence, m̂m at the
same angle. Thus the angle of incidence equals the angle
of reflection and

y1¼ arccosðr̂r1 . m̂mÞ¼ arccosðr̂r2 . m̂mÞ¼ yr ð5Þ

For practical applications, such as in ray tracing, one is
usually given r̂r1 and m̂m. Hence, after obtaining a from (4),
the direction of the reflected ray is obtained from (3). Fur-
ther details for reflection from general curved surfaces are
given in Refs. 8 and 9.

For a generic curved surface there is no method of im-
ages. In fact, for an observer O all rays incident on the
curved surface at P will appear to have originated from
the images of their sources with respect to the tangent
plane at P. However, rays that are reflected at other points
will, in general, appear to have originated from images
that are different from the previous ones. In particular, a
spherical wavefront will not appear to be originated from a
single image source on reflection from a curved surface.
The reflected wavefront will be, in general, astigmatic.

3.4. Cartesian Reflecting Surfaces

Some conic sections represent Cartesian reflecting sur-
faces; that is, the surfaces form perfect images of point
objects upon reflection. These surfaces are the ellipsoid;
the paraboloid and the hyperboloid and their cross sec-
tions are shown in Fig. 2. The ellipsoid has the property
that all rays passing through one focus are reflected at the
surface so that the reflected ray passes through the other
focus. The paraboloid has the property that rays parallel
to its axis are reflected so that they all pass through the
focus. For the hyperboloid, rays emitted from one focus
are reflected so that they appear to have originated from
the other focus. Unfortunately, the relationship that leads
to perfect images is valid only for certain points.

plane of
incidence

O

S

v P

r2

r1

^

θr

θ i

S′

^

^

Figure 1. Geometry for the reflection from a plane surface. The
plane of incidence defined by the unit vectors brr1 and m̂m contains
the unit vector brr2.

O ≡ F1 I ≡ F1

(a) (b)

(c)

O ≡ F
I → ∞

O ≡ F2I ≡ F1

Figure 2. Cross sections of Cartesian reflecting surfaces: (a) el-
lipsoid; (b) paraboloid; (c) hyperboloid.
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4. THE LAW OF REFRACTION

4.1. Refraction from a Plane Surface

The law of refraction considers the passage of a ray from
one medium to another. Figure 3 shows the geometry for a
ray with unit vector r̂r1 that is incident at P on a plane
interface between two media with indices of refraction n1

and n2. As in the case of reflection, one can define a plane
of incidence that contains r̂r1 and m̂m. The incident ray r̂r1

generates one reflected ray r̂r and a refracted or transmit-
ted ray br2r2. Both r̂r and br2r2 are contained in the plane of
incidence. The angles of incidence and refraction (or
transmission) depend on the properties of the media
through their indices of refraction according to

n1 sin y1¼n2 sin y2 ð6Þ

which is known as Snell’s law. Because of Snell’s law, the
direction of the refracted ray

y2¼arcsin
n1

n2
sin y1

� �
ð7Þ

is closer to the normal to the interface when n24n1 and
farther away from the normal when n2on1. In particular,
when n2on1, the value of the incidence angle y1 that
causes y2¼ p=2 is called critical angle because for y14yc

there is no refracted ray, a phenomenon known as total
internal reflection.

4.2. Refraction from a Curved Surface

Refraction from a smooth curved surface is more conve-
niently expressed using a compact vector notation. Refer-
ring to Fig. 4, let r̂r1 and r̂r2 be the unit vectors along the
directions of the incident and reflected rays, respectively,
and m̂m the unit vector of the normal to the surface at the
point of refraction. The law of refraction may then be
written as

n2r̂r2¼n1r̂r1 � bm̂m ð8Þ

where the constant b is determined from

b¼n2 cos y2 � n1 cos y1 ð9Þ

and

cos y1¼ r̂r1 . m̂m

n2 cos y2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

2 � n2
1þn2

1 cos2 y1

q ð10Þ

Equation (8) defines r̂r2 as a linear combination of r̂r1 and m̂m

so that the reflected ray is located in the plane of inci-
dence. By taking the cross-product of (8) with m̂m, one ob-
tains the usual form of Snell’s law

n1 sin y1¼n2 sin y2 ð11Þ

(since j sin r̂r1� m̂mj ¼ sin y1; j sin r̂r2� m̂mj ¼ sin y2, and j sin
m̂m� m̂mj ¼ 0). In a ray-tracing application, one usually knows
r̂r1 and m̂m. Then, after evaluating (10), the constant b is
obtained from (9) and the direction of the refracted ray
is derived from (8). Further details for refraction from
general curved surfaces are given in Refs. 8 and 9.

Contrary to the law of reflection, there is no equivalent
to the method of images for refraction, even in the case of a

Figure 3. Geometry for the refraction of a ray. The plane of in-
cidence defined by the unit vectors brr1 and m̂m contains the unit
vector brr2 and r̂r.

Figure 4. Geometry for the reflection and refraction of a ray from
a curved surface.
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plane interface. In fact, let us consider, for example, rays
from a point source S located in a medium 1. Rays from S
incident at the interface are refracted into medium 2 along
different directions that, when extended back into medium 1,
will not intersect all at the same point. Each ray refracted
into medium 2 appears to be coming from a different
source inside medium 1. Hence this could lead to the for-
mation of multiple images, but the problem is avoided if
one observes only a narrow bundle of rays so that they will
appear to be coming from the same source. This is the case
of a human eye that observes an object under water. Since
the pupil captures only a narrow bundle of rays, no mul-
tiple images are observed. However, it is possible to find
only one image by limiting the consideration to rays that
make small angles with the normal m̂m. In fact, when the
angles are small, the sine function can be approximated
with its argument. Accordingly, the refraction law (6)
takes the form

n1y1¼n2y2 ð12Þ

Therefore, referring to Fig. 5, rays that make small angles
with the normal appear to an observer O as if they had
originated by S0 at an apparent depth

d0 ¼
n1

n2
d ð13Þ

Most optical systems contain spherical surfaces. Simi-
lar to the case of refraction at a plane interface, rays in
medium 2, originated by a point source in medium 1 and
refracted by a spherical surface, do not intersect all at the
same point. This is a statement of the fact that spherical
surfaces do not produce perfect images. This difficulty of
spherical surfaces is overcome, again, by limiting the rays
to make small angles with a preferred axis. This results

into the paraxial approximation, which is explained in
Section 8. Further details of the limitations of spherical
surfaces are explained in Section 11. A different approach
to the laws of geometric optics is considered next.

5. FERMAT’S PRINCIPLE

The laws of geometric optics may be derived from the
purely mathematical Fermat principle. In order to intro-
duce this principle, let us recall that the optical path
length of a ray that propagates from point A to point B
inside a medium with index of refraction n(x, y, z) is
expressed by

Z B

A

nðx; y; zÞds ð14Þ

According to Fermat’s principle, the actual path followed
by the ray of light is such that the optical pathlength (14)
is stationary in the sense of variational calculus

d
Z B

A

nðx; y; zÞds¼ 0 ð15Þ

where the symbol d represents the variation. Without go-
ing into the formal definition of what a variation is ac-
cording to variational calculus, the condition (15) may be
understood by making a parallelism with ordinary differ-
ential calculus and looking at (15) as being a derivative of
(14). In particular, if p0 is the trajectory that satisfies (15),
trajectories that are in the neighborhood of p0 will not
change the value of (14) to a first-order approximation.
Hence, the trajectory p0 behaves similarly to a stationary
point that may represent either a maximum, a minimum,
or an inflection point for the quantity represented by (14).
Usually, the trajectory p0 corresponds to a minimum and,
since (14) is proportional to the travel time, the Fermat
principle is formulated by saying that light rays travel
along paths of least time.

Using Fermat’s principle, one can derive the laws of
reflection and refraction. For the law of reflection, refer-
ring to Fig. 6a, it is easy to prove that the path SPO that
satisfies Fermat’s principle (15) is shorter than any other
path such as SAO. Only for the path SPO, the angles yi

and yr satisfy the law of reflection (2). For the law of
refraction, Fig. 6b shows that when the location of a vari-
able point P is chosen so that the path SPO satisfies (15),
then the angles y1 and y2 satisfy the law of refraction (6).

5.1. Principle of Reversibility

The principle of reversibility states that if a ray of light
propagating from A to B is reversed in direction, it will
follow the same path backward. This property follows
from Fermat’s principle that does not account for the ac-
tual direction of propagation of light.

5.2. Ray Equation

Another consequence of Fermat’s principle is the ray
equation. If the trajectory of a ray r is described by the

n2>n1

n1

d′

S′

S

d

O

v

�1

�2

∧

Figure 5. Geometry for the refraction at a plane interface when
angles are small.
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coordinates (x(s), y(s), z(s)), where s is the length of the
trajectory measured from an arbitrary point along the
trajectory, it can be shown that the ray equation is

d

ds
n

dr

ds

� �
¼rn ð16Þ

or, equivalently, that the functions x(s), y(s), z(s) must sat-
isfy the partial-differential equations:

d

ds
n

dx

ds

� �
¼
@n

@x
;

d

ds
n

dy

ds

� �
¼
@n

@y
;

d

ds
n

dz

ds

� �
¼
@n

@z
ð17Þ

One of the postulates of geometric optics, the rectilinear
propagation of rays of light inside a homogeneous medi-
um, follows directly from the ray equation (16). In fact, for
a homogeneous medium, rn¼ 0 so that after two integra-
tions, one obtains

r¼asþb ð18Þ

which is the equation for a straight line where a and b are
constant vectors. When the medium is not homogeneous,
the analytical derivation of the solution of (16) is usually
not trivial, but mathematical solutions are possible when
the paraxial approximation is made. Accordingly, one
assumes that the trajectory is almost parallel to the z
axis so that the following two equations are obtained

d

dz
n

dx

dz

� �
¼
@n

@x
;

d

dz
n

dy

dz

� �
¼
@n

@y
ð19Þ

5.3. Graded-Index Fiber

Consider a glass fiber cylinder with an index of refraction
that depends on the distance from the axis, such as

n2¼n2
0½1� a2ðx2þ y2Þ� ð20Þ

When this expression for n is substituted into (19) and the
approximation a2ðx2þ y2Þ << 1 is made, one finds that the
components x(s), y(s) of the ray follow the equations

d2x

dz2
¼ � a2x;

d2y

dz2
¼ � a2y ð21Þ

which represent harmonic motions with period 2p/a. As-
sume that the initial position of a ray is (x0, y0) and the
initial angle is ðyx0

; yy0
Þ. Since this problem has circular

symmetry, one may set x0¼ 0 without loss of generality.
Then the solutions of (21) may be written as follows:

xðzÞ¼
yx0

a
sinðazÞ; yðzÞ¼

yy0

a
sinðazÞ þ y0 cosðazÞ ð22Þ

In the particular case of a meridional ray, a ray inside a
plane that contains the z axis, yx0

¼ 0 and the solution (22)
shows that the ray will continue to lie in the same plane
and will propagate along a sinusoidal trajectory. When
yy0 ¼ 0 and yx0 ¼ ay0 , then (22) reduces to a helical trajec-
tory on the surface of a cylinder of radius y0. In both these
cases, the trajectory remains confined within the glass
fiber cylinder, which, therefore, operates as a light guide.
By changing the initial conditions, other helical trajecto-
ries are obtained.

5.4. Spherical Symmetric Media and Lenses

An optical medium with index of refraction that is only a
function of the radial distance from the origin is of con-
siderable interest because it makes it possible to deter-
mine conditions to obtain perfect images. In fact, if
n¼n(r), the light ray trajectories are plane curves (simi-
larly to the trajectories of a particle in the field of a central
force) and, without loss of generality, one may limit the
investigation to trajectories that lie in a plane [11]. Refer-
ring to Fig. 7, assume that a unit radius sphere, a spher-
ical lens, is made with material of index of refraction
n¼n(r) and that the material outside the lens is homoge-
neous with n¼1. The problem consists in finding the
functional dependence n¼n(r) so that all rays originating

Figure 6. Fermat’s principle: (a) geometry for the reflection of a
ray at a plane surface; (b) geometry for the refraction of a ray at a
plane interface between two media with different indices of
refraction.

x

r=1

o

IO

O(xO y )O, I(x ,y )I I

y

rr

Figure 7. Geometry for the problem of a spherical lens made of a
material with index of refraction that is axially nonhomogeneous.
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at O and passing through the spherical lens are focused
at I. This problem was solved by Luneburg when n(r) is
continuous and monotonic in 0rrr1. Two explicit solu-
tions are Maxwell’s fisheye and the standard Luneburg
lens. Maxwell’s fisheye images points on the surface of the
spherical lens into points that are diametrically opposite
on the lens surface, hence rO¼ r1¼1 and n(r)¼ 2/(1þ r2).
The standard Luneburg lens images a point on the surface
of the spherical lens at infinity, hence rO¼ 1, r1¼N and
nðrÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2� r2
p

. The Luneburg lens and its generalizations
find many applications in other disciplines, as mentioned
in Section 13.

Now that the laws of geometric optics have been intro-
duced, we will examine what an optical system is and how
perfect images are created.

6. DEFINITION OF AN OPTICAL SYSTEM

A source point O inside a medium with index of refraction
n generates an infinite number of rays, only a finite num-
ber of which, in general, will reach any other point in the
medium. If it is possible to find a point I through which an
infinite number of rays pass, this point is said to be a
stigmatic (or sharp) image of O. An ideal optical system
transforms every point O of a three-dimensional region
called the object space into a stigmatic image I. The col-
lection of all image points is called image space [12]. An
optical system is composed of a number of refracting and
reflecting surfaces and is usually described by neglecting
its internal structure and referring to the transformation
that it operates, as indicated in Fig. 8. Points that corre-
spond to each other through this transformation are called
conjugate points. Figure 8 shows a real object because rays
propagate out of an actual source. Similarly, the image I of
the point O is real because it is formed by rays converging
at one location. An image may also be virtual. This occurs
when the rays forming the image appear to have originat-
ed from a point even though no actual source of light is
located at that point. The relationship between the object
and the image may be equivalently described using wave-
fronts. For example, the optical system of Fig. 8, trans-
forms a wavefront diverging out of O into a wavefront
converging at I. In the case of a virtual image, its wave-
front appears to be diverging out of a point where no

actual source of light is located [13]. When O describes
a curve C0 in the object space, I will describe a conjugate
curve CI in the image space. In general, the conjugate
curves are not similar to each other. However, if every
curve CO is geometrically similar to its conjugate curve CI,
the imaging between the two spaces is perfect and so is the
optical system.

To determine the transformation operated by an optical
system, a sufficient knowledge of its internal structure is
required. The numerical analysis of a given optical system
is carried out by considering a point O	(xO, yO) of a certain
plane z¼ zO, the object plane. An appropriate number of
rays, which originate at O, are traced through the system
with the goal of finding the intersections (xI, yI) in another
plane z¼ zI, the image plane. The ray tracing operations
are carried out using the laws of reflection and refraction
described earlier. If the optical system is perfect, these
rays intersect the image plane at the ideal image point

xI ¼Mx0; yI ¼MyO ð23Þ

where M is a constant of the optical system that depends
only on the choice of the object plane and is called mag-
nification. Hence, a perfect image is a scaled replica of the
object.

In all that follows, we assume that rays normally prop-
agate from left to right. The first optical system that is
examined in more detail is the surface that separates two
media with different indices of refraction.

7. CARTESIAN REFRACTING SURFACES

Spherical refracting surfaces do not provide a unique im-
age of a point object, unless rays are restricted to make
small angles with the optical axis. In order to obtain a
unique image of a point object without imposing restric-
tions on the rays, the shape of the refracting surface must
be changed. Referring to Fig. 9, the surface S is deter-
mined so that each ray that originated at O and refracted
at P passes through I. Hence, the refracting surface S
represents a perfect optical system according to the pre-
vious definition. The shape of S is obtained by applying
Fermat’s principle and requesting that for each point

Figure 8. Optical system and conjugate points.

O(xO,yO) I(xI,yI)V

n1
n2

P(x,y)

Σ

sO sI

optical axis

Figure 9. Geometry for a surface that refracts O into I. Note that
the surface S is not spherical.
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P(x, y) on S, the path length O-P-I be the same, i.e.:

n1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ

2
þ ðy� y0Þ

2
q

þn2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� xIÞ

2
þ ðy� yIÞ

2
q

¼n1sOþn2sI

ð24Þ

This results in an algebraic curve of the fourth order,
known as Cartesian oval, which is shown in Fig. 9. In
practice, one would like to have the object and the image
in the same medium and this is not accomplished by a
single refracting surface. However, lenses provide a solu-
tion since rays passing through a lens undergo two re-
fractions and the image appears outside the lens in the
same medium of the object. Now the problem is to deter-
mine the appropriate shape of each refracting surface of
the lens. Of particular interest are Cartesian refracting
surfaces that refract rays from a point object into parallel
rays. These parallel rays then will be refracted at the
second surface of the lens to form the image. Figure 10a
shows an ellipsoidal surface that refracts rays from O into
parallel rays when n2on1, while Fig. 10b shows a hyper-
bolic surface that refracts rays from O into parallel rays
when n24n1. It is important to understand that these
surfaces provide perfect images only for object points O at
very specific locations.

Most actual optical systems contain spherical reflecting
and refracting surfaces because they are easy to manu-
facture. In order to obtain images from these systems, rays
must be limited to make small angles with the optical axis.
These rays are called paraxial and are the topic of the next
section.

8. PARAXIAL APPROXIMATION

Most optical systems contain spherical surfaces. When the
centers of curvature of all these surfaces are aligned along
an axis, the system is said to be centered and the axis is
called the optical axis. If light rays travel almost parallel
and at a short lateral distance from the optical axis, it is
possible to make simplifications so that the laws of reflec-
tion and refraction applied to spherical surfaces take sim-
pler forms. Approximations made assuming that rays are
almost parallel to the optical axis are referred to as par-
axial approximations or Gaussian optics. If an angle y
satisfies jyj51 because of the paraxial approximation, the
following simplifications approximations are made

sin y ’ tan y ’ y; cos y ’ 1 ð25Þ

and, in particular, Snell’s law becomes

n1y1¼n2y2 ð26Þ

8.1. Reflection at a Spherical Mirror

As a first application of the paraxial approximation, the
reflection at a spherical mirror, shown in Fig. 11, is con-
sidered. To obtain the location of the image, at least two
straight lines must be drawn. The first line goes from the
tip P of the object to the center of curvature C because this
line does not change direction on reflection. The second
line is drawn from the tip P of the object to the vertex V, so
that it is easy to determine the direction of the reflected
ray. The intersection of these two lines determines the tip

O ≡ F1

n1 n2

n1 n2

O ≡ F1

(a)

(b)

Figure 10. Cross sections of Cartesian refracting surfaces:
(a) ellipsoidal surface that images O at infinity when n2on1;
(b) hyperbolic surface that images O at infinity when n24n1.

Figure 11. Construction of the images for a concave and a convex
spherical mirror.

1784 GEOMETRICAL OPTICS



Q of the image from which the whole virtual image is
found. The locations of object and image are determined
by using the paraxial approximation and the similarities
between the triangles OPC, IQC and OPV, IQV, which
yield

1

sO
þ

1

sI
¼

1

f
ð27Þ

where f is the focal distance of the mirror, defined as

f ¼ �
R

2

> 0; concave mirror

o0; convex mirror

(
ð28Þ

The distances sO and sI are measured with a sign con-
vention that assumes propagation of light from left to
right. A real object (image) is located to the left of V and
corresponds to a positive value for sO (sI). When the object
(image) is virtual, it is located to the right of Vand sO (sI) is
negative. For this geometry, the lateral magnification of
the image is

m¼ �
sI

sO
ð29Þ

where the negative sign used to obtain a positive number
m, due to the sign convention on the distances.

8.2. Refraction at a Spherical Surface

A second application of the paraxial approximation is the
refraction from a spherical surface, shown in Fig. 12. Sim-
ilar to the reflection from a mirror, a minimum of two lines
must be drawn to find the location of the image. The first
line is traced from the tip P of the object to the center of
curvature C, because this line is not deflected. The second
line is drawn from the tip P of the object to the vertex V
and then continues inside the medium n2 with an angle y2

with respect to the normal at V. These two lines intersect
at Q, which gives the location of the image. Application of
the paraxial approximation and use of the similarity
between triangles OPC and CIQ yields

n1

sO
þ

n2

sI
¼

n2 � n1

R
ð30Þ

where the radius of curvature R is positive for a convex
spherical surface. sO and sI are positive for real and
negative for virtual object and images, respectively. The
lateral magnification is given by

m¼ �
n1sI

n2sO
ð31Þ

8.3. The Thin Lens

The relationship just found for a spherical refractive sur-
face may be used to obtain the equation of a thin lens,
which is made of two spherical refractive surfaces that are
separated by a negligible distance. Specifically, assuming
that light propagates inside a medium of refractive index
n1, crosses a refractive spherical interface with radius of
curvature R1, enters a medium of index n2, crosses a
spherical interface with radius of curvature R2 and, finally,
enters back into the medium with index n1, one obtains
the lensmaker equation

1

sO
þ

1

sI
¼

1

f
ð32Þ

where sO and sI are the object and image distances, re-
spectively, which are measured from the plane of the thin
lens. In the previous equation, the focal distance f is

1

f
¼

n2 � n1

n1

1

R1
�

1

R2

� �
ð33Þ

The lensmaker equation also may be written in a form
that emphasizes the curvatures of the wavefronts. In fact,
referring to Fig. 13, a spherical wave that expands from O
has a curvature, or vergence, V¼ 1/sO when it reaches the
plane of the lens. The lens is characterized by a refracting
power P¼ 1/f that changes the curvature of the wavefront
from V to V0 ¼ 1/sI when the wavefront enters the image
space to the right of the lens. With these definitions, the
alternative form of the lensmaker equation is

V þV 0 ¼P ð34Þ

and its terms have units of diopters, i.e. the inverse of a
length, when the distances are measured in meters.

When two or more thin lenses are attached together,
their refractive powers add. So n thin lenses with focal

Figure 12. Construction of the image at a spherical refracting
surface.

Figure 13. Interpretation of the lensmaker equation in terms of
wavefront curvature.

GEOMETRICAL OPTICS 1785



distances f1,y, fn correspond to one thin lens with equiv-
alent focal length f such that

1

f
¼

1

f1
þ � � � þ

1

fn
ð35Þ

or with a refractive power

P¼P1þ � � � þPn ð36Þ

Many optical systems are designed, at least initially,
using paraxial approximations. In fact, paraxial optics re-
lationships are very useful in the analysis of optical sys-
tems with many elements, provided that these
relationships are cast according to the method discussed
in the next section.

9. RAY TRANSFER MATRICES

The analysis of a complex optical system may be carried
out by the repeated application of the laws of geometric
optics. However, this operation becomes cumbersome even
for systems constituted only by a few elements. Fortunate-
ly, the paraxial approximation leads to a formalism that
describes the passage of a ray through an optical system in
terms of simple matrix multiplications. This formalism,
known as matrix optics, is valid under the paraxial or
Gaussian optics approximation and is limited to rays that
travel in a single plane; hence it is applicable to systems
that have a planar geometry or to meridional rays in
circular symmetric systems.

Referring to Fig. 14, at any plane perpendicular to the
optical axis, a ray is described by its position y and angle y,
so that the ray at the output plane z2 is related to the ray
at the input plane z1 by the linear equations:

y2¼Ay1þBy1 ð37Þ

y2¼Cy1þDy1 ð38Þ

These two equations may be cast in matrix form as

y2

y2

" #
¼

A B

C D

" #
y1

y2

" #
ð39Þ

where the matrix with elements A, B, C, D is called ray-
transfer matrix or ABCD matrix. We now are going to
consider the ray transfer matrices for some optical sys-
tems.

1. Translation Matrix. The simplest optical system is
the free space between two planes. Referring to Fig. 15,
the matrix that describes the propagation is

M¼
1 L

0 1

" #
ð40Þ

2. Reflection at a Spherical Interface. The geometry for
the reflection at a spherical interface is described in
Fig. 16, which corresponds to the matrix

M¼

1 0

2

R
1

2

4

3

5 ð41Þ

Note that the same sign convention applies to all angles
both before and after reflection. Rays pointing upward are
associated with positive angles while rays pointing down-
ward are associated with negative angles.

3. Reflection at a Planar Surface. This matrix may be
derived from the previous one in the limiting case that the

optical axis

output planeinput plane

2
2

1

1

21

θ

θ

ZZ

y
y

Figure 14. Geometry for the matrix description of a ray.

2

1θ

θ

L

y2

1y

optical axis

21
ZZ

Figure 15. Geometry for the translation matrix.

Figure 16. Geometry for the reflection from a spherical interface
and sign convention for the angles.
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curvature R-N. In such a case, one obtains

M¼
1 0

0 1

" #
ð42Þ

4. Refraction at a Spherical Interface. The geometry
for this case is given in Fig. 17, and the corresponding
matrix is

M¼
1 0
n1 � n2

Rn2

n1

n2

2
4

3
5 ð43Þ

5. Refraction at a Plane Interface. This is a special case
that may be derived when the curvature R-N, which
yields

M¼
1 0

0
n1

n2

2
4

3
5 ð44Þ

6. Thin-Lens Matrix. The matrices reported above
may be used to derive the ray transfer matrix for a thin
lens. In fact, by considering the product of two matrices
representing the refraction from a spherical surface, one
obtains

M¼

1 0

n2 � n1

R2n1

n2

n1

2
64

3
75

1 0

n1 � n2

R1n2

n1

n2

2
64

3
75

¼

1 0

�
1

f
1

2
664

3
775

ð45Þ

where the focal length f is given by (33). The thin-lens
matrix is an example of an optical system that is studied

by cascading the matrices of simpler optical systems. In
doing so, it is important to observe that if a ray passes
through optical elements characterized by the matrices
M1,y, Mn, the overall transformation is represented by a
matrix given by the product

M¼MnMn�1 . . . . .M1; ð46Þ

Thus, the order of the matrices at the right hand side of
the previous equation is inverse to the order followed by
the ray to go through the elements of the system. One
property of ray matrices is that their determinant is al-
ways equal to the ratio of the indices of refraction of the
first and final media. This property may be used as a nec-
essary condition to verify if a system matrix is computed
correctly. Further details on matrix optics are found in the
literature [1,8,10,14].

9.1. Cardinal Points of an Optical System

The characteristics of an optical system may be derived
from the knowledge of its six cardinal points, which are
illustrated in Fig. 18: two focal points F1 and F2, two nodal
points N1 and N2, and two principal points Q1 and Q2. Fo-
cal points are the locations where rays parallel to the op-
tical axis converge. The intersections of rays entering the
system with those leaving the system define the principal
surfaces, which are usually spherical and centered on the
object and the image. In the paraxial approximation, these
surfaces are planes and are referred to as principal planes.
Their intersections with the optical axis defines the prin-
cipal points. Nodal points are located on the optical axis
and have the property that a ray directed through one of
them leaves the system from the other nodal point along a

Figure 17. Geometry for the refraction from a spherical inter-
face.

Figure 18. The six cardinal points of an optical system; the prin-
cipal planes and distances relative to both input/output and prin-
cipal planes.
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direction parallel to the one of the first ray. The expres-
sions ‘‘first’’ focal, principal, and nodal points refer to car-
dinal points defined by rays entering the system from the
right. Conversely, ‘‘second’’ cardinal points are defined by
rays entering the system from the left. The principal
planes 1 and 2 are used as references to measure the dis-
tances within an optical system [15].

9.2. Meaning of Elements of ABCD Matrix

There are some interesting implications when the ele-
ments of the ray transfer matrix go to zero. Referring to
(38), when D¼ 0, we obtain y2¼Cy1 regardless of y1. So all
rays that enter the system at y1 will leave with the same
angle y2. Hence the input plane of a system with D¼ 0 is
first focal plane.

When A¼ 0, from (37), y2¼By1 hence input rays par-
allel to each other will leave the system passing by the
point at y2. Therefore, the output plane of a system with
A¼ 0 is the second focal plane of the system.

When B¼ 0, from (37), y2¼Ay1 so all rays entering the
system at y1 leave the system at y2. Hence the input and
output planes are conjugate and A¼y2/y1 represents the
linear magnification.

When C¼0, from (38), y2¼Dy1 so all rays parallel to
the y1 direction will leave the system parallel to each other
along y2 with an angular magnification D¼ y2/y1. Such a
system is called telescopic because a telescope admits par-
allel rays and returns parallel rays.

The characteristics of an optical system are determined
from its six cardinal points. Under the paraxial approxi-
mation, the elements of the ABCD matrix determine the
characteristics of the system as well. Thus, there must be
a relationship between the cardinal points and the ABCD
matrix. This relationship is summarized in Table 1, where
the symbols used for the distances are defined in Fig. 18.

Let us now move away from paraxial rays and consider
a general result, involving spherical surfaces, attributed
to the German Ernst Abbe (1840–1905).

10. REFRACTION AT A SPHERICAL INTERFACE

Let us consider refraction from a spherical surface when
the paraxial approximation is abandoned. Referring to
Fig. 19, a small object near the axis is considered and its
image is obtained by tracing two rays. The first ray, OC,
passes through the center of curvature of the lens, so that
it is not deflected. The second ray, OP is refracted and in-
tersects the first ray at I. By simple considerations using
the triangles OPC, PCI and the similarity between the
triangles MOC, CNI one finds the following relationship

n1h1 sinj1¼n2h2 sinj2 ð47Þ

which is called the Abbe sine condition. In the paraxial
approximation, the angles j1 and j2 are small so that the
Abbe sine condition is simplified into

n1h1j1¼n2h2j2 ð48Þ

which is also known as the Lagrange theorem. For a cen-
tered optical system, with many refracting surfaces, the
quantities nihi sin ji or, in the paraxial case, nihiji

are invariant, which constitutes an important property.
The Abbe sine condition is used in the one of Seidel’s
aberrations.

11. ABERRATIONS

The paraxial approximation is valid for rays that travel
very close to the axis of an optical system and leads to the
formation of perfect images. In practical optical systems
there are apertures, rays are not necessarily paraxial and
departures from perfect images are observed. These de-
partures are called aberrations, and practical optical sys-
tems are corrected to minimize aberrations so that images
that are as close as possible to the ideal ones are obtained.
To understand the origin of aberrations, let us consider an
optical system that images a point source. Under the

Table 1. Relationship between Cardinal Points, Ray
Matrix Elements, and Distances Shown in Fig. 18

Relative to Input and Output Reference Planes

g¼
D

C

h¼ �
A

C

a¼
D� n0=nf

C

b¼
1� A

C

c¼
D� 1

C

d¼
n0=nf � A

C

Relative to Principal Planes

f1¼ g� a¼
n0=nf

C

f2¼h� b¼ �
1

C

C

h

h

θ

θ
φ

φ

1
2

2

1

2

N

n
n2

1

1

I

O

M

P

Figure 19. Geometry for the refraction from a spherical surface
when the paraxial approximation is removed.
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paraxial approximation, the ideal wavefront at the exit
pupil of an optical system is spherical and is obtained from
linear expressions that result from the following trigono-
metric expansions

sin x¼ x�
x3

3!
þ

x5

5!
þ � � � þ ð�1Þn

x2nþ 1

ð2nþ 1Þ!

cos x¼ 1�
x2

2!
þ

x4

4!
þ � � � þ ð�1Þn

x2n

ð2nÞ!

ð49Þ

when they are stopped at the first term. When higher
order terms are included, aberrations appear. In particu-
lar, if the expansions (49) are stopped at terms of order no
larger than x3, one obtains the third-order aberration the-
ory originally developed by the German mathematician
Ludwig Von Seidel (1821–1896). According to his theory,
there are five aberrations for monochromatic illumination:
spherical aberration, coma, astigmatism, curvature of
field and distortion. If nonmonochromatic illumination is
considered, the chromatic aberration is the sixth Seidel
aberration. A further refined theory considers terms up to
the order of x5, but for most practical applications Seidel
theory is sufficiently accurate. The theory of aberrations
is described, among others, elsewhere in the literature
[9–11,13,15–19].

11.1. Third-Order Theory

Figure 20 shows a generic optical system that creates the
actual wavefront S2 and the ideal wavefront S1. The ac-
tual ray forms an image L along the optical axis and the
image T in the plane of the ideal paraxial image, while the
ideal ray forms an image at I. There are different ways to
measure the aberration. One may refer to the longitudinal
aberration LI, the transverse, or lateral aberration TI or
the difference PQ of the wavefront position. Since most
optical systems contain spherical surfaces, the aberrations
of spherical surfaces are studied in great detail when the
object is either a point along the optical axis or a point off
the optical axis. For a point object O located on the optical
axis, the aberration is measured as shown in Fig. 21 by the
optical path difference between the shortest ray, OVI, and
another ray refracted at P, OPI. The aberration according

to the third-order theory, is given by the difference

aðPÞ¼OCI �OPI¼ ch4 ð50Þ

where c is a proportionality constant.
For an object point O located off axis, as shown in

Fig. 22, the aberration measured as the difference between
the shortest ray and another ray diffracted at P is given by

aðPÞ¼OCI �OPI ð51Þ

However, all practical optical systems have an aperture
or pupil or stop that is usually centered along the optical
axis. Hence, a beam of rays out of O is not symmetrical
with respect to OC because of the presence of the aperture.
As a result of this lack of symmetry, the measure of the
aberrations for points located off axis leads to four (addi-
tional) Seidel aberrations. Referring to Fig. 22, it is found
that

aðPÞ¼C040r4þC131hIr
3 cos yþC222h2

I r2 cos2 y

þC220h2
I r2þC311h3

I r cos y
ð52Þ

where the subscripts of the coefficients represents powers
of hI, r, cos y, respectively. The terms that appear in (52)

Figure 20. Difference between the ideal wavefront S1 and the
actual wavefront S2 and various measures for the aberration.

Figure 21. Geometry for the reflection at a spherical interface.

Figure 22. Geometry for refraction of an off-axis point O by a
spherical surface. The presence of a stop breaks the symmetry
around the shortest ray OCI.
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represent

S1¼C040r4 spherical aberration

S2¼C131hIr
3 cos y coma

S3¼C222h2
I r2 cos2 y astigmatism

S4¼C220h2
I r2 curvature of field

S5¼C311h3
I r cos y distortion

ð53Þ

Each one of these aberrations is described in the follow-
ing as if they were the only aberration present.

11.2. Spherical Aberration

Spherical aberration is the variation of the focal length
with the aperture and is the only aberration, among
S1�S5 indicated in (53), that does not depend upon hI

so it always exists. In particular, it may exist when com-
binations of spherical surfaces occur. Most optical instru-
ments use parallel rays, so it is customary to measure, for
comparison purposes, the aberration due to parallel rays.
Figure 23 illustrates how spherical aberration results into
different focal points F0, F1, F2, F3 depending on the di-
ameter r of the zone of the lens where the beam of parallel
rays is incident. The spherical aberration of a lens is re-
duced by changing the radii of curvature of the two spher-
ical surfaces of the lens. In fact, since the focal length of
the lens is given by (33), it is possible to change the values
of the index of refraction n, R1 and R2 without altering the
focal length f.

As an example, Fig. 24 shows lenses with the same fo-
cal length but different shape. The shape of a thin-lens
may be characterized by the Coddington shape factor

z¼
R2þR1

R2 � R1
ð54Þ

and by changing z the spherical aberration may be re-
duced but not completely eliminated. It is possible to com-
pletely eliminate spherical aberration from a single lens
by aspherizing it. However, such an aspherized lens will
be free from spherical aberrations only for a particular
object distance, so such a process is justified for only a few
special instruments.

11.3. Coma

Coma is the variation of magnification with the aperture
and is nonsymmetric with respect to the optical axis be-
cause it depends on cos y. Figure 25 shows how this aber-
ration affects a set of parallel rays that are refracted by a
thin lens. The ray through the center of the lens V is fo-
cused at V0, while the rays through the edges of the lens P
are focused at P0. Hence, the magnification is different de-
pending on which part of the lens the rays go through.

More specifically, referring to Fig. 26, each ring-shaped
area of the lens forms a so-called comatic circle. Within
each ring-shaped zone of the lens, rays contribute to dif-
ferent parts of the comatic circle. For example, rays con-
tained in the sagittal plane determine the top part of the
comatic circle, whereas rays contained in the tangential
plane determine the bottom of the comatic circle. Each
comatic circle increases in radius as the radius of the orig-
inating zone on the lens increases. The superposition of
all comatic circles, shown in the bottom right corner of
Fig. 25, is a comet-like figure from which the name coma
for this aberration is derived.

In Section 10, we saw that rays making wide angles
with the optical axis must satisfy the Abbe sine condition
(47). This relation may be rearranged to point out the lat-
eral magnification as

h2

h1
¼ �

n1

n2

sinj1

sinj2

ð55Þ

Figure 23. Spherical aberration of a lens that produces different
images depending on the diameter h of the zone of the lens.

ζ=−2.25 ζ=−1 ζ=0 ζ=1 ζ=2.25

Figure 24. Lenses with same focal length but different Cod-
dington shape factors.

Figure 25. A set of parallel rays generates a superposition of
comatic circles of different radii.
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Hence, to prevent coma, the lateral magnification must be
the same for all zones of a lens:

sinj1

sinj2

¼ const ð56Þ

Similar to spherical aberration, coma may be reduced by
changing the shape of a lens. In particular, it is possible to
prove that coma is absent when

z¼
2n2 � n� 1

nþ 1

� �
sO � sI

sOþ sI
ð57Þ

An optical system that is free of both spherical aberra-
tion and coma is called aplanatic.

11.4. Astigmatism

Astigmatism is explained with the help of Fig. 27 that
shows an object point O and two beams of rays that are
obliquely incident on the lens. The rays contained in the
vertical, or tangential, plane tt focus along the horizontal
caustic line T, while the rays contained in the horizontal,
or sagittal, plane ss cross along the vertical caustic line S.

Normally, the image of a point is a point, but, when astig-
matism is present, the image takes the form of two sep-
arate lines. Between T and S the cross section of the beam
is approximately circular and constitutes the circle of least
confusion for the image of O. When the angle y is varied, S
and T describe curved surfaces that are paraboloids of
revolution whose cross sections are indicated in Fig. 28.
The amount of astigmatism is measured by the distance
between these two surfaces along the chief ray (a ray that
passes through the center of the aperture of an optical
system). If the astigmatism is removed, the surfaces S and
T concide with each other and result into the Petzval sur-
face (named after Joseph Max Petzval [1807–1891], a
Hungarian optician and mathematician).

11.5. Curvature of Field

Even if the first three aberrations are removed, the image
is formed on the curved Petzval surface and, hence, the
focal surface is curved, which leads to the curvature of the
field. This is understood by referring to Fig. 29, which
shows the location of an ideal image IQ of the object OP.
According to Fermat’s principle, for IQ to be an image, the
distances sI and sQ must be identical. Since this cannot
happen for an extended object OP, the image is formed
along the curved surface RS. A simple way to obtain flat-
tening of the image field is by means of a stop that pre-
vents oblique chief rays from penetrating the lens center.

11.6. Distortion

This aberration is caused by a different lateral magnifica-
tion for points located at different distances from the op-
tical axis. The common shapes of distorted images are
shown in Fig. 30, where part (a) represents the undistort-
ed image of a wire mesh object; part (b) shows barrel dis-
tortion, which is characterized by a smaller magnification
at the edges of the field; and part (c) shows pincushion
distortion that is characterized by a greater magnification

Figure 26. Detail of the contribution of a ring-shaped zone of a
lens to the creation of a comatic circle. Rays through the tangen-
tial plane of the lens contribute to the bottom of the comatic circle,
and rays through the sagittal plane of the lens contribute to the
top of the comatic circle.

Figure 27. Formation of an astigmatic image. A fan of rays in the
sagittal, or horizontal, ss0 plane focuses along the vertical line S,
while a fan of rays in the tangential, or vertical, plane tt0 focuses
along the horizontal line T.

θ

T
S

optical axis

chief ray

Figure 28. Cross sections of the paraboloidal surfaces S and T.

Figure 29. Geometry for the formation of the image of an
extended object that shows the curvature of field.
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toward the edges of the field. As an example of an optical
system that is free from distortion is the pinhole camera,
shown in Fig. 31, for which

tan y0

tan y
¼ const ð58Þ

11.7. Chromatic Aberration

The previous five aberrations occur for monochromatic
light; when nonmonochromatic light is used, the variation
of the index of refraction with the frequency of light causes
chromatic aberration, which results in the creation of one
image per color present in the illumination. Normally, the
index of refraction is larger at higher frequencies, so that,
for a thin lens, the focal distance (33) is shorter at higher
frequencies. Figure 32a shows the variation in focal dis-
tance for the image of the same object that is illuminated
with white light and located at large distance from the
lens along the optical axis. The axial distance between the
images V and R is the longitudinal chromatic aberration.
There is also a lateral chromatic aberration, shown in Fig.
32b, for the image of an off-axis object. One of the simplest
methods to correct chromatic aberration is to put in con-
tact two lenses made of different materials and with dif-
ferent powers, as shown in the achromatic doublet of
Fig. 32c. The powers are chosen with opposite sign
and different magnitudes so that the net power is either

positive or negative. The materials and the shapes of the
lenses are chosen so that the dispersion of one lens com-
pensates for the dispersion of the other and, within a cer-
tain frequency interval, the doublet is not affected by
chromatic aberration.

12. RELATIONSHIP BETWEEN GEOMETRIC OPTICS
AND ELECTROMAGNETIC THEORY

12.1. Eikonal Equation

An elegant introduction to geometrical optics and its re-
lationship to the electromagnetic theory is found in Refs. 2
and 12, from which part of the material contained in this
section is based.

The German Gustav Kirchhoff (1824–1887) made the
first significant effort to derive geometric optics from a
wave theory. He expressed mathematically the principle of
Huygens, which resulted in the Kirchhoff–Huygens prin-
ciple. Even though the Kirchhoff–Huygens principle con-
tains some mathematical inconsistencies, it is remarkable
that it is successful in so many applications. In particular,
in 1882 Kirchhoff [20] showed that when the wavelength
l-0, the field given by the Kirchhoff integral in the pres-
ence of an obstacle approaches the prediction obtained
from geometric optics: the existence of a sharp transition

(a) (b) (c)

Figure 30. Example of distorted images. The correct image of a
wire mesh object is shown in (a), while (b) represents an image
affected by barrel distortion, and (c) depicts an image affected by
pincushion distortion.

Figure 31. A pinhole camera provides a lateral magnification
that is constant.

Figure 32. (a) Longitudinal chromatic aberration resulting from
different focal distances for different colors for the images of an
object located along the optical axis and at large distance from the
lens; (b) lateral chromatic aberration for an object located off the
optical axis; (c) achromatic doublet that removes chromatic aber-
ration.
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between dark and lit regions. Eventually, the point of view
of geometric optics as a limiting case of the electromag-
netic theory when l-0 became accepted.

Sommerfeld and Runge [21] provided the most accepted
argument to show the connection between geometric op-
tics and electromagnetic theory. They assumed that a sca-
lar function u(x, y, z) represents the complex amplitude of
a component of the electric field E, which, in the mono-
chromatic case, satisfies the Helmholtz scalar equation

r2uðx; y; zÞþ k2uðx; y; zÞ¼ 0 ð59Þ

where r
2 is the laplacian operator, k¼ k0n¼ffiffiffiffiffi

em
p

o=c¼ 2p=l is the wavevector, o is the angular fre-
quency, and the medium is assumed to be linear, isotropic
and described by a permittivity e and a permeability m,
which may be functions of the position. Sommerfeld and
Runge assumed that the functional form of u(x, y, z) was a
generalization of a plane wave

uðx; y; zÞ¼Aðx; y; zÞejk0Cðx;y;zÞ ð60Þ

where A is the amplitude of u and k0 C is the phase. In
particular, C (x, y, z) is a real scalar called eikonal function
and surfaces along which C (x, y, z)¼ const are the wave-
fronts of the electromagnetic field. It is also assumed that
A and C do not vary rapidly with changes in the position.
When (60) is substituted into (59), it is obtained that

k2
0ðn

2 � jrCj2ÞAþr2Aþ jk0ð2rC .rAþAr2CÞ¼ 0 ð61Þ

which requires that both real and imaginary part be
independently zero. The condition on the real part yields

jrCj2¼n2þ
l

2p

� �2
r2A

A
ð62Þ

In the limit of l-0, the last term of the previous equation
vanishes, which leaves the so-called eikonal equation:

jrCj2¼n2 ð63Þ

The eikonal equation is at the basis of geometric optics,
and its solutions define the wavefronts. In the following, it
is shown that the ray equation (16) may be obtained from
the eikonal equation. For this purpose, let us observe that
t̂t¼=C=n defines a unit vector that is perpendicular to the
surfaces C¼ const (because of the meaning of the gradient
of C) and consider a trajectory r¼ r(s) that admits t̂t as its
tangent unit vector, where s measures the length of the
trajectory from an arbitrary point along it. Then, it is pos-
sible to write

nt̂t¼n
dr

ds
¼=C ð64Þ

from which ray trajectories could be derived from the
knowledge of C. With a few more steps, the dependence
on C is removed from the previous equation. In fact, the
directional derivative along r(s) of the previous equation

yields

d

ds
n

dr

ds

� �
¼

d

ds
ð=CÞ ¼

dr

ds
.=ð=CÞ¼

=C
n

.=ð=CÞ

¼
1

2n
=ðj=Cj2Þ ¼

1

2n
=n2¼=n

ð65Þ

So, finally, one obtains the ray equation (16) that was in-
dependently derived from Fermat’s principle. Therefore,
the path to point out the relationship between the electro-
magnetic theory and geometric optics occurs in three steps:
(1) one shows that when l-0 (high-frequency approxima-
tion) the description of the electromagnetic field provided
by (60) leads to the eikonal equation (63); (2) one observes
that the eikonal equation defines surfaces C¼ const that
are perpendicular to the ray trajectories; and (3) the ray
equation (16) is derived from the eikonal equation.

Classical geometric optics provides a description of
light phenomena that is based only on the geometric con-
cept of a ray. However, in order to use geometric optics to
make quantitative statements, this theory needs to be ex-
tended to introduce the concepts of amplitude, phase, and
polarization. These extensions are explored in the follow-
ing two sections, which are based on Ref. 22.

12.2. Amplitude Relation

The notion of light intensity may be introduced into the
classical geometric optics by imposing the conservation of
the energy flux inside a tube of rays. For example, let us
consider the isotropic spherical wavefront shown in
Fig. 33, where two different cross sections of areas dA0

and dA are located at some reference points s¼0 and s,
respectively. The radiation density S0 at s¼ 0 and S at s

Figure 33. Tube of rays for an isotropic spherical source. (Con-
stantine A. Balanis, Advanced Engineering Electromagnetics,
copyright r1989 by John Wiley & Sons, Inc. This material is
used by permission of John Wiley & Sons, Inc.)
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are related by

S0dA¼SdA ð66Þ

because it is assumed that no energy flows through the lat-
eral side of the cylinder. For an electromagnetic wave in the
far-zone field of the source, the relationship between the
electric field E(r, y, j) and the radiation density S(r, y, j)
is

Sðr; y;jÞ¼
1

2Z
jEðr; y;jÞj2 ð67Þ

Hence, combining the last two equations, one obtains

jEj

jE0j
¼

ffiffiffiffiffiffiffiffiffi
dA0

dA

r
ð68Þ

The shape of the eikonal surface combined with this equa-
tion determines how the amplitude of the electric field
changes between eikonal surfaces. As an example, let us
consider the astigmatic eikonal surface, which is more
general than a spherical one, shown in Fig. 34. For such a
surface, the amplitude of the electric field on one surface
relative to another varies according to [22]

jEj

jE0j
¼

ffiffiffiffiffiffiffiffiffi
dA0

dA

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r1r2

ðr1þ sÞðr2þ sÞ

r
ð69Þ

This equation reduces to

jEj

jE0j
¼ 1 ð70Þ

for a plane wave, which corresponds to r1¼ r2¼N . Equa-
tion (69) reduces to

jEj

jE0j
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dA0

dA
¼

r ffiffiffiffiffiffiffiffiffiffiffiffiffi
r0

r0þ s

r
ð71Þ

for a cylindrical wavefront, which corresponds to r1¼r0,
r2¼N. For a spherical wavefront, which corresponds to r1

¼ r2¼ r0, Eq. (69) becomes

jEj

jE0j
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dA0

dA
¼

r ffiffiffiffiffiffiffiffiffiffiffiffiffi
r0

r0þ s

r
ð72Þ

The relationship (69)–(72) define the correct way to re-
late to the amplitudes of the electric field at one surface
relative to another, when the frequency o is sufficiently
large. However, these relationships do not include phase
and polarization.

12.3. Phase and Polarization

Phase and polarization may be introduced into classical
geometric optics using the approach of Luneburg [11] and
Kline [23], which is referred to as Luneburg–Kline high-
frequency expansion. According to their approach, when
the frequency ù is sufficiently large, the electric field may
be written using the following series:

Eðx; y; z;oÞ¼ e�jb0Cðx;y;zÞ
X1

m¼ 0

Emðx; y; zÞ

ðjoÞm
ð73Þ

If we limit our attention only to solutions that (1) are of
the first order (i.e., m¼ 0) and (2) take the form

EðsÞ¼ e�jb0cðsÞEðs¼ 0Þ ð74Þ

we can prove [2] that for the geometry of Fig. 34

E¼E0e�jk0Cð0Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r1r2

ðr1þ sÞðr2þ sÞ

r
e�jk0s ð75Þ

where s¼ 0 is the reference point. Equation (75) provides
the extended geometric optics description of an electric
field where the polarization comes from the vector E0 at an
arbitrary reference point s¼ 0 along a trajectory described
by a normal to the eikonal surface C. The initial phase is
given by e�jk0Cð0Þ. The amplitude varies according to the
square-root term, for an astigmatic wavefront, and the
last exponential term accounts for the appropriate phase
delay. When s¼ –r1 or s¼ –r2, Eq. (75) is singular because
these are the locations of the two caustic lines shown in
Fig. 34; hence this equation should not be used at caustics
or very close to them.

Figure 34. Astigmatic tube of rays. (Constantine A. Balanis, Ad-
vanced Engineering Electromagnetics, copyright r 1989 by John
Wiley & Sons, Inc. This material is used by permission of John
Wiley & Sons, Inc.)
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13. APPLICATION OF GEOMETRIC OPTICS TO THE
DESIGN OF ANTENNAS

The Cartesian surfaces described in Section 3 have prop-
erties that are exploited in the design of a class of anten-
nas called reflector antennas. To understand how basic
geometrical optics concepts are transferred to the opera-
tion of these antennas, let us refer to Fig. 35. In Section 3,
we mentioned that rays emitted from a point source lo-
cated at the focus F become parallel to the axis z after a
reflection on the parabolic surface. Hence the circular
wavefront out of F is transformed into a plane wavefront.
The same conclusion may be obtained directly from the
definition of a parabola. The parabola is the locus of points
P that have the same distance from a straight line, the
directrix d, and a point, the focus F, which yields

FP¼GP ð76Þ

Consider the line MN, which is perpendicular to the axis z,
and its intersection W with a ray reflected at P. One can
write

FPþPW¼FPþ ðGW �GPÞ¼GW ð77Þ

Thus, since the path length PFþPW is the same for all
points P on the parabola, the line MN is a wavefront. Ad-
ditionally, the image of the focus is the directrix because
the wavefront at W appears to have originated at G.

In practice, the parabola shown in Fig. 35 must be ter-
minated somewhere, such as at points A and B indicated
in the figure. This geometry should be interpreted as the
cross section of two antennas: the paraboloidal and the
cylindrical parabolic reflectors. A paraboloid is obtained
by the rotation of a parabola around its axis. If an isotropic
source is located in the focus of the parabola, the portion of
the spherical wavefront that is captured by the paraboloid
is transformed into a plane wavefront. The cylindrical
parabolic reflector has a line source located in the focus

and transforms a cylindrical wavefront into a plane wave-
front. For both antennas, the power due to a source is
concentrated mostly along the direction of the axis. For
both antennas, the actual field received by an observer
along the axis is the superposition of a plane wavefront
and the direct field from the source. Improvements on the
design of reflector antennas include the use of subreflec-
tors. For example, in the Cassegrain design a hyperbolic
subreflector faces the main parabolic reflector with the
advantage of an overall more compact design because the
feedpoint is moved closer to the vertex of the parabola [24].
Similar to optical elements with spherical surfaces, reflec-
tor antennas also are affected by aberrations.

Another result of geometric optics that finds applica-
tion in the design of antennas is the Luneburg lens intro-
duced in Section 5.4. In view of the relationship between
electromagnetic theory and geometric optics, it is impor-
tant to point out that many results from geometric optics
are useful for the design of systems that operates at fre-
quencies different from those of visible light. Such a per-
spective that unites optical principles with the design of
microwave antennas are provided in Refs. 25 and 26.

14. EXTENSION OF GEOMETRIC OPTICS TO INCLUDE
DIFFRACTION PHENOMENA

Ray tracing, which stems from geometric optics, is not
only used for the design of optical systems but also has
applications in other engineering fields. For example,
many applications related to computer graphics are based
on ray tracing [27], and software is available to write pro-
grams that exploit ray tracing [28].

The link between geometric optics and electromagnetic
theory not only is a topic of academic interest but also
proves useful in many engineering applications. Ray trac-
ing is a very convenient way to simplify the complex prob-
lem of the propagation of a wavefront. In fact, many
electromagnetic problems are simplified by making a
high-frequency approximation that reduces the complex
study of the propagation of a wavefront to the simpler ray
tracing of the normal to the wavefronts. Electromagnetic
problems that benefit from ray theories include the compu-
tation of radar cross sections and diffraction by objects and
predictions of the path loss for radiocommunications [29].

The ray tracing that is derived from geometric optics is
concerned only with the direction of propagation of the
normal to the wavefront. For an electromagnetic applica-
tion, other quantities such as polarization and the inten-
sity associated with the wavefront are also important.
While polarization is easily accounted for, a correct eval-
uation of the intensity requires an extension of geometric
optics to account for diffraction. Hence many efforts have
been devoted to the development of extensions to geomet-
ric optics [30]. Without going into the details of these ex-
tensions, which would be beyond the purpose of this
article on geometric optics, only few of these efforts are
mentioned. Keller [31] developed a theory that includes
diffraction by formulating a generalization of Fermat’s
principle. Keller’s geometric theory of diffraction (GTD)
was later improved by uniform theories such as the

V
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Figure 35. A parabola.
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uniform theory of diffraction (UTD) of Kouyoumjian and
Pathak [32,33] and the uniform asymptotic theory (UAT)
of electromagnetic diffraction by Lee and Deschamps [34].
These theories may fail near caustics, so more recently
Tiberio et al. [35] developed the incremental theory of dif-
fraction (ITD), which avoids problems near caustics and
presents other advantages.
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1. INTRODUCTION

Silicon–germanium heterojunction bipolar transistors
(HBTs) [1–3] extend the frequency limits of silicon-based
technology. In the SiGe HBT, the base region is formed by
an epitaxially grown SiGe layer between the adjacent sil-
icon layers. Because of the lower bandgap of the base re-
gion also existing in the case of high base doping, a high
emitter efficiency is achieved. This allows a HBT design
with small base width and a low base series resistance.
The heterojunction bipolar transistor was first suggested
in 1957 by Kroemer [4]. A first suggestion for a SiGe-base
heterojunction bipolar transistor (HBT) for high-frequen-
cy applications was made in 1977 [5]. SiGe technology has
been pushed mainly as a commercial technology by IBM,
DaimlerChrysler/TEMIC and Infineon. Commercially
available HBTs exhibit fT values greater than 50 GHz
and fmax values in excess of 70 GHz, a minimum noise fig-
ure below 0.7 dB at 2 GHz, 1/f noise corner frequencies
below 500 Hz, and a reliability comparable to Si devices
[2]. Future trends in SiGe technology point toward the
integration of more complex circuits, technology efforts to
facilitate easier manufacturing and speed increase beyond
fT¼ 200 GHz [6]. The silicon–germanium heterojunction
bipolar transistor enabled the breakthrough of silicon-based
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MMIC (monolithic millimeter-wave integrated circuit)
technology [1,6]. Amplifiers and tunable oscillators or
with maximum operation frequencies beyond 80 GHz be-
come feasible. Infineon’s SiGe bipolar production technol-
ogy B7HF is capable for high-volume production [7]. SiGe
HBTs with transit frequencies fT above 200 GHz and max-
imum oscillation frequencies of fmax¼ 338 GHz already
have been realized [8–11].

Also, the suitability of CMOS devices for RF applica-
tions continuously improves [3]. With 0.25-mm technology,
fT values are as high as 40 GHz and should double roughly
every 3 years if trends continue [12,13]. A K-band travel-
ing-wave amplifier as well as a 17-GHz traveling-wave
oscillator have already been realized with CMOS devices
[12]; 70-nm CMOS have cutoff frequencies reaching
150 GHz and an inverter gate delay time around 15 ps at
a supply voltage of 1.5 V [14]. The short gate delay time
makes CMOS circuits suitable for future broadband mul-
timedia applications.

SiGe/Si-MODFETs (modulation-doped field-effect tran-
sistors) are high electron mobility transistors [15]. The
material system GeSi is the only one that exhibits sym-
metric transport properties for complementary n- and p-
channel devices. For both channel types an fmax of
100 GHz has already been achieved. Silicon–germanium
MODFETs have a significant high-frequency potential
[16]. The introduction of SiGe allows the realization of n-
and p-type hetero-FETs (MOSFETs), both with enhanced
performance. Maximum oscillation frequencies of more
than 100 GHz have been obtained with n- and p-MOS-
FETs.

A further improvement of the RF properties of silicon-
based devices will result from the introduction of copper
technology. As semiconductor devices are scaled down to
the submicron region, interconnection losses are becoming
a limiting factor. In submicrometer technology, copper in-
terconnects will exhibit lower resistivity and better reli-
ability than aluminium interconnects. Copper reduces line
and via resistances by at least 50%, increases the maxi-
mum current density by a factor of 2.5–3.0, and maintains
the same leakage currentproperties as the Al intercon-
nects. The damascene process enables the fabrication of
submicrometer copper interconnects [17,18].

New device concepts try to exploit unavoidable delay
times and drift fields in heterojunction devices in order to
generate a resonant behavior of the device at frequencies
beyond the current gain cutoff frequency [19–21].

Silicon as a substrate for millimeter-wave monolithi-
cally integrated circuits was suggested in 1981 by RCA
[22]. Since 1986 in the field of silicon monolithic milli-
meter-wave integrated circuits (SIMMWICs) there have
been research activities at the former AEG-Telefunken
Research Institute (now DaimlerChrysler Research Cen-
ter) and at the Technische Universität München [23–29].
Up to now SIMMWICs for frequencies up to above
100 GHz already have been fabricated, and the suitabili-
ty of silicon as the base material for monolithic integrated
millimeterwave circuits has been successfully demon-
strated. Monolithic integration of solid-state devices pro-
vides the possibility of low-cost production, improved
reliability, small size and light weight, and easy assembly.

The linear passive parts of SIMMWICs may be realized
in planar circuit technology. The fundamental transmis-
sion-line structures used SIMMWIC design are microstrip
lines, slotlines, coplanar lines, coplanar striplines, and
microshield lines. Based on these fundamental geometric
structures, the planar circuit elements are designed.
These planar circuit elements include transmission-line
discontinuities, planar resonators and antennas as the
basic structures.

In the frequency region above 60 GHz, SIMMWICs
with dimensions of only a few millimeters may also in-
clude planar antenna structures. The integration of the
antenna structures allows the direct coupling of
SIMMWICs to the radiation field.

Monolithic integrated millimeterwave circuits based on
silicon and SiGe will give new options for millimeter-wave
sensor and communication applications. Compared with
microwave-based systems, millimeter-wave-based sys-
tems offer the following advantages:

* Availability of broader frequency bands
* Higher gain and smaller dimensions of antennas
* Lower weight and smaller size of the components
* Higher resolution for sensor applications
* Atmospheric attenuation that may prevent inter-

ference between cells

A broad application of millimeter waves in sensors and
communications has been hampered up to now because of
the high costs of millimeter-wave components. This situ-
ation may change in the future with the availability of
low-cost monolithic integrated components based on a sili-
con and SiGe technology.

2. SILICON AS THE BASE MATERIAL

Table 1 compares the data for Si and GaAs. At 90 GHz, the
dielectric loss tangents of Si and GaAs are within the same
order of magnitude, and for microwave circuits, silicon
substrates with a specific resistance of 10,000O � cm are
available. For this material, the conductor losses due to
the skin effect dominate the loss contributions of planar
circuits, whereas the substrate losses in the silicon ac-
count only for a minor part. The electron mobility of GaAs
is 6 times higher than the electron mobility of Si. This
yields a correspondingly higher fT value for bipolar tran-
sistors and field effect transistors. On the other hand, the

Table 1. Parameters ofSi andGaAs

Si GaAs
Dielectric constant er¼11.7 er¼12.9
Specific resistance 4104O � cm 4106O � cm
Dielectric loss
Factor (90 GHz) 1.3�10�3 0.7�10� 3

Thermal conditions 1.45 W cm� 1 K� 1 0.46 W cm�1 K� 1

Electron mobility 700 cm2/V � s 4300 cm2/V � s
High field drift velocity 107 cm/s 6.106 cm/s
Density 2.33 g/cm3 5.32 g/cm3
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high field drift velocity of Si and GaAs are in the same
order. The thermal conductivity of silicon is 3 times higher
than the thermal conductivity of GaAs. From this point of
view, silicon is advantageous for power circuits. Silicon
and germanium can be mixed in alloys with arbitrary
mixing ratios because of their identical lattice structure
and their similar lattice constants. The atoms are distrib-
uted statistically on free places and the lattice structure is
maintained. The lattice constant aSiGe can be calculated
by the linear interpolation between the lattice constants
aSi of silicon (0.5431 nm) and aGe of germanium
(0.5658 nm):

asil�xGex
¼ ð1� xÞaSiþ xaGe ð1Þ

For the realization of npn heterojunction bipolar transis-
tors, the pseudomorphic growth of strained Si1–xGex layers
without misfit dislocations is of essential importance.
Strained SiGe layers may be grown epitaxially on silicon
substrate. If the thickness of the epitaxial layers is kept
below a critical thickness, then the mismatch between the
alloy and the silicon substrate is accommodated elastically.
The strain grows with increasing lattice mismatch and
germanium content [30,31]. The lattice mismatch is de-
fined as

Z¼
aSi1�xGex

� aSi

aSi
ð2Þ

and the lattice mismatch between pure germanium and
silicon is 4.2%.

Figure 1 shows that the energy gap of the alloy is de-
pendent not only on the germanium content but also on
the strain situation. The conduction band minima in un-
strained silicon correspond to sixfold degenerate valleys
located along f100g directions in k space. In case of strain,
the sixfold degenerate conduction band valleys are sepa-
rated and the four valleys oriented normal to the hetero-
junction are lowered in energy and the remaining two
valleys are raised in energy. The overall bandgap shrink-
age is increased over that of unstrained material with the
same germanium content.

A unified SiGe/SIMMWIC technology uses this band-
gap engineering to develop SiGe HBTs, MODFETs, and
MOSFETs [28]. This unified technology also allows the
fabrication of Schottky diodes, IMPATT diodes, and PIN
diodes (Fig. 2).

3. ELECTRONIC DEVICES

3.1. SiGe-Base HBTs

Although silicon bipolar transistors with transient fre-
quencies above 50 GHz are possible in principle, these de-
vices would exhibit too high a base resistance and too low
a breakdown voltage. A promising device for millimeter-
wave applications is the SiGe base heterojunction bipolar
transistor (HBT) [1]. The heterojunction bipolar transistor
first has been suggested in 1957 by Kroemer [4]. A first
suggestion for a SiGe-base HBT for high-frequency appli-
cations was made in 1977 [1,5]. Detailed investigations of

the millimeterwave SiGe-base HBT have been presented
[32–40].

In SiGe HBT, the base region is formed by an epitax-
ially grown SiGe layer between the adjacent silicon layers.
With increased germanium content in the base, the band-
gap of the base region is reduced. Because of the lower
band gap of the base region also in the case of high base
doping a high emitter efficiency is achieved. The base of a
HBT can thus be more heavily doped than the base of a
silicon bipolar transistor to reduce the base resistance
without the negative impact on the current amplification.
Figure 3 shows the cross section of a heterojunction bipo-
lar transistor. The HBTs are fabricated using a self-
aligned emitter–base structure together with selective
epitaxial growth of the SiGe-base layer. Figure 4 shows
a SiGe HBT embedded in a coplanar line crossing.

The effect of reduced barrier for the electron injection
from the emitter into the base and the corresponding de-
sign freedom regarding the emitter and the base doping
becomes evident if the current gain of a bipolar junction
transistor is compared with the current gain of a hetero-
junction bipolar transistor. The current gain b of a con-
ventional bipolar transistor is given by

b¼
DnENEwE

DpBPBwB
ð3Þ

where DnE and DpB are the diffusion constants of electrons
and holes in the emitter and base regions respectively, NE
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and PB are the emitter and base doping concentrations, wE

is the emitter thickness, and wB is the base thickness. For
the HBT after Kroemer [4] the current gain b is given by

b¼
DnENEwE

DpBPBwB
eDE=kT ð4Þ

where DE is the bandgap difference between Si and SiGe.
The exponential dependence of the minority carrier injec-
tion rate across the emitter–base barrier on the band gap
difference yields for a Ge content of 20% a value of the
exponential term of more than 1000. Thus a high base ef-
ficiency is obtained even in the case of a high emitter dop-
ing. Due to the high base doping, low base sheet
resistances with base widths down to 10 nm are attain-
able. A typical high-frequency silicon bipolar transistor
with a base width of less than 100 nm exhibits base sheet
resistances in the order of 10 KO/&, whereas SiGe HBTs
reach base sheet resistances as low as 1 kO/& for a 20-nm-

doped base [28]. Therefore, a high current gain and a low
base resistance are possible due to extremely low base
width.

The unity current gain cutoff frequency fT is given by [2]

fT¼ reðCebþCcbþ tbþ teþ tc½ �
�1

ð5Þ

where Ceb and Ccb are the emitter–base and collector–base
depletion capacitances; tb, te, and tc are the base, emitter,
and collector transit times, respectively; and the emitter
resistance re is given by

re¼
kT

eIc
ð6Þ

In bipolar junction transistors (BJTs), fT is usually limited
by the base transit time tb given by

tb;Si¼
w2

b

2Dnb
ð7Þ

where Dnb is the electron diffusivity in the base region and
wb is the base width. In the SiGe HBT the Ge grading
across the base decreases tb by [2]

tb;SiGe

tb;Si
¼

2

eZZ
kT

DEg;GeðgradeÞ

1�
kT

DEg;GeðgradeÞ
1� e�DEg;GeðgradeÞ=kT
h i� 	 ð8Þ

where the bandgap grading term DEg,Ge(grade) is given by

DEg;GeðgradeÞ ¼DEg;GeðwbÞ
� DEg;Geð0Þ ð9Þ

and

eZZ¼
DnbðSiGeÞ

DnbðSiÞ
ð10Þ
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The maximum oscillation frequency fmax of the HBT is
given by

fmax¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fT

8pCbcrb

s

ð11Þ

where fT is the transit frequency, rb is the base resistance,
and Cbc is the base collector capacity. In SiGe HBTs the
lower bandgap allows for high base doping and therefore
low base resistance. That increases fmax.

The fabrication of a heterojunction bipolar SiGe tran-
sistor with fT values above 200 GHz has already been re-
ported [1,8–11,28,35,41]. For most circuit applications,
fmax is the more important parameter [1,28] and coplanar
MMICs based on SiGe HBTs with fmax values as high as
338 GHz are under development [8,10,42–44].

For an efficient circuit design an accurate large-signal
transistor model is required. Gummel and Poon intro-
duced a bipolar transistor model based on a charge–con-
trol relation, derived from basic physical considerations,
linking the dominant component of collector current, emit-
ter and collector junction voltages, and base charge
[45,46]. The equivalent circuit of the Gummel–Poon mod-
el is depicted in Fig. 5. The Gummel–Poon model is the
basis for most advanced nonlinear BJT models; however, it
is not suitable for reliable design of circuits operating at
either high current densities or low voltages. Several au-
thors proposed large-signal models for the SiGe hetero-
junction bipolar transistor [47–50].

The physics-based compact bipolar transistor model
HICUM (high-current model) uses the small-signal pa-
rameters, such as the depletion capacitances and the tran-
sit times, as basic variables, which are described
accurately as a nonlinear function of bias, temperature,
and geometry. This results in continuously differentiable
relations for charges and transfer current and accurate
modeling of the large-signal switching behavior, including
harmonic distortion at high frequencies [51,52]. A detailed
description of the HICUM model can be found in Ref. 53.
The so-called vertical bipolar intercompany (VBIC) model
was developed as an industry standard to improve defi-

ciencies of the SPICE Gummel–Poon model that have be-
come apparent over time because of the advances in BJT
process technology. The VBIC model is still based on the
Gummel–Poon formulation; however, it includes improved
modeling of the Early effect, quasisaturation, substrate
and oxide parasitics, avalanche multiplication, and tem-
perature behavior [54]. A VBIC model for the analysis of
two-tone intermodulation distortion behavior of SiGe
HBTs takes into account all important effects for accurate
modeling of large-signal behavior, including self-heating,
weak-avalanche multiplication, quasisaturation effects,
and all device capacitances [55].

The SGH (SiGe HBT) large-signal model combines
elements of the VBIC and HICUM models [56,57]. Figure 6
shows the equivalent circuit of the SGH model. The SGH
model accurately describes the SiGe HBT behavior up to
40 GHz. In the SGH model the transport current

ICC¼
If � Ir

qb
ð12Þ

is related to the normalized stored charge qb, given by

qb¼ q1þ q2 ð13Þ

with

q1¼
Qp0þHJE .QjeþHJC .Qjc

Qp0
ð14Þ

q2¼
Qf0þHE .QfeþHC . fc .Qf0þQfb

Qp0
ð15Þ

The coefficients HJE, HJC, HE, and HC, introduced sim-
ilarly to the HICOM model parameters, are determined by
parameter extraction. The empirical smoothing function fc

is given by

fc¼
Vce

VHC

� �NHC

ð16Þ

where VHC and NHC are determined by parameter ex-
traction. The default smoothing function is fc¼ 1.

For an accurate simulation of the intermodulation per-
formance of semiconductor devices, the modeling of the
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dynamic self-heating is required [58]. A method to extract
the thermal time constants of HBTs from S-parameter
data has been given by Sinnesbichler and Olbrich [59].

The noise figure of a bipolar transistor may be approx-
imated by [60]

F¼ 1þ
1

RS
rbþ

re

2
þ

1

b
þ

f 2

f 2
T

� �
r2

bþR2
S

2re

� �
ð17Þ

where F is the noise figure, Rs is the source impedance,
and b is the current gain. The high fT and the low base
resistance of SiGe HBTs yield a low noise figure. SiGe
HBT noise figures as low as 0.5 dB at 2 GHz, 0.9 dB at
10 GHz, and 2 dB at 20 GHz have been reported [61].

Low-frequency noise in active devices is a serious de-
sign constraint for millimeter-wave oscillator and mixer
applications. Since the low-frequency noise is upconverted
by the inherent nonlinearities of the active device, the low-
frequency noise of the active device has to be minimized.
The low-frequency noise in millimeter-wave Si/SiGe HBTs
has been investigated [62–64]. For a SiGe HBT with an fT
of 43 GHz, Cressler et al. have reported a corner frequency
of 373 Hz for the 1/f noise at a bias current of 2.25 mA [64].
However in real circuit applications, the bias currents are
at least one order of magnitude higher. Usually the corner
frequency increases proportional to the square of the bias
current.

An accurate extraction method for the 1/f noise param-
eters of BJTs and FETs is presented in Ref. 65. Figure 7
shows the BJT equivalent circuit with input and output
terminations and noise sources. Combining the nonlinear
large-signal models with the noise models allows nonlin-
ear noise modeling. This is a requirement for accurate
phase noise modeling of oscillators.

3.2. Si/SiGe-Hetero FETs

Si/SiGe heterostructure technology may also be combined
with Si CMOS technology [36,66]. Most of the Si/SiGe-he-
tero-FETs (MOSFETs) are of the modulation-doped type.
These so-called MODFETs exhibit a thin quantum-well
layer with a thickness of 5–30 nm. Within the quantum-
well layer, a two-dimensional electron or hole gas with
collision-free carriers exists. The n-quantum wells are Si
layers, whereas the p-quantum wells are formed by SiGe

layers. Figure 8 shows the layer structure of a n-type
Si-channel Si/SiGe MOSFET.

The introduction of SiGe in field effect transistors al-
lows the realization of n- and p-type hetero-FETs. Tensile-
strained Si films on strain-relieved SiGe buffer layers en-
able the formation of electron quantum wells that exhibit
enhanced electron mobilities. Compressively strained
SiGe or even pure Ge layers can be used to create two-
dimensional hole channels. The combination of n- and
p-SiGe MOSFETs and a complementary circuit arrange-
ment promises the realization of a novel hetero-CMOS
generation [36,67]. This approach requires a proper SiGe
buffer layer.

The epitaxial layers for n-type MODFETs—deposited
on a high resistivity substrate—start with a relaxed buffer
whose Ge content is linearly graded to 40–50%. The core of
the layer structure is the 7–10-nm tensile-strained Si
channel embedded into undoped Si1–xGex spacers that sep-
arate the carrier supply layers from the channel (Fig. 9a).
Because of a Ge content of 40–50% in the SiGe layers,
a high conduction band offset of 0.24 eV is achieved and
the quantum well enables electron mobilities up to
2800 cm2/V � s [68]. Schottky or junction gates may be
realized. The p-type MODFET employs a Ge channel
(Fig. 9b). A double-sided doped Ge channel is on top of
an artificial Si0.4Ge0.6 substrate, accomplished by the com-
positionally graded strain relieved buffer. With the layer
design values given in Fig. 9b, a 2D hole gas mobility of
1870 cm2/V � s is extracted from magnetic-field-dependent
Hall measurements.

The RF performance is defined by fT extrapolated from
the current gain h21 and by fmax extrapolated from the
maximum available gain or the unilateral gain. For n-Si
channel MODFETs, fT¼ 65 GHz and fmax¼120 GHz (non-
deembedded still 110 GHz) for technologically relaxed gate
lengths around 0.2 mm are reported [68,69]. For p-Ge
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channel MODFETs the fT is up to 70 GHz and fmax values
up to 135 GHz are reported [70,71].

The SiGe MOSFETs are still not yet optimized. Most of
the MOSFET devices reported so far are mesalike. Pref-
erably source and drain implantation is used. Pads are
mostly arranged on field oxide, however, the cutoff fre-
quencies of MOSFETs are already a factor of 42 above
those of traditional Si MOSFETs, owing to their much
higher mobilities. Furthermore the frequency level of
n- and p-MOSFETs are very similar, which supports the
potential of SiGe for the novel HCMOS generation.

3.3. Future Device Concepts

Future development of SiGe MMICs for operation up to
100 GHz stimulates the search for even faster transistors.
A first approach might be to change the base SiGe profile
from a box-shaped to a triangular curvature. A small im-
provement in fmax can be expected. However, due to a
rough estimation, fmax values should be a factor of 5 higher
than the operational frequency. Therefore, about 300 GHz
fmax is required for 60-GHz SiGe MMICs. The pure HBT
principle will not be sufficient to reach these frequencies.
Improvements are expected from a transition to a metal
base transistor or a camel-type transistor. Another prom-
ising concept was proposed by Luryi [19,20]: a transistor
with an active behavior beyond the cutoff frequencies. The
combination of a graded base layer enforcing coherent
carrier transport and a base layer thickness designed to
yield a transit-time-induced phase shift of 3p/2 lead to a
resonancelike behavior at elevated frequencies above fmax,
the resonance phase transistor (RPT).

The overall phase of the collector current in a bipolar
transistor is composed of an injection phase angle j¼
jEþjB with an emitter–base transit angle jE¼otE and
jB¼otB, respectively, and the drift delay y ¼otC in the
base–collector junction. At frequencies below the cutoff
frequency, the phase delay of the collector current is less
than B601, as

jþ y¼jEþjBþ y¼ 2pf ðtEþ tBþ tCÞ for f=fTo1 ð18Þ

In common transistor operation the phase of the collector
current increases with decreasing current gain, taking a

maximum value around 601 at frequencies close to the
cutoff frequency. However, at further increased phase de-
lay, the output resistance of the transistor may become
negative and result in renewed active behavior at higher
frequencies. Such renewed active behavior was previously
discussed on the basis of transit time effects using prop-
erly delayed injection of carriers into the base–collector
space charge [19,20,72,73].

In SiGe four grading steps in a 200-nm base are suit-
able, considering the limitations given by the critical
thickness and the germanium content as well as the re-
quirements given by the energy steps to obtain coherent
carrier transport [21]. After first experimental reports on
the increase of the unilateral gain at frequencies larger
than fT [74], the RPT effect has been proven experimen-
tally. A current amplification of 6.5 dB was measured at a
frequency of 7 fT¼ 40 GHz for an RPT structure with a
base layer thickness of 120 nm [75]. The measured current
gain is depicted in Fig. 10.
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A totally different approach to enhance the injection
phase angle, proposed in 1998, uses counter-phase injec-
tion via resonant tunneling in a double barrier base struc-
ture [21]. The initial concept of resonance phase
amplification using delayed injection basically subsists
on keeping the base transport factor sufficiently high.

4. APPLICATIONS

Numerous examples of Si/SiGe-based monolithically inte-
grated RF chips of high performance have been presented
in the literature. A SiGe differential transimpedance am-
plifier with 50 GHz bandwidth for application as baseband
amplifier in 40-Gbps (gigabits per second) Fiberoptic re-
ceivers already has been reported [76]. A monolithic inte-
grated 40-Gbps clock and data recovery circuit with a 1 : 4
demultiplexer has also been realized in SiGe HBT tech-
nology [77] and a 40-Gbps 2 : 1 multiplexer and 1 : 2 demul-
tiplexer, in 120 nm CMOS technology [78].

Monolithic integrated HBT oscillators with oscillation
frequencies up to 74 GHz have been reported [79–81]. A
47-GHz MMIC SiGe HBT oscillator with an output power
of 13.1 dBm, an efficiency of 13.6%, and a phase noise of –
99.31 dBc/Hz at 100 kHz off carrier has already been real-
ized [82]. The oscillator was realized on high-resistivity
silicon (r45000O � cm) in coplanar line technology. Apply-
ing the push–push principle, a hybrid SiGe HBT micro-
strip transmission-line oscillator with an output power of
þ 1 dBm at 58 GHz and a single-sideband phase noise of –
108 dBc/Hz at an offset frequency of 1 MHz [57,83] and a
monolithic integrated 150 GHz SiGe HBT push–push VCO
with �5 dBm output power at 150 GHz and 30 GHz tun-
ing range [84] already have been realized. Figure 11 shows
a 27 GHz SiGe HBT voltage-controlled oscillator in micro-
strip technology designed by DASA and fabricated by
DaimlerChrysler Research. The oscillator exhibits an out-
put power of þ1 dBm and a SSB phase noise of –112 dBc/
Hz at 1 MHz offset. In Fig. 12 a 38-GHz SiGe HBT har-
monic mixer fabricated by DaimlerChrysler Research is
depicted. A local oscillator input signal at 4.75 GHz is
required. The conversion loss amounts 23 dB. The mixer

delivers an IF output signal at 1.33 GHz. The first active
integrated K-band antenna on high-resistivity silicon sub-
strate employing a Si/SiGe HBT has been presented
[85,86]. Microstrip structures represent the resonating
and radiating circuits. The HBT was mounted using the
flip-chip technique. An output power of 20 dBm at 24 GHz
has been achieved.

5. CONCLUSIONS

The performance of SiGe MMICs has to be viewed under
the consideration of competing approaches, especially
CMOS. K-band low-noise amplifiers using a 0.18-mm
CMOS technology with operating frequencies of
r24 GHz, a gain of 412 dB, and a noise figure of 5.6 dB
have been reported [87]. At 26 GHz still 8.9 dB of gain and
a noise figure of 6.9 dB are obtained. The current con-
sumption is 30 mA from a 1.8 V power supply. This results
represent the highest operation frequencies reported for
low-noise amplifiers in a standard CMOS process.

These results have to be compared with the latest SiGe
device and circuit results. Cutoff frequencies are now ap-
proaching 400 GHz, and the circuit performance at W-band
frequencies approaches or even exceeds that of III–V MMICs
[81]. The most important advantage of SiGe MMIC concepts
is probably the possible cointegration of low-noise, high cur-
rent building blocks (e.g., oscillators) with CMOS circuits in
order to realize complete single-chip solutions.

The availability of SiGe HBTs with transit frequencies
above 200 GHz and even higher maximum oscillation fre-
quencies [8–11] will allow the development of silicon-based
monolithic integrated circuits for operation frequencies
above 100 GHz. Areas of application include millimeter-
wave communications and sensorics [88,89] and also
mixed-digital/analog applications at millimeter-wave fre-
quencies [90]. In digital fiberoptic receivers Schottky diode
demultiplexers [91]] in connection with SiGe HBT push–
push oscillators for clock recovery may allow to realize
electronic demultiplexers for bit rates of r160 Gbps in the
future. Monolithic integrated millimeterwave sensors
an communication front-end circuits may also include

Figure 11. A 27-GHz SiGe HBT VCO. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 12. A 38-GHz SiGe HBT harmonic mixer. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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antenna structures. An active SIMMWIC antenna for
vehicular technology in the frequency range around
76.5 GHz already has been presented [92]. This active an-
tenna acts as a transceiver and is well suited for low-cost
integrated sensor systems for automotive applications.
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GRATINGS, GRATING ANTENNAS
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A grating is an array of parallel obstructions separated
from one another at a distance comparable to a wave-
length. When an electromagnetic wave is incident upon
a grating, it scatters to one or more specific angles
determined by the spacing of the grating and the fre-
quency of the wave. Since this effect is a diffraction
phenomenon, gratings are often also referred to as diffrac-
tion gratings.

One of the most important uses of the diffraction
grating is as an antenna for millimeter-wave through
optical frequencies. This type of diffraction grating is
the primary focus of this article. In integrated optics,
grating antennas are used to couple power into and out
of dielectric waveguides. For millimeter-wave systems,
grating antennas have received attention for several key
advantages that they have in comparison with other
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conventional microwave antennas. They have low radia-
tion losses, they are inexpensive and easy to fabricate, and
they are planar. There is also considerable interest in
using grating antennas to implement low-cost beam steer-
ing at millimeter-wave frequencies.

This article examines gratings and grating antennas in
a series of five sections. Each of these sections is presented
in such a way that it may be read independently from the
others. An overview of the historical development of
diffraction gratings is presented. The fundamental princi-
ples behind grating diffraction are explained in a manner
suitable for those with an RF/microwave background. A
clear design procedure for grating antennas is offered,
along with an extensive reference list for those interested
in further study. Some of the latest and most impressive
applications of millimeter-wave gratings are described.
The article then concludes with a brief discussion of the
future of this field.

1. HISTORICAL OVERVIEW

Despite its fundamental importance, the early origins of
the diffraction grating are a remarkable tale of discovery
and rediscovery. An intense period of research into optical
technology had begun during the early 1600s following the
invention of the telescope by the Dutch. During that cen-
tury, the fundamental principles of refraction and diffrac-
tion were discovered and applied to numerous optical
components such as lenses, mirrors, reflectors, slits, pin-
holes, etc. Gratings, however, were not invented until a
much later date.

The first discovery of the diffraction grating occurred in
Philadelphia in 1785. Francis Hopkinson, one of the sign-
ers of the Declaration of Independence, held a finely wo-
ven silk handkerchief up to a bright light and observed the
interference pattern produced by the light passing
through the fabric. Hopkinson consulted his friend David
Rittenhouse, a self-trained physicist. Recognizing the
phenomenon as a diffraction effect, Rittenhouse designed
his own diffraction grating made of human hairs wound
around two fine screws. He then used the device to mea-
sure the approximate wavelength of visible light. Hailing
his invention in an American scientific journal, Ritten-
house exclaimed that ‘‘new and interesting discoveries
may be made respecting the properties of this wonderful
substance, light, which animates all nature in the eyes of
man, and perhaps, above all things, disposes him to ac-
knowledge the Creator’s bounty’’ [1–3].

Since few researchers of that era read American scien-
tific journals, Thomas Young of London had the opportu-
nity to re-invent the diffraction grating in 1803. Young
used his invention to measure the wavelengths of the var-
ious visible colors, but his main objective was to lend sup-
port to his view that light is a wave rather than a particle.
Opponents of the wave theory attacked Young’s work, la-
beling it as ‘‘destitute of every species of merit’’ [3,4]. The
practical importance of Young’s invention was thus unfor-
tunately lost amid the then viscous debate concerning the
nature of light.

The grating would be discovered for the final time by
Joseph von Fraunhofer in 1821. Fraunhofer had earlier
established an optical company in Bavaria that produced
optical components of the highest quality. After unexpect-
edly observing grating diffraction during an experiment,
Fraunhofer built increasingly precise gratings, ultimately
etching the profile of a grating directly onto the surface of
a glass plate. Using this arrangement, Fraunhofer was
able to separate visible light into the different colors and
measure their wavelengths. Although his primary objec-
tive was to use the device to make precise optical mea-
surements and thereby improve his company’s products,
Fraunhofer did popularize additional uses for optical grat-
ings, including chemical spectroscopy and astronomical
observation [1–4]. After his death, the diffraction grating
eventually became an indispensable component of optics.
As one researcher put it in 1960, ‘‘It is difficult to point to
another single device that has brought more important
information to every field of science than the diffraction
grating’’ [3].

The first use of gratings at radiofrequencies came dur-
ing Heinrich Hertz’ revolutionary experiments in 1887–
1891. Hertz used a narrowly spaced wire grating in order
to test the polarization of his ‘‘electric waves’’ [5,6]. Shortly
after Hertz’ death in 1894, Chandra Bose of Calcutta built
an impressive 60-GHz transmitter and receiver. During
these experiments, Bose used a diffraction grating to mea-
sure the wavelength of his millimeter-wave source [7].
Subsequent decades saw rapid progress in the area of RF/
microwave antennas and arrays. Early researchers in this
area were heavily influenced by their familiarity with the
already well-known diffraction grating. This is not sur-
prising since gratings and array antennas are both gov-
erned by the same fundamental principles of wave
interference. In fact, the designation ‘‘grating lobe’’ is still
commonly used to refer to the additional maxima emitted
by an array of widely spaced antennas.

The first grating antennas were developed and popu-
larized at optical frequencies during the 1970s. Research-
ers at IBM etched a grating profile along the surface of a
dielectric waveguide and used the device to transmit and
receive laser light [8]. Called a grating ‘‘coupler,’’ this op-
tical antenna is used in integrated optics for coupling op-
tical power into and out of dielectric waveguides. In 1977,
Tatsuo Itoh demonstrated the first microwave grating an-
tenna at 15 GHz [9]. Shortly afterward, a team of re-
searchers at the U.S. Army Communications-Electronics
Command presented the development of a 60-GHz grating
antenna fabricated along a silicon dielectric waveguide
[10–14]. The design established the grating antenna as a
new kind of low-loss low-cost antenna for millimeter-wave
frequencies. This work captured the interest of research-
ers worldwide. Progress was rapid and was aided by in-
herent similarities between grating antennas and earlier
traveling-wave antennas designed at lower microwave
frequencies [15–17]. With increasing contemporary inter-
est in the commercial and military applications of milli-
meter waves, much of the early research on grating
antennas is now receiving renewed attention. And what
is more, new and exciting applications of this antenna
continue to be developed and are beginning to find
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commercial success for a wide range of millimeter-wave
applications.

2. FUNDAMENTAL PRINCIPLES

The early investigators who popularized gratings were
able to grasp the underlying principles of grating diffrac-
tion even before those principles had been formalized.
Grating diffraction can in fact be accurately explained by
an analogy between light and sound [1]:

If a sudden sharp noise such as is made by clapping the hands
together is reflected from a high flight of steps, the sound
comes back to us as a musical note; in other words, the steps
impress the element of periodicity upon the reflected distur-
bance, each step throwing off an echo wave.

Sound incident on the staircase scatters in different direc-
tions. Those directions are determined by the step spacing
and by the wavelength of each tone. In the case of a grat-
ing, an electromagnetic wave incident on a periodic inter-
face scatters in a direction determined by the grating
spacing and frequency of the wave.

This section presents a brief description of the funda-
mental principles behind grating diffraction. The discus-
sion draws on material found in the literature [3,18–21]
and is crafted in a manner suited for those with an RF/
microwave background.

To begin with, consider the generalized two-dimension-
al grating interface shown in Fig. 1. The structure is in-
finite and periodic in the x direction and is excited by a
plane wave incident at the angle yi. Since the grating in-
terface is periodic in x, this suggests that the scattered
field can be expanded in terms of a Fourier series

Fsðx; zÞ¼
X1

n¼�1

FnðzÞe
�jð2np=dÞ x

" #
e�jk0ðsin yiÞ x ð1Þ

where Fn(z) is the unknown Fourier coefficient for the nth-
space harmonic e�jð2np=dÞx. The e�jk0ðsin yiÞx term outside the
expansion accounts for the phase distribution of the inci-
dent field along the surface of the grating interface. Bring-

ing that term within the expansion simplifies (1) to

Fsðx; zÞ¼
X1

n¼�1

FnðzÞe
�jkx;nx ð2aÞ

where

kx;n¼k0 sin yiþ
2pn

d
¼ k0 sin yn ð2bÞ

and yn denotes the angle of radiation for the nth-space
harmonic. Equation (2b)b is the well-known ‘‘grating
equation.’’ By convention, yi and yn are defined so that yi

is positive in the reverse quadrant and yn is positive in the
forward quadrant.

Since the scattered field must satisfy the Helmholtz
equation

r2Fsðx; zÞþ k2
0
Fsðx; zÞ¼ 0 ð3Þ

it is possible to define

kz;n¼ 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0 � k2
x;n

q
¼ k0 cos yn ð4Þ

where the sign is chosen to satisfy the radiation condition.
The wavevector for the scattered field can now be ex-
pressed in terms of the unit vectors ux and uz:

kn¼ kx;nuxþkz;nuz¼k0 sin ynuxþ k0 cos ynuz ð5Þ

The incident wavevector likewise has the following form:

ki¼ k0 sin yiux � k0 cos yiuz ð6Þ

For a given incident angle yi and grating spacing d, it is
possible to plot the incident and scattered wavevectors
from (5) and (6) on an illustrative diagram. An example is
shown in Fig. 2. The incident wavevector ki arrives at an
angle yi, and the wavevector k0 scatters in an equal and
opposite direction y0. All the radiating wavevectors lie to-
gether on a unit circle of radius k0, with each vector point-
ing in its direction of radiation. All the nonradiating
wavevectors lie outside this circle. These nonradiating
or evanescent modes decay exponentially away from the

z

x

�i

d

Incoming
plane wave

Figure 1. A generalized reflection grating of
periodicity d illuminated by a plane wave in-
cident at the angle yi.
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surface of the grating. What makes this diagram especial-
ly useful is that it gives the designer the ability to visu-
alize how changing yi or d changes how many modes
radiate and in which direction each radiates.

In the case of a grating antenna, the grating interface
lies along the surface of a dielectric waveguide, and the
grating is excited by the signal propagating within that
waveguide. The grating equation (2b) should then be
rewritten as

Reðkx;nÞ¼Reðkx;0Þþ
2pn

d
¼k0 sin yn ð7Þ

where kx,0 is the propagation constant within the dielec-
tric waveguide. kx,0 is actually a complex number with the
imaginary part describing the rate of radiation along the
antenna [21]. The imaginary part of kx,0 is disregarded,
however, when calculating the number and directions of
the radiating space harmonics. Furthermore, the real part
of kx,0 is typically calculated with good accuracy as the
propagation constant along the dielectric waveguide with-
out any grating present.

A plot similar to Fig. 2 can be produced using (7) to
determine the scattered wavevectors from the expression
in (5). An example case is shown in Fig. 3. The fundamen-
tal wavevector k0 points in the positive direction along the
ordinate axis with a magnitude equal to Re(kx,0). Each ra-
diating space harmonic lies on the unit circle and corre-
sponds to a beam radiated by the antenna. Although

grating antennas are typically designed so that only the
n¼ � 1 beam radiates, this example shows two radiating
beams. The n¼ � 1 beam is radiating in the forward quad-
rant (y 401) and the n¼ � 2 beam, in the reverse quad-
rant (yo01). This diagram can be useful for designing a
grating so that a single main beam radiates in some de-
sired direction.

3. ANTENNA DESIGN AND ANALYSIS

The grating antenna is a type of leaky-wave antenna.
A leaky-wave antenna is essentially a waveguiding
structure perturbed either continuously or periodically
so that it leaks power all along its length [22]. In the
case of a grating antenna, the waveguiding structure is a
dielectric waveguide perturbed by a periodic grating
placed along its surface. The conventional configuration
is shown in Fig. 4. A periodic array of transverse strips is
arranged along the surface of a dielectric waveguide, in
this case a dielectric image line. The strips can be either
metallic or dielectric. These strips form a grating that
perturbs the signal traveling along the guide. If the an-
tenna is designed correctly, the grating excites a single
leaky mode above the surface of the guide to create a di-
rective beam of radiation in the far field. The radiated
beam is fan-shaped, with narrow beamwidth in the array-
effect dimension.

The procedure for designing a grating antenna encom-
passes four key steps. This section provides a complete

k−3

k−2

k−1

k0=Re(kx,0)

kx,n

Re(kz,n)

ko−ko

2�/d2�/d 2�/d
Figure 3. Diagram illustrating the wavevectors
along a hypothetical grating antenna.

 

k−3

k−2

k−1 k0

ki

k+1

k+2 k+3

kx,n

Re(kz,n)

ko−ko

2�/d2�/d2�/d2�/d 2�/d 2�/d

�i �0

Figure 2. Diagram illustrating the incident and
scattered wavevectors from a hypothetical reflec-
tion grating.
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description for each of those steps. Additional references
are also provided for the reader who wishes to explore
more advanced topics related to the design and analysis of
this class of antenna.

Step 1. The aspect ratio and dielectric constant of the di-
electric waveguide must be chosen so that only one mode
can propagate within the guide over the antenna’s desired
frequency range. This requires that the designer calculate
the propagation constants and cutoff frequencies within
the guide for each potential dielectric waveguide design.
There are several options for performing this sort of cal-
culation. Rigorous methods are available [23], but they are
not popular since they involve the solution of a large set of
coupled, transcendental equations. For low-dielectric-con-
stant guides, simple effective dielectric constant (EDC)
methods can be used with good accuracy [23]. An espe-
cially accurate EDC method has been developed for di-
electric image line [24]. For high-dielectric-constant
guides, full-wave electromagnetic simulation should be
used to determine the guided wavelength.

In general, greater antenna directivity can be achieved
using a wide guide rather a narrow guide of the same
length. However, this factor must be balanced against
other considerations, such as the available single-mode
bandwidth in the guide and the mechanism used to feed
the guide. Using a high-dielectric-constant material also
has certain advantages, to be discussed later, but these too
must be balanced against other considerations, such as
the availability of high-dielectric-constant substrates with
reasonably low loss in the chosen frequency range and by
the undesirable dispersion in the guided and leaky modes

that can occur along high dielectric constant guides
[25,26].

Step 2. The dielectric waveguide must be excited at the
intended frequency of operation. This can be accomplished
by directly integrating a signal source into the dielectric
guide [27–32] or by manufacturing a transition between
the dielectric guide and another type of transmission line.
Although a waveguide transition is shown in Fig. 4,
other transitions, including microstrip, CPW, and slot
transitions, are also available [21,23,33–37]. In every
case, the transition should be carefully designed to limit
spurious radiation and surface-wave excitation, which
have the potential spoil an otherwise good antenna de-
sign by increasing the sidelobes above an acceptable level
[22].

It is important to note that the method of excitation
determines the polarization of the far-field radiation pat-
tern. Dielectric waveguides can, in general, be excited so
that one or both of two orthogonal degenerate fundamen-
tal modes propagate [23]. For a rectangular dielectric
guide like the image line shown in Fig. 4, the primary
field components under E-wave excitation are Hy, Ex, and
Ez, and the antenna’s E plane is located in the x–z plane.
Under H-wave excitation, the primary field components
are Ey, Hz, and Hx, and the H plane is located in the x–z
plane. Using other conventions present in the literature, it
is also possible to designate E-wave excitation along the
guide in Fig. 4 as TM-to-z excitation or simply as TM ex-
citation, as Ez

mn excitation, or as TE or ‘‘perpendicular-po-
larized’’ excitation (since the E field is ‘‘perpendicular’’ to
the strips). Likewise, H-wave excitation can be referred to
as TE-to-z, TE, Ey

mn, TM, or ‘‘parallel-polarized.’’ For an

d

y

x

z

w

Waveguide
transition

Ground
plane

Grating
strips

Dielectric
image line

�

Figure 4. Configuration of a conventional
grating antenna.
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image line, E-wave excitation is generally preferred since
the presence of the ground plane shorts out most of
the power that could couple to the H-wave modes. Recent
patents indicate that it may also be possible to inten-
tionally excite both degenerate modes in a dielectric wave-
guide in order to create dual polarization or even circular
polarization [38,39].

Step 3. The next step in the design process is to determine
the periodic spacing between the grating strips. For thin

metal strips or thin dielectric strips, the presence of a
grating along the dielectric guide has only a negligible ef-
fect on the propagation constant within the guide itself. In
this case, the angle of radiation in the direction forward
from broadside can be calculated at any given frequency of
excitation as a simple function of the guide wavelength lg

and strip spacing d

yn¼ arcsin
l0

lg
þ

nl0

d

� �
;
l0

lg
þ

nl0

d

����

���� � 1 ð7aÞ

where l0 is the free-space wavelength and n, the space
harmonic (0, 71, 72, y), is chosen as � 1 for single-beam
operation [40]. In principle, the permissible range of
values for y–1 extends both forward and reverse of broad-
side, across the entire 7901 range. But as is the case with
most planar antenna arrays, grating antennas do not
radiate well beyond the 7601 range. There are other
limitations as well. Bragg reflection occurs if d¼ lg [9].
This prevents the antenna from radiating well for y–1¼ 01
unless a more elaborate grating pattern [23,41,42] is
used. In addition, it is difficult to achieve a sufficiently
high effective relative dielectric constant along an image
line or other open dielectric guide in order to prohibit
appearance of the n¼ � 2 grating lobe for increasingly
positive values of y�1 while still maintaining single-mode
bandwidth along the guide. Unusually high dielectric
constants (er420) are required, with associated tradeoffs
in performance and implementation [25,26,43]. Choosing
a main beam angle in the y–1401 range is thus typi-
cally limited by the propagation of the n¼ � 2 space
harmonic.

Step 4. The final design step is to choose the strip widths
and antenna length. The widths of the strips determine
the rate of radiation along the antenna, and the antenna
length determines how much power is left unradiated at
the end of the antenna. Narrow strips radiate too little,
leaving a substantial amount of power unradiated at the
end of even a long antenna. Excessively wide strips radi-
ate too much power during the first few strips, causing the
effective aperture of the antenna to be too small and the
sidelobes to be large [33]. In both cases, antenna efficiency
can suffer. A popular compromise is to gradually increase
the widths of the strips away from the input to the
antenna.

Designing the strip widths can be done by experiment,
by analysis, or even by rules of thumb. Several such rules
of thumb are available in the literature. For the case of
dielectric-strip gratings, perturbational analysis can be
used to argue that w¼ 0.5d is an optimal strip width
[40,44]. In the case of a metal-strip grating, researchers
determined by experiment that maximum radiation for a
particular design occurred when w¼ 0.4lg [33]. They then
used this finding to formulate a very conservative empiri-
cal guideline for designing a tapered distribution of strip
widths along their antenna.

Analytical approaches are generally preferred in an-
tenna design. To analytically design a grating antenna

Figure 5. Array of periodic dielectric antennas designed for ra-
diation in the broadside direction: (a) array configuration; (b) fin-
ished device for 65-GHz band. The element antennas are fed by a
resonant slotted waveguide array with a horn transition. (From
Solbach, [66], r 1985 EW Communications. Reprinted with per-
mission of publisher from MSN & CT. All rights reserved.)
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requires an analysis that is capable of relating the design
parameters (viz., the strip width, interelement spacing,
dielectric constant, etc.) to the radiation rate along the
surface of the antenna. Once the radiation rate is known,
the far-field pattern can easily be calculated using the
spatial Fourier transform [40]. Unfortunately, calculating
the radiation rate along a grating antenna is typically
considered an involved process [21]. For the dielectric strip
gratings commonly used in integrated optics, commercial
software and curve fit models [45] are available. For me-
tallic strip gratings, several rapid analytical procedures
are available for the limiting cases of narrow strip grat-
ings and narrow slot gratings. (See Refs. 17, 46, and 47
and the references cited in those papers.) Practical de-
signs, however, typically use strips whose widths fall be-
tween those two limiting cases. Recently, a simple
spectral-domain approach has been proposed that is ca-
pable of analyzing metal gratings composed of strips that
are neither narrow nor wide [48]. Many more rigorous
numerical methods are also available, with varying levels
of rigor and computational effort for each approach. These
methods include mode-matching techniques [49,50],
waveguide models [51], rigorous network formulations
[52], and full-wave simulation [53,54]. An excellent and
timely overview of various approaches and their relative
merits is provided in Ref. 3 for both metal and dielectric
strip gratings. The reader is warned to investigate each
approach since the literature does contain references to
inaccurate and even erroneous approaches for analyzing
grating antennas.

Experimental design can be a particularly expedient
approach in the case of metal-strip gratings. Multiple sets
of gratings can be etched onto a single thin dielectric film
[55–57]. Thin dielectric films made from materials such as
RT-Duroid have low loss at millimeter-wave frequencies

and can be easily etched using conventional photolithog-
raphy. The film can then be extended across the surface of
the dielectric guide, allowing the designer to rapidly test
the radiation rate for each of the sets of grating strips.
This information can then be used together with the spa-
tial Fourier transform to determine a favorable distribu-
tion of strip widths in order to achieve a desired far-field
pattern.

When the distribution of strip widths and the radiation
rate along the antenna are being determined, the length of
the antenna must also be chosen so that only a certain
fraction of the input power remains unradiated at the end
of the dielectric guide. If the amount of unradiated power
is too large, antenna efficiency is low. For an antenna of
length L, the total efficiency Z can be expressed as

Z¼
Z L

0
2aðxÞe�2ðaðxÞþ aLÞxdx ð8Þ

where a(x) is the radiation rate along the grating and aL

accounts for conductor and dielectric losses [15]. If the
radiation rate is uniform along the antenna and much
larger than the loss factors, the efficiency can be appro-
ximated for design purposes as 1� e�2aL. If a substantial
portion of the input power is to be left unradiated, the
dielectric guide should be terminated in a matched load
or with absorbing material, or else the wasted power
will reflect from the end of the antenna and radiate as a
sidelobe.

4. APPLICATIONS

The chief purpose of this section is not to present a
comprehensive review of all applications of gratings and
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Figure 6. A low-cost reconfigurable grating
antenna.
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grating antennas. Instead, the objective is to capture the
reader’s interest and identify the major applications of
gratings. A special emphasis is given to antenna applica-
tions at millimeter-wave frequencies.

4.1. Array Antennas

Grating antennas are based on dielectric waveguide tech-
nology. Unlike printed-circuit transmission lines, dielec-
tric waveguides exhibit low loss even at very high
millimeter-wave frequencies. Unlike rectangular metal
waveguides, dielectric waveguides are easily fabricated
and compatible with mass production at frequencies
through W band and beyond. Dielectric waveguides are
thus ideal candidates for feeding millimeter-wave antenna
arrays. Diffraction gratings are perhaps the most natural
and inexpensive implementation of an array antenna to be
based on this class of transmission line.

A conventional grating antenna is shown in Fig. 4.
Many variations on this configuration are possible. The
strips can be metal [10] or dielectric [40]. The strips can be
replaced with slots, grooves, or cavities in the ground plane
[23]. These strips, slots, and other perturbations don’t
necessarily have to be rectangular; they can also be circu-
lar. Their cross sections can be ‘‘blazed’’ or nonrectangular
[3]. In addition, the perturbations can be made self-similar
to allow broadside radiation [23,41]. If desired, the image
line can also be replaced with another type of dielectric
waveguide, such as insular image guide, nonradiative
dielectric (NRD) guide, inverted-strip dielectric guide, or
rectangular dielectric waveguide [23]. Gratings fabricated
on circular dielectric waveguides can radiate omnidirec-
tionally [58]. Gratings based on rotated strips can radiate
circular polarization [59,60].

Several methods are available for increasing the gain of
a grating antenna. The gain in the nonarray plane can be
increased by embedding the dielectric guide within a
trough [61] or flared trough [33] or by placing the guide
in proximity to a parabolic reflector [39]. Pencil-beam ra-
diation can be achieved by etching a two-dimensional
grating on a surface-wave-excited dielectric slab [62–64].
This kind of grating is designated a ‘‘hologram’’ or ‘‘holo-
graphic antenna.’’ This is a matter of nomenclature, how-
ever, since the standard grating antenna is itself a type of
hologram. Other research has demonstrated unconven-
tional circular and linear polarized pencil-beam antennas
fed by NRD gratings [65]. Planar arrays of grating
antennas can also be formed to increase the directivity
of the beam [42]. One planar grating array, shown in
Fig. 5, radiates a broadside beam at 65 GHz with a total
efficiency, including the power divider and feed losses, of
27% [66].

4.2. Scanning Antennas

A wide array of consumer wireless applications are antic-
ipated at millimeter-wave frequencies [48,55]. Many of
these emerging applications require the ability to track
a user or moving target. Unfortunately, conventional
technology for steering and redirecting millimeter-wave

wireless signals is often prohibitively expensive for
consumer applications. Rotating antennas use RF gimbal
feeds that require precision machining and costly main-
tenance. Millimeter-wave phased arrays, on the other
hand, are often exuberantly expensive, requiring exotic
technologies and extensive supporting electronic equip-
ment. In order to reduce the cost and broaden the
commercial applications millimeter-wave frequencies,
considerable research is currently directed at deve-
loping low-cost scanning antennas and phased arrays
for the Ka band and above. Several approaches based on
the grating arrays are under investigation, including
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Figure 7. Electronically reconfigurable holographic antenna:
(a) conducting regions formed on a silicon wafer; (b) correspond-
ing far-field radiation pattern. (Courtesy of Dr. A. Fathy, Univer-
sity of Tennessee.) (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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electromechanical, electronic, and electrooptic. Some of
these approaches are also classified as ‘‘reconfigurable an-
tennas’’ since the central tactic is often to provide beam
steering by reconfiguring the aperture of the grating.

Figure 6 illustrates a simple scanning antenna that can
be electromechanically reconfigured to provide low-cost
millimeter-wave beam steering [67]. A thin movable di-
electric film is extended across a stationary dielectric im-
age line. Continuous metal grating strips are etched along
the underside of the film, with the strips depicted as vis-
ible in the figure. The spacing between the metal strips
varies linearly along the length of the film from dmax to
dmin. Scrolling the film along the image line shifts the film
in the y direction, steering a highly directive fan-shaped
beam of radiation along the angle y. As illustrated in the
figure, the widths of the strips themselves are designed to
increase away from the input to the guide in order to
gradually perturb the signal as it is launched along the
image line. The prototype configuration shown in Fig. 1 is
able to achieve 531 beam steering at 35 GHz. An innova-
tive, bidirectionally excited design achieves 7501 scan-
ning across the complete 35–40 GHz range [48,57]. A key
advantage of this approach is that the mechanical motion
is inertialess and completely external to the millimeter-
wave feed. Thin steel sheets may also be used. In either
case, only a simple DC motor is required to spool the grat-
ing layer along the surface of the dielectric guide. Another
electromechanical approach is to form a grating antenna
from a spring coiled around a dielectric waveguide [68].
Flexing the spring provides beam steering. Several inter-
esting electromechanically scanning grating antennas are
now available commercially and are disclosed in a U.S.
patent [39].

Other researchers are developing electronically scan-
ned grating antennas by integrating PIN diodes into the
grating structure. In Refs. 13 and 14, a PIN diode inte-
grated into the sidewall of a grating antenna is used to
modulate the propagation constant within the dielectric
guide in order to steer the beam. In Ref. 69, PIN diodes are
integrated into the grating strips themselves in order to
switch the radiated beam between one of two scan states.

Most impressively, in Ref. 64, an array of PIN diodes are
integrated onto the back of a silicon wafer in order to cre-
ate a dynamically reconfigurable hologram. Holographic
antennas are the two-dimensional analog of grating an-
tennas. Figure 7 illustrates the conducting pattern formed
by the PIN diodes on the silicon wafer and the correspond-
ing far-field pattern.

Optical and ferroelectric scanning grating antennas
are also a topic of investigation [70–75]. In many cases,
however, the experimental results require improvement in
order for the systems to find broad acceptance. Figure 8
illustrates the configuration of one design [74]. A circular
dielectric waveguide is coupled to a semiconducting di-
electric slab. Laser light illuminates the surface of the di-
electric slab in order to create islands of conducting
plasma on the surface. The spacing between these islands
can be changed in order to steer the mainbeam angle of
the radiated beam. Ferroelectric scanning grating anten-
nas are also commercially available at frequencies from 10
to 76 GHz [75].

4.3. Other Applications

Many other uses for millimeter-wave gratings do exist. For
example, on the circuit level gratings can be used as reso-
nators for notch filters or for oscillators [9,76]. Closely
spaced gratings are often used as polarizers in grid ampli-
fers [77]. In the far-field zone, millimeter-wave gratings are
used for as spectrometry [7,78], spatial filtering and beam-
shaping [79], spatial power combining and dividing [80–82],
and remote beam control [83–85]. These applications for
gratings are likely to increase in importance as millimeter-
wave technology becomes more and more common.

5. CONCLUSION

Interest in millimeter-wave technology has been building
steadily since the mid-1970s. Today, several applications
have already become established; numerous others are
quickly emerging. These new millimeter-wave wireless
systems require inexpensive, mass-producible, low-loss

Dielectric
slab

Plasma-induced
grating

Radiated
power

RF input

Dielectric
waveguide

Figure 8. A commercially available optically
controlled grating antenna.
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antenna arrays. Grating antennas meet these demands at
frequencies up through the W band and beyond.

This article began with an examination of the historical
background of gratings and grating antennas. The funda-
mental principles underlying their operation were clearly
described, and an antenna design procedure was present-
ed. The article ended with a survey of some of the most
interesting applications to date for millimeter-wave grat-
ings.
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GREEN’S FUNCTION METHODS

JIAN-MING JIN

WENG CHO CHEW

University of Illinois at Urbana-
Champaign

The Green’s function method is a powerful techniques for
solving boundary value problems. Green’s function was
named after George Green (1793–1841), who developed a
general method to obtain solutions of Poisson’s equation in
potential theory. This method was described in an essay by
Green entitled ‘‘On the application of mathematical anal-
ysis to the theories of electricity and magnetism,’’ pub-
lished in 1828.

To illustrate the Green’s function method, consider the
electric potential produced by a point electric charge q1

placed at r1 in an unbounded homogeneous free space. It is
well known from the elementary theory of electricity [1]
that this potential at r is given by

f1ðrÞ¼
q1

4pe r� r1j j
ð1Þ

where |r� r1| denotes the distance between the points r
and r1 and e is a constant called the permittivity. If there is
another point charge q2 placed at r2, the potential pro-
duced by this charge is

f2ðrÞ¼
q2

4pe r� r2j j
ð2Þ

The total potential produced by q1 and q2 is then the linear
superposition of f1 and f2:

fðrÞ¼f1ðrÞþf2ðrÞ¼
q1

4pe r� r1j j
þ

q2

4pe r� r2j j
ð3Þ

If there are N point charges in the space, the total poten-
tial is given by

fðrÞ¼
XN

i¼1

fiðrÞ¼
XN

i¼ 1

qi

4pe r� rij j
ð4Þ

where S denotes the summation over all point charges and
fi denotes the potential due to the ith point charge placed
at ri. The procedure described above is known as the prin-
ciple of linear superposition.

Next, consider the electric potential produced by a vol-
ume electric charge whose charge density is denoted by
r(r). To find the potential, we divide the volume of the
charge into many small cubes. The charge within each
small cube is then given by

qi � rðriÞDVi ð5Þ

where ri denotes the center of the ith cube and DVi denotes
the volume of the cube. Since each cube is very small, it
can be approximated as a point charge, whose potential is
given by

fiðrÞ �
qi

4pe r� rij j
�

rðriÞDVi

4pe r� rij j
ð6Þ

According to the principle to linear superposition, the total
potential is then given by

fðrÞ ¼
XN

i¼ 1

fiðrÞ �
XN

i¼ 1

rðriÞDVi

4pe r� rij j
ð7Þ

Clearly, the approximation improves as the volume is di-
vided into smaller cubes. In the limit when DVi!0, Eq. (7)
becomes exact. Hence, one obtains

fðrÞ¼ lim
DVi!0

X1

i¼ 1

rðriÞDVi

4pe r� rij j
ð8Þ
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which can be written in the integral form as

fðrÞ¼
Z

V

rðr0ÞdV 0

4pe r� r0j j
ð9Þ

where V denotes the volume of the electric charge.
The potential produced by a point source of unit

strength is called Green’s function. In the example above,
the Green’s function is

Gðr; r0Þ ¼
1

4pe r� r0j j
ð10Þ

and the total potential can then be written as

fðrÞ¼
Z

V

rðr0ÞGðr; r0ÞdV 0 ð11Þ

It is clear that the Green’s function method treats an
arbitrary source for the potential as a linear superposition
of weighted point sources. It then finds the potential as the
corresponding linear superposition of the potentials pro-
duced by the point sources.

Obviously, once the Green’s function corresponding to
the potential due to a point source is found, the potential
produced by an arbitrary distribution of sources can be
obtained easily. Therefore, for a specific boundary value
problem, instead of finding the potential for each new
source encountered by solving Poisson’s equation repeat-
edly, one can find the Green’s function for that problem
only once and obtain solutions to any sources by the prin-
ciple of linear superposition. The procedure of finding
Green’s function is usually much simpler than finding
the solution to an arbitrary source. To a large extent, a
Green’s function plays the same role as an impulse re-
sponse of a linear circuit system. The system response to
any input function can be determined by convolving the
input function with the impulse response of the system.
The Green’s function method has since been expanded to
deal with a large number of different partial-differential
equations.

In electrodynamics, both the source (electric current
density) and the response (electric or magnetic field) are
vectors, each of which has three components. Since each
component of an electric current density can produce all
three components of the electric or magnetic field, one has
nine Green functions that relate the response to the
source. This unwieldiness can be alleviated by introduc-
ing the concept of the dyadic Green function. A dyadic
Green function, which can be expressed as a 3� 3 matrix,
can be considered as a compact representation of the nine
scalar Green’s functions. The first use of dyadic Green’s
function was made by Julian Schwinger. The subject was
also covered by Morse and Feshbach [2] in their well-
known treatise on the methods of theoretical physics. A
more comprehensive treatment of the dyadic Green func-
tions in electromagnetic theory was presented by Tai [3],
who has done much original work on this topic. In his well-
known book, Tai derived dyadic Green’s functions for va-
riety of electromagnetic problems of practical importance.

Discussions on dyadic Green’s functions can be found in
Collin [4], Kong [5], and Chew [6].

As shall be shown later, the Green’s function method
not only provides a solution to many boundary value prob-
lems involving canonical geometries but also leads to in-
tegral equations for problems involving more complex
geometries. These integral equations form the basis for a
numerical solution of complex boundary value problems.

1. SCALAR GREEN’S FUNCTIONS

When both the source and response are scalar functions,
the corresponding Green’s function is also scalar and,
hence, the name scalar Green’s function.

1.1. The Delta Function

Since the Green’s function method is based on the repre-
sentation of an arbitrary source by the superposition of
point sources, the mathematical representation of a point
source will first be described. Consider an electric charge
of unit strength located at point r0. When the volume of
the charge approaches zero, the charge density can be
described by a function

dðr� r0Þ ¼
1 for r¼ r0

0 for rOr0

(
ð12Þ

Since the total charge remains at unity

Z

V

dðr� r0ÞdV ¼
1 for r0 in V

0 for r0 not in V

(
ð13Þ

The function defined in Eqs. (12) and (13) is known as the
Dirac delta function, named after P. A. M. Dirac. Clearly,
given an arbitrary function f(r), which is continuous at
r¼ r0, we obtain

Z

V

f ðrÞdðr� r0ÞdV ¼
f ðr0Þ for r0 in V

0 for r0 not in V

(
ð14Þ

This expression represents a volume source f(r0) as a lin-
ear superposition of an infinite number of point sources
d(r� r0).

In one dimension, the delta function can be considered
as the limit of a function

dðx� x0Þ ¼ lim
e!0

ueðx� x0Þ ð15Þ

where ue(x� x0) is called a delta family. It can be a rect-
angular function of width e and height 1=e, or a triangular
function of width 2e and height 1=e, or a Gaussian function
e�ðx�x 0Þ2=2e2

=e
ffiffiffiffiffiffi
2p
p

, all centered at x¼ x0. The important fea-
ture of the delta function is not its shape, but the fact that
its effective width approaches zero, while its area remains
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at unity, that is

Z b

a

dðx� x0Þdx¼
1 for x0 in ða; bÞ

0 for x0 not in ða; bÞ

(
ð16Þ

such that

Z b

a

f ðxÞdðx� x0Þdx¼
f ðx0Þ for x0 in ða; bÞ

0 for x0 not in ða; bÞ

(
ð17Þ

The delta function so defined is not a function in the clas-
sical sense. For this reason, it is called a symbolic or gen-
eralized function [7].

Clearly, the delta function is a symmetric function

dðx� x0Þ ¼ dðx0 � xÞ ð18Þ

The three-dimensional delta function in the rectangular,
cylindrical, and spherical coordinate systems is related to
the one-dimensional delta function by

dðr� r0Þ ¼ dðx� x0Þdðy� y0Þdðz� z0Þ ð19Þ

dðr� r0Þ ¼
dðr� r0Þdðf� f0Þdðz� z0Þ

r
ð20Þ

dðr� r0Þ ¼
dðr� r0Þdðy� y0Þdðf� f0Þ

r2 sin y
ð21Þ

All of these above satisfy Eq. (13).

1.2. One-Dimensional Green’s Function

To introduce the concept of Green’s function in one dimen-
sion, consider an infinitely long transmission line with a
distributed current source K(x) (3), as illustrated in Fig. 1.
Using Kirchhoff ’s voltage and current laws, one finds the
relations between the voltage and current as

dVðxÞ

dx
þ ðjoLþRÞIðxÞ¼0 ð22Þ

dIðxÞ

dx
þ ðjoCþGÞVðxÞ¼KðxÞ ð23Þ

where o denotes the angular frequency and L, C, R, and G
are the inductance, capacitance, resistance, and conduc-

tance of the transmission line per unit length. Eliminating
I(x) in Eqs. (22) and (23), one obtains the differential equa-
tion for the voltage as

d2VðxÞ

dx2
� g2VðxÞ ¼ � ðjoLþRÞKðxÞ ð24Þ

where g2¼ ðjoLþRÞðjoCþGÞ. Since the line is infinitely
long, there is no reflected wave; hence, V(x) satisfies the
boundary conditions

dVðxÞ

dx
þ gVðxÞ¼ 0 for x!1 ð25Þ

dVðxÞ

dx
� gVðxÞ¼ 0 for x!�1 ð26Þ

Since these boundary conditions are imposed when
jxj ! 1, they are also called radiation conditions.

Instead of solving for V(x) directly from Eqs. (24)–(26),
one can consider the solution of the following differential
equation

d2g0ðx; x0Þ

dx2
� g2g0ðx; x

0Þ ¼ � dðx� x0Þ ð27Þ

where g0(x) satisfies the same radiation condition as V(x).
Since g0(x, x0) is a point source response and V(x) in Eq.
(24) is due to the source ðjoLþRÞKðxÞ, according to the
principle of linear superposition, V(x) can be expressed as
a convolution of g0(x, x0) with ðjoLþRÞKðxÞ:

VðxÞ¼

Z 1

�1

ðjoLþRÞKðx0Þg0ðx; x
0Þdx0 ð28Þ

It is evident that once we obtain g0(x, x0), the voltage on
the transmission line can be evaluated via a simple inte-
gration using Eq. (28).

To find g0(x, x0), note that since

d2g0ðx; x0Þ

dx2
� g2g0ðx; x

0Þ ¼ 0 for x > x0 or xox0 ð29Þ

one has

g0ðx; x
0Þ ¼Ae�gx for x > x0 ð30Þ

g0ðx; x
0Þ ¼Begx for xox0 ð31Þ

where the radiation conditions in Eqs. (25) and (26) were
used to determine the sign in front of g. To determine the
unknown coefficients A and B, consider Eq. (27). First,
note that g0(x, x0) must be continuous at x¼ x0, that is

g0ðx; x
0Þ x¼ x 0 þ 0¼ g0ðx; x

0Þ
�� ��

x¼ x 0�0
ð32Þ

where x¼ x0 þ 0 stands for the right-hand side of x0 and
x¼ x0 � 0 stands for the left-hand side of x0 since a discon-
tinuity in g0(x, x0) at x¼ x0 would result in a derivative on
d(x� x0) on the left-hand side of Eq. (27). Next, integrate
Eq. (27) over the region from x0 � e to x0 þ e and in the limit

V(x ) K(x )

I(x )

Figure 1. An infinitely long transmission line excited by a dis-
tributed current source.
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when e! 0

dg0ðx; x0Þ

dx

����
x¼ x 0 þ 0

�
dg0ðx; x0Þ

dx

����
x¼ x 0�0

¼ � 1 ð33Þ

Applying these two conditions to Eqs. (30) and (31), one
finds

g0ðx; x
0Þ ¼

1

2g
e�gðx�x 0Þ for x > x0 ð34Þ

g0ðx; x
0Þ ¼

1

2g
egðx�x 0Þ for xox0 ð35Þ

or, more compactly

g0ðx; x
0Þ ¼

1

2g
e�g x�x 0j j ð36Þ

This is the Green function for the infinitely long trans-
mission line.

1.3. Two- and Three-Dimensional Green’s Function

Consider the electric and magnetic fields produced by a
time-harmonic electric source whose current density is
denoted by J(r) and charge density is denoted by r(r).
These fields satisfy Maxwell’s equations given by (1)

r�EðrÞ¼ � joBðrÞ ð37Þ

r�HðrÞ¼ joDðrÞþJðrÞ ð38Þ

r .DðrÞ¼ rðrÞ ð39Þ

r .BðrÞ¼0 ð40Þ

and the constitutive relations given by B ¼mH and D ¼
eE, where m is the magnetic permeability and e is the elec-
tric permittivity. Again, assume that the space is homo-
geneous. Taking the curl of Eq. (37), one has

r�r�EðrÞ¼ � jomr�HðrÞ ð41Þ

Using Eq. (38) in Eq. (41), one obtains

r�r�EðrÞ � k2EðrÞ ¼ � jomJðrÞ ð42Þ

where k2¼o2me. Since r�r�E¼r(r .E)�r2E, Eq. (42)
can be written as

r2EðrÞ þk2EðrÞ¼ jomJðrÞþ
1

e
rrðrÞ ð43Þ

where Eq. (39) has been applied. Similarly, one obtains the
equation for H as

r2HðrÞþ k2HðrÞ¼ � r�JðrÞ ð44Þ

Equations (43) and (44) are inhomogeneous Helmholtz
wave equations.

If one uses f to represent each component of E or H in a
Cartesian coordinate system, then f satisfies the inhomo-
geneous Helmholtz equation

r2fðrÞþ k2fðrÞ¼ � f ðrÞ ð45Þ

where f(r) propagates in an infinite unbounded space,
there is no reflected wave. Hence, f(r) satisfies the radi-
ation condition

r
@f
@r
þ jkf

� �
¼ 0 for r!1 ð46Þ

where r represents the radial variable in spherical coor-
dinates. Instead of solving for f(r) directly from Eqs. (45)
and (46) for each f(r), one first finds its Green function,
which is the solution of the following partial-differential
equation

r2G0ðr; r
0Þ þk2G0ðr; r

0Þ ¼ � dðr� r0Þ ð47Þ

subject to the radiation condition in Eq. (46). If G0 can be
found, using the principle of linear superposition, one
obtains

fðrÞ¼
Z

V

G0ðr; r
0Þf ðr0ÞdV 0 ð48Þ

where V is the support of f(r), which is the volume having
nonzero f(r).

To find G0, we introduce a new coordinate system with
its origin located at r0. Thus, the problem has a spherical
symmetry with respect to this point. Equation (47) then
becomes

1

r2
1

d

dr1
r2

1

dG0ðr1; 0Þ

dr1

� �
þ k2G0ðr1; 0Þ¼ � dðrÞ1 ð49Þ

where r1¼ r� r0. When r1a0, Eq. (49) can be written as

d2½r1G0ðr1; 0Þ�

dr2
1

þk2r1G0ðr1; 0Þ¼ 0 ð50Þ

which has a well-known solution

r1G0ðr1; 0Þ¼Ae�jkr1 or G0ðr1; 0Þ ¼A
e�jkr1

r1
ð51Þ

The sign in the exponent is chosen such that Eq. (51) sat-
isfies the radiation condition in Eq. (46). To determine the
unknown coefficient A, substitute Eq. (51) into Eq. (49)
and integrate over a small sphere centered at r1¼ 0 with
its radius e! 0. The result is A¼ (4p)�1. Therefore

G0ðr1; 0Þ¼
e�jkr1

4pr1
ð52Þ
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and in the original coordinates, it becomes

G0ðr; r
0Þ ¼

e�jk r�r 0j j

4p r� r0j j
ð53Þ

Following the same procedure, one can obtain the two-
dimensional Green function for the Helmholtz equation as

G0ðq; q
0Þ ¼

1

4j
Hð2Þ0 ðk q� q0

�� ��Þ ð54Þ

where q¼ xx̂xþ yŷy and Hð2Þ0 ðkjq� q0jÞ is the zeroth-order
Hankel function of the second kind.

When one deals with the static electric field, Maxwell’s
equations for E(r) reduce to

r�EðrÞ ¼0 and r .EðrÞ¼
rðrÞ
e

ð55Þ

These two equations can be solved conveniently by intro-
ducing the electric potential f(r), which is defined as

EðrÞ ¼ � rfðrÞ ð56Þ

The first equation in Eq. (55) is automatically satisfied
because of the identity r�rf(r) 	 0. Substituting
Eq. (56) into the second equation in Eq. (55), one obtains

r2fðrÞ¼ �
rðrÞ
e

ð57Þ

This equation is Poisson’s equation, which can be consid-
ered as a special case of Eq. (45) with k¼ 0.

Using the procedure described in this section, one ob-
tains the three-dimensional Green function for Poisson’s
equation as

G0ðr; r
0Þ ¼

1

4p r� r0j j
ð58Þ

and the two-dimensional Green function as

G0ðq; q
0Þ ¼ �

1

2p
ln q� q0
�� �� ð59Þ

1.4. Classification of Green’s Functions

The Green functions derived above are for the infinite un-
bounded space where no other objects are present. They
are called the free-space Green’s functions and are denoted
by the subscript 0. When the region of interest is bounded,
one then has to consider boundary conditions for Green’s
function. Different boundary conditions lead to different
Green’s functions. For this reason, Green’s functions are
classified into three categories: Green’s functions of the
first, second, and third kind [3].

Green’s function of the first kind, denoted by G1, satis-
fies the Dirichlet boundary condition, that is

G0ðr; r
0Þ ¼ 0 for r on S ð60Þ

where S denotes the boundary of the problem. For a half-
space with an infinite ground plane coincident with the z
¼ 0 plane, the Green’s function of the first kind for Pois-
son’s equation is given by

G0ðr; r
0Þ ¼G0ðr; r

0Þ þG0ðr; r
0
iÞ¼

1

4p r� r0j j

�
1

4p r� r0i
�� �� ð61Þ

where r
0

i¼ r0 � 2z0ẑz¼ x0x̂xþ y0ŷy� z0ẑz. This result can be de-
rived conveniently using the method of images. It is easy
to see that the Dirichlet boundary condition is satisfied by
G1(r, r0) in the z¼ 0 plane.

The Green’s function of the second kind, denoted by G2,
satisfies the Neumann boundary condition, that is

@G2ðr; r0Þ

@n
¼ 0 for r on S ð62Þ

where S denotes the boundary of the problem and q/qn
denotes the normal derivative. For a half space with an
infinite magnetic (symmetry) plane coincident with the z
¼ 0 plane, the Green’s function of the second kind for
Poisson’s equation is given by

G2ðr; r
0Þ ¼G0ðr; r

0Þ þG0ðr; r
0
iÞ¼

1

4p r� r0j j
þ

1

4p r� r0i
�� ��

ð63Þ

where r
0

i is the same as the one in Eq. (61). It satisfies the
Neumann boundary condition in the z¼ 0 plane.

The Green’s function of the third kind is defined for
problems involving two or more media. It can be denoted
as G(ij)(r, r0), where i indicates the medium where the field
point r is located and j indicates the medium where the
source point r0 is located. Consider, for example, a poten-
tial problem involving two half-spaces. The upper half-
space (medium 1) above z¼ 0 has a premittivity of e1, and
the lower half-space (medium 2) has a permittivity of e2.
The Green’s function for Poisson’s equation is given by (8)

Gð11Þðr; r0Þ ¼G0ðr; r
0Þ �

e2 � e1

e2þ e1
G0ðr; r

0
iÞ

¼
1

4p r� r0j j
�

e2 � e1

e2þ e1

1

4p r� r0i
�� ��

ð64Þ

and

Gð21Þðr; r0Þ ¼
2e2

e2þ e1
G0ðr; r

0Þ ¼
2e2

e2þ e1

1

4p r� r0j j
ð65Þ

Exchanging e1 and e2 in G(11) and G(21), one obtains the
expressions for G(22) and G(12), respectively. This method
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of obtaining the Green’s functions of the third kind works
only for Poisson’s equation, but not for the Helmholtz
equation because the standard image method is not ap-
plicable to the Helmholtz equation in this case.

1.5. Eigenfunction Expansion

In addition to the conventional method described earlier,
another general method for deriving Green’s functions is
the method of Ohm–Rayleigh or the method of eigenfunc-
tion expansion [3]. In this section, one rederives the Green
functions in Eq. (36) and Eq. (53) to illustrate the process
of the Ohm–Rayleigh method.

Consider first the solution of Eq. (27). Expand g0(x, x0)
in terms of a Fourier integral

g0ðx; x
0Þ ¼

Z 1

�1

AðhÞejhxdh ð66Þ

The ejhx, which is the solution of the homogeneous differ-
ential equation d2c(x)/dx2

þh2c(x)¼0, is called the eigen-
function and h2 is the corresponding eigenvalue.
Therefore, Eq. (66) can be considered as the eigenfunction
expansion of g0(x, x0). To determine A(h), substitute Eqs.
(66) into Eq. (27) and note that

dðx� x0Þ ¼
1

2p

Z 1

�1

ejhðx�x 0Þdh ð67Þ

This yields

AðhÞ¼
e�jhx 0

2pðh2þ g2Þ
ð68Þ

Hence, we obtain

g0ðx; x
0Þ ¼

1

2p

Z 1

�1

ejhðx�x 0Þ

h2þ g2
dh ð69Þ

This is known as the spectral representation of g0(x, x0).
The integral in this equation can be evaluated using Ca-
uchy’s residue theorem [9]. For this, one needs to form a
closed contour for the integral in Eq. (69). In order to sat-
isfy the boundary conditions in Eqs. (25) and (26), for
x� x040 the infinite integration path must be closed in the
upper half-plane and for x� x0o0 the infinite path must
be closed in the lower half-plane, as shown in Fig. 2. The
application of Cauchy’s residue theorem yields

g0ðx; x
0Þ ¼

1

2g

e�gðx�x 0 Þ for x > x0

egðx�x 0Þ for xox0

(
ð70Þ

which is the same as Eqs. (34) and (35).
Next, consider the solution of Eq. (47). First expand

G0(r, r0) in terms of Fourier integrals

G0ðr; r
0Þ ¼

Z 1

�1

AðhÞejh . rdh ð71Þ

where h¼hxx̂xþhyŷyþhzẑz. The ejh . r, which is the solution
of the homogeneous partial differential equation r2c(r)þ
h2c(r)¼ 0, is called the eigenfunction and h2

¼|h|2 is the
corresponding eigenvalue. Again, Eq. (71) can be consid-
ered as the eigenfunction expansion of G0(r, r0). Substi-
tuting Eq. (71) into Eq. (47), and noting that

dðr� r0Þ ¼
1

ð2pÞ3

Z 1

�1

ejh . ðr�r 0Þdh ð72Þ

one finds

AðhÞ ¼
e�jh . r 0

ð2pÞ3ðh2 � k2Þ
ð73Þ

Therefore

G0ðr; r
0Þ ¼

1

ð2pÞ3

Z 1

�1

ejh . ðr�r 0Þ

h2 � k2
dh ð74Þ

This is the spectral representation of the three-dimen-
sional Green function. To evaluate the spectral integral,
let

hx¼h sin y cos j; hy¼h sin y sin j; hz¼h cos y ð75Þ

so that

dh¼h2 sin y dh dy dj ð76Þ

Furthermore, because of the spherical symmetry of G0

with respect to the point r0, the value of G0 is independent
of the direction of r� r0. Therefore, one can choose an ar-
bitrary r� r0 for the evaluation of G0. If one chooses the
direction of r� r0 to coincide with the z direction, Eq. (74)

for  x > x

for  x < x ′

′

� �j� j=

[Re(h)]

[Im(h)]

−−

−� �j� j= +

Figure 2. Locations of the two poles in the complex plane and the
closed contours for integration.
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may be written as

G0ðr; r
0Þ ¼

1

ð2pÞ3

Z 1

0

Z p

0

Z 2p

0

ejh cos yjr�r 0 j

h2 � k2
h2 sin y dh dy dj

¼
j

ð2pÞ2jr� r0j

Z 1

0

e�jhjr�r 0 j � ejhjr�r 0 j
�  h dh

h2 � k2

¼
j

ð2pÞ2jr� r0j

Z 1

0

he�jhjr�r 0 j

h2 � k2
dh ð77Þ

This integral can now be evaluated using Cauchy’s residue
theorem. The integral has two poles: one at h¼k and the
other at h¼ � k. Although the problem considered here is
lossless, treat it as a limiting case of lossy problem for
which k has a small negative imaginary part. Consequent-
ly, the pole at h¼ k is on the lower side of the real axis and
the pole at h¼ � k is on the upper side of the real axis.
In order to satisfy the radiation condition in Eq. (46),
the infinite integration path must be closed in the lower
half-plane, as shown in Fig. 3. Applying Cauchy’s residue
theorem, one obtains

G0ðr; r
0Þ ¼

e�jkjr�r 0 j

4pjr� r0j
ð78Þ

which is the same as Eq. (53).
Finally, note that, although the process of the Ohm–

Rayleigh method is more involved than the conventional
method, it is more general and can be used to find Green’s
functions in many problems.

1.6. Green’s Functions in a Bounded Region

As can be seen in the preceding section, the spectrum
(eigenvalue) for infinite-space problems is continuous and,
as a result, the spectral representation of the Green func-
tion involves spectral integrals. When the region of inter-
est is finite, the spectrum will be discrete. To demonstrate
this fact, consider a grounded rectangular cavity of di-
mension a� b�d, depicted in Fig. 4. The Green’s function
for Poisson’s equation satisfies the partial differential

equation

r2G1ðr; r
0Þ ¼ � dðr� r0Þ ð79Þ

and the Dirichlet boundary condition

G1ðr; r
0Þ ¼ 0 for r on cavity walls ð80Þ

This Green’s function can be derived in a number of dif-
ferent ways, such as the conventional method, the method
of images, and the Ohm–Rayleigh method. Here, the
Ohm–Rayleigh method is employed. First, consider the
solution of

r2cþh2c¼ 0 ð81Þ

subject to the condition in Eq. (80). Using the method of
separation of variables, one finds

cmnp¼ sin
mpx

a
sin

npy

b
sin

ppz

d
ð82Þ

which is the eigenfunction of Eq. (81) with eigenvalue h2

¼ (mp/a)2þ (np/b)2
þ (pp/d)2. This can be used to expand

G1:

G1ðr; r
0Þ ¼

X1

m¼ 1

X1

n¼ 1

X1

p¼ 1

Amnp sin
mpx

a
sin

npy

b
sin

ppz

d

ð83Þ

Substituting this expression into Eq. (79), one has

X1

m¼ 1

X1

n¼ 1

X1

p¼ 1

Amnph2 sin
mpx

a
sin

npy

b
sin

ppz

d

¼ dðx� x0Þdðy� y0Þdðz� z0Þ

ð84Þ

The coefficient Amnp can be determined by multiplying
both sides by sin(m0px/a), sin(n0py/b), and sin(p0pz/d) and

�+−

[Re(h)]

[Im(h)]

0�jk

k − j�

Figure 3. Locations of the two poles in the complex plane and the
closed contour for integration.

(x)

(z)

(y)

a

d

b

Figure 4. A ground rectangular cavity.

GREEN’S FUNCTION METHODS 1823



integrating over x, y and z. The result is

G1ðr; r
0Þ ¼

X1

m¼1

X1

n¼ 1

X1

p¼ 1

8

abdh2

sin
mpx

a
sin

mpx0

a
sin

npy

b
sin

npy0

b
sin

ppz

d
sin

ppz0

d
ð85Þ

The triple summation can be reduced to a double summa-
tion using the formula [4]

X1

p¼ 1

1

h2
sin

ppz

d
sin

ppz0

d

¼
d

2kc sinh kcd
sinh kczo sinh kcðd� z>Þ

ð86Þ

where kc¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðmp=aÞ2þ ðnp=bÞ2

q
, zo¼ z when zoz0, and

zo¼ z0 when z0oz, and z4¼ z when z4z0, and z4¼ z0

when z04z. As a result, Eq. (85) becomes

G1ðr; r
0Þ ¼

X1

m¼ 1

X1

n¼ 1

4

ab

sin
mpx

a
sin

mpx0

a
sin

npy

b
sin

sinh kczo sinh kcðd� z>Þ

kc sinh kcd

ð87Þ

Next, consider the problem of a parallel-plate wave-
guide, which is finite in the y direction and infinite in the x
and z directions, as shown in Fig. 5. Assuming that the
source is uniform in the z direction, Green’s function of the
first kind for the Helmholtz equation satisfies the partial-
differential equation

r2G1ðq; q
0Þ þ k2G1ðq; q

0Þ ¼ � dðq� q0Þ ð88Þ

and the boundary conditions

G1ðq; q
0Þ ¼ 0 for y¼ 0;b ð89Þ

and the radiation conditions

@G1ðq; q0Þ

@x
þ jkG1ðq;q

0Þ ¼0 for x!1 ð90Þ

@G1ðq; q0Þ

@x
� jkG1ðq; q

0Þ ¼ 0 for x!�1 ð91Þ

The eigenfunction for this problem is found as

cnðhxÞ¼ ejhxx sin
npy

b
ð92Þ

from which G1 can be expanded as

G1ðq; q
0Þ ¼

Z 1

�1

X1

n¼ 1

AnðhxÞ e
jhxx sin

npy

b
dhx ð93Þ

Substituting this expression into Eq. (88), one obtains

Z 1

�1

X1

n¼1

AnðhxÞ k2 � h2
x �

np
b

� �2
� �

ejhxx sin
npy

b
dhx

¼ � dðx� x0Þdðy� y0Þ

ð94Þ

The coefficient An(hx) can be determined by multiplying
both sides by ejhxx sin (n0py/b) and integrating over x and y.
The result is

G1ðq; q
0Þ ¼

1

pb

Z 1

�1

X1

n¼ 1

h2
x þ

np
b

� �2
�k2

� ��1

ejhxðx�x 0Þ

sin
npy

b
sin

npy0

b
dhx

ð95Þ

Using Cauchy’s residue theorem, one can evaluate the
spectral integral in a similar manner to that for the trans-
mission line case, yielding

G1ðq; q
0Þ ¼

1

b

X1

n¼ 1

1

gx

e�gx x�x 0j j sin
npy

b
sin

npy0

b
ð96Þ

where gx¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnp=bÞ2 � k2

q
.

1.7. Scalar Integral Equations

Originally, Green’s function methods were developed for
finding the genera solution of a boundary value problem
whose Green function can be derived. For many practical
problems, the Green function cannot be derived. As a re-
sult, one must resort to a numerical method for the solu-
tion of the problem. One such numerical method is based
on an integral equation derived using the Green’s function
method.

To demonstrate the formulation of integral equations,
consider the problem of a scalar wave produced by a
source f(r) in the presence of an arbitrarily shaped object
immersed in an infinite medium, as illustrated in Fig. 6.
Exterior to the object, the wavefunction f(r) satisfies the
inhomogeneous Helmholtz equation in Eq. (45) and the

(y )

(x )

y = b 

Figure 5. A parallel-plate waveguide.
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radiation boundary condition in Eq. (46). Since the object
has an arbitrary shape, no closed-form Green function can
be found for this problem. However, one can establish an
integral equation for this problem using the free-space
Green function given in Eq. (53), which is the solution of
Eq. (47) under the condition in Eq. (46).

First, multiply Eq. (45) with G0, Eq. (47) with f, and
integrate the difference of the resultant equations over the
entire exterior volume, yielding

Z

V1

G0ðr; r
0Þr2fðrÞ � fðrÞr2G0ðr; r

0Þ
� 

dV

¼ �

Z

Vs

G0ðr; r
0Þf ðrÞdV þ

Z

V1

fðrÞdðr� r0Þ dV

ð97Þ

where V1 denotes the infinite space exterior to the object
and Vs denotes the support of f(r). Applying the second
scalar Green’s theorem (1)

Z

V

ar2b� br2a
� �

dV ¼

Z

S

a
@b

@n
� b

@a

@n

� �
dS ð98Þ

where S denotes the surface enclosing V, one obtains

Z

S0 þS1

G0ðr; r
0Þ
@fðrÞ
@n
� fðrÞ

@G0ðr; r0Þ

@n

� �
dS

�

Z

V1

fðrÞdðr� r0ÞdV

¼ �

Z

Vs

G0ðr; r
0Þf ðrÞdV

ð99Þ

where So denotes the surface of the object and S1 denotes
a spherical surface with a radius approaching infinity.
Since both G0 and f satisfy Eq. (46), the surface integral
over S1 vanishes. Consequently, one has

Z

So

G0ðr; r
0Þ
@fðrÞ
@n
� fðrÞ

@G0ðr; r0Þ

@n

� �
dS

�

Z

V1

fðrÞdðr� r0ÞdV ¼ �

Z

Vs

G0ðr; r
0Þf ðrÞdV

ð100Þ

where the normal unit vector on So points toward the in-
terior of the object. Using Eq. (14), one obtains

Z

So

G0ðr; r
0Þ
@fðrÞ
@n
� fðrÞ

@G0ðr; r0Þ

@n

� �
dS

þ

Z

Vs

G0ðr; r
0Þf ðrÞdV

¼

fðr0Þ for r0 inV1

0 for r0 in Vo

8
<

:

ð101Þ

where Vo denotes the volume of the object. Exchanging
r and r0 and using the symmetry property of G0 [i.e.,
G0(r0, r)¼G0(r, r0)], one has

Z

So

G0ðr; r
0Þ
@fðrÞ
@n0
� fðrÞ

@G0ðr; r0Þ

@n0

� �
dS0

þ

Z

Vs

G0ðr; r
0Þf ðr0ÞdV 0

¼

fðrÞ for r in V1

0 for r in Vo

8
<

:

ð102Þ

Equation (102) is an important result, which has several
implications. First, notice that when the object is absent,
the surface integral vanishes. Hence

fðrÞ¼
Z

Vs

G0ðr; r
0Þf ðr0ÞdV 0 ð103Þ

which is the same as Eq. (48). This may be called the in-
cident field impinging on the object and be denoted as
finc(r). Second, when there is no source in V1, Eq. (102)
become

fðrÞ¼
Z

So

G0ðr; r
0Þ
@fðr0Þ
@n0

� fðr0Þ
@G0ðr; r0Þ

@n0

� �
dS0 ð104Þ

for r in V1. Since there is no source in V1, the field on So

must be produced by the source inside So. This equation
indicates that the field in a source-free region can be cal-
culated by applying knowledge of the potential and its
normal derivative on the surface enclosing the region.
This is the mathematical representation of the well-
known Huygens’ principle for a scalar wave.

Equation (102) also provides the foundation to estab-
lish an integral equation for f and @f/@n on the surface of
the object. If the object is impenetrable with a hard surface
where f satisfies the boundary condition

fðrÞ¼ 0 for r on So ð105Þ

So

Vo

V

n

∞

Figure 6. An object occupying volume Vo.
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Eq. (102) becomes

finc
ðrÞþ

Z

So

G0ðr; r
0Þ
@fðr0Þ
@n0

dS0

¼

fðrÞ for r in V1

0 for r in Vo

8
<

:

ð106Þ

Applying this equation on So, one obtains

Z

So

G0ðr; r
0Þ
@fðr0Þ
@n0

dS0 ¼ � finc
ðrÞ for r on So ð107Þ

which is the integral equation for @f/@n on So.
If the object is impenetrable with a soft surface where f

satisfies the boundary condition

@fðrÞ
@n
¼ 0 for r on So ð108Þ

Eq. (102) becomes

finc
ðrÞ

�

Z

So

fðr0Þ
@G0ðr; r0Þ

@n0
dS0 ¼

fðrÞ for r in V1

0 for r in Vo

(
ð109Þ

Applying this equation on So, one obtains

1

2
fðrÞþ�

Z

So

fðr0Þ
@G0ðr; r0Þ

@n0
dS0 ¼finc

ðrÞ for r on So

ð110Þ

where �
R

denotes the integral excluding the contribution
from the singular point, which is known as the principal-
value integral. This result is obtained as follows. The in-
tegral over So in Eq. (109) is divided into an integral over a
small circular disk with center at r plus the remaining
integral, which is represented as a principal-value inte-
gral in the limit as the area of the isolated disk approach-
es zero. If r approaches So from the outside, the integral
over the vanishingly small disk can be evaluated to give—
f(r)/2. If r approaches So from the inside, the integral
gives f(r)/2. In either case, one obtains Eq. (110), which is
the integral equation for f on So.

If the object is penetrable and homogeneous, apply Eq.
(102) on So to obtain

1

2
fðrÞ � �

Z

So

G0ðr;½ r0Þ
@fðr0Þ
@n0

� fðr0Þ
@G0ðr; r0Þ

@n0

�
dS0

¼finc
ðrÞ for r on So

ð111Þ

To solve for f and @f/@n on So, another equation is needed,
which can be derived by considering the interior of the
object. The wavefunction inside the object satisfies the
Helmholtz equation

r2fðrÞþ ~kk2fðrÞ¼ 0 ð112Þ

where ~kk characterizes the property of the object. Multi-
plying this equation by the Green function for unbounded
space filled with material characterized by ~kk

~GG0ðr; r
0Þ ¼

e�j ~kkjr�r 0 j

4pjr� r0j
ð113Þ

and applying a similar derivation as before, one has

�

Z

So

~GG0ðr; r
0Þ
@fðr0Þ
@n0

� fðr0Þ
@ ~GG0ðr; r0Þ

@n0

" #
dS0

¼

0 for r in V1

fðrÞ for r in Vo

8
<

:

ð114Þ

When this is applied on So, one obtains the second integral
equation

1

2
fðrÞþ�

Z

So

~GG0ðr; r
0Þ
@fðr0Þ
@n0

� fðr0Þ
@ ~GG0ðr� r0Þ

@n0

" #

.dS0 ¼ 0 for r on So

ð115Þ

which can be used together with Eq. (111) for a numerical
solution of f and @f/@n on So.

If the object is penetrable and inhomogeneous, the
wavefunction still satisfies Eq. (112); however, ~kk now is a
function or r. In this case, one can write Eqs. (45) and (112)
in one equation:

r2fðrÞþ k2fðrÞ¼ � f ðrÞ � ~kk2ðrÞ � k2
h i

fðrÞ ð116Þ

Multiplying this equation by G0 and integrating over the
infinite volume, one obtains

fðrÞ �
Z

V0

~kk2ðr0Þ � k2
h i

G0ðr; r
0Þfðr0ÞdV 0

¼

Z

Vs

G0ðr; r
0Þf ðr0ÞdV 0

ð117Þ

This is the integral equation that can be used to solve for f
in Vo. Unlike the previous integral equations, this equation
involves the volume integral. For this reason, it is often
referred to as the volume integral equation, whereas the
previous ones are often referred to as the surface integral
equations. Integral equations for more complicated objects
may involve both volume and surface integrals [10].

2. DYADIC GREEN’S FUNCTIONS

When both the source and response are vector functions,
the corresponding Green function is a dyad; hence, the
term, dyadic Green function.
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2.1. Definition of Dyad

A dyad, denoted by D, is formed by two vectors:

D¼AB ð118Þ

This entity by itself does not have any physical interpre-
tation as a vector. However, when it acts on another vector,
the result becomes meaningful. The major role of a dyad is
that its scalar product with a vector produces another
vector of different magnitude and direction. For example,
its anterior scalar product with vector C yields

C .D¼ ðC .AÞB ð119Þ

which is a vector. Its posterior scalar product with vector
C yields

D .C¼AðB .CÞ ð120Þ

which is also a vector. Apparently, the resulting vectors in
Eqs. (119) and (120) are different. In addition to the two
scalar products, there are two vector products. The ante-
rior vector product is defined as

C�D¼ ðC�AÞB ð121Þ

and the posterior vector product is defined as

D�C¼AðB�CÞ ð122Þ

Clearly, these products are dyads.
The dyad defined in Eq. (118) is a special entity, since it

contains only six independent components, three in each
of the two vectors. A more general dyad, also called a ten-
sor, is defined as

D¼Dxx̂xþDyŷyþDzẑz ð123Þ

where Dx, Dy, and Dz are vectors. Therefore, Eq. (123) can
be expressed as

D¼Dxxx̂xx̂xþDyxŷyx̂xþDzxẑzx̂xþDxyx̂xŷyþDyyŷyŷyþDzyẑzŷy

þDxzx̂xẑzþDyzŷyẑzþDzzẑzẑz
ð124Þ

which contains nine independent components.
A special dyad is called the unit dyad or identity dyad,

defined as

I¼ x̂xx̂xþ ŷyŷyþ ẑzẑz ð125Þ

It is evident that

C . I¼ I .C¼C ð126Þ

2.2. Free-Space Dyadic Green’s Functions

Consider the electric and magnetic fields produced by an
electric current source J(r) in an unbounded space. Max-
well’s equation for this problem are given in Eqs. (37)–(40),

which lead to Eq. (42), reproduced here as

r�r�EðrÞ � k2EðrÞ¼ � jomJðrÞ ð127Þ

This is the vector wave equation, which is the analog of
the scalar Helmholtz wave equation. It describes electro-
magnetic wave phenomena that are very pervasive in
modern technologies, such as in communication, micro-
wave, and computer chip technologies.

Just as in the scalar case, one can derive a dyadic
Green function Ge0, whose end result is to relate E(r) and
J(r) by

EðrÞ¼ � jom
Z

V

Ge0ðr; r
0Þ .J ðr0ÞdV 0 ð128Þ

where V is the support of the current J(r). Using Eq. (128)
in Eq. (127), one obtains

� jom
Z

V

r�r�Ge0ðr; r
0Þ .J ðr0ÞdV 0

þ jomk2

Z

V

Ge0ðr; r
0Þ .J ðr0ÞdV 0

¼ � jomJðrÞ¼ � jom
Z

V

Idðr� r0Þ .J ðr0ÞdV 0

ð129Þ

For arbitrary J(r), this could be satisfied only if

r�r�Ge0ðr; r
0Þ � k2Ge0ðr; r

0Þ ¼ Idðr� r0Þ ð130Þ

where Ge0ðr; r0Þ is the dyadic Green function of the electric
type that relates vector field E to vector current J.

Taking the curl of Eq. (128) and using Maxwell’s equa-
tions, one obtains

HðrÞ¼

Z

V

r�Ge0ðr; r
0Þ .J ðr0ÞdV 0

¼

Z

V

Gm0ðr; r
0Þ .J ðr0ÞdV 0

ð131Þ

where Gm0ðr; r0Þ ¼r�Ge0ðr; r0Þ is the dyadic Green’s func-
tion of the magnetic type. It satisfies the equation

r�r�Gm0ðr; r
0Þ � k2Gm0ðr; r

0Þ ¼r� ½Idðr� r0Þ� ð132Þ

Therefore, the task of finding the dyadic Green function
of the electric type is reduced to the task of solving Eq.
(130). Equation (130) can be made less difficult by taking
the posterior scalar product with an arbitrary vector a,
yielding

r�r�Ge0ðr; r
0Þ .a� k2Ge0ðr; r

0Þ .a¼adðr� r0Þ ð133Þ

Recognizing that Ge0ðr; r0Þ. a represents a vector, one may
use the vector identify r�r�A¼r(r �A)�r2A to find

�r2Ge0ðr; r
0Þ .a� k2Ge0ðr; r

0Þ .a

¼adðr� r0Þ � r½r .Ge0ðr; r
0Þ .a�

ð134Þ
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Taking the divergence of Eq. (133) and making use of the
fact that r � (r�A)	0, it can be seen that

r �Ge0ðr; r
0Þ .a¼ �

1

k2
r . ½adðr� r0Þ� ð135Þ

Using this in Eq. (134), one obtains

r2Ge0ðr; r
0Þ .aþ k2Ge0ðr; r

0Þ .a¼

� 1þ
rr .

k2

� �
½adðr� r0Þ� ð136Þ

By making use of the fact that

r2G0ðr; r
0Þ þ k2G0ðr; r

0Þ ¼ � dðr� r0Þ ð137Þ

and the fact the 1þrr � /k2 is a linear operator that com-
mutes with r2, it can be deduced that

Ge0ðr; r
0Þ .a¼ 1þ

rr .

k2

� �
½aG0ðr; r

0Þ� ð138Þ

Writing this as

Ge0ðr; r
0Þ .a¼ Iþ

rr

k2

� �
G0ðr; r

0Þ .a ð139Þ

and since a is an arbitrary vector, one deduces that

Ge0ðr; r
0Þ ¼ Iþ

rr

k2

� �
G0ðr; r

0Þ ð140Þ

The free-space dyadic Green function of the magnetic
type can be derived as

Gm0ðr; r
0Þ ¼r�Ge0ðr; r

0Þ ¼r� ½IG0ðr; r
0Þ�

¼rG0ðr; r
0Þ � I

ð141Þ

This is the explicit representation of the dyadic Green’s
function in terms of the scalar Green’s function G0(r, r0). It
is to be noted that the aforementioned relationship be-
tween the dyadic Green function and the scalar Green
function G0(r, r0) is valid only for a homogeneous un-
bounded space such as a free space. Such a relation does
not hold true in a cavity, waveguide, or half-space. For
example, the dyadic Green’s functions for a half-space
(above z¼ 0) are given by [3]

Ge1ðr; r
0Þ ¼ I�

rr0

k2

� �
½G0ðr; r

0Þ

�G0ðr; r
0
iÞ�þ 2ẑzẑzG0ðr; r

0
iÞ

ð142Þ

and

Gm2ðr; r
0Þ ¼rG0ðr; r

0Þ � IþrG0ðr; r
0
iÞ� Ii ð143Þ

where r
0

i ¼ x0x̂xþ y0ŷy� z0ẑz and Ii¼ � Iþ 2ẑzẑz. It can be ver-
ified that Ge1ðr; r0Þ and Gm2ðr; r0Þ satisfy the boundary

conditions

ẑz�Ge1ðr; r
0Þ ¼ 0 for z¼ 0 ð144Þ

and

ẑz�r�Gm2ðr; r
0Þ ¼ 0 for z¼ 0 ð145Þ

respectively. For this reason, Ge1ðr; r0Þ is called the ‘‘elec-
tric-type dyadic Green function of the first kind’’ and
Gm2ðr; r0Þ is called the ‘‘magnetic-type dyadic Green’s func-
tion of the second kind’’. The classification of dyadic
Green’s functions is similar to that of scalar Green’s func-
tions.

2.3. Eigenfunction Expansion

As in the scalar case, the Ohm–Rayleigh method or the
method of eigenfunction expansion is a general method to
derive dyadic Green function [3]. For vector problems, the
eigenfunctions are vector functions, known as vector
wavefunctions. There are three kinds of vector wavefunc-
tions [1], defined by

LðrÞ¼rcðrÞ ð146Þ

MðrÞ¼r� ½ccðrÞ� ð147Þ

NðrÞ¼
1

k
r�MðrÞ ð148Þ

where c is a vector called the ‘‘pilot vector’’ and c satisfies
that homogeneous Helmholtz wave equation

r2cðrÞþ k2cðrÞ¼ 0 ð149Þ

It can be shown that, L, M, and N satisfy the vector equa-
tions

r2LðrÞþ k2LðrÞ¼ 0 ð150Þ

r�r�MðrÞ � k2MðrÞ ¼0 ð151Þ

r�r�NðrÞ � k2NðrÞ¼ 0 ð152Þ

and M can be expressed in terms of N as

MðrÞ¼
1

k
r�NðrÞ ð153Þ

Since r�L(r) ¼ r�rc(r)¼ 0, L is the irrotational vector
wavefunction. Since r .M(r)¼ 0 and r .N(r)¼ 0, M and N
are the solenoidal vector wavefunctions.

For a rectangular waveguide illustrated in Fig. 7, c is
given by

ce
omnðh; rÞ¼

cos kxx cos kyy

sin kxx sin kyy

( )
e�jhz ð154Þ
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where kx¼mp/a and ky¼np/b. The vector wavefunctions
L, M, and N are given by

Le
omnðh; rÞ¼rce

omnðh; rÞ ð155Þ

Me
omnðh; rÞ¼r� ½ẑzce

omnðh; rÞ� ð156Þ

Ne
omnðh; rÞ¼

1

k
r�r� ½ẑzce

omnðh; rÞ� ð157Þ

where the pilot vector is c¼ ẑz. This causes M to be trans-
verse to ẑz.

The vector wavefunctions are always orthogonal to
each other. For those in a rectangular waveguide, it can
be shown

Z

V

Ue
omnðh; rÞ .Ve

om
0n 0 ð�h0; rÞdV ¼ 0 ð158Þ

where U,V¼L,M,N, except when Ue
omnðh; rÞ¼Ve

omnðh; rÞ.
They form a complete set and, therefore, can be employed
to expand any vector functions.

The electric-type dyadic Green’s function of the first
kind satisfies the equation

r�r�Ge1ðr; r
0Þ�k2Ge1ðr; r

0Þ 	 Idðr� r0Þ ð159Þ

and the boundary condition

n̂n�Ge1ðr; r
0Þ ¼ 0 on the wageguide walls ð160Þ

It is clear that only Lomn Memn, and Nomn satisfy Eq. (160)
and, therefore, can be used to expand Ge1:

Ge1ðr; r
0Þ ¼

Z 1

�1

X

m;n

½Lomnðh; rÞAomnðhÞþMemnðh; rÞBemnðhÞ

þNomnðh; rÞComnðhÞ�dh ð161Þ

Substituting this expansion into Eq. (159), one obtains

Z 1

�1

X

m;n

f�k2Lomnðh; rÞAomnðhÞ

þ ðk2 � k2Þ½Memnðh; rÞBemnðhÞ�

þNomnðh; rÞComnðhÞ�g dh¼ Idðr� r0Þ

ð162Þ

Taking the anterior scalar product of Eq. (162) with Lom0n0

(�h0, r), Mem0n0(�h0, r), and Nom0n0(�h0, r), respectively,
integrating over the entire volume of the waveguide, and
applying the orthogonal relation in Eq. (158), one can find

AomnðhÞ¼ �
k2

cnm

k2k2
CmnLomnð�h; r0Þ ð163Þ

BemnðhÞ¼
1

k2 � k2
CmnMemnð�h; r0Þ ð164Þ

CemnðhÞ¼
1

k2 � k2
CmnNomnð�h; r0Þ ð165Þ

where k2
cmn¼ k2

x þ k2
y and Cmn¼ ð2� d0Þ=ðpabk2

cmnÞ with
d0¼ 1 when m¼ 0 or n¼ 0 and d0¼ 0, where m and n are
nonzero. Therefore

Ge1ðr; r
0Þ ¼

Z 1

�1

X

m;n

Cmn �
k2

cmn

k2k2
Lomnðh; rÞLomnð�h; r0Þ

�

þ
1

k2 � k2
½Memnðh; rÞMemnð�h; r0Þ

þNomnðh; rÞNomnð�h; r0Þ�
�

dh ð166Þ

Through some mathematical manipulations and the ap-
plication of Cauchy’s residue theorem [3], one can simplify
Eq. (166) as

Ge1ðr; r
0Þ ¼ �

1

k2
ẑzẑzdðr� r0Þ �

j

ab

X

m;n

2� d0

k2
cmnkgmn

½Memnð
kgmn; rÞMemnð
kgmn; rÞMemnð�kgmn; r
0Þ

Nomnð
kgmn; rÞNomnð�kgmn; r
0Þ� z_z0

ð167Þ

where kcmn¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

cmn

p
.

In addition to the method described above, Tai [3]
proposed the method of Gm, in which Gm is derived first
and Ge is then derived from r�Gm¼ Idðr� r0Þ þ k2Ge.
Since Gm is completely solenoidal, its expansion requires
only M and N and, therefore, the derivation becomes
simpler.

The Ohm–Rayleigh method can be used to derive a va-
riety of dyadic Green’s functions. Table 1 lists the prob-
lems for which the dyadic Green’s functions have been
derived.

(x )

(z )
a

b

(y )

Figure 7. A rectangular waveguide.
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2.4. Vector Integral Equations

Consider the problem of the electric and magnetic fields
produced by an electric current source J(r) in the presence
of an arbitrarily shaped object immersed in an infinite
homogeneous medium (see Fig. 6). Exterior to the object,
the electric field satisfies the vector wave equation in
Eq. (127), and the radiation condition at infinity is given by

r½r�EðrÞþ jkr̂r�EðrÞ� ¼0 for r!1 ð168Þ

Multiplying Eq. (127) by Ge0ðr; r0Þ, Eq. (130) by E(r), and
integrating the difference of the resultant equations over
the exterior region, one obtains

Z

V1

½r�r�EðrÞ� .Ge0ðr; r
0Þ �EðrÞ . ½r�r�Ge0ðr; r

0Þ�
� �

dV

¼ � jom
Z

Vs

JðrÞ .Ge0ðr; r
0ÞdV �

Z

V1

EðrÞ � Idðr� r0ÞdV

ð169Þ

where V1 denotes the infinite space exterior to the object
and Vs denotes the support of J(r). Applying the vector
dyadic Green’s second identity [27]

Z

V

½ðr�r�AÞ .D�A . ðr�r�DÞ�dV

¼

Z

S

½ðn̂n�AÞ . ðr�DÞþ ðn̂n�r�AÞ .D�dS

ð170Þ

where V is a volume enclosed by S, one has

Z

So þS1

½n̂n�EðrÞ� . ½r�Ge0ðr; r
0Þ�

�

þ n̂n�r�EðrÞ� .Ge0ðr; r
0Þ
�

dS

¼ � jom
Z

Vs

JðrÞ .Ge0ðr; r
0ÞdV �

Z

V1

EðrÞdðr� r0ÞdV

ð171Þ

where So denotes the surface of the object, S1 denotes a
large spherical surface whose radius approaches infinity,
and n̂n is the normal unit vector pointing away from V1.
Since both E(r) and Ge0ðr; r0Þ satisfy the radiation condi-
tion, the surface integral over S1 vanishes. As a result, we
obtain

�

Z

So

½n̂n�EðrÞ� . ½r�Ge0ðr; r
0Þ�

�

þ ½n̂n�r�EðrÞ� .Ge0ðr; r
0Þ
�

dS

� jom
Z

Vs

JðrÞ .Ge0ðr; r
0ÞdV¼

Eðr0Þ for r0 in V1

0 for r0 in Vo

8
<

:

ð172Þ

which can also be written as

�

Z

So

½r�Ge0ðr; r
0Þ� . ½n̂n0 �Eðr0Þ�

�

�jomGe0ðr; r
0Þ . ½n̂n0 �Hðr0Þ�

�
dS0

� jom
Z

Vs

Ge0ðr; r
0Þ .Jðr0ÞdV 0 ¼

EðrÞ for r in V1

0 for r in Vo

8
<

:

ð173Þ

where Vo denotes the volume of the object.
Similar to Eq. (102) in the scalar case, Eq. (173) is an

important result, which has several implications. First,
notice that when the object is absent, the surface integral
vanishes. Hence

EðrÞ¼ � jom
Z

Vs

Ge0ðr; r
0Þ .Jðr0ÞdV 0 ð174Þ

where is the same as Eq. (128). This can be regarded as
the incident field and denoted as Einc(r). Second, when
there is no source in V1, Eq. (173) becomes

EðrÞ¼ �

Z

So

½r �Ge0ðr; r
0Þ�½n̂n0 �Eðr0Þ� . � jomGe0ðr; r

0Þ
�

. ½n̂n0 �Hðr0Þ�
�

dS0

ð175Þ

for r in V1. Since there is no source in V1, the field on So

must be produced by the source inside So. This equation
indicates that the field in a source-free region can be cal-
culated from knowledge of the tangential electric and

Table 1. Problems with Available Dyadic Green Functions

Geometry of Problem References

Parallel-plate waveguide 3
Rectangular waveguide 3,11
Rectangular waveguide with two dielectrics 3,12
Cylindrical waveguide 3,13,14
Coaxial waveguide 3,15
Rectangular cavity 3,16
Cylindrical cavity 3,13,17
Spherical cavity 3,18
Circular conducting cylinder 3
Circular dielectric cylinder 3
Circular coated cylinder 3
Elliptical conducting cylinder 3
Conducting wedge and half-sheet 3
Conducting sphere and cone 3
Homogeneous and inhomogeneous spheres 3
Planar layered medium 3,5,6
Planar anisotropic layered medium 19
Conductor-backed layered medium 20–22
Cylindrically layered medium 6,23
Spherically layered medium 3,6,24
Moving medium 3,25,26
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magnetic fields on the surface enclosing the region. This is
the mathematical representation of the well-known Huy-
gens’ principle for a vector field.

Equation (173) also provides the foundation to
establish an integral equation for n̂n�E and n̂n�H
on the surface of the object. If the object is a perfect con-
ductor, n̂n�EðrÞ ¼0 for r on So. Consequently, Eq. (173)
becomes

EðrÞ¼Einc
ðrÞþ jom

Z

So

Ge0ðr; r
0Þ� . ½n̂n0 �Hðr0Þ�dS0 ð176Þ

for r in V1. Substituting this into n̂n�EðrÞ¼ 0 for r on So

we obtain an integral equation, which can be solved for
n̂n�HðrÞ.

If the object is a homogeneous body, one can derive an-
other integral representation for the field inside So using
the unbounded-space dyadic Green’s function for the in-
terior medium. When this and Eq. (173) are applied at So,
one obtains two integral equations, which can be solved for
n̂n�EðrÞ and n̂n�HðrÞ.

If the object is an inhomogeneous dielectric body, the
electric field satisfies the vector wave equation

r�r�EðrÞ � ~kk2ðrÞEðrÞ¼ � jomJðrÞ ð177Þ

This can be written as

r�r�EðrÞ � k2EðrÞ¼ � jomJðrÞþ ½ ~kk2ðrÞ

� k2�EðrÞ ð178Þ

Multiplying Eq. (177) by Ge0ðr; r0Þ and integrating the re-
sultant equation over the entire space, one obtains

EðrÞ¼Einc
ðrÞþ

Z

Vo

Ge0ðr; r
0Þ . ½ ~kk2ðr0Þ � k2�Eðr0ÞdV 0 ð179Þ

This is the mathematical representation of the volume
equivalence principle. It provides a volume integral equa-
tion that can be solved for E(r).

We note that the formulation described in this section
can be repeated for the magnetic field in a similar manner.
As a result, different integral equations exist for the same
problem, which provide different approaches to the solu-
tion of the problem.

2.5. Singularity of the Dyadic Green’s Function

As shown in Eq. (128), the electric field produced by the
current J in an unbounded space can be written as

EðrÞ¼ � jom
Z

V

Ge0ðr; r
0Þ .Jðr0ÞdV 0 ð180Þ

where Ge0ðr; r0Þ is defined by Eq. (140). Many electromag-
neticists have tried to fathom the meaning of Eq. (180).
Strictly speaking, the integral does not converge because
of the 1/|r - r0| singularity in G0(r, r0). After being oper-
ated upon by the double r operator in Eq. (140), Ge0ðr; r0Þ

contains terms of the form 1/|r - r0|3, rendering the inte-
gral in Eq. (180) ill-defined. A remedy to this is to rewrite
Eq. (180) as

EðrÞ¼ � jom Iþ
rr

k2

� �
.

Z

V

G0ðr; r
0ÞJðr0ÞdV 0 ð181Þ

This equation is well defined for all r and r0, but lacks the
compactness of Eq. (180).

Equation (180) can be made meaningful in a general-
ized function sense. To this end, one defines Ge0ðr; r0Þ as a
generalized function

Ge0ðr; r
0Þ ¼PVGe0ðr; r

0Þ �
Ldðr� r0Þ

k2
ð182Þ

where PV implies the invokement of a principal volume
integral whose value depends on the shape of the principal
volume chosen. For the sake of uniqueness, L also depends
on the shape of the principal volume. A principal volume
integral is defined as

Z

V

PVGe0ðr; r
0Þ .Jðr0ÞdV 0 ¼PV

Z

V

Ge0ðr; r
0Þ .Jðr0ÞdV 0

¼ lim
Vd!0

Z

V�Vd

Ge0ðr; r
0Þ .Jðr0ÞdV 0

ð183Þ

where Vd is the exclusion volume. Unfortunately, even
though the integral above converges, its value is
nonunique in the sense that it depends on the shape of
Vd. The nonuniqueness in the first term of Eq. (182) is
rectified by the choice of a shape-dependent L. The volume
of L in Eq. (182) for various exclusion volumes is given by
[28–33].

L¼
I

3
for spheres and cubes ð184Þ

L¼ ẑzẑz for disks perpendicular to the z axis ð185Þ

L¼
x̂xx̂xþ ŷyŷy

2
for needles parallel to the z axis ð186Þ

To understand how these L values are derived, one can
start with the classically legitimate Eq. (181) and split the
integral into two terms with the definition of a principal
volume integral:

EðrÞ¼ � jom lim
Vd!0

Iþ
rr

k2

� �
.

Z

V�Vd

G0ðr; r
0ÞJðr0ÞdV 0

� jom lim
Vd!0

Iþ
rr

k2

� �
.

Z

Vd

G0ðr; r
0ÞJðr0ÞdV 0

ð187Þ
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In the first term, Vd40 and hence, it is legitimate to ex-
change the order of differentiation and integration so that
it becomes the first term of Eq. (182). In the second term in
Eq. (187), the term that does not allow the exchange of the
order of integration and differentiation is the term involv-
ing the rr operator. Focusing on it more carefully, one has

lim
Vd!0
rr .

Z

Vd

G0ðr; r
0ÞJðr0ÞdV 0

¼ lim
Vd!0
r

Z

Vd

G0ðr; r
0Þr0 .Jðr0ÞdV 0

�

�

Z

Sd

n̂n0 .Jðr0ÞG0ðr; r
0ÞdS0

�

ð188Þ

To arrive at this, one has made use of the fact that
rG0ðr; r0Þ ¼ � r0G0ðr� r0Þ, and
½r0G0ðr; r0Þ� .Jðr0Þ ¼r0 . ½G0ðr; r0ÞJðr0Þ� �G0ðr; r0Þr0 .Jðr0Þ.
Using Gauss’ theorem on the term involving
r0 . ½G0ðr; r0ÞJðr0Þ� finally gives rise to Eq. (188). The first
integral on the right-hand side of Eq. (188) vanishes since
if J(r0) is regular, r0 .Jðr0Þ ¼ rðr0Þ=jo is also regular and
the integral is finally proportional to Vd. In the second in-
tegral, Sd is the surface bounding Vd. Hence, n̂n0 . J(r0) is
the surface charge on Sd due to the sudden truncation of
J(r0) within the volume Vd. This integral gives the poten-
tial observed within Vd due to this surface charge, and it is
non zero even when Vd ! 0. The gradient (outside the
brackets) in turn yields the field generated by this surface
charge. In other words, surface charges of opposite polar-
ities on the wall of an infinitesimally small volume always
generate a finite field within the small volume. This fact is
also intimately related to the scale invariant nature of the
Laplace equation which is Maxwell’s equations at low fre-
quency.
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GROUND PENETRATING RADAR

DAVID J. DANIELS

ERA Technology
Surrey, United Kingdom

1. INTRODUCTION

Ground penetrating radar (GPR) is a nondestructive mea-
surement technique, which uses electromagnetic waves to
locate targets or interfaces buried within a visually opa-
que substance or Earth material.

GPR is also termed ground probing, surface penetrat-
ing (SPR), or subsurface radar. A GPR transmits a regular
sequence of low-power packets of electromagnetic energy
into the material or ground, and receives and detects the
weak reflected signal from the buried target. The energy is
in the form of either a very short-duration impulse, a
sweep over a range of frequencies, radiation of noise over a
defined band, or a pseudorandom coded sequence of puls-
es. Most GPR systems, which all need to comply with the
relevant national and international regulations regarding
radio transmitters, operate within the range of frequen-
cies from 10 MHz to 10 GHz and can have a bandwidth of
several GHz. GPR systems are a special class of ultra-
wideband (UWB) radar systems. The typical average ra-
diated power is in the order of a thousandth of a watt. The
receiver is highly sensitive and can detect reflected signals
of less than one millionth, of one millionth, of a watt. The
topic of radar system design is covered in many texts, and
useful information relating to GPR will be found in several
texts [1–7].

The buried target can be a conductor, a dielectric, or
combinations of both. The surrounding host material can
be soil, Earth materials, wood, rocks, ice, fresh water, or
manmade (synthetic) materials such as concrete or brick.
A typical GPR achieves a range of up to a few meters, but
some special systems can penetrate up to hundreds of me-
ters or even kilometers. A few GPR systems have been
operated from aircraft and from satellites to image geo-
logic features buried beneath the Sahara Desert as well as
measuring the depth of the (Earth’s) Moon and features on
Mars or comets.

The range of the GPR in the ground is limited because
of the absorption that the signal undergoes, while it trav-
els, on its two-way path, through the ground material.
GPR works well through materials such as granite, dry
sand, snow, ice, and freshwater, but will not penetrate
certain clays that are high in salt content or saltwater
because of the high absorption of electromagnetic energy
of such materials. In air, the GPR signal travels at the
speed of light, but is slowed down in ground materials by
their dielectric constant; hence true range needs calibrat-
ing for each material. GPR will not penetrate metal
because of the latter’s conductivity.

There are now a number of commercially available
equipments, and the technique is gradually developing
in scope and capability. GPR has also been used success-
fully to provide forensic information in the course of crim-
inal investigations, detect buried mines, survey roads,

detect utilities, measure geophysical strata, and in other
applications. Many GPR systems are handheld, but sys-
tems can be used on vehicles for rapid survey, by means of
an array of antennas. Other GPR systems are designed to
be inserted into boreholes to provide images of the inter-
vening rock. Typical GPR system attributes are given in
Table 1.

Most GPR systems use separate, human-portable,
transmit and receive antennas, which are placed on the
surface of the ground and moved in a known pattern over
the surface of the ground or material under investigation,
and an image can be generated, in real time, on a display
either in gray scale or in color. By systematically survey-
ing the area in a regular grid pattern, a radar image of the
ground can be built up. GPR images are displayed either
as two-dimensional representations, using horizontal (x or y)
and depth (z) axes or a horizontal plane representation (x,
y) at a given depth (z) or as a three-dimensional recon-
struction. GPR data may be classified as A scan, B scan, or
C scan depending on the plane of image. A scan is a mea-
surement at a single fixed point in space and is displayed
in amplitude (y) and range (x). B scan is a representation
usually in grayscale or color-coded image intensity of a
plane (x, z or y, z) of scan, while C scan represents a hor-
izontal plane (x, y) at a given depth (z). Alternatively, the
GPR may be designed to provide an audible warning of
target presence.

The radar image is very different from an optical image
because the wavelengths of the illuminating radiation are
similar in dimension to those of the target. This results in
a much lower definition in the GPR image and one that is
highly dependent on the propagation characteristics of the
ground. The beam pattern of the antenna is widely spread
in the dielectric, and this degrades the spatial resolution
of the image, unless corrected. Refraction and anisotropic
characteristics of the ground may also distort the image.
For some longer-range systems, synthetic aperture tech-
niques processing techniques are used to optimise the res-
olution of the image.

Unprocessed GPR images often show ‘‘bright spots’’
caused by multiple internal reflections as well as a distor-
tion of the aspect ratio of the image of the target caused by
variations in the velocity of propagation. Symmetric tar-
gets, such as spheres or pipes, cause migration of the re-
flected energy to a hyperbolic pattern. GPR images can be
processed to compensate for these effects, and this is usu-
ally carried out offline. A GPR can be designed to detect
specific targets such as interfaces in roads, pipes, and

Table 1. Characteristics of GPR System

Pulse
Duration
(ns)

Center
Frequency

(mHz)

Target
Depth

(m)

Depth
Resolution

(m)

0.5 2000 o0.25 0.025
1.0 1000 o0.5 0.05
2.0 500 o1.0 0.1
4.0 250 o2.0 0.2
8.0 125 o4.0 0.4
16.0 63 o8.0 0.8
32.0 31 o16.0 1.6
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cables and localized objects such as cubes, spheres, and
cylinders. GPR is capable of detecting features many hun-
dreds of years old; hence a prospective site should remain
unexcavated, prior to survey, so as to preserve its infor-
mation and aid interpretation of the GPR image.

2. PHYSICS OF PROPAGATION

2.1. Introduction

Maxwell’s equations are the foundation for the consider-
ation of the propagation of electromagnetic waves. In free
space the magnetic susceptibility and electric permittivity
are constants; that is, they are independent of frequency
and the medium is not dispersive. In a dielectric with zero
loss tangent, no losses due to attenuation are encountered
and hence there is no consideration of the attenuation,
which occurs in real dielectric media.

If an alternating electric field is applied to a material,
the individual molecules will be induced to rotate in an
oscillatory manner about an axis through their centers,
the inertia of the molecules preventing them from re-
sponding instantaneously. Similar translational effects
can occur. The polarization produced by an applied field
(such as a propagating radar wave) is closely related to the
thermal mobility of the molecules and is, therefore,
strongly temperature-dependent. In general, the relax-
ation time (which may be expressed as a relaxation fre-
quency) depends on activation energy, the natural
frequency of oscillation of the polarized particles, and tem-
perature. Relaxation frequencies vary widely between dif-
ferent materials.

For example, maximum absorption occurs at very low
frequencies in ice (103 Hz), whereas it takes place in the
microwave region in water (106–1010 Hz); thus the effects
of this phenomenon can have a direct bearing on the di-
electric properties of materials at the frequencies em-
ployed by surface penetrating radars, especially if
moisture is present within a material. There are a num-
ber of other mechanisms that cause a separation of posi-
tively and negatively charged ions resulting in electric
polarization. These mechanisms can be associated with
ionic atmospheres surrounding colloidal particles (partic-
ularly clay minerals), absorbed water and pore effects, as
well as interfacial phenomenon between particles. The
general form of the model that describes the frequency
dependence of such systems is the Debye [8] relaxation
equation

e0 � ie00 ¼ e1þ
es � e1
1þ iot

where

e0 ¼ real part of the dielectric permittivity
e0 0 ¼ imaginary part of the dielectric permittivity
eN¼high-frequency limiting value of the permittivity
es ¼ low-frequency limiting value of the permittivity
o ¼ radian frequency (¼ 2pf )
t ¼ relaxation time constant

The frequency of maximum movement and loss occurs
at o¼ 1/t.

In general, single relaxations are rarely observed in
natural systems. Instead, there are distributions of relax-
ations corresponding to distributions of size scales that
influence movement of charge. There are several equa-
tions describing such distributed systems, with the most
common experimental observations in agreement with the
model from Cole and Cole [9]

e0 � ie00 ¼ e1þ
es � e1

1þ ðiotÞa

where a describes the breadth of the time constant distri-
bution, from a single relaxation, a¼1, to an infinitely
broad distribution, a¼ 0, with a common process. Different
polarization processes may be described by a series of
Cole–Cole equations with different values of a and other
parameters.

The electromagnetic properties of a buried target must
be different from those of the surrounding soil or material,
and this means that to a first order its relative dielectric
constant should be significantly lesser or greater than the
host soil. Typically, most soils exhibit a relative dielectric
constant, which ranges between 2 and 25. Freshwater has
a relative dielectric constant of approximately 80. It
should be noted that the ground and surface are quite
likely to be inhomogeneous and contain inclusions of other
rocks of various size as well as manmade debris. This sug-
gests that the signal to clutter performance of the sensor is
likely to be an important performance factor. Clutter may
be regarded as any radar return that is not associated
with the intended target and needs to be carefully defined.

2.2. Attenuation

Electromagnetic waves propagating through natural me-
dia experience losses, to both the electric (E) and magnetic
(H) fields. This causes attenuation of the original electro-
magnetic wave. Plane waves are good approximations to
real waves in many practical situations. More complicated
electromagnetic wavefronts can be considered as a super-
imposition of plane waves, and this method may be used to
gain an insight into more complex situations. For most
soils of interest in ground penetrating radar the magnetic
response is weak and need not be considered as a complex
quantity, unlike the permittivity and conductivity. Howev-
er, in certain soil types such as those derived from volcanic
rocks or otherwise high in iron content, full consideration
of the magnetic properties is necessary. In the case of lossy
dielectric materials, both conduction and dielectric effects
cause absorption of electromagnetic radiation.

The electromagnetic material properties that describe
such a coupled system are in the complex propagation
constant or circular wavenumber

g¼ ik¼ aþ ib

where

g ¼propagation constant
k ¼ circular wavenumber
a ¼ attenuation constant (Np/m) (nepers per meter)
k2
¼o(m0 � im00)(o(e0 � ie00)þ is)

b ¼phase constant (rads/m)
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with

a¼o
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The field at a distance z from the source is given by

Eðz; tÞ¼E0e�azejðot�bzÞ

The wavelength l in the medium is given in meters, and
the frequency f is expressed in hertz:

l¼
2p
b
¼

n
f

The losses in such systems are described in terms of tan-
gents of loss angles d between fields and fluxes:

tan de¼
e00

e0
þ

s
oe0

The electrical loss tangent represents the sum of the
charge transport and polarization relaxation losses, and
the phase angle between electric field and current density.
The skin depth or attenuation length is 1/a(m); the dis-
tance electromagnetic energy travels while being attenu-
ated by 1/e in amplitude. This distance is known as the
skin depth d and provides an initial guide to the useful
penetration depth of a ground penetrating radar system,
although in some media the useful range may be greater.

In a lossy conducting dielectric the parameters associ-
ated with susceptibility can be rearranged to give
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and where the losses are low, then

tan de¼
s
oe0

This article has not considered the electromagnetic and
magnetic loss tangent, and these may need to be consid-
ered in special cases.

It can be seen from the expressions above that the at-
tenuation constant of a material is, to a first order, linearly
related (in dB/m) to frequency. It is not sufficient to con-
sider only the low-frequency conductivity when attempting
to determine the loss tangent over the frequency range
107–1010 Hz. In the case of a material that is dry and rel-
atively lossless, it may be reasonable to consider that tan d

is constant over that frequency range. However, for mate-
rials that are wet and lossy such an approximation is in-
valid. There are, nevertheless, a number of other factors,
that influence the effective penetration depth, notably the
strength of reflection from the target sought, and the de-
gree of clutter suppression of which the system is capable.

A first-order estimate of the various contributions to
signal loss can be carried out using the standard radar
range equation, although this is only applicable for far-
field conditions and thus has restrictions:

Pr¼
PtAGsk

ð4pR2Þ
2

e�a2R

where

Pt¼ transmitted power in watts
Pr¼ received power in watts
A ¼ antenna gain
G ¼ antenna effective aperture
R ¼ range in meters
s ¼ target radar cross section
k ¼ calibration coefficient

The cumulative losses include the transmission coeffi-
cients into the ground, the spreading losses describe the
R� 4 losses for a target of 1 m2, and the attenuation losses
are for a soil with a er of 9 and tan d of 0.1. Fixed losses
include the transmission losses into the soil and the re-
flection loss from the target. In Fig. 1 the first meter (1 m)
has not been plotted, as the radar range equation is not an
accurate model in this range and the purpose of the ex-
planation is to provide a basic introduction to first-order
signal estimation.

2.3. Velocity

The velocity of propagation of electromagnetic waves in free
space is approximately 3� 108 m/s (2.997925� 108 m/s),
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Figure 1. Graph of the typical losses encountered at 100 MHz by
a GPR probing into the ground. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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but slows in a material depending on its relative permit-
tivity and relative magnetic permeability. The velocity of
propagation of electromagnetic waves in a soil with a val-
ue for er of 9 would be slowed to 1.108 m/s. The time to a
target at a range of 1 m is therefore 20 ns, and GPR sys-
tems operate at time ranges between a few nanoseconds
up to 200 ns, although some systems for probing through
ice may use ranges up to several tens of milliseconds.

In general, it is not possible to make a reliable estimate
of propagation velocity or relative permittivity in a medi-
um from a single measurement without trial holing or
other supplementary information. Even in the case where
a measurement is carried out at one location, it is often
found that significant variations in velocity will occur
within comparatively short distances from the original lo-
cation. This can lead to significant errors in the estimation
of depths of reflectors. One procedure that overcomes this
limitation is known as common-depth-point surveying,
which utilizes two antennas in bistatic operation at a
number of transmit and receive positions. The velocity of
propagation is also slowed by tan d and er and assumes
mr¼ 1 and is given by

n¼ c
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It is also possible to derive velocity from multiple mea-
surements scanning over a target, but this works well only
in relatively uncluttered situations where the media has
no anisotropic characteristics.

2.4. Reflection

In any estimation of received signal level it is necessary to
consider the coefficients of reflection and transmission, as
the wave passes through the dielectric to the target and
Snell’s laws describe the associated angles of incidence,
reflection, transmission, and refraction. Where lossy ma-
terials are involved, complex angles of refraction may oc-
cur, unlike the simple classical case, and polarization and
the Stoke’s matrix may also be required for oriented high-
aspect-ratio features such as pipes, wires, and fractures.
The intrinsic impedance Z of a medium is the relationship
between the electric field E and the magnetic field H and is
a complex quantity given by

Z¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�jom
s� joe

s

At the boundary between two media, some energy will be
reflected and the remainder transmitted. The reflected
field strength is described by the reflection coefficient r

r¼
Z2 � Z1

Z2þ Z1

where Z1 and Z2 are the impedances of media 1 and 2,
respectively.

The reflection coefficient has a positive value when
Z24Z1, such as where an air-filled void exists in a dielec-
tric material. The effect on a pulse waveform is to change
the phase of the reflected wavelet so that targets with rel-
ative dielectric constants different from those of the host
material show different phase patterns of the reflected
signal. However, the propagation dielectric of the host
material, and the geometric characteristics of the target
and its dielectric parameters affect the amplitude of the
reflected signal.

2.5. Polarization

A complete description of the radar scattering cross sec-
tion of a target includes a description of its polarization
scattering characteristics. The polarizing properties of tar-
gets are described by the Stokes parameters, and the po-
larization coordinates can be represented on the Poincaré
sphere. All of these are well described in standard texts. In
summary, these descriptions allow the state of an electro-
magnetic wave to be described in terms of linear, elliptical,
and circular polarization (left-handed or right-handed). It
is well known that linear targets as depolarizing features
and a linearly polarized crossed dipole antenna rotated
about an axis normal to a linear target produces a sinu-
soidal variation in received signal. However, the null
points are a distinct disadvantage because the operator
is required to make two separate, axially rotated mea-
surements at every point to be sure of detecting pipes at
unknown orientations. An attractive technique is to radi-
ate a circularly polarized wave, which automatically
rotates the polarized vector in space and hence removes
the direction of signal nulls.

2.6. Dispersion

The frequency-dependent nature of the dielectric proper-
ties of the material causes the phase velocity of the com-
ponent frequencies of a wideband signal to suffer
differential propagation values. Hence, there will be vari-
ation in the velocity of propagation with frequency. Di-
electrics exhibiting this phenomenon are termed
dispersive. In this situation, the different frequency com-
ponents within a broadband radar pulse would travel at
slightly different speeds, causing the pulseshape to change
with time. However, the propagation characteristics of oc-
tave band radar signals remain largely unaffected by dis-
persion In many instances, the potential variation in the
velocity of wave propagation over the frequency range of
interest is small and will be ignored.

2.7. Clutter

A major difficulty for operation of GPR systems is the
presence of clutter within the material. Clutter is defined
as sources of unwanted reflections that occur within the
effective bandwidth and search window of the radar and
present as spatially coherent reflectors. The definition of
clutter depends heavily on the intended target. The oper-
ator of a GPR system searching for pipes may classify the
interfaces between road layers as clutter, whereas the op-
erator of a system measuring road layer thickness might
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consider pipes and cables as sources of clutter. Careful
definition and understanding are critically important in
selecting and operating the best system and processing
algorithms. Clutter can completely obscure the buried tar-
get and a proper understanding of its source and impact
on the radar is essential.

2.8. Depth Resolution

Normally the range, or in the case of GPR, the depth res-
olution, of a radar is defined by considering the case of
targets with identical radar scattering cross sections. In
the case of Gaussian pulses, resolution can be achieved at
pulse separations between 1.25 and 1.5 of the pulsewidth
and can be defined by the Rayleigh criteria for resolution.
Essentially, range resolution is defined by the bandwidth
of the received signal. A receiver bandwidth in excess of
500 MHz and typically 1 GHz is required to provide a typ-
ical resolution of 5–20 cm, depending on the relative per-
mittivity of the material.

When a number of features may be present, a signal
having a larger bandwidth is required to be able to dis-
tinguish between the various targets and to show the de-
tailed structure of a target. In this context it is the
bandwidth of the received signal that is important, rath-
er than that of the transmitted wavelet. The material acts
a lowpass filter that modifies the transmitted spectrum in
accordance with the electrical properties of the propagat-
ing medium. There are some applications of subsurface
radar, such as road layer thickness measurement, where
the feature of interest is a single interface. Under such
circumstances, it is possible to determine the depth suffi-
ciently accurately by measuring the elapsed time between
the leading edge of the received wavelet provided the
propagation velocity is accurately known.

Although a greater depth resolution is achieved in wet-
ter materials for a given transmitted bandwidth, Earth
materials with significant water content tend to have
higher attenuation properties. This characteristic reduc-
es the effective bandwidth, tending to balance out the
change so that within certain bounds the resolution is ap-
proximately independent of loss within the propagating
material.

Where interfaces are spaced more closely than a half-
wavelength, the reflected signal from one interface will
become convolved with that from the other. In such cir-
cumstances, some form of deconvolution processing would
be required in order to recognize the responses from the
individual interfaces and to enable them to be character-
ized and traced. Such processing is seldom carried out
during standard commercial radar surveys.

It should be noted that the Rayleigh criteria for range
resolution are less appropriate for the case of a weak tar-
get adjacent to strong target. For example, if the ampli-
tude of the weak target is � 20 dB relative to that of the
strong target, different criteria are needed. Thus the res-
olution at the � 20 dB amplitude level may be a more rel-
evant criterion on which to assess the merits of competing
system designs. This is because of the need to detect tar-
gets of low radar cross section in close proximity to targets
of high radar cross section.

It can be shown [10] that for equivalent main 3 dB
bandwidths, a radar design using a time-domain, direct
receiver has a considerably better resolution at the
� 20 dB level than does a frequency-domain radar. This
is primarily because the receiver of the frequency-domain
radar cross-correlates the received signal. In essence, res-
olution has been achieved at the expense of signal-to-noise
ratio, but this may not be so relevant to attenuation-
limited operation.

2.9. Plan Resolution

The plan resolution of a subsurface radar system is im-
portant when localized targets are sought and when there
is a need to distinguish between more than one at the
same depth. Where the requirement is for location accu-
racy, which is primarily a topographic surveying function,
the system requirement is less demanding.

The plan resolution is defined by the characteristics of
the antenna and the signal processing employed. In gen-
eral, to achieve an acceptable plan resolution, one must
employ a high-gain antenna. This necessitates transmis-
sion of a sufficiently large aperture at the lowest frequen-
cy. To achieve small antenna dimensions and high gain
therefore requires the use of a high carrier frequency,
which may not penetrate the material to sufficient depth.
When selecting equipment for a particular application, it
is necessary to compromise between plan resolution, size
of antenna, the scope for signal processing, and the ability
to penetrate the material. Plan resolution improves as at-
tenuation increases, provided there is sufficient signal to
discriminate under the prevailing clutter conditions. In
low-attenuation media the resolution obtained by the hor-
izontal scanning technique is degraded, but under these
conditions the use of advanced signal processing tech-
niques becomes feasible and synthetic aperture tech-
niques can dramatically increase the plan resolution.
These techniques typically require measurements to be
made using transmitter/receiver pairs at a number of an-
tenna positions to generate a synthetic aperture or focus
the image. Unlike conventional radars, which generally
use a single antenna, most ground penetrating radar sys-
tems use separate transmit and receive antennas in what
has been termed a bistatic mode.

3. PROPERTIES OF MATERIALS

Determination of the dielectric properties of Earth mate-
rials remains largely experimental. Rocks, soils, and con-
crete are complex materials composed of many different
minerals in widely varying proportions, and their dielec-
tric parameters may differ greatly even within materials,
that are nominally similar. Most Earth materials contain
moisture, usually with some measure of salinity. Since the
relative permittivity of water is in the order of 80, even
small amounts of moisture cause a significant increase of
the relative permittivity of the material. A large number
of workers have investigated the relationships between
the physical, chemical, and mechanical properties of ma-
terials and their electrical and in particular microwave
properties. In general, they have sought to develop
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suitable models to link the properties of the material to its
electromagnetic parameters. Such models provide a basis
for understanding the behavior of electromagnetic waves
within these media. The real and imaginary dielectric
losses as a function of frequency can be plotted over a wide
frequency range, and a typical result is shown in Fig. 2.

Information on the geologic properties of Earth soils
can be found in the Digital Soil Map of the World and De-
rived Soil Properties CD r published by the Food and
Agriculture Organisation of the United Nations. This en-
ables the 10 map sheets of the world to be classified in
terms of parameters such as pH, organic carbon content,

carbon/nitrogen ratio, clay mineralogy, soil depth, soil
moisture capacity, and soil drainage class. Such informa-
tion is useful in assessing the potential of RF techniques
and particularly GPR for particular geographic regions.

There are two benefits to understanding soil properties
in relation to GPR. (1) to understand the applicability of
GPR to particular soils and hence the possibility of using
GPR to detect buried targets such as pipe, cables, and
landmines and (2) to use GPR to characterise soils and soil
properties.

GPR can provide a detailed map of the subsurface,
which, combined with traditional soil survey methods, can
provide information on the type, lateral extent, and depth
of the soil; the water table; and the layering and features
of the soil and hence its local geology and history.

Since the mid-1970s GPR has been used in the united
states by the Department of Agriculture–Natural Resourc-
es Conservation Service (USDA-NRCS) as a quality con-
trol tool for soil mapping and investigations. The use of
GPR in soil survey activities has provided information
about the soil resource that would have been unobtainable
by other means or would have been uneconomic to obtain.
An example of the results of this work is shown in Fig. 3.

4. GPR SYSTEMS

The choice of system design is to a large extent governed
by the type of target, the resolution required, and the an-
ticipated ground attenuation and clutter. The depth range
of the radar system is likely to be primarily defined by the
soil attenuation, once a particular frequency range has
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Figure 2. Real and imaginary dielectric losses plotted as a func-
tion of frequency for a typical Earth material with specified frac-
tions of water, sand, silt, and clay. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 3. Soil suitability map for GPR applications in the United States. (Courtesy of USDA-
NRCS.) (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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been chosen. However, it can be shown that considerable
variations (10–30 dB) in the sensitivity of competing sys-
tem designs actually translate to relatively small changes
in depth performance in lossy soils.

The selection of a suitable waveform for transmission,
at least in terms of resolution, can be considered a func-
tion of the duration of the complex envelope of the mea-
sured signal. The output from most ultrawideband radar
systems can be compared in terms of a time-domain rep-
resentation of the waveform. Almost all types of radar can
be assessed not just by their signal-to-noise and signal-to-
clutter ratios but also by comparing their inherent range
sensitivity. Such a procedure reveals the characteristics
that control radar performance. The design of a GPR sys-
tem is defined by the modulation technique and time-do-
main, frequency-domain, and noise-domain radar designs
are most likely to be encountered.

The frequency-domain, matched-filter, radar receiver
provides an optimum linear processing of radar in the
presence of noise. The radar signal is processed by a re-
ceiver that cross-correlates the received waveform with a
suitably time-delayed version of the transmitted wave-
form. The output results in a compressed pulse in which
the amplitude of the latter and its position in delay time is
related to the target radar characteristic. This type of re-
ceiver is widely used to process chirp, stepped-frequency,
coded, and noise waveforms, and the design of such wave-
forms is extensively described in the literature. Time-do-
main radar systems are simpler in design and use a
sampling receiver to downconvert the radar signals from
the nanosecond timeframe to a millisecond timeframe that
is easier to postprocess. However, a real disadvantage of
the sampling receiver is its limited dynamic range and
high noise floor.

A key parameter for most radar systems is the mean
power. For portable, close-in radars the capacity of the
power sources limits the radiated power. The frequency-
domain radar transmits, on a repetitive basis, a nominally
constant amplitude signal whose frequency increases in a
linear progression from the lowest to the highest values.
However, shaping of the envelope of the radiated signal
reduces the mean power compared with the instantaneous
peak value. The time-domain radar transmits, on a repet-
itive basis, a short-duration impulse. Consequently the
peak power is significantly greater than the mean power.
This is not the case with noise radar, whose radiated pow-
er per unit bandwidth is optimally low compared with the
frequency-domain and time-domain designs.

5. MODULATION TECHNIQUES

There are three basic modulation techniques: time-do-
main, frequency-domain, and noise-coded radar.

5.1. Time-Domain Radar

Most commercially available ground probing radar sys-
tems use short pulses or impulses such as the Ricker
wavelet shown in Fig. 4. The high-speed sequential sam-
pling approach used to acquire RF waveforms produces a
low SNR because the spectrum of the sampling pulse is a

poor match for that of the received pulse. In general, the
dynamic range of the sampling receiver is typically 60 dB,
without time varying gain, and with time varying gain is
equivalent to 90 dB or more. Signal averaging can increase
the effective sensitivity by the amount of averaging, and
this can be typically 10–30 dB. The overall dynamic range
is set largely by the ratio of the mean power to the effective
receiver sensitivity and can extend up to 150 dB. The an-
tennas that can be used are limited to linear phase designs
such as resistively loaded dipoles, TEM horns, or impulse
radiating antennas (IRAs) unless the dispersive proper-
ties of the antenna used are compensated by suitable post-
processing filtering.

5.2. Frequency-Domain Radar

The main potential advantages of the frequency-domain
radar are the wider dynamic range, lower noise figure,
and higher mean powers that can be radiated. There are
two main types of frequency-domain radar: frequency-
modulated carrier wave (FMCW) and stepped-frequency
carrier wave (SFCW). FMCW radar transmits a continu-
ously changing carrier frequency by means of a voltage-
controlled oscillator (VCO) over a chosen frequency range
on a repetitive basis as shown in Fig. 5. The received sig-
nal is mixed with a sample of the transmitted waveform
and results in a difference frequency that is related to the
phase of the received signal; hence its time delay and
hence range of the target. The difference frequency or in-
termediate frequency (IF) must be derived from an I/Q
mixer pair if the information equivalent to a time-domain
representation is required, as a single-ended mixer pro-
vides only the modulus of the time-domain waveform. The
FMCW radar system is particularly sensitive to certain
parameters. In particular, it requires a high degree of lin-
earity of frequency sweep with time to avoid spectral wid-
ening of the IF and hence degradation of system
resolution. An assessment of the sensitivity of sidelobe
level to linearity was made by Dennis and Gibbs [11], who
showed the ratio of sidelobe to peak level was dependent
on the sweep linearity. Practically the effect of a nonlin-
earity of a few percent is to cause significant sidelobes.
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Figure 4. Ricker wavelet (amplitude vs. time).
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The SFCW radar transmits a series of incremental fre-
quencies and stores the received IF signal to then carry
out a fast fourier transform (FFT) reconstruction of the
time-domain equivalent waveform. The SFCW has found
many applications, and the impact of mobile communica-
tions technology has had a significant impact on reducing
the cost of radar components for this design. Two forms of
the synthesized radar can be considered. The first and
simplest system is stepped-frequency continuous-wave ra-
dar. The second form is more complex in that each indi-
vidual frequency is appropriately weighted in amplitude
and phase prior to transmission. Normally the radar is
calibrated to establish a reference plane for measurement
as well as to reduce the effect of variations in the frequency
characteristics of components and antennas.

A much wider class of antenna is available for use by
the designer of frequency-domain radars. The sensitivity
of the receiver is much better than the time-domain equiv-
alent, simply by virtue of its lower bandwidth and hence
lower thermal noise. Typically, a sensitivity of 120 dBm is
found, and a system dynamic range of 180 dB is feasible.
However, the FMCW ground probing radar system is par-
ticularly sensitive to certain parameters. In particular, it
requires a high degree of linearity of frequency sweep with
time to avoid spectral widening of the IF and hence
degradation of the system resolution.

The main potential advantages of a stepped-frequency
or FMCW ground probing radar are its ability to adjust
the range of frequencies of operation to suit the material
and targets and electromagnetic environment under in-
vestigation if the antenna has an adequate passband of
frequencies. It can radiate a higher mean power level per
spectral line, and its ability to integrate the received sig-
nal level improves the system sensitivity. The calibration
of the radar does, of course, depend on stable system char-
acteristics and antenna parameters that are invariant
with the spacing of the front surface and the antenna. Al-
though on first consideration frequency-domain radars
should offer a sensitivity superior to that of time-domain
radars, because of their lower receiver bandwidth and,
hence thermal noise, both the type of receiver and the
range sidelobes of the radiated spectrum may result in an
equivalent or worse sensitivity in terms of range resolu-
tion as discussed above.

5.3. Noise or PseudoRandom Coded Radar

More recently, work has been carried out on noise modu-
lation and pseudorandom coded modulation techniques for

GPR. The main advantage of these methods is that the
energy transmitted is spread more evenly over the spec-
trum than with any other modulation method, and hence
the likelihood of interference to other users of the spec-
trum is minimized. In addition, the chances of other users
of, say, mobile phones interfering with the GPR operator
are also reduced. The mean power is the lowest of any of
the modulation schemes, and this is helpful in meeting
regulatory requirements.

The transmitted signal has noiselike characteristics,
and the received signal is cross-correlated with a sample
of the transmitted signal. The range of the target is given
by the time position of the cross-correlated signal and the
amplitude by the peak of the cross-correlated signal. Con-
trol of the cross-correlation sidelobes is vital to achieve
good range resolution, and the sidelobes are affected by
the antenna and system characteristics as well as the du-
ration and randomness of the transmitted waveform. Fur-
ther information is given by Narayan et al. [12] and Sachs
et al. [13].

6. ANTENNAS

In the ultrawideband case the radar antennas are consid-
ered in terms of their transfer function rather than their
gains or effective apertures. In many cases separate trans-
mit and receive antennas are used; hence their transfer
functions may not be identical. The type of antenna that is
used with ultrawideband radar has an important role in
defining the performance of the radar.

The types of antenna that are useful to the designer of
ultrawideband radar fall into two groups: dispersive an-
tennas and nondispersive antennas. However, in princi-
ple, all antennas are dispersive to some extent. Examples
of dispersive antennas that have been used in ultrawide-
band radar are the exponential spiral, the Archimedean
spiral, the logarithmic planar antenna, the Vivaldi anten-
na, slot antennas, and the exponential horn. The impulse
response of this class of antenna is extended, and gener-
ally results in a ‘‘chirp’’ waveform if the input is an im-
pulse. Examples of nondispersive antennas are the TEM
horn; the bicone; the bowtie; the resistive, lumped-ele-
ment loaded antenna; and the continuously, resistively
loaded antenna. The input voltage driving function to the
terminals of the antenna in an impulse radar is typically a
Gaussian pulse, and this requires the impulse response of
the antenna to be extremely short, mainly to prevent the
antenna from distorting the input function and generating
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Figure 5. Typical FMCW transmitted
swept waveform (amplitude vs. time).
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time sidelobes. These time sidelobes would obscure targets
that are close in range to the target of interest; in other
words, the resolution of the radar can become degraded if
the impulse response of the antenna is significantly
extended.

Element antennas are characterized by linear polar-
ization, low directivity, and relatively limited bandwidth
unless either end loading or distributed loading tech-
niques are employed, in which case bandwidth is in-
creased at the expense of radiation efficiency. Horn
antennas have found most use with FMCW ultrawide-
band radars where the generally higher frequency of op-
eration and relaxation of the requirement for linear phase
response permit the consideration of this class of antenna.
FMCW ultrawideband radars have used an offset para-
boloid fed by a ridged horn. This arrangement was de-
signed to focus the radiation into the ground at a slant
angle to reduce the level of the reflection from the ground.
Care needs to be taken in such arrangements to minimize
the effect of back- and sidelobes from the feed antenna,
which can easily generate reflection from the ground
surface.

One method of radiating circular polarization is to use
an equiangular spiral antenna. The dispersive nature of
this type of antenna causes an increase in the duration of
the transmitted waveforms, and the radiated pulse takes
the form of a ‘‘chirp’’ in which high frequencies are radi-
ated first, followed by the low frequencies. This effect,
however, may be compensated by a ‘‘spiking’’ filter, which
may take the form of a conventional matched filter or a
more sophisticated filter such as Wiener filter.

7. SIGNAL AND IMAGE PROCESSING

The most basic GPR data record is an A scan, and an ex-
ample is shown in Fig. 6. An A scan provides an ampli-
tude–time record of a single measurement over a target.
Only amplitude range information is plotted. Ground pen-
etrating radar is generally used in such a way as to gen-
erate a sequence of A scans related to the survey position
on the ground surface. This sequence can be termed a B
scan, and an example is shown in Fig. 7. This effectively

represents on one axis (z) depth and the orthogonal axis
(x or y) linear position. The amplitude of the signal may be
shown as a series of overlapping signals or alternatively a
‘‘wiggle plot’’ (borrowed from the seismic terminology) or a
grayscale coded intensity plot or a pseudocolor image. In
the modeled example shown, the hyperbolic spreading of
the target spatial response can be seen. As shown in Fig. 8,
a C scan consists of a plan view (x,y plane over a defined
range of depth z).

As the antennas generally used for surface penetrating
radars have a poor directivity, the pattern of the reflected
waveform in the B scan represented the spatial convolu-
tion of the antenna pattern with the point source of the
target. This pattern may be deconvolved using any of the
following processes: synthetic aperture processing, conju-
gate gradient methods, and reverse time migration. Many
of these techniques work well on isolated targets such as
pipes, which have well defined geometric boundaries. The
situation is more difficult with stratified layers and, of
course, anisotropic materials. When a focused image of the
buried object is created, whether as a B or C scan (area at
a particular range of depths), it is necessary to interpret
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Figure 6. Typical example of GPR A

scan (amplitude/time-modeled data).

Figure 7. Typical example of B scan (y, z axis, gray scale image of
modeled data).
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the radar image as being generated by a physical struc-
ture. This is not always easy in the case of a cluttered im-
age, and a great deal still depends on the field experience
of the operator.

Automated methods based on standard image process-
ing methods (mask filtering), image matching, and similar
methods, as well as methods based on neural networks,
have been investigated. The variability of ground condi-
tions, as well as the physics of EM wave propagation and
reflection, must be carefully taken into account in gener-
ating pattern libraries. For example, the depth image of a
void is always apparently smaller than the void’s physical
size; corner reflectors of any reasonable size generate
large, apparently discontinuous reflection images; and con-
ductive targets, which reverberate by means of stored en-
ergy, create extended-depth images. The image of a buried
target generated by a subsurface radar will not, of course,
correspond to the target’s geometric representation. The
fundamental reasons for this are related to the ratio of the
wavelength of the radiation and the physical dimensions of
the target. In most cases for surface penetrating radar, the
ratio is close to unity. This compares very differently with
an optical image, which is obtained with wavelengths such
that the ratio is considerably greater than unity. In ground
penetrating radar, applications, the effect of combinations
of scattering planes, for example, the corner reflector, can
cause ‘‘bright spots,’’ in the image and variations in the
velocity of propagation can cause dilation of the aspect
ratio of the image. While many images can be focused to
reduce the effect of antenna beamspreading, regeneration
of a geometric model is a much more complex procedure
and is rarely attempted.

The general objective of signal processing as applied to
ground penetrating radar is to present either an image
that can readily be interpreted by the operator or to
classify the target return with respect to a known test

procedure or template. While much work has been carried
out on 3D SAR processing, there is a tendency for this to
be restricted to situations where the customer is prepared
to pay for the additional information.

The general processing problem encountered in dealing
with ground penetrating radar data is in the widest sense
the extraction of a localized wavelet function from a time
series that displays time-domain characteristics very sim-
ilar to those of the wavelet. This time series is generated
by signals from the ground and other reflecting surfaces,
as well as internally from the radar system. Unlike con-
ventional radar systems in which the target can generally
be regarded as being in motion compared with the clutter,
in the ground penetrating radar case, the target and the
clutter are spatially fixed and the radar antenna is moved
with respect to the environment.

It is assumed that data are recorded to an adequate
resolution and bandwidth. Most antennas used in surface
penetrating applications have a limited low-frequency re-
sponse and tend to act as highpass filters effectively dif-
ferentiating the applied impulse, hence creating a
wavelet. In the case of antennas operated in close prox-
imity to the ground, the antenna characteristics may vary
as a result of changes in the ground surface electrical pa-
rameters. Any processing scheme that relies on invariant
antenna parameters should take into account the mode of
operation of the antennas and the degree of stability that
is practically realizable. This is a particular issue for GPR
and needs careful attention to reduce the effect of anten-
na–ground surface interaction.

Alternative methods of processing are associated with
identifying target resonances using singularity expansion
methods (SEMs) to evaluate the target response. Early
research using Prony methods encountered difficulties
due to the ill-conditioned nature of natural frequency
extraction from noisy data.

Some of the ancillary requirements of an operational
subsurface radar system need to be considered. There is a
need for an accurate, small-scale, low-cost position refer-
encing system for use with radar for subsurface survey
techniques. It is important that data can be related to a
true geographic reference particularly when filed on dig-
ital mapping systems and used to define areas of safe
working. It is necessary to provide some means of
scanning the antenna. Obviously a basic approach is the

Figure 8. Typical example of C scan (x–y plane at defined z-range
color image of modeled data of buried landmines). (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)

Figure 9. GPR data from reinforced-concrete roadway taken with
1-GHz SPR radar system at 50-ns time window and 3 m horizontal
distance. (Courtesy of ERA Technology.) (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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handheld device, but this places some limitations on the
signal processing strategies.

Another consideration is the plane of polarization of the
electromagnetic energy. For targets with one large area
dimension such as a pipe, the radar cross-scattering sec-
tion will be larger when the polarization vector is in line
with the pipe. This means that any area that is surveyed
with, say, parallel dipoles must be surveyed in orthogonal
directions to ensure that no targets are missed. The same
principle also relates to crossed dipole antennas.

8. APPLICATIONS

8.1. Introduction

It is possible to provide only a brief summary of the wide
variety of the applications for GPR, which has in some
cases become an established and routine method of sub-
surface investigation. In other applications, such as bore-
hole detection, the technique is under development,
whereas in others, such as mine detection, basic research
is being carried out, although some equipment is now be-
ing used in field trials. GPR, in the hands of an expert,
provides a safe and noninvasive method of conducting
speculative searches without the need for unnecessary
disruption and excavation.

GPR has significantly improved the efficiency of the
exploratory work that is fundamental to the construction
and civil engineering industries, the police and forensic
sectors, security/intelligence forces, and archaeological
surveys.

GPR has been very successfully used in forensic inves-
tigations. The most notorious cases are in the United
Kingdom in 1994, when the gravesites, under concrete
and in the house of Fred West, of the victims of the serial
murderer, were pinpointed. In Belgium, the gravesites of
the victims of the pedophile Dutroux were detected in
1996.

Archaeological applications of GPR have been varied,
ranging from attempts to detect the Ark to the exploration
of Egyptian (see Fig. 10) and North American Indian sites
as well as castles and monasteries in Europe. The quality
of the radar image can be exceptionally good, although
correct understanding normally requires joint interpreta-
tion by the archaeologists and radar specialists see
(Fig. 11).

Abandoned antipersonnel landmines and unexploded
ordnance are a major hindrance to the recovery of many
countries from war. Their effect on the civilian population
is disastrous, and major efforts are being made by the in-
ternational community to eliminate the problem. Most de-
tection is done with metal detectors, which respond to the
large amount of metallic debris in abandoned battlefield
areas and hence have difficulty in detecting the minimum
metal or plastic, mine. GPR technology is being applied to
this problem as a means of reducing the false-alarm rate
and providing improved detection of low-metal-content
mines. An example of data gathered from a 4-m wide
GPR 32-channel array is shown in Fig. 12.

GPR has been used for surveying many different types
of geologic strata ranging from exploration of the Arctic

and Antarctic icecaps and the permafrost regions of North
America, to mapping of granite, limestone, marble, and
other hard rocks as well as geophysical strata.

The thickness of the various layers of a road can be
measured using radar techniques. The great advantage is
that this method is nondestructive and high-speed
(440 km/h) and can be applied dynamically to achieve a
continuous profile or rolling map. The accuracy of calibra-
tion tends to reduce as a function of depth because of the
attenuation characteristics of the ground. The accuracy
may be quite high (i.e., a few millimeters) for the surface
wearing course but will degrade to centimeters at depths
of 1 m. An example is shown in Fig. 9.

While most GPR systems are used in close proximity to
the ground, airborne systems have been able to map ice
formations and glaciers, and penetrate through forest can-
opy. Airborne GPR, processed using synthetic aperture
techniques, has been used to detect buried metallic mines
from a height of several hundred meters. In addition, the
SIR-C satellite SAR radar has imaged buried artefacts in
desert conditions, and the JPL Website http://southport.

Figure 10. GPR system in use for archaeological surveying in
Saqqara, Eygpt. (Courtesy of ERA Technology.)

Grayel ridge (man-made)

Natural desert
floor

Sand filled
ditch North face of

South wall?

Section across the south wall (Line 62)

Figure 11. Radar cross section through buried wall (horizontal
15 m; vertical 3.5 m). (Courtesy of ERA Technology.)
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jpl.nasa.gov/sir-c/ is an important source of radar
imagery.

A list of the applications is given below, and the reader
can find further information from the literature and pub-
lications referenced:

Archaeological investigations

Bridge deck analysis

Borehole inspection

Building condition assessment

Contaminated-land investigation

Detection of buried mines (antipersonnel and antitank)

Evaluation of reinforced concrete

Forensic investigations

Geophysical investigations

Medical imaging

Pipes and cable detection

Planetary exploration

Rail track and bed inspection

Remote sensing from aircraft and satellites

Road condition survey

Security applications

Snow, ice, and glaciers

Timber condition

Tunnel linings

Wall condition

Readers are encouraged to review the applications de-
scribed in the following sources.

8.2. GPR Conferences

GPR 2000—Gold Coast, Australia 8th Int. Conf.
Ground Penetrating Radar, David Noon, University
of Queensland; email noon@cssip.uq.edu.au.

GPR ‘98—Lawrence, Kansas, USA 7th Int. Conf.
Ground Penetrating Radar Dr. Richard Plumb,
Univ. Kansas; email rplumb@binghamton.edu.

GPR ‘96—Sendai, Japan 6th Int. Conf. Ground Pene-
trating Radar, Prof. Motoyuki Sato, Tohoku Univ.
email sato@cneas.tohoku.ac.jp.

GPR ‘94—Kitchener, Ontario Canada 5th Int. Conf.
Ground Penetrating Radar, David Redman, Sensors
& Software; email dr@sensoft.ca.

GPR ‘92—Rovaniemi, Finland 4th Int. Conf. Ground
Penetrating Radar, Pauli Hanninen, Geological Sur-
vey of Finland.

GPR ‘90—Lakewood, Colorado (USA) 3rd Int. Conf.
Ground Penetrating Radar, Prof. Gary Olhoeft, Col-
orado School of Mines; email golhoeft@mines.edu.

1988—Gainesville, Florida (USA) 2nd Int. Symp. Geo-
technical Applications of Ground Penetrating Radar,
Mary Collins, Univ. Florida; email mec@gnv.ifas.
ufl.edu.

1986—Tifton, Georgia (USA) 1st Int. Conf. Geotechni-
cal Applications of Ground Penetrating Radar.

8.3. International Workshops on Advanced GPR

IWA GPR Delft 01, 1st Int. Workshop on Advanced
Ground Penetrating Radar (International Work-
shop), proceedings published in Subsurface Sensing
Technologies and Applications (Kluwer Academic
Publishers).

IWA GPR Delft 03, 2nd Int. Workshop on Advanced
Ground Penetrating Radar (International Work-
shop), Weblink http://irctr.et.tudelft.nl/IWAGPR/.

8.4. Institution of Electrical Engineers (UK)

See also Radar 2002; http://www.iee.org/Publish/
Digests/conf2002.cfm.

See the IEE Proceedings of Radar, Sonar, and Naviga-
tion; Weblink http://ioj.iee.org.uk/journals/ip-rsn.

See Edinburgh MD96, Detection of Abandoned Land-
mines (Main Past Conf.); Weblink http://
www.iee.org/Publish/Digests/conf1996.cfm.

See Edinburgh MD98, 2nd Int. Conf. Detection of
Abandoned Land mines (Main Past Conf.); Weblink
http://www.iee.org/Publish/Digests/con-
f1998.cfm.

8.5. Institution of Electrical and Electronic Engineers (USA)

See proceedings particularly of the societies for

Antennas and Propagation; http://www.ieeeaps.org/.

Aerospace and Electronic Systems; http://
ewh.ieee.org/soc/aes/.

For Radar conferences, see also http://www.
ewh.ieee.org/soc/aes/Conferences.html.

Geoscience and Remote Sensing; http://www.
ewh.ieee.org/soc/grss/.

Microwave Theory and Transactions; http://
www.mtt.org/.

Figure 12. Radar plan image of buried AT
mines (4 m swathe width; 10 m survey
length). (Courtesy of ERA Technology.) (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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8.6. SPIE Conferences

SPIE Orlando—SPIE Detection and Remediation Tech-
nologies for Mines and Minelike Targets 1995 to 2003;
http://spie.org/app/conferences/index.cfm?fuseaction¼
archive & year¼ 2002.

8.7. Geophysics

http://www.geo-online.org/.

8.8. Subsurface Sensing Technologies and Applications

http://www.kluweronline.com/issn/1566-0184.

8.9. Literature on GPR Applications

D. J. Daniels, Ground Penetrating Radar, IEE Radar
Sonar Navigation and Avionics Series, Vol. 6, 1996.

M. Skolnik, Introduction to Radar Systems, 2nd ed.,
McGraw-Hill, 1981.

S. Cloude, Introduction to Electromagnetic Wave Prop-
agation and Antennas, UCL Press, 1995.

J. Hunter, C. Roberts, and A. Martin, Studies in Crime:
An Introduction to Forensic Archaeology, B. T. Batsford
Ltd. 1996.

9. REGULATION

All countries require that GPR systems be properly regu-
lated and operated in accordance with national and inter-
national requirements. Users should consult with their
national authorities to determine the regulatory environ-
ment.

Within the European Union (EU) there are two main
considerations governing the use of ground penetrating
radar (GPR): (1) the use of the equipment as a deliberate
radiofrequency radiator and (2) usage as equipment that
must satisfy the EMC requirements of the EU. The ETSI
regulatory body is in the process of drafting specifications,
and information can be found at http://www.etsi.org that
will cover the use of such equipment as a deliberate ra-
diofrequency radiator. Planned legislation and an ETSI
product specification at some undefined time in the future
means that this equipment will eventually need to con-
form to the R&TTE directive. In the short term until a
new product specification is introduced and formally pub-
lished in the Official Journal of the European Communi-
ties, the EMC directive should be applied. All equipment,
including ultrawideband radar or ground probing radar,
must be CE marked to demonstrate that it satisfies the
relevant directives of the European Union. The CE mark
may be applied only when the requirements of all other
relevant EU directives, such as safety, have also been
demonstrated.

In the United States the FCC Website http://
www.fcc.gov/aboutus.html provided the following infor-
mation in February 2002:

Feb 2002 Washington, D.C.—The Federal Communication
Commission (FCC) adopted today a First Report and Order
that permits the marketing and operation of certain types
of new products incorporating ultra-wideband (‘‘UWB’’)

technology. UWB technology holds great promise for a vast
array of new applications that have the potential to provide
significant benefits for public safety, businesses and consum-
ers in a variety of applications such as radar imaging of objects
buried under the ground or behind walls and short-range,
high-speed data transmissions.

UWB devices operate by employing very narrow or short du-
ration pulses that result in very large or wideband transmis-
sion bandwidths. With appropriate technical standards, UWB
devices can operate using spectrum occupied by existing radio
services without causing interference, thereby permitting
scarce spectrum resources to be used more efficiently. This
First Report and Order (‘‘Order’’) includes standards designed
to ensure that existing and planned radio services, particular-
ly safety services, are adequately protected. The FCC will act
vigorously to enforce the rules and act quickly on any reports
of interference.

The standards adopted today represent a cautious first step
with UWB technology. These standards are based in large
measure on standards that the National Telecommunications
and Information Administration (‘‘NTIA’’) believes are neces-
sary to protect against interference to vital federal govern-
ment operations. Since there is no production UWB equipment
available and there is little operational experience with the
impact of UWB on other radio services, the Commission chose
in this First Report and Order to err on the side of conserva-
tism in setting emission limits when there were unresolved
interference issues. The Commission intends within the next
six to twelve months to review the standards for UWB devices
and issue a further notice of proposed rule making to explore
more flexible standards and address the operation of addition-
al types of UWB operations and technology.

Ground Penetrating Radar Systems: GPR’s must be operated
below 960 MHz or in the frequency band 3.1–10.6 GHz. GPR’s
operate only when in contact with or within close proximity of,
the ground for the purpose of detecting or obtaining the im-
ages of buried objects. The energy from the GPR is intention-
ally directed down into the ground for this purpose. Operation
is restricted to law enforcement, fire and rescue organizations,
to scientific research institutions, to commercial mining com-
panies, and to construction companies.

It is understood that waivers have been granted to cer-
tain operators and the FCC are in the process of reviewing
the policy announced in 2002. In February 2003 the fol-
lowing announcement was made:

In response to the petitions, the Commission amended the
rules to facilitate the operation of through-wall imaging sys-
tems by law enforcement, emergency rescue and firefighter
personnel in emergency situations; eliminated the require-
ment that GPR’s and wall imaging systems operate with their
�10 dB bandwidths below 960 MHz or above 3.1 GHz; speci-
fied the limitations on who may operate ground penetrating
radar (GPR) systems and wall imaging systems and for what
purposes; eliminated the requirement for non-hand held
GPR’s to employ a dead man switch; clarified the coordination
requirements for imaging devices; and clarified the rules re-
garding emissions produced by digital circuitry used by UWB
transmitters.

For more information, see http://www.g-p-r.com/.
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10. SUMMARY

Advances in the performance and design of lightweight
and compact GPR radar sensors have been significant
since the mid-1990s because of the impact of the telecom-
munications industry and availability of affordable high-
power computing; the volume of published papers and
conferences, some devoted entirely to GPR, has risen con-
siderably since then. Inevitably there have been some
claims for GPR capability that are simply outside the
realms of known physics and unfortunately have been ac-
cepted by some sections of the media. Tuley et al. [14] give
an excellent review of one such claim. There has also been
some duplication of basic research. However, develop-
ments in the field of noise and pseudorandom coded [15]
modulation techniques together with better signal and
image processing algorithms as well as spinoff from im-
proved microwave technology originating from the tele-
communications industry will have a significant impact on
GPR in the future.

It is reasonable to conclude that GPR is now an estab-
lished branch of science. It has links to electronic engi-
neering, mathematics, signal processing, geophysics, civil
engineering, structural engineering, archaeology, forensic
science planetary exploration, as well as unexploded or-
dance (UXO) clearance and mining. GPR has achieved ac-
ademic recognition as well as commercial impact and
seems set to continue its impact into all branches of
human activity where buried objects are sought.
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GUIDED ELECTROMAGNETIC WAVES

WILLIAM T. JOINES

Duke University

Closed-form solutions for TEM, TM, and TE waves in
guiding structures are obtained from Maxwell’s equations.
Propagation parameters, frequency ranges, broadbanding
techniques, and design examples are presented. Dielectric
waveguides for microwave and optical frequencies are also
presented.

1. MAXWELL’S EQUATIONS

Maxwell’s equations in differential form, as determined
from Faraday’s, Ampere’s, and Gauss’ laws, respectively,
are

r�E¼ �
@B

@t
ð1Þ

r�H¼Jþ
@D

@t
ð2Þ

r .D¼ r ð3Þ

r .B¼ 0 ð4Þ

In these equations, E is the electric field intensity in V/m,
H is the magnetic field intensity in A/m, D¼ eE is the
electric flux density in C/m2, e is the electric permittivity
in F/m, J¼sE is the conduction current density in A/m2,
s is the electrical conductivity in S/m, r is electric charge
density in C/m3, B¼ mH is the magnetic flux density
in Wb/m2 (or tesla) and m is the magnetic permeability in
H/m.

2. PROPAGATING SINE WAVES AND THE
WAVE EQUATION

For signals oscillating sinusoidally in time it is convenient
to represent the time variation as ejot. Thus, the electro-
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magnetic fields are expressed as Eðx; y; z; tÞ ¼Eðx; y; zÞejot,
and Hðx; y; z; tÞ¼Hðx; y; zÞejot. Substituting these expres-
sions into the differential form of Maxwell’s equations giv-
en in (1)–(4) yields the sinusoidal steady-state form as

r�E¼ � jomH ð5Þ

r�H¼ðsþ joeÞE ð6Þ

r .D¼ r ð7Þ

r .B¼ 0 ð8Þ

where the last two equations are unchanged since no time
derivative is involved.

A wave equation for E and H is derived by taking the
curl of both sides of (5) and (6), and then using the vector
identity

r�r�E¼rðr .EÞ � r2E ð9Þ

Thus, from (5), (6), and (9), we obtain

r�r�E¼ � jomðr�HÞ ð10Þ

and

rðr .EÞ � r2E¼ � jomðsþ joeÞE ð11Þ

If in the region of interest, r¼ 0, and eOeðx; y; zÞ, then
from (7), r .E¼ 0, and (11) takes a convenient form of the
wave equation as

r2E¼ jomðsþ joeÞE¼ g2E ð12Þ

A similar procedure, starting with the curl of both sides of
(6), yields an identical equation involving H as

r2H¼ jomðsþ joeÞH¼ g2H ð13Þ

In (12) and (13), we obtain

g¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jomðsþ joeÞ

p
¼ aþ jb ð14Þ

where g is the propagation constant, a is the attenuation
constant, and b is the phase constant, all expressed per
unit length.

Solutions to the wave equations for E and H may be
obtained most conveniently by separation of variables, as
shown in the next section.

3. SOLUTIONS FOR TEM, TM, AND TE WAVES [1,2]

Allowing all polarizations of E in rectangular coordinates,
(12) may be expressed as

r2ðExx̂xþEyŷyþEzẑzÞ¼ g2ðExx̂xþEyŷyþEzẑzÞ ð15Þ

where x̂x; ŷy, and ẑz are unit vectors. Thus, a typical term is

r2Ez¼ g2Ez ð16Þ

Substituting the separated-variable solution Ez (x, y, z)¼
X(x)Y(y)Z(z) into (16), and dividing by XYZ, produces the
result

1

X

d2X

dx2
þ

1

Y

d2Y

dy2
þ

1

Z

d2Z

dz2
¼ g2¼ � k2

x � k2
y � k2

z ð17Þ

From (17), it will be convenient to let

k2
z ¼ � ðg

2þk2
x þ k2

yÞ¼ � G2 ð18Þ

or

G¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2þ k2

x þ k2
y

q
ð19Þ

where the propagation constants kx, ky, and G are to be
determined.

Equating terms in (17) yields three ordinary differen-
tial equations that have the implied solutions indicated in
the following:

d2X

dx2
þ k2

xX ¼ 0! XðxÞ¼A1 cos kxxþB1 sin kxx ð20Þ

d2Y

dy2
þ k2

yY ¼ 0! YðyÞ¼A2 cos kyyþB2 sin kyy ð21Þ

d2Z

dz2
� G2Z¼ 0! ZðzÞ¼A3e�GzþB3eGz ð22Þ

We express a sinusoidally time-varying, z-polarized wave
propagating in the þ z direction as

Ezðx; y; z; tÞ¼Ezðx; y; zÞe
jot¼XðxÞYðyÞejot�Gz ð23Þ

and all the other components of E and H are expressed in a
similar form.

In (23), in order to produce the term ejðot�jGjzÞ necessary
for wave propagation to occur, G must be imaginary.
Taking the dielectric material through which the wave
propagates to be perfect (s¼0), then g2¼ jomðsþ joeÞ¼
�o2me. The propagation condition is

G¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2þ k2

x þ k2
y

q
¼ j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2me� k2

x � k2
y

q
¼ jbg ð24Þ

and wave propagation occurs if bg (the phase constant of
the wave-guiding structure) is real. At bg¼ 0, no propa-
gation occurs, which defines a cutoff frequency

fc¼
oc

2p
¼

1

2p
ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þk2
y

q
ð25Þ
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Substituting (25) into (24) yields

G¼ j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2me� o2

cme
q

¼ jo
ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

¼ jbg ð26Þ

These parameters will be examined further for different
wave-guiding structures.

All of the field solutions, expressed in the form XYe�Gz,
satisfy the wave equation, and the solutions must also
satisfy the boundary conditions imposed by the guiding
structure. For guided waves, the basic wave types are
transverse electromagnetic (TEM) waves, transverse mag-
netic (TM) waves, and transverse electric (TE) waves. For
propagation guided in the z direction, a TEM wave has
components of E and H that are perpendicular (or trans-
verse) to the z axis, and thus by definition, Ez¼Hz¼ 0. A
TM wave has components of H perpendicular to the z axis,
but by definition, Hz¼ 0. A TE wave has components of E
perpendicular to the z axis, but by definition, Ez¼ 0. These
wave types and polarizations are illustrated in Fig. 1,
where the TE and TM waves are guided by reflecting rays
at specific angles (y) between the parallel metal plates at
x¼0 and x¼a.

The guiding structures may take on a variety of forms,
but two important ones are diagramed in Fig. 2: Fig. 2a is
a parallel-plate transmission line with plate separation a
and width w; Fig. 2b is a rectangular waveguide with in-
side width a and height b. Within the parallel-plate line
depicted in Figs. 1 and 2a, a TEM wave can propagate at
all frequencies, and TM and TE waves can propagate at all
frequencies above a certain cutoff frequency (fc) that will
be determined later. Within the closed structure of the
rectangular waveguide, TM and TE waves can propagate
at all frequencies above their cutoff frequencies (fc differs
for TM and TE waves in the closed waveguide), but TEM
waves cannot exist within the closed waveguide.

3.1. Transverse Electromagnetic (TEM) Waves

To show that TEM waves cannot exist, and therefore prop-
agate, within the rectangular waveguide, proceed to solve
for a propagating wave as if one may exist. Assume solu-
tions of the form XYe�Gz for Ex, Ey, Hx, and Hy, take Ez¼

Hz¼ 0 by definition, and substitute the assumed solutions
into Maxwell’s curl equations. First, r�E¼ � jomH
yields

0þGEy¼ � jomHx ð27Þ

�GExþ 0¼ � jomHy ð28Þ

@Ey

@x
�
@Ex

@y
¼ 0 ð29Þ

and r�H¼ ðsþ joeÞE yields

0þGHy¼ ðsþ joeÞEx ð30Þ

�GHxþ 0¼ ðsþ joeÞEy ð31Þ

@Hy

@x
�
@Hx

@y
¼ 0 ð32Þ

where the common term e�Gz has been canceled in each
equation.

From (27), (28), (30), and (31), we obtain

�
Ey

Hx
¼

Ex

Hy
¼

jom
G
¼

G
sþ joe

ð33Þ

Therefore, G2¼ jomðsþ joeÞ¼ g2, and kx¼ ky¼ 0, which
allows no variation of E and H in the x–y plane. Thus,
boundary conditions cannot be satisfied within the closed
structure, and TEM waves cannot exist.

Since G2¼ g2 for TEM waves, the wave equations for Ex

and Hy within the parallel-plate transmission line are

d2Ex

dz2
¼ g2Ex and

d2Hy

dz2
¼ g2Hy ð34Þ

If wba for the parallel-plate line, then Ex and Hy repre-
sent uniform fields between the plates. By applying Fara-
day’s law between the conducting plates, and Ampere’s
law around the plates, the fields are related to the voltage

(a)

x a

a

a

z
y

E

P=E×H

(c)

x
z

y

H
E

P P�

�
� �

(b)

x
z

y

H
P PE

�

�

� �

H

Figure 1. Waves guided between parallel metal plates spaced
a distance a apart: (a) TEM waves—E¼Exx̂x; H¼Hyŷy; Ez¼0;
(b) TM waves—E¼ � Exx̂x�Ezẑz; H¼ �Hyŷy; Hz¼0; (c) TE
waves—E¼Eyŷy; H¼ �Hxx̂x�Hzẑz; Ez¼0.

x

y

a

b

z
x

y

w

a

(a) (b)

z

Figure 2. Two important structures for guiding waves: (a) par-
allel-plate line of width w and spacing a; (b) closed rectangular
waveguide of inside width a and height b.
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and current at any point z by

Ex¼
VðzÞ

a
and Hy¼

IðzÞ

w
ð35Þ

Thus, V(z) and I(z) also satisfy the wave equation, and for
waves propagating in the þ z direction they have the so-
lutions

VðzÞ¼Ae�gz and IðzÞ¼
A

Z0
e�gz ð36Þ

where A is a constant and Z0 is the characteristic imped-
ance of the transmission line. As in (33), since Ex/Hy¼ Z,
the intrinsic impedance of the material between the
plates, it is easily determined from foregoing relations
that

Z0¼
VðzÞ

IðzÞ
¼

Exa

Hyw
¼

a

w
Z¼

a

w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jom

sþ joe

s

ð37Þ

for the parallel-plate line considered here.

3.2. Transverse Magnetic (TM) Waves

Returning to the rectangular waveguide of width a and
height b, since Hz¼ 0 by definition for TM waves, select
Ez¼XYe�Gz as a solution that cannot vanish if a solution
does exist. Assuming solutions of the form XYe�Gz for Ex,
Ey, Hx, and Hy, substitute the assumed solutions into Max-
well’s curl equations. First, r�E¼ � jomH yields

@Ez

@y
þGEy¼ � jomHx ð38Þ

�GEx �
@Ez

@x
¼ � jomHy ð39Þ

@Ey

@x
�
@Ex

@y
¼ 0 ð40Þ

and r�H¼ ðsþ joeÞE yields

0þGHy¼ ðsþ joeÞEx ð41Þ

�GHxþ 0¼ ðsþ joeÞEy ð42Þ

@Hy

@x
�
@Hx

@y
¼ ðsþ joeÞEz ð43Þ

The common term e�Gz has been canceled in each equa-
tion.

From (41) and (42)

�
Ey

Hx
¼

Ex

Hy
¼

G
sþ joe

¼Z0 ð44Þ

which defines Z0 as the characteristic impedance of TM
waves in the rectangular waveguide. Using this definition
of Z0, and the curl equations, all the field components may
be expressed in terms of the one-component solution Ez.

Substituting (42) into (38) and using (44), we obtain

Hx¼
@Ez=@y

GZ0 � jom
ð45Þ

Substituting (41) into (39) and using (44), we obtain

Hy¼
�@Ez=@x

GZ0 � jom
ð46Þ

The remaining components are

Ex¼Z0Hy; Ey¼ � Z0Hx; and Hz¼ 0 ð47Þ

Again, the assumed solution for Ez is

Ez¼XYe�Gz¼ ðA1 cos kxxþB1 sin kxxÞ

� ðA2 cos kyyþB2 sin kyyÞ e�Gz
ð48Þ

and the boundary conditions are that Ez¼ 0 on each wall
of the waveguide. Letting Ez(0, y)¼ 0 and Ez (x, 0)¼ 0
requires that A1¼ 0 and A2¼ 0. The remaining sinu-
soidal terms will satisfy the conditions Ez (a, y)¼0 and
Ez (x, b)¼ 0 if

kx¼
mp
a

and ky¼
np
b

ð49Þ

where m and n are integers, including zero. Thus, the
solution for Ez is

Ezðx; y; z; tÞ¼Emn sin
mpx

a
sin

npy

b
e�Gzejot ð50Þ

Depending on the choice of integers m and n, different
cross-sectional field patterns may occur in the x–y plane.
These different modes are designated by TMmn. Observe
from (50) that the TM23 mode (for example) has two half-
sine-wave variations in the x direction and three half-sine-
wave variations in the y direction. The lowest-order mode
that can propagate is the TM11, since the TM10 and the
TM01 modes render Ez¼ 0 in (50).

In (50), as stated earlier, wave propagation occurs if G is
imaginary. Taking the dielectric material (usually air) fill-
ing the waveguide to be perfect (s¼ 0), then g2¼

jomðsþ joeÞ¼ � o2me, and

G¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2þk2

x þ k2
y

q

¼ j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2me�

mp
a

� �2
�

np
b

� �2
r

¼ jbg

ð51Þ
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Thus, wave propagation occurs at frequencies above the
cutoff frequency

fc¼
oc

2p
¼

1

2p
ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mp
a

� �2
þ

np
b

� �2
r

¼ v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m

2a

� �2
þ

n

2b

� �2
r ð52Þ

The cutoff frequency of the TM11 (lowest-order) mode is

fc¼
v

2a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

a

b

� �2
r

ð53Þ

Note that if the dimension b approaches infinity, and the
parallel sides remain a distance a apart, the cutoff fre-
quency for all TM modes in (52) becomes

fc¼
mv

2a
ð54Þ

3.3. Transverse Electric (TE) Waves

For TE waves within the rectangular waveguide of width a
and height b, since Ez¼ 0 by definition, select Hz¼XYe�Gz

as a solution that cannot vanish if a solution does exist.
Assuming solutions of the form XYe�Gz for Ex, Ey, Hx, and
Hy, substitute the assumed solutions into Maxwell’s curl
equations. First, r�E¼ � jomH yields

0þGEy¼ � jomHx ð55Þ

�GExþ 0¼ � jomHy ð56Þ

@Ey

@x
�
@Ex

@y
¼ � jomHz ð57Þ

and r�H¼ ðsþ joeÞE yields (assuming s¼ 0 for a perfect
dielectric medium)

@Hz

@y
þGHy¼ joeEx ð58Þ

�GHx �
@Hz

@x
¼ joeEy ð59Þ

@Hy

@x
�
@Hx

@y
¼ 0 ð60Þ

The common term e�Gz has been canceled in each equa-
tion.

The characteristic impedance of TE waves is defined
from (55) and (56) as

�
Ey

Hx
¼

Ex

Hy
¼

jom
G
¼Z0 ð61Þ

Using this definition of Z0 in (58) and (59) yields

@Hz

@y
¼ joeEx �

GEx

Z0
¼ joe�

G
Z0

� �
Ex ð62Þ

@Hz

@x
¼ � joeEyþ

GEy

Z0
¼ � joe�

G
Z0

� �
Ey ð63Þ

For the rectangular waveguide under consideration, Ex¼ 0
at y¼ 0 and y¼ b, and Ey¼ 0 at x¼ 0 and x¼a. Thus, from
(62) and (63), we obtain

@Hz

@y
¼ 0 at y¼ 0 and y¼ b ð64Þ

and

@Hz

@x
¼0 at x¼ 0 and x¼a ð65Þ

are appropriate boundary conditions since Hz cannot van-
ish if a solution exists.

Applying the boundary conditions to the assumed
solution

Hz¼XYe�Gz¼ ðA1 cos kxxþB1 sin kxxÞ

� ðA2 cos kyyþB2 sin kyyÞe�Gz
ð66Þ

yields

Hz¼Hmn cos
mpx

a
cos

npy

b
e�Gz ð67Þ

where kx¼mp=a, ky¼np=b, and m and n are integers cor-
responding to the mode variations in the x–y plane.

The remaining components of the TE waves are ob-
tained as follows: From (62), we obtain

Ex¼

@Hz

@y

joe�
G
Z0

¼
�kxHmn cos kxx sin kyye�Gz

joe�
G
Z0

ð68Þ

From (63)

Ey¼

@Hz

@x

�joeþ
G
Z0

¼
kxHmn sin kxx cos kyye�Gz

joe�
G
Z0

ð69Þ

From (61)

Hx¼ �
Ey

Z0
ð70Þ

and

Hy¼
Ex

Z0
ð71Þ
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If a4b for the rectangular waveguide, the mode of lowest
order is the TE10, which has the cutoff frequency fc¼ v/2a
and the field components

Hz¼H10 cos
px

a
e�Gz ð72Þ

Ey¼ � jZ
2a

l
H10 sin

px

a
e�Gz¼E10 sin

px

a
e�Gz ð73Þ

Hx¼ �
Ey

Z0
ð74Þ

Ex¼Hy¼Ez¼ 0 ð75Þ

The cutoff frequency of the TE10 mode is

fc¼
v

2a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2þn2

a

b

� �2
r

¼
v

2a
ð76Þ

Again, TE and TM waves share the same general ex-
pressions for propagation constant (G) and cutoff frequen-
cy (fc), as expressed in Eqs. (24), (25), (51), and (52). For
the two wave types, G and fc differ in the choice of the in-
teger mode numbers m and n. However, if the dimension b
goes to infinity, creating a parallel-plate waveguide, then
G and fc are the same for both TE and TM waves. The
characteristic impedance differs for the two wave types, as

Z0¼G=ðjoeÞ¼ Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðfc=f Þ

2
q

for TM waves, and Z0¼

jom=G¼ Z=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðfc=f Þ

2
q

for TE waves, where Z¼
ffiffiffiffiffiffiffi
m=e

p
is

the intrinsic impedance of the medium filling the guide.
Thus, as frequency is increased from fc to1, Z0 increases
from 0 up to Z for TM waves and decreases from1 down to
Z for TE waves.

For fofc, G is real, and the propagation term ejot�Gz

from the wave equation becomes ejot�agz, or

G¼o
ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðfc=f Þ

2
� 1

q
¼ ag ð77Þ

At operating frequencies below cutoff for the waveguide,
the waves are attenuated by the factor ag as they evanesce
or diffuse along the guide in the z direction with no real
wave propagation occurring. A waveguide below cutoff
may be used as an attenuator. For example, if f¼ 10 GHz
and fc¼ 13.12 GHz (corresponding to a¼ 0.45 in. or
11.43 mm in an air-filled, TE10 waveguide), then
ag¼ 1:78 Np/cm, or 15.46 dB/cm. Thus, the length is ad-
justed to yield a desired attenuation.

For fofc, the characteristic impedances are imaginary,

as Z0¼G=ðjoeÞ¼ � jZ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðfc=f Þ

2
� 1

q
for TM waves, and

Z0¼ jom=G¼ jZ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðfc=f Þ

2
� 1

q
for TE waves. This puts the

transverse components of E and H 901 out of time phase,
and tells us once again that time-average power cannot be
transferred as a propagating wave. Thus, energy transfer
along the guide is by evanescence or diffusion.

4. INTERPRETING Z0 FOR TEM, TM, AND TE WAVES

Taking the propagation medium to be a lossless dielectric
(s¼ 0), the intrinsic impedance of the medium is Z¼

ffiffiffiffiffiffiffi
m=e

p
.

For TEM waves propagating in the z direction, the char-
acteristic impedance is

Z0¼
VðzÞ

IðzÞ
¼ ZFðgÞ¼

Ex

Hy
FðgÞ ð78Þ

where, as in Fig. 2a, the geometry function F(g)¼a/w for
two parallel conducting strips of width w, separation a,
and wba; and FðgÞ¼ ð1=2pÞ ln ðb=aÞ for a coaxial line, if a
is the inner conductor radius and b is the inner radius of
the outer conductor.

For TM waves guided in the z direction, the character-
istic impedance is

Z0¼
G

joe
¼

jo
ffiffiffiffiffi
me
p

joe

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

¼ Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ð79Þ

From a raypath diagram of the guided TM wave, as in
Fig. 1b, Z0 may also be determined as

Z0¼
Ex

Hy
¼

E sin y
H

¼ Z sin y¼ Z
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos2 y
p

ð80Þ

But, bz¼ b sin y and bx¼ b cos y, and Z0 becomes

Z0¼ Z
l
lz
¼ Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l
lx

� �2
s

¼ Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s

ð81Þ

where lz¼ lg is the wavelength along the direction of
propagation or the wavelength along the guide, and
lx¼ lc is the cutoff wavelength.

For TE waves guided in the z direction, the character-
istic impedance is

Z0¼
jom
G
¼

jom

jo
ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ¼

Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ð82Þ

From a raypath diagram of the guided TE wave, as in Fig.
1c, Z0 may also be determined as

Z0¼ �
Ey

Hx
¼

E

H sin y
¼

Z
sin y

¼
Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� cos2 y
p ð83Þ

Again, bz¼b sin y and bx¼b cos y, and Z0 for TE waves
becomes

Z0¼ Z
lz

l
¼

Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l
lx

� �2
s ¼

Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ð84Þ
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and again, lz¼ lg is the wavelength along the guide, and
lx¼ lc is the cutoff wavelength.

For convenient reference, selected equations, proper-
ties and parameters of waveguiding structures are collect-
ed in Table 1 and 2.

5. FREQUENCY BANDWIDTH OF WAVEGUIDES

As discussed in earlier sections, waveguides operate at
frequencies above a specific cutoff frequency, and they may
be subject to higher-order modes (higher than the funda-

Table 1. Comparison Equations and Properties of TM, TE, and TEM Waves

TM Waves TE Waves TEM Waves

Hz¼0 Ez¼0 Ez¼Hz¼0

G¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�o2meþk2

x þk2
y

q
G¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�o2meþk2

x þk2
y

q
g¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�o2me

p
¼ jo

ffiffiffiffiffi
me
p

fc¼
v

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þk2
y

q
fc¼

v
2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þk2
y

q
fc¼0

lc¼
v

fc

2pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þk2
y

q lc¼
v

fc

2pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þk2
y

q lc¼N

bg¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2me� ðk2

x þk2
yÞ

q
bg¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2me� ðk2

x þk2
yÞ

q
b¼o

ffiffiffiffiffi
me
p

bg¼
2p
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l
lc

� �2
s

bg¼
2p
l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l
lc

� �2
s

b¼
2p
l

lg¼
2p
bg

¼
lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðl=lcÞ
2

q lg¼
2p
bg

¼
lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðl=lcÞ
2

q l

Z0¼
G

joe
¼ Z

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðl=lcÞ

2
q

Z0¼
jom
G
¼

Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðl=lcÞ

2
q Z

vg¼
o
bg

vg¼
o
bg

v¼
o
b

ZðzÞ¼Z0

ZLþ jZ0 tan bgz

Z0þ jZL tan bgz
ZðzÞ ¼Z0

ZLþ jZ0 tan bgz

Z0þ jZL tan bgz
ZðzÞ¼Z0

ZLþ jZ0 tan bz

Z0þ jZL tan bz

Table 2. Features of Some Commercially Available Rectangular Waveguides

EIA Inside Dimensions Cutoff Range for CW Power
Designation a�b (in.) fc (MHz) TE10 (MHz) Rating (MW)

WR1150 11.5�5.75 513 640–960 35.00–53.80
WR975 9.75�4.875 605 750–1120 27.00–38.50
WR770 7.70�3.85 766 960–1450 17.20–24.10
WR650 6.50�3.25 908 1120–1700 11.90–17.20
WR510 5.10�2.55 1157 1450–2200 7.50–10.70
WR430 4.30�2.15 1372 1700–2600 5.20–7.50
WR340 3.40�1.70 1735 2200–3300 3.40–4.71
WR284 2.84�1.34 2077 2600–3950 2.18–3.10
WR229 2.29�1.145 2590 3300–4900 1.56–2.14
WR187 1.87�0.87 3155 3950–5850 0.94–1.32
WR159 1.59�0.76 3710 4900–7050 0.75–0.98
WR137 1.37�0.62 4307 5850–8200 0.55–0.70
WR112 1.12�0.50 5260 7050–10000 0.36–0.45
WR90 0.90�0.40 6560 8200–12400 0.21–0.29
WR75 0.75�0.37 7867 9833–14950 0.19–0.27
WR62 0.62�0.31 9516 11900–18080 0.16–0.22
WR42 0.42�0.17 14047 17560–26690 —
WR28 0.28�0.14 21071 26340–40035 —
WR19 0.188�0.094 31383 39230–59630 —
WR15 0.148�0.074 39865 49830–75740 —
WR10 0.100�0.050 59000 73750–112100 —
WR8 0.080�0.040 73750 92200–140125 —
WR6 0.065�0.0325 90769 113460–172460 —
WR5 0.051�0.0255 115686 144600–220000 —
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mental mode). Single-mode propagation is necessary for
efficient transmission and detection of signal information
on the carrier wave, and, of course, more information may
be sent if the bandwidth is as large as possible. These re-
strictions may be troublesome at times, but there are ways
to avoid most of the trouble.

5.1. Lowering the Cutoff Frequency of Waveguides

The bandwidth of a rectangular waveguide operating in
the TE10 mode is generally taken to be 1:25fc�f�1:90fc,
where fc¼ v=2a is the TE10-mode cutoff frequency. This is
the choice because f1¼ 1:25fc is a convenient distance
above f ¼ fc (where Z0¼1) and f2¼ 1.90fc is convenient-
ly less than f¼ 2fc (where the first higher-order mode,
TE02, occurs if 2boa. Thus, the operating bandwidth is
f2� f1¼ 0.65fc.

To increase the bandwidth, we first lower the cutoff
frequency of the TE10 mode waveguide by increasing the
wide dimension a in fc¼ v/2a, as in Fig. 3a. To accommo-
date a large increase in the width a, the waveguide
is folded such that the width is now 2b and the height is
(aþ 2s)/2, as in Fig. 3b.

In Fig. 3, the dotted path a0 is longer than a because of
the fringing capacitance across the gap s. The fringing
capacitance is [3]

Cf ¼ e
4

p
ln coth

ps

2b

� �
ð85Þ

which is equivalent to a length increase given by

Cf ¼ e
2Da

b
ð86Þ

Thus

a0 ¼aþ2Da¼aþ
4b

p
ln coth

ps

2b

� �
ð87Þ

In (87), if s¼ 0.2b and b¼ 0.5a, then a0 ¼ 1.715a, and the
resulting lower cutoff frequency for the TE10 mode is
f
0

c ¼ v=2a
0

¼ fc=1:715¼ 0:583fc. The lower operating fre-
quency is f

0

1¼ 1:25f
0

c ¼ 0:729fc. The upper operating fre-
quency remains the same at f

0

2¼ f2¼ 1:90fc, since the
electric field of the TE20 mode is zero across the gap s
and little or no fringing capacitance occurs to increase the
pathlength. Thus, the new operating bandwidth is
f
0

2 � f
0

1¼ ð1:90� 0:729Þfc¼ 1:171fc, rather than 0.65fc.

Example 1. Given a¼ 12.5 cm, b¼ 0.5a¼ 6.25 cm, and s¼
0.2b¼ 1.25 cm, determine the operating frequencies and
bandwidth for exclusive TE10 mode operation in (a) the
rectangular waveguide and (b) the folded rectangular
waveguide in Fig. 3b.

Solution: (a) For the rectangular waveguide

fc¼
v

2a
¼

3� 108

0:25
¼1200 MHz ð88Þ

f1¼ 1:25fc¼ 1500 MHz ð89Þ

f2¼ 1:90fc¼ 2280 MHz ð90Þ

BW¼ f2 � f1¼780 MHz ð91Þ

(b) For the folded rectangular waveguide in Fig. 3b, we
obtain

f
0

c ¼
v

2a 0
¼ 0:583fc¼ 700 MHz ð92Þ

f
0

1¼ 1:25f
0

c ¼ 875 MHz ð93Þ

f
0

2¼ f2¼ 1:90fc¼ 2280 MHz ð94Þ

BW¼ f
0

2 � f
0

1¼ 1405 MHz ð95Þ

The folded waveguide considered here is more commonly
known as a single-ridged waveguide with a ridge thick-
ness approaching zero (tffi 0). A double-ridged version
using the same configuration (same operating frequencies
and bandwidth as in Fig. 3b) is shown in Fig. 3c. More
commonly used relative dimensions are shown in Figs. 4a
and 4b for single-ridged and double-ridged waveguides,
respectively [4]. Another variation on the same theme is
the T-septum waveguide, single and double, as shown in
Figs. 4c and 4d [5–7].

6. DIELECTRIC WAVEGUIDES

An electromagnetic wave is guided by a dielectric material
[8] of permittivity e1 surrounded by another dielectric
material of permittivity e2, where e1 > e2, as illustrated in

a

(a)

b

s

b b

a
a +2s

2
2

2s

(b) (c)

a'

a'

a'

Figure 3. (a) The cutoff frequency of TE10-mode waveguide is
lowered by increasing the width a; (b) the waveguide in (a) is
folded for a more compact structure, and the new equivalent
width is a0; (c) a double-ridged version of (b), imaged along the
horizontal bisector, has the same operating frequencies and band-
width as in (b).
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Fig. 5a and the top view along the propagation direction in
Fig. 5c. If y is the angle of the guided ray to the interface
normal, and f is the angle to the normal interface of any
ray that transmits into material 2, then by Snell’s law of
refraction

ffiffiffiffi
e1
p

sin y¼
ffiffiffiffi
e2
p

sin f ð96Þ

Requiring f¼ 90� for total internal reflection yields

y¼ sin�1

ffiffiffiffi
e2

e1

r
¼
D yc ð97Þ

Thus, with e1 > e2, the wave is guided along material 1 for
all angles y � yc. While most of the guided wave is in ma-
terial 1, part of the wave protrudes into material 2 and
propagates along the interface.

For TE waves, Ex¼ 0, Ez¼ 0, and

E¼ ŷyEyðxÞe
�jbz¼ ŷyEyðx; zÞ ð98Þ

where b¼o
ffiffiffiffiffiffiffi
mee
p

is the propagation constant of the guided
wave that propagates through an effective permittivity
that has the range: e2 � ee � e1. Note that @E=@z¼ � jbE,
and @E=@y¼ 0, but @E=@xO0, since the permittivity
changes along the x dimension. Substituting these speci-
fications into Maxwell’s curl equations yields

@Ey

@x
¼ � jomHz ð99Þ

and

jbEy¼ � jomHx ð100Þ

from r�E¼ � jomH, and

�jbHx �
@Hz

@x
¼ joeEy ð101Þ

from r�H¼ joeE.

a'

a'

(a) (b)

(c) (d)

Figure 4. More commonly used relative dimensions for (a) a sin-
gle-ridged waveguide and (b) a double-ridged waveguide. Other
variants are (c) the single T-septum waveguide and (d) the double
T-septum waveguide.

h x

z

(a)

�2 �1

y

2d

(b)

(c)

E

E

E

E

X

X

X

X

2d

E

H

X

y
Z

�2

�2

�1

�1

�1
�1

� =�1Sin�

�

�

�

Figure 5. (a) Dielectric waveguide of permittivity e1 surrounded
by permittivity e2, where e1 > e2 and 2d5h; (b) electric field dis-
tributions along x for the first two even modes (cosine terms) and
the first two odd modes (sine terms)—as in Fig. 6, the phase angle
from center to edge b1xd in increasing mode order is 0ob1xdop=2,
p=2ob1xdop, pob1xdo3p=2, and 3p=2ob1xdo2p; (c) a TE wave
guided in the z direction between the sides 2d apart.
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Substituting (99) and (100) into (101) yields

@2Ey

@x2
¼ ðb2

� o2meÞEy ð102Þ

which is valid in both material 1 and material 2 and has
the general solution

Ey¼Aie
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
�o2me

p
x ð103Þ

Thus, in material 1 (e1 > e2), we obtain

Ey¼Aie
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� o2me1x

q

¼Aie
�j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2me1 � b2x

q

¼Aie
�jb1xx¼A cos b1xxþB sin b1xx

ð104Þ

where

b2
1x¼o2me1 � b2

¼ b2
1 � b2

ð105Þ

The cos b1xx and sin b1xx solutions in (104) allow harmonic
modes of the propagating wave across the x dimension in
material 1. In material 2 (e2oe1)

Ey¼Aie
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2
� o2me2x

q

¼Ce�a2x ð106Þ

where

a2
2¼ b2

� o2me2¼ b2
� b2

2 ð107Þ

which shows that Ey decreases exponentially in the x di-
rection.

Tangential components of E and H must be continuous
across the interface between materials 1 and 2, and this
condition is used to determine additional characteristics of
the propagating modes. Equating Ey terms at x¼d, and
using the Ey¼A cos b1xx solution from (104), we obtain

A cos b1xd¼Ce�a2d ð108Þ

or

C¼Aea2d cos b1xd ð109Þ

Thus, in material 2 at x � d, we have

Ey¼ ðAea2d cos b1xdÞe�a2x

¼ ðA cos b1xdÞe�a2ðx�dÞ
ð110Þ

Equating H1z¼H2z at x¼d by using @Ey=@x¼ � jomHz as
given by (99), we obtain

H1z¼
1

�jom
@

@x
ðA cos b1xxÞ¼

b1xA

jom
sin b1xx ð111Þ

H2z¼
1

�jom
@

@x
ðCe�a2xÞ¼

a2C

jom
e�a2x ð112Þ

and at x¼d

b1xA sin b1xd¼ a2Ce�a2d

¼ a2ðAea2d cos b1xdÞ e�a2d
ð113Þ

or

tan b1xd¼
a2

b1x

ð114Þ

is obtained for the choice Ey¼A cos b1xx in material 1. If
the equally valid Ey¼B sin b1xx had been chosen as the
solution in material 1, the result of matching tangential
fields at x¼d would have been

tan b1xd¼ �
b1x

a2
ð115Þ

The electric field distributions along the x dimension for
the first four modes, two even (cosine terms), and two odd
(sine terms), are shown in Fig. 5b. Note the corresponding
phase angle b1xd from center to edge for each mode as
listed in the caption for Fig. 5b. These phase angles and
the propagating modes that are allowed may be deter-
mined by graphically solving the transcendental eigenval-
ue equations tan b1xd¼ a2=b1x and tan b1xd¼ � b1x=a2.

From the expressions defined earlier, a2
2¼ b2

� o2me2

and b2
1x¼o2me1 � b2, express

a2

b1x

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2mðe1 � e2Þ

b2
1x

� 1

s
ð116Þ

Next, define and then substitute the term

V ¼
D ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

o2mðe1 � e2Þd2
p

¼od
ffiffiffiffiffiffiffi
me0
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e1r � e2r
p

¼
od

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1r � e2r
p

¼
2pd

l0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1r � e2r
p

ð117Þ

to obtain

tan b1xd¼
a2

b1x

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V

b1xd

� �2

� 1

s

ð118Þ

for the even modes, and

tan b1xd¼ �
b1x

a2
¼

�1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V

b1xd

� �2
� 1

r ð119Þ
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for the odd modes. The operating frequency and the pa-
rameters of the dielectric waveguide set the value of V
(called the normalized frequency). The first and last terms
of (118) and (119) are plotted against b1xd, and the cross-
ing points of the curves give the allowed modes and the
particular value of b1xd for that mode. An example is plot-
ted in Fig. 6 for the case when V¼ 6. For this value of V,
two even modes and two odd modes are allowed to prop-
agate. Observe from the plot that if Vo3p=2, only three
modes could propagate (two evens and one odd). Also, if
Vop=2, only one mode could propagate (the lowest-order
even mode).

Example 2. A dielectric sheet of thickness 2d¼ 0.002 m
and permittivity e1¼ 3:25e0 is surrounded by air (e2¼ e0).
(a) Over what range of operating frequencies will no more
than three modes propagate? (b) Over what range of op-
erating frequencies will only one mode propagate?

Solution:

V ¼
2pfd

c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1r � e2r
p

¼
2pf 0:001

3�108

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3:25� 1
p

¼ pf � 10�11

(a) For pf �10�11o3p=2, three modes propagate in the
range fo150 GHz.

(b) For pf �10�11op=2, only one mode propagates in
the range fo50 GHz.

As indicated earlier, b, the propagation constant of
waves or modes that are guided in the z direction, lies
within the range b2 � b � b1, where b1¼o

ffiffiffiffiffiffiffiffiffi
m0e1
p

and
b2¼o

ffiffiffiffiffiffiffiffiffi
m0e2
p

. Also, the raypaths of guided waves may
have y angles that lie within the range yc � y � 90�, where
yc¼ sin�1

ffiffiffiffiffiffiffiffiffiffiffi
e2=e1

p
is the angle of the critical ray and y¼ 901

is the angle of the axial ray. So, how do the angles of the
raypaths relate to the propagation constant of modes or
waves? From the raypath diagram in Fig. 5c, the propa-

gation constant of modes guided in the z direction is

b¼b1 sin y¼o
ffiffiffiffiffiffiffiffiffi
m0e1
p

sin y ð120Þ

For axial rays (y¼ 901)

b¼ b1¼o
ffiffiffiffiffiffiffiffiffi
m0e1
p

ð121Þ

This is the largest value of b, and it occurs at the highest
operating frequency of a particular mode, since b is di-
rectly proportional to frequency.

For rays at y ¼ yc, we obtain

b¼o
ffiffiffiffiffiffiffiffiffi
m0e1
p

ffiffiffiffi
e2

e1

r
¼o

ffiffiffiffiffiffiffiffiffi
m0e2
p

¼ b2 ð122Þ

This is the smallest value of b, and it occurs at the lowest
operating frequency of a particular mode. Also, at y¼ yc

where b¼ b2, we have from (105)

b2
1x¼o2me1 � b2

¼o2me1 � o2me2 ð123Þ

or

b1x¼o
ffiffiffi
m
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e1 � e2
p

¼
V

d
ð124Þ

Thus, rays at y¼ yc within a particular mode have b1xd¼
V, which is at the point of extinction or cutoff for the mode.
The relationships discussed above are indicated on the
plot of b versus radian frequency o in Fig. 7. Note from the
plot that at a single operating frequency, many different
modes may be propagating, and the highest-order modes
have ray paths at y¼ yc, while the lowest-order modes
have axial rays (y¼ 901).

Example 3. (a) A dielectric waveguide has e1r¼ 2:34;
e2r¼ 2:28, d¼ 5 mm and f¼ 318.31 THz, which yields a
normalized frequency of V¼ ðod=cÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1r � e2r
p

¼ 8:22. The

6

0 at �1xd = V

�1xd

at �1xd=V

5 2π41 3 

tan�1xd

e2
tan�1xd

0

�2

�1

e1

5π
22

3π
2
π

2

−1

V
�1xd

−1

2

−1V
�1xd

2 π

−∞

Figure 6. First and last terms of (118) and (119) plotted against
b1xd for the case when V¼6. For this value of V, two even modes
and two odd modes are allowed to propagate.

�

One mode

Lowest-order
mode

� =�c

�1 = � �0�1

�2 = �

� = 90°

�

�0�2√

√

Figure 7. Plot of b versus radian frequency o. Note from the plot
that at a single operating frequency, many different modes may be
propagating, and the highest-order modes have raypaths near the
critical angle, while the lowest-order modes are nearly axial.
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eigenvalues of each propagating mode are b1xd¼
1:400; 2:491; 4:179; 5:543; 6:865; and 8:045. Find the
propagation angle (y to the interface normal) for each
mode. (b) Is the raypath of the highest-order mode
near the critical angle (y¼ yc) or near the axial angle (y
¼ 901)?

Solution: The propagation constant along a ray path with-
in the waveguide is

b1¼o
ffiffiffiffiffiffiffiffiffi
m0e1
p

¼
o

ffiffiffiffiffiffi
e1r
p

c
¼

1:02� 107

m
ð125Þ

The propagation constant along the x direction is
b1x¼ b1 cos y1, where from the data, we have

b1x¼
0:28; 0:498; 0:8358; 1:1086; 1:373; 1:609� 106

m
ð126Þ

Thus

y¼ cos�1 b1x

b1

¼ 88:43�; 87:20�; 85:30�; 83:76�; 82:26�; 80:92�

ð127Þ

Observe that the highest-order mode is near the critical
angle, yc¼ sin�1 1:51

1:53¼ 80:72�, and the lowest-order mode
is nearly axial (901).

Example 4. (a) A dielectric waveguide has e1r¼ 2:19 and
e2r¼ 2:16. For single-mode propagation at the following
wavelengths (in air), l0¼1:3; 1:4; 1:5; 1:6 mm, the eigen-
values are b1xd¼ 0:9336; 0:9027; 0:8734; 0:8456, respec-
tively. Find the propagation angle (y to the interface
normal) for each wavelength if d¼ 1.89mm. (b) Is the
shortest wavelength closest to the critical ray (y¼ yc) or
to the axial ray (y¼ 901)?

Solution: The normalized frequency (V) in the order of in-
creasing wavelength (in mm) is

V ¼
2pd

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1r � e2r
p

¼
2:042

l0

¼ 1:5708; 1:4586; 1:3613; 1:2763

ð128Þ

Using this result, the eigenvalue at each wavelength is
found by solving

tan b1xd¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V

b1xd

� �2

� 1

s

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:042

lb1xd

� �2

� 1

s

ð129Þ

to yield b1xd¼ 0:9336; 0:9027; 0:8734; 0:8456, and
b1x¼ ð0:4940; 0:4776; 0:4621; 0:4474Þ� 106=m. At each
wavelength,
b1¼ 2p

ffiffiffiffiffiffi
e1r
p

=l0¼ 7:1532; 6:6422; 6:1994; 5:8119� 106=m.

Thus

y¼ cos�1 b1x

b1

¼ 86:04�; 85:88�; 85:72�; 85:58� ð130Þ

in the order of increasing wavelength. Note that the short-
est wavelength is closest to the axial ray (y¼901), and the
longest wavelength is closest to the critical ray
(y¼ yc¼ 83:34�).
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GUNN OR TRANSFERRED-ELECTRON DEVICES
AND CIRCUITS

HERIBERT EISELE

University of Leeds
Leeds, United Kingdom

1. GENERAL

Among all solid-state microwave devices, transferred-elec-
tron devices (TEDs), often called Gunn devices, are quite
unique in that they utilize specific bulk-material proper-
ties of certain semiconductors. They are unipolar devices
and, generally, do not exhibit the distinctive diode char-
acteristic of p-n (positive–negative) junctions as seen, for
example, in other two-terminal microwave devices such as
impact ionization avalanche transit-time (IMPATT) or
tunnel injection transit-time (TUNNETT) diodes. Origi-
nally, TED structures and circuits were developed for both
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amplifier and oscillator applications. However, rapid pro-
gress in high-speed and high-frequency three-terminal
devices with excellent noise performance has practically
been eliminating TEDs from all low-noise preamplifier
applications up to the high-millimeter-wave frequencies.
Additionally, oscillators or amplifiers with three-terminal
devices continue to reach higher and higher frequencies
and offer similar or even higher radiofrequency (RF) out-
put power levels and direct-current (DC)-to-RF conversion
efficiencies compared to the most powerful two-terminal
devices such as IMPATT diodes. TEDs in oscillator appli-
cations are characterized by low-noise and medium-RF
output power PRF. Therefore, they are well suited for local
oscillators in sensitive heterodyne receivers and for trans-
mitters at operating frequencies above 30 GHz.

2. PRINCIPLES OF OPERATION

The transferred-electron effect only depends on a specific
band structure of the semiconductor material and, there-
fore, is present in the bulk material. Several materials,
mainly in groups III–V and II–VI compound semiconduc-
tors and listed in Table 1 [1–3] exhibit such a band struc-
ture. These semiconductor materials have more than one
energy minimum (i.e., valley in the conduction band) and
meet the following criteria, which were proposed indepen-
dently by Ridley and Watkins [4] as well as Hilsum [5]
(RWH):

1. At least two valleys must be present in the conduc-
tion band.

2. The minimum (minima) of the upper valley(s) must
be several times the thermal energy of electrons
above the minimum of the lowest (¼main) valley in
the conduction band for electrons to reside initially
in the lowest valley.

3. The energy difference (DE) between the minimum
(minima) of the upper valley(s) and the minimum of
the main valley in the conduction band must be less

than the energy bandgap Eg to avoid the onset of
significant impact ionization in such a device.

4. The transfer of electrons from one conduction band
valley to another must require much less time than
one period of the intended operating frequency.

5. The effective masses and densities of states in the
upper valley(s) must be considerably higher than in
the main valley. As a consequence of the higher ef-
fective masses, mobilities in the upper valley(s)
must be much lower than in the main valley.

For the principles of operation, a homogeneous bulk semi-
conductor material and a simplified band structure as
shown in Fig. 1 are assumed. Electrons at low energies
initially reside in the main valley of the conduction band,
where a low effective mass corresponds to a high mobility
m1. When electrons acquire more energy (e.g., under an
electric field E), most of them still remain in the main
valley if EoEth, where Eth is referred to as the threshold
electric field. As electrons acquire even more energy (for
E > Eth), many of them are scattered (‘‘transferred’’) into
the upper valley, where a higher effective mass corre-
sponds to a lower mobility m2 [1]. For an electric field E,
assumed to be constant in the bulk material, an average
electron velocity vavg and average mobility mavg can be
defined as

vavg¼
n1m1þn2m2

n1þn2
E¼ mavgE ð1Þ

where n1 and n2 denote the number of electrons in the
lower and upper valleys, respectively. Since n1 decreases
and n2 increases, vavg decreases as shown in Fig. 2. At
large energies [i.e., high electric fields (EcEth)], most of
the electrons are transferred to the upper valley and
n15n2. Therefore, after reaching the minimum value,
the average drift velocity again increases for higher elec-
tric fields. The decrease in the average drift velocity for
E > Eth generates a region of negative differential

Table 1. Semiconductor Materials Related to the Transferred-Electron Effect

Valley Separation

Semiconductor Eg (eV) Between DE (eV) ET (kV/cm) vp (107 cm/s) T (K)

GaAs 1.42 G and L 0.31 (0.33) 3.2–3.5 2.2–2.3 300
InP 1.35 G and L 0.53 (0.45) 10–12 2.5–2.8 300
Ge 0.74 L and G 0.18 2.3 1.4 77
CdTe 1.50 G and L 0.51 11 1.5 300
InAs 0.36 G and L 1.28/0.87 1.6/2.5 3.6 300
InSb 0.28 (0.18) G and L 0.41 0.6 5.0 77
ZnSe 2.60 G and L — 38 1.5 300
Ga0.5In0.5Sb 0.36 G and L 0.36 0.6 2.5 300
Ga0.3In0.7Sb 0.24 G and L — 0.6 2.9 300
In0.53Ga0.47As 0.76 G and L 0.55 3–4 2.9 300
InAs0.2P0.8 1.10 G and L 0.95 5.7 2.7 300
Ga0.13In0.87As0.37P0.63 1.05 G and L — 5.5–8.6 1.2 300
GaN 3.36 G and X 1.5 80–160 2.5–4.5 300
Ga0.5Al0.5N 4.77 G and X 0.44 470 2.5 300

Source: Data From Refs. 1–3.
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mobility mdiff with

mdiff ¼
dvavg

dE
ð2Þ

If electrons in the upper valley reach a region where the
electric field E drops below Eth, they lose energy and sig-
nificantly more of them are scattered back to the main
valley.

James B. Gunn was the first to observe current oscil-
lations experimentally in bulk GaAs and InP [6,7], which
were subsequently explained by this transferred-electron
effect [8]. As a result, the term Gunn device quickly be-
came common for this type of device. Out of more than 10
semiconductor materials known for the transferred-elec-
tron effect, only GaAs and InP have so far found wide-
spread use in system applications. GaAs and InP have
three valleys in the conduction band, and at the doping
concentrations required for operation at millimeter-wave
frequencies, high-field mobilities are considerably lower
than the low-field mobilities. As a consequence of two up-
per valleys and additional scattering mechanisms, the
electron drift velocity v monotonically decreases for elec-
tric fields above Eth. Figure 3 shows simplified band struc-
ture diagrams for GaAs and InP, and Fig. 4 their
respective velocity–electric field profiles. Table 2 [9–11]
summarizes the relevant material characteristics of GaAs
and InP. The finite time it takes for electrons to gain or
lose energy in an electric field causes a fundamental phys-
ical frequency limit in these devices. This frequency limit

was originally thought to be approximately 100 and
200 GHz [9–11] for TEDs based on the GaAs and InP ma-
terial systems, respectively. However, more recent theo-
retical and experimental work indicates a significantly
higher frequency limit in InP-based TEDs.

Except for some rare conditions in devices at lower mi-
crowave frequencies, the bulk negative differential mobil-
ity alone does not cause a static negative differential
resistance (NDR) to be used for RF power generation. A
mechanism based on the negative differential mobility re-
sults in a dynamic negative resistance as shown next. In a
region of bulk semiconductor material under uniform con-
ditions (doping concentration ND, electric field E, average
differential mobility mdiff), any space charge inhomogeneity
QS(x,t) traveling at the velocity v grows or decays follow-
ing an exponential law that can be derived from Maxwell’s
equations:

QSðx; tÞ¼QSðx� vt; 0Þ exp �
t

t

� �
ð3Þ

where

t¼
es

s
¼

es

qNDmdiff

ð4Þ

v

v1 = �1

v2 = �2

�diff = 

Peak

Valley

dE
< 0

�

dv

�diff = dE
> 0dv

Figure 2. Velocity–electric field profile for the two-valley semi-
conductor of Fig. 1.
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where, q denotes the elementary charge; s and es denote
specific conductivity and dielectric constant of the mate-
rial, respectively. At low electric fields E, where mdiff40,
the charge inhomogeneity decays with t¼ tD, the dielec-
tric relaxation time, and at higher electric fields, where
mdiffo0, a charge inhomogeneity can grow. This charge in-
homogeneity reaches a significant level only if the growth
factor for the maximum traveled distance l, the length of
the active region of the device, is very large. Therefore the
condition

l

vjtj
¼

lqNDjmdiff j

esv
> 1 ð5Þ

must be satisfied, which corresponds to

NDl > 1� 1012 cm�2 ð6Þ

for both GaAs and InP.

Typical Gunn devices at millimeter-wave frequencies
have NDl products between 1�1012 cm� 2 and 3�
1012 cm� 2, and doping concentrations ND in the active re-
gion exceed 1015 cm�3. For ND41015 cm� 3, space charge
inhomogeneities typically grow into so-called dipole do-
mains where accumulation and depletion layers are
lumped together. Figure 5 shows the carrier distribution
and electric-field profile for such a dipole domain under
uniform conditions. Electrons in the low-field region travel
at a constant vT for a constant electric field E1. Electrons
in region a are accelerated by the higher electric field until
they reach region b, where they are transferred to the up-
per valley and slow down to be trapped in this accumula-
tion region. Electrons in region c lose energy and are
transferred back to the lower valley. Their average veloc-
ity now is higher than the average velocity in region b,
thus region c is depleted of electrons. After a domain forms
at the cathode, grows, and propagates through the active
region, the voltage drop across the domain increases and,
under a constant bias voltage, lowers the voltage drop
outside the domain. This voltage drop is equivalent to a
reduction in the electric field E1 outside the domain and
generally prevents formation of new domains in the active
region. It also limits the growth of the existing domain
because fewer electrons are trapped in the accumulation
layer or escape the depletion layer. Domains reaching the
anode collapse and induce a current flow in the external
circuit. A phase difference occurs between this current
flow and the applied RF voltage and, at the right frequency,
this phase difference corresponds to a dynamic negative
resistance and causes RF power generation in an appro-
priate RF circuit.

Distinct modes of operation have been investigated
and described for TEDs at microwave frequencies [12].

v 
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cm
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−1

)
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0
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GaAs

EthEth

Figure 4. Velocity–field profile for the three-valley semiconduc-
tor materials GaAs and InP.

Table 2. Semiconductor Material Characteristics
Relevant to GaAs and InP TEDsa

Semiconductor

Properties GaAs InP

Energy gap (eV) 1.42 1.34
Low-field mobility (at 500 K)

(cm2 V� 1 s� 1)
5000 3000

Thermal conductivity (W cm� 1 K� 1) 0.37–0.54 0.68–0.80
Velocity peak-to-valley ratio 2.2 3.5
Threshold field Eth (kV/cm) 3.5 10.5
Breakdown field (at ND¼1016 cm� 3)

(kV/cm)
400 500

Effective transit velocity vT (cm/s) 0.7�107 1.2�107

Temperature dependence of vT (K� 1) �0.0015 �0.001
Diffusion coefficient-mobility ratio

at 2 Eth (cm2/s)
72 142

Energy relaxation time due to
collisions (ps)

0.4–0.6 0.2–0.3

Intervalley relaxation time (ps) — 0.25
Acceleration–deceleration time (ps)

(inertial energy time constant)
1.5 0.75

Source: After Wandinger Ref. 9, Fank et al. [10], and Eddison [11].
aAt a temperature of 300 K unless noted otherwise.
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Figure 5. Carrier concentrations and electric field profile for a
dipole domain.
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However, as is shown next, at millimeter-wave frequen-
cies finite intervalley transfer and domain formation
times reach a significant fraction of the RF cycle. In
such a case, domains form, grow, and suppress formation
of new domains, but may never reach the stable state be-
fore they reach the anode as described above. Therefore,
modes get blurred, and devices generally operate in a near
transit-time mode, where the operating frequency fop is
given by

1

T
¼ fop¼

vT

l
ð7Þ

The effective transit velocity vT¼ v(E1)¼ vD(Eh) can be de-
termined from Butcher’s equal-area rule [13], which is

Z Eh

El

½vðEÞ � vD�dE¼ 0 ð8Þ

for a constant diffusion coefficient throughout the active
region and is illustrated in Fig. 6.

If the operating frequency fop differs somewhat from
Eq. (7), the domain reaches the anode prematurely or is
delayed. Similar to the operation of transit-time diodes,
the current pulse from the collapsing domain still causes a
negative resistance and generates RF power. Therefore,
operation over a broad bandwidth can be achieved. Addi-
tionally, higher bias voltages increase electric fields in the
device, and higher electric fields reduce the domain veloc-
ity vD, as seen in Fig. 6. At higher electric fields, electrons
also acquire the energy for intervalley transfer over a
shorter distance as is described in more detail in a
subsequent section. Consequently, the portion of the ac-
tive region where domains form and travel is increased.
Lower vD and longer domain travel distance correspond to
a lower optimum fop.

Figure 7 gives an overview of typical structures and
schematic doping profiles for TEDs that yielded (Figs. 7a,
7b, 7d, 7e) or are expected to yield (Fig. 7c) excellent RF
performance in oscillators. The three-zone flat-doping and
the two-zone flat-doping structures were the first to be
exploited because they are easy to grow in more classical
growth systems such as liquid-phase or vapor-phase epi-
taxy (LPE or VPE). The three-zone flat-doping structure
[14] consists of the n� -doped active region sandwiched
between the highly doped nþ regions for the ohmic con-
tacts. Since low-ohmic alloyed contacts can be formed on

n-type GaAs and InP, the highly doped region on the cath-
ode side can be omitted and just a two-zone, flat-doping
structure needs to be grown by VPE or LPE.

The advent of advanced growth techniques such as mo-
lecular-beam epitaxy (MBE), metallorganic chemical va-
por deposition (MOCVD), metallorganic molecular-beam

EhEl

V

vD

vD (Eh)

�

Figure 6. Equal-area rule for TEDs.
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epitaxy (MOMBE), and chemical-beam epitaxy (CBE) has
allowed more complicated structures to be grown. Using
these growth techniques, graded-doping profiles and he-
terojunction barriers as shown in Fig. 7 can be incorpo-
rated into the device structures and suitably tailored to
optimize device performance at a particular frequency or
to extend the frequency limit of TEDs. Computer simula-
tions [11,15,16] have revealed that in a three-zone flat-
doping structure, ‘‘cold’’ electrons with low energies enter
the active region from the contact zone at the cathode and
require some time to acquire enough energy before they
transfer to the upper valley. The results of such Monte
Carlo simulations [16] at a frequency of 95 GHz are illus-
trated in Fig. 8 for a three-zone flat-doping structure in
InP with a doping of 1�1016 cm� 3 in the active region.
The finite-energy relaxation times, which are shown in
Fig. 9 as a function of the electron energy in GaAs and InP,

create a huge so-called ‘‘dead space’’ at the beginning of
the 1.7-mm-long active region. As can be seen from Fig. 8c,
the average energy E of electrons within the dead space
does not reach the threshold energy Eth for intervalley
transfer, and electrons reside mostly in the main valley.
Therefore, the differential mobility remains positive, and
space charge inhomogeneities are prevented from grow-
ing, which is illustrated in Fig. 8b with insignificant elec-
tron accumulation within the dead space. As a
consequence, the resistance of the device R(x) [i.e., the
real part of ZðxÞ] as a function of the position x

ZðxÞ¼RðxÞþ jXðxÞ¼

Z x

0
Eðx0Þdx0

A

l

Z x

0
Jðx0Þdx0

ð9Þ
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remains positive for a large fraction of the active region
and contributes to losses in this dead-space region, where-
as a negative resistance contributes to the RF power gen-
eration only for a small fraction of the active region. In
Eq. (9), A and J, denote the device area and total current
density, respectively. In addition to this dead-space region,
the peak electric field occurs near the anode, and, at a high
DC bias, the electric field may reach values for the onset of
avalanche breakdown. The energy-dependent energy re-
laxation times of Fig. 9 lead to effective transfer time con-
stants as shown in Table 2 for GaAs and InP.
Fundamental frequency limits of 100 GHz for GaAs and
200 GHz for InP TEDs were originally estimated from
these effective transfer time constants and considered
hard limits. However, in subsequent sections, some solu-
tions that help reduce the dead-space region or have been
demonstrated to extend the useful frequency range even
far beyond these fundamental frequency limits are pre-
sented and discussed.

3. FABRICATION TECHNOLOGIES

TEDs are characterized by low to medium DC-to-RF con-
version efficiencies ranging from approximately more than
15% down to less than 1%. As a consequence, most of the
DC input power PDC, namely, PDC�PRF, needs to be dis-
sipated as heat in the device. In most cases, one of the
metal contacts near the active region of the device also
acts as the heatsink; therefore, TEDs for millimeter-wave
frequencies generally are mesa-type devices. Additionally,
operation at these frequencies requires thin devices to re-
duce losses in the substrate resulting from the skin effect.
The integrated heatsink technology is the most wide-
spread for devices at millimeter-wave frequencies. To re-
duce losses in the substrate, most of it needs to be removed
during fabrication.

In early fabrication technologies, vapor-phase epitaxy
(VPE) provided the layer structures. As a first step in pro-
cessing, a few small holes (or grooves) across the sample

were etched through the epitaxial layers down into the
substrate. An appropriate depth of the holes was chosen to
gauge the thickness during substrate removal. The advent
of more advanced growth techniques, such as MBE, MOM-
BE, MOCVD, and CBE, allows the incorporation of a lat-
tice-matched, stop–etch layer between the substrate and
the epitaxial layers of the device. This way, the substrate
is completely removed, and precise control of the mesa
height and, consequently, the device diameter is achieved.
Fabrication technologies for substrateless devices on inte-
gral heatsinks or on diamond heatsinks for better heat
removal have been developed and described in the litera-
ture. Selective etching technologies in the GaAs and InP
material systems [16–18] employ as etch–stop layers lat-
tice-matched GaxAl1� xAs (xo0.4) and In0.53Ga0.47As lay-
ers, respectively. Improved yield, reproducibility, and
performance characterize these substrateless devices.

Figure 10 summarizes the basic steps of these fabrica-
tion technologies. The batch fabrication of InP TEDs on
integral heatsinks serves as an example [16]. In the first
step, the metallization for the n-ohmic contact (Ni/Ge/Au/
Ti/Au) is evaporated or sputtered onto the surface. A thick
gold layer is then electroplated onto this metallization to
form the integral heatsink. The sample is mounted on a
carrier to provide additional mechanical support and pro-
tect the heatsink during the subsequent processing steps.
The substrate is removed in a selective etchant of diluted
hydrochloric acid [16], which does not attack the In0.53-

Ga0.47As etch–stop layer. Good ohmic contacts can be
formed on n-type InP or, with lower specific contact resis-
tance rc, on n-type In0.53Ga0.47As. Therefore, this In0.53-

Ga0.47As layer need not be removed, but may be etched
away selectively in a standard solution of phosphoric or
sulfuric acid, hydrogen peroxide, and water as indicated in
Fig. 10. Such a solution does not attack InP. A photoli-
thography step defines the openings on this InP surface
(or In0.53Ga0.47As surface if left in place), where the met-
allization (Ni/Ge/AuTi/Au)) for the other n-ohmic contacts
on the second heavily nþ -doped layer is deposited. Excess
metal outside the contacts is lifted off with the photoresist
and, using another photolithography step, the contacts are
selectively electroplated with several micrometers of gold
to form a good bonding pad. The contact pad acts as a
mask when the mesa of the diode is etched in a nonselec-
tive etch. After the sample has been removed from the
carrier, the contacts are annealed, and the sample is diced
into individual diodes. Diodes are then mounted in pack-
ages for appropriate RF circuits.

4. DEVICE PACKAGES, OSCILLATOR CIRCUITS, AND
RF PERFORMANCE

Figure 11a shows a typical TED package. It consists of a
gold-plated threaded copper puck (which can be screwed
into the RF circuit), an alumina ring, and a top lid for a
hermetic seal. The device is soldered or thermocompres-
sion-bonded onto a pedestal inside the ring, and gold
straps are then thermocompression-bonded onto the de-
vice and the top metallization of the alumina ring. The
height and diameter of the ring depend on the operating
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Figure 9. Energy relaxation times te in GaAs and InP against
electron energy E. (After Rolland et al. [15].)
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frequency as well as the device, and typical values are
given in Fig. 11a. This type of package is used up to fre-
quencies of 94 GHz, and its parasitic elements can be ap-
proximated by lumped elements as illustrated in Fig. 11b.
Different ribbon configurations are chosen to minimize the
influence of the parasitic inductance Lp, which is the high-
est for just one gold strap across and the lowest for the
‘‘star’’ configuration. The useful frequency range of the
package can be extended to 140 GHz and higher if the
alumina ring is replaced by a quartz ring for a lower par-
asitic capacitance Cp. However, new devices for frequen-
cies above 100 GHz are still being developed, and, for
research purposes, a low-parasitic open package with
two or four standoffs at the highest millimeter- and
up to submillimeter-wave frequencies is also often
employed [18,19].

The heat-flow resistance Rth from the active layer of the
device to the package causes an average temperature
increase DTop in the active layer

DTop¼RthðPDC � PRFÞ ð10Þ

Too high an active layer temperature degrades the RF
performance as well as the device reliability and lifetime
[11]. A larger valley separation of 0.53 eV in InP than in
GaAs (see Fig. 3) reduces the temperature dependence of

the transfer mechanism as well as the temperature-de-
pendence of the effective transit velocity vT (see Table 2).
As a result, DC-to-RF conversion efficiencies and oscilla-
tion frequencies are generally less temperature-depen-
dent in InP Gunn devices. However, the higher
threshold electric field of 10.5 kV/cm in InP (see Table 2)
requires higher bias voltages than those applied at GaAs
devices of the same length. Therefore, RF power levels are
thermally limited at low microwave frequencies, where
long active regions need to be used. As a further conse-
quence, InP TEDs are more likely to benefit from reduced
heat-flow resistances [11]. Figure 12 compares the esti-
mated [20] heat-flow resistances of W-band (75–110 GHz)
and D-band (110–170 GHz) InP Gunn devices on integral
and diamond heatsinks as well as some measured values
for devices on integral heatsinks [21–23]. Examples of how
significantly diamond heatsinks improve the RF perfor-
mance of both GaAs and InP Gunn devices are provided in
the sections on device structures.

Many different circuit configurations for oscillators
with TEDs have been investigated. At millimeter-wave
frequencies, waveguide circuits are quite common. Al-
though excellent results were reported from a few trans-
ferred-electron oscillators (TEO) in microstrip circuits
[10,11,24–26], the vast majority of the state-of-the-art re-
sults were obtained in waveguide circuits. These results,
summarized in Fig. 13, include the performance of different
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Figure 10. Steps in the fabrication of InP TEDs on integral heatsinks: (a) Island definition,
N-ohmic evaporation and gold plating of heatsink (E20mm); (b) substrate thinning, etch–stop layer
removal, and second N-ohmic evaporation; (c) gold plating of ohmic contacts; (d) final devices after
annealing and mesa etch. (After Kamoua et al. [16].)

1864 GUNN OR TRANSFERRED-ELECTRON DEVICES AND CIRCUITS



device structures as illustrated in Fig. 7. Examples for the
RF performance of individual device structures are given
in the subsequent sections. An overview of typical config-
urations for waveguide circuits [27,28] is shown in Fig. 14.
Examples of oscillator circuits using coaxial lines at mi-
crowave frequencies can be found in Ref. 1.

5. DEVICE STRUCTURES

5.1. Ohmic Cathode Contacts

TEDs with ohmic contacts on both heavily n-doped regions
of the structure of Fig. 7a (flat-doping profile) are the sim-
plest structure, easy to fabricate, but characterized by low
DC-to-RF efficiencies. These devices are typically operated
in a full-height waveguide cavity with a resonant cap on
top of the device package, and this configuration is illus-
trated in Fig. 14e. Modifications of this configuration in-
clude the use of a reduced-height waveguide or a
mechanism for adjusting the position of the resonant cap
and the device package with respect to the bottom of the
waveguide. Fundamental-mode operation of Gunn devices
in a reduced-height postcoupled waveguide cavity was re-
ported up to millimeter-wave frequencies, for instance, for
a GaAs Gunn device at 84 GHz [29] and an InP Gunn de-
vice at 126 GHz [30]. RF power levels (and corresponding
DC-to-RF conversion efficiencies) of 420 mW (6%) at
35 GHz [19], 280 mW at 45 GHz [19], 150 mW at 60 GHz,
and 110 mW (2.8%) at 70 GHz [31] were reported from flat-
profile GaAs Gunn devices in the fundamental mode.

A sharp decline in the DC-to-RF conversion efficiencies
of devices operating in the fundamental-mode presages
the abovementioned frequency limits for GaAs or InP
Gunn devices. However, this frequency limit can be ex-
tended by the extraction of higher harmonics from the in-
herently nonlinear Gunn device. Second-harmonic power
extraction has proved most successful in a slightly
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modified version of a resonant-cap, full-height waveguide
cavity. The size of the waveguide is appropriate for the
second-harmonic frequency, but impedes wave propaga-
tion at the fundamental frequency. If in such a circuit the
fringe capacitance of the cap and the device capacitance
together resonate with the inductance of the bias post (see
Fig. 14e) at half the output frequency, this signal cannot
propagate, and the termination of the device is almost
purely reactive at the fundamental frequency. This reac-
tive termination causes a large voltage swing in the device
and, as a result, strong nonlinear operation. A cap of
appropriate size together with the coaxial post provides
impedance matching into the waveguide at the second-
harmonic frequency, and a waveguide backshort at one
side of the cavity provides power tuning. The resonant
circuit at the fundamental frequency is decoupled from
the load, which corresponds to Q values typically higher
than those in fundamental-mode operation. As results, re-
duced frequency pulling with load changes or improved
frequency stability may be observed. However, more com-
plicated circuits with precise mechanical dimensions are

necessary if wide-range frequency tuning is to be imple-
mented. As an example for second-harmonic power ex-
traction, RF power levels (and DC-to-RF conversion
efficiencies) of 123 mW (3.1%) at 83 GHz, 96 mW (2.7%)
at 94 GHz were measured with GaAs Gunn devices [31].

The advantages of InP can be clearly seen at millime-
ter-wave frequencies with short active regions where low-
er inertial energy time constants lead to a much higher
fundamental frequency limit. RF power levels (and corre-
sponding DC-to-RF conversion efficiencies) of 200 mW
(5%) at 80 GHz and 150 mW (3.5%) at 94 GHz [22] in the
fundamental mode as well as 7 mW at 180 GHz and
3.2 mW at 206 GHz [32] in a second-harmonic mode were
reported from similar flat-doping InP Gunn devices on
integral heatsinks.

RF power stability against package temperature typi-
cally ranges from � 0.02 to � 0.06 dB/1C as quoted by var-
ious manufacturers for commercially available GaAs
Gunn devices (see also Ref. 11). Conversely, values of
around � 0.013 dB/1C [11] or as low as �0.005 dB/1C
[21,22] were reported from InP Gunn devices.

The more complex structures of Figs. 7c–7e also employ
ohmic cathode contacts at the anode and cathode, but de-
vice characteristics and RF performance are discussed
separately in subsequent sections.

5.2. Current-Limiting Cathode Contacts

A partially annealed ohmic contact significantly reduces
the typical Schottky barrier height of metals on the semi-
conductors GaAs and InP (0.6–0.9 eV), but still leaves a
small barrier (o200 meV). If such a contact is formed on
the cathode side of the two-zone structure (see Fig. 7b) and
is reverse-biased, this barrier causes a high-field region at
the cathode contact of the device under bias. Electrons in-
jected over this barrier enter the active region at a higher
energy and, under this high electric field, transfer faster
into the upper valleys. This faster transfer reduces the
dead space. The shallow Schottky barrier also limits the
current flow into the active region at the cathode. Therm-
ionic emission and thermionic field emission contribute to
the current flow, and, in this case, the current density Jc

as a function of the voltage Vc across the barrier can be
approximated by

JcðVcÞ¼Jr exp �
qVc

rkT

� �
� exp

ð1� rÞqVc

kT

� 	
 �
ð11Þ

where Jr¼A�T 2exp(� qfBn/kT) is the saturation current;
k, T, r, A�, and qfBn denote the Boltzmann constant, ab-
solute temperature, ideality factor, effective Richardson
constant, and effective barrier height on n-type material,
respectively [1]. Current limiting as a boundary condition
at the cathode causes the electrons in the active region of
the device to approximate the current valley condition
[15,33] for a saturated electron velocity vs and a doping
concentration ND

Z T

0

JðtÞdt¼J0¼NDqvs ð12Þ

Coaxial
section

(b)

Coaxial
section

(c)

Cap resonator
(e)

Impedance 
transformer

Bias
Insulator

To
load

Device
Tuning
short

(a)

(d)

Coaxial
section

Iris
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with large space charge waves superimposed on an almost
constant electric field throughout the active region [15].
This mode of operation yields high RF power levels in the
fundamental mode as well as a second-harmonic mode.
Corresponding DC-to-RF conversion efficiencies are typi-
cally the highest reported to date. RF power levels (and
DC-to-RF conversion efficiencies) of more than 500 mW
(15%) at 35 GHz, more than 350 mW (13%) at 44 GHz and
380 mW (10.6%) at 57 GHz [19,34] in the fundamental
mode as well as 175 mW (7%) at 94 GHz and 65 mW (2.6%)
at 138 GHz [23,35] in a second-harmonic mode were
achieved using this technology. These devices are on inte-
gral heatsinks, and still higher RF power levels are ex-
pected from devices on diamond heatsinks. Devices on
integral heatsinks with high RF power levels are also
commercially available.

Equation (11) expresses the strong temperature depen-
dence that is inherent in the current flow through a shal-
low Schottky barrier in the reverse direction [1]. However,
the high-efficiency mode reduces DC input requirements
and provides higher RF impedance levels. As a conse-
quence, larger device diameters can be used, which have
lower heat-flow resistances (see Fig. 12). In turn, lower
heat-flow resistances Rth entail lower active-layer temper-
atures Top [see Eq. (10)]. The typical temperature increase
DTop remains below 100 K at maximum RF output power
[23,34], and low operating active-layer temperatures en-
sure reliability and excellent temperature stability over
wide temperature ranges of � 30 to þ 701C for devices at
56 GHz [34] and 94 GHz [34,35] as well as of 0–501C for
devices at 140 GHz [23]. The temperature-dependent per-
formance of a D-band InP Gunn device in Fig. 15 serves as
an example.

5.3. Graded Active Region

A doping profile with a lower doping concentration ND at
the cathode and a linear grading toward a higher ND at
the anode as shown in Fig. 7d decreases the peak electric
field near the anode to a large extent and increases the
electric field near the cathode [16]. Both effects are bene-
ficial to the device operation, and enhance the DC-to-RF
conversion efficiency as well as the RF output power of the
device. A lower electric field near the anode reduces the
power dissipation in this region and also allows higher
bias voltages without the onset of impact ionization and
avalanche breakdown. A higher electric field near the
cathode causes a larger fraction of the electrons to trans-
fer to the upper valleys over a shorter distance, which is
equivalent to a shorter dead-space region. This is illus-
trated in Fig. 16, which compares domain formation in a
flat-profile (Fig. 16a) and a graded-profile (Fig. 16b) TED
structure, both with a 1.0-mm-long active region. Accumu-
lation domains form in the flat-profile structure, whereas
dipole domains form in the graded-profile structure. A
higher fraction of electrons in the upper valleys slightly
lowers the average electron velocity throughout the active
region; as a consequence, the graded-profile structure op-
erates at lower current densities compared to a flat-profile
structure of a similar (average) doping concentration. In
fact, a lower average electron velocity and shorter dead

space may somewhat decrease the optimum operating fre-
quency fop for the same device length l. However, more
efficient device operation extends the upper frequency
limit and allows shorter active regions. Similar to the
three zone structures of Fig. 7a, the structures with grad-
ed-doping profiles have ohmic contacts at anode and cath-
ode; therefore, they are easy to fabricate. They were
investigated in both InP and GaAs material systems.

RF power levels (and DC-to-RF conversion efficiencies)
of 345 mW (6.8%) at 31.2 GHz and 325 mW (6.6%) at
34.9 GHz from devices on integral heatsinks [36] and
210 mW (3.5%) around 60 GHz from devices on diamond
heatsinks [37] were achieved in the GaAs material sys-
tem. The devices on diamond heatsinks showed operating
active-layer temperatures below 1501C and fundamental-
mode operation up to 84 GHz (33 mW and 1.7%) [38]. De-
vices from InP material with properly designed [16,39]
graded-doping profiles yielded the highest RF power levels
reported for any Gunn device to date. Fundamental-mode
operation was demonstrated up to 165 GHz, and RF power
levels that exceeded 310 mW at 82 GHz [40], 200 mW at
103 GHz, 130 mW around 132 GHz, 80 mW at 152 GHz,
and 25 mW at 163 GHz [41] were obtained from devices on
diamond heatsinks [30]. As an example, DC-to-RF conver-
sion efficiencies exceeded 4% at 82 GHz [39,40] and 2.3%
between 102 and 132 GHz [42].

As illustrated in Fig. 17, the InP Gunn devices on di-
amond heatsinks allow single-mode operation over a wide
range of DC input power levels. Excellent tuning behavior
was also observed, which can be expected from operation
in the fundamental mode. This tuning behavior over a
range of more than 4.5 GHz is shown in Fig. 18 for the
device of Fig. 17 near maximum DC bias. The oscillation
frequency changes almost linearly with the position of the
backshort, which is the only tuning element in this full-
height waveguide resonant cap cavity (see Fig. 14e for a
schematic). Improved DC-to-RF conversion efficiencies re-
duce the DC input power requirements for the same RF
power levels, and, similar to devices with current-limiting
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cathode contacts, lower the operating active-layer temper-
atures, in particular on diamond heatsinks [30,38].

InP Gunn devices with a graded-doping profile yielded
the highest RF power levels from any Gunn device not
only in the fundamental mode but, for the same graded-
doping profile, also in a second-harmonic mode. Examples
are the RF power levels of 1.8 and 1.1 mW at second-har-
monic frequencies of 280 GHz and 315 GHz, respectively
[41,43] (see inset of Fig. 17 for the doping profile) as well
as 34 mW at 193 GHz and 26 mW at 199 GHz [40,44].
When the graded-doping profile is optimized just for sec-
ond-harmonic power extraction, even higher RF power
levels of, for example, more than 3.5 mW around 300 GHz

are generated and, as indicated in Fig. 13, RF power gen-
eration is observed up to at least 325 GHz [40,45].

5.4. Injection over a Homo- or Heterojunction Barrier

Injection of electrons with an energy higher than that at
thermal equilibrium (i.e., ‘‘hot’’ electrons) over a barrier
reduces the dead space in the active region. Several con-
cepts (e.g., planar-doped barrier, camel cathode, and he-
terojunction barriers) have been investigated in the GaAs/
AlGaAs material system to improve efficiency, but also to
eliminate cold-start problems in GaAs Gunn devices. In-
jection over a heterojunction barrier has proved the most
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successful and was experimentally investigated in the Al-
GaAs/GaAs system with improved efficiencies and upper
frequency limits [29,46]. Figure 19 shows the band dia-
grams of isotype heterojunctions in the lattice-matched
GaAs/AlxGa1� xAs and InP/InxGa1� xAsyP1� y material
systems. In both material systems, layers can be grown
lattice-matched over a wide composition range and, thus,
bandgap or conduction-band offset can be tailored suitably.

Linear composition grading from the GaAs to the wid-
er-bandgap AlGaAs eliminates the first barrier, and the
doping spike as shown in Fig. 7e at the beginning of
the active region (GaAs) reduces or eliminates the notch
at the interface from the AlGaAs layer to the GaAs region.
At the proper bias level, ‘‘hot’’ electrons are now ballisti-
cally launched into the active region from an approxi-
mately 200-meV-high step in the conduction band. The
optimization of such a design requires advanced simula-
tion schemes, such as ensemble Monte Carlo techniques.
Using a reduced-height post-coupled waveguide cavity
(see Fig. 14b for a schematic) for the oscillator, an RF
output power of 71 mW with a corresponding DC-to-RF
conversion efficiency of 2.8% was measured in the funda-
mental mode at 77.6 GHz. Low-noise operation of such a
Gunn device was achieved at least up to 84 GHz [29]. As a
characteristic of fundamental-mode operation [30], a wide
tuning bandwidth of more than 6 GHz was observed by
simply adjusting the position of the backshort [29].

In contrast to the GaAs/AlGaAs material system, lat-
tice-matched InGaAsP has a smaller bandgap than does
InP as illustrated in Fig. 19. Therefore, electrons cannot
be ballistically launched into the active region. However, a
wide composition range in the InGaAsP material system
can be grown lattice-matched to InP. This wide composi-
tion range allows a wide range in the bandgap and con-
duction-band offset to be implemented. As a consequence,
the proper current-limiting injection at the cathode can be
designed. Theoretical investigations predict a significant
improvement in DC-to-RF conversion efficiencies at W-
band and D-band frequencies [33,47] while preserving the
higher frequency limit of InP compared to GaAs.

In summary, different schemes for ‘‘accelerating’’ elec-
trons and transferring them faster to the upper valleys
can be incorporated into a device design. Shorter transfer
times reduce the dead space, improve the DC-to-RF con-
version efficiency, and allow for a shorter active region to
achieve a higher operating frequency. However, a reduced
dead space effectively increases the transit time and ac-
tually lowers the optimum operating frequency fop for an
active region of the same length l. Finite valley transfer
times still impose some physical upper frequency limit.
Additionally, if electrons gain too much energy and/or the
active region is too short, the long energy relaxation time
prevents the electrons from losing enough energy to trans-
fer back to the lower valley. No domains can form in such a
structure, the dynamic resistance between the two device
terminals remains positive for all frequencies, and no RF
power is generated.

6. NOISE

The noise in the output spectrum of an oscillator consists
of fluctuations in RF amplitude (AM noise) and oscillation
frequency (FM noise). However, FM noise generally dom-
inates in Gunn devices and can be described as effective
frequency modulation Dfrms versus frequency fm off the
oscillation frequency fo. It corresponds to the noise-to-
carrier ratio N/C|FM as, for example, seen on a spectrum
analyzer

N

C

����
FM

¼
Df 2

rms

2f 2
m

ð13Þ

To compare the noise performance of different oscillators,
including those with other two-terminal devices on a more
equitable basis, the FM noise measure M [48] is more
appropriate

M¼
Df 2

rmsQ
2

f 2
o kT0B

PRF ð14Þ
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Figure 19. Band diagram of isotype heterojunctions in GaAs/AlGaAs and InP/InGaAsP at zero
bias. (After Friscourt et al. [33].)
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where T0 is the absolute temperature and B is the mea-
surement bandwidth. The loaded Q factor of the oscillator
circuit is determined in a waveguide setup as illustrated
in Fig. 20a. The sweep oscillator injects a signal at the
power level Pi into the oscillator under test (OUT), and the
maximum continuous frequency range Dfs over which the
OUT remains injection-locked with the sweep oscillator is
determined [48]:

Q¼
2fo

Dfs

Pi

PRF

� �1=2

ð15Þ

An alternative is also shown in Fig. 20b. The signal from
the OUT is reflected at a tunable low-loss short and in-
jected back as Pi through the coupler into the OUT. If the
position of the short is moved by more than half of the
guide wavelength lg, the oscillation frequency continuous-
ly changes from a lower to an upper limit. This maximum
tuning range (i.e., the self-injection locking range) is now
Dfs in Eq. (15).

Thermal noise of electrons is the dominant effect in
Gunn devices. If a TED is designed (using subcritical
NDlo1�1012 cm� 2) for and operated in the amplifier
mode [1], the small-signal noise measure M approaches
the asymptotic limit M0

M0¼
qD

kjmdiff jT0
ð16Þ

where the ratio of the diffusion coefficient D and the dif-
ferential mobility mdiff is the crucial factor. InP shows an
advantage of 142/72 (approximately 3 dB; see Table 2) over
GaAs. If an equivalent differential mobility meff is intro-
duced for the oscillator mode (critical NDl41�1012 cm� 2)
with the device conductance per unit area GD

meff ¼
jGDj

qND
ð17Þ

the large-signal noise measure M can be defined as

M¼
qD

kmeff T0
ð18Þ

The noise performance of Gunn devices near the carrier is
dominated by flicker noise components with typical corner
frequencies in the range of 100 kHz–1 MHz. As predicted
by Eq. (13), the phase noise decreases by � 20 dB per de-
cade at higher off-carrier frequencies fm. Table 3 summa-
rizes typical results from GaAs and InP Gunn devices
[24,29,30,39,41,44,49].

Although Eq. (18) predicts lower values of M for oscil-
lators with InP Gunn devices, experimental results indi-
cate little difference between the two. Figure 21 [50]
compares the FM noise measure M of Gunn devices with
that of other two-terminal devices in the frequency range
of 75–155 GHz. This figure highlights the low-noise
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characteristics of TEDs, where the large-signal FM noise
measure of both GaAs and InP Gunn devices typically re-
mains below 25 dB [11,24,30,49,51]. Some InP devices
with current-limiting contacts show excess flicker noise
components near the carrier frequency fo. Oscillators with
Gunn devices in a second-harmonic mode yield lower
values for the phase noise, but they yield similar values
for the noise measure because much higher Q values
are achieved in a circuit without a resistive load at the
fundamental frequency.

7. FUTURE TRENDS

7.1. More Power and Higher Operating Frequencies with
INP TEDs

Fundamental-mode operation up to 165 GHz was demon-
strated with InP Gunn devices. Therefore, InP or InP with
heterojunction barriers are promising material systems
not only for device structures that exhibit improved per-
formance in the fundamental mode at frequencies around
or above 100 GHz but also for other device structures that
generate significant RF power levels up to submillimeter-
wave frequencies in a second-harmonic mode. In all these
devices, proper heat management is one of the important
factors, and employment of the appropriate diamond heat-
sink technologies is mandatory for maximum RF output
power as well as reliable long-term operation. Power-com-
bining techniques [28,52] can be employed to increase the
available RF power levels. As examples, four InP Gunn
devices in a power-combiner circuit delivered an RF power
of 260 mW to the load in CW operation at 98.6 GHz [11,53],
and two devices each on diamond heatsinks yielded more
than 300 mW at 103 GHz [42] or more than 125 mW at
152 GHz [41].

Structures with a flat-doping profile, ohmic contacts
at cathode and anode, but with a doping notch near the
cathode, were originally investigated for low-noise micro-
wave and millimeter-wave amplifier applications [11], but
have now emerged as quite promising candidates for effi-
cient second-harmonic power extraction at J-band (220–
325 GHz) frequencies and above [39,45]. Figure 22a com-
pares the predicted RF performance of two different dop-
ing profiles in the active region of InP Gunn devices in a
second-harmonic mode as shown in Fig. 22b [45]. In all
simulations, the predicted operating temperatures were
kept similar and below 420 K to ensure a fair comparison
and, much more importantly, reliable long-term operation
of fabricated devices on diamond heatsinks. The improve-
ments are even more pronounced at frequencies above
300 GHz, where initial Monte Carlo simulation results in-
dicate an improvement in RF output power by a factor of
2–3 compared to structures with a graded-doping profile.
RF power levels of more than 7 mW at 360 GHz and
4.7 mW at 500 GHz are predicted for structures with a
doping notch as opposed to 5 and 2.6 mW, respectively, for
structures with a graded-doping profile at the same fre-
quencies [45]. These performance improvements are at-
tributed to a faster transfer of electrons to the upper
valleys near the cathode and, as a comparison in Fig. 23
indicates, a rather flat electric field profile throughout
most of the active region [39,45] of the structure with a
notch in the doping profile.

7.2. New Material Systems

Wide-bandgap materials such as GaN and AlGaN are also
regarded as promising for high-power Gunn devices.
Favorable material parameters, for example, are higher
critical electric fields for avalanche breakdown, higher
thermal conductivities, higher permissible operating
temperatures, and expected higher carrier drift velo-
cities. However, high threshold electric fields Eth and

Table 3. Phase Noise of Free-Running Oscillators using
GaAs or InP Millimeter-Wave Gunn Devices

Material
System

Phase
Noise

(dBc/Hz)

Off-Carrier
Frequency

(kHz)

Oscillation
Frequency

(GHz)

RF Output
Power
(mW) Ref.

GaAs o�80a 100 77 440a 29

GaAs �70 100 80 55 24
GaAs �100 1,000 80 55 24
GaAs �120 10,000 80 55 24

GaAs �80 100 94 10 49
GaAs �105 1,000 94 10 49

InP �75 100 94 20 49
InP �100 1,000 94 20 49

InP o�110 500 81 126 39
InP o�110 500 103 180 41
InP o�108 500 132 120 30
InP o�103 500 151 58 30
InP o�94 500 199 19 44

aReported as typical value, corresponding RF output power not mentioned.
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consequently higher DC bias voltages may result in severe
thermal limitations of the device performance [54].
Furthermore, major improvements in material quality or
availability and in fabrication technologies are needed
before devices for system applications can be developed.

7.3. Circuit Integration

Waveguide circuits are, in general, rugged, can dissipate
heat easily, and offer high Q values. Therefore, they are
the preferred circuits to obtain the maximum RF output
power. However, they are bulky and in most cases must be
machined, assembled, and tested individually, which pro-
hibits low-cost mass production. Therefore, high-volume
production for system applications such as wireless com-
munication (high-speed data transmission) or collision
avoidance radar in automobiles must be based on quite

different approaches. Both hybrid and monolithic integra-
tion were attempted with Gunn devices. Hybrid micro-
strip-line oscillators with InP Gunn devices exhibited
excellent performance. RF power levels (with correspond-
ing DC-to-RF conversion efficiencies) of 52 mW (3.5%) at
94 GHz [25], but also 40 mW (1.4%) at 81 GHz [11,24] and
4200 mW (47.5%) around 35.5 GHz [10,35] were mea-
sured and are considered comparable to values from sim-
ilar Gunn devices in waveguide circuits. Hybrid
integration of a GaAs Gunn device for automotive appli-
cations at 77 GHz was also demonstrated [26]. The ther-
mal conductivity of the semiconductor materials InP and
GaAs is rather low (0.68 and 0.46 W cm� 1 K� 1, respec-
tively) when compared to metals or diamond
(20 W cm�1 K�1 at room temperature). Therefore, fully
monolithic integration of low-efficiency Gunn devices at
millimeter-wave frequencies encounters severe thermal
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limitations. A summary of reports on integration of Gunn
devices at frequencies up to approximately 68 GHz can be
found elsewhere [28].
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GYRATORS

DOUGLAS R. FREY

Lehigh University

1. DEFINITION

A gyrator is a nonreciprocal electrical network. It is capa-
ble of transforming signals or energy represented in terms
of one electrical quantity, such as voltage or magnetic
field, to another electrical quantity that may be of similar
type or of a complementary type, such as current or elec-
tric field. Such networks are quite useful in electronic sys-
tems, since one often wishes to design systems with a
limited set of component types or with restrictions regard-
ing certain physical parameters.

2. HISTORICAL USAGE

Tellegen first proposed the idea of a gyrator in his original
work in 1948 [1]. In this paper he explained that resistors,
capacitors, inductors, and ideal transformers were the
four basic circuit building blocks. However, these elements
are all reciprocal and could, therefore, only be expected to
go into the creation of reciprocal networks. Reciprocal net-
works are those networks whose impedance (or admit-
tance) matrices are symmetrical. In order to realize
nonreciprocal networks, one would need a nonreciprocal
building block. Tellegen proposed such a network, calling
it a gyrator. This name was given because the equations
produced for an electrical network with a gyrator were
identical to those of a mechanical gyrostatic network. As
time went on other researchers [2–5] picked up on the idea
and began to look for circuit realizations for this abstract
functional block. In addition, over the years other systems,
such as microwave circulators, have been recognized as
being analogous to gyrators, which helps in the under-
standing of these systems.
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3. THE BASICS OF TWO-PORT GYRATORS

3.1. Introduction to Two-Ports and Passivity

A gyrator is a special type of electrical two-port network.
Electrical two-port networks are any circuits where one
can identify two ports, or simply, two pairs of nodes to
which one might consider the connection of two pairs of
wires. One of the nodes at each port may be in common—
for example, ground may be common to both ports. Addi-
tionally, a bipolar transistor may be considered a two-port,
where port 1 is the base–emitter node pair, and port 2 is
the collector-emitter node pair.

Except for trivial cases, every two-port possesses a
mathematical description relating the port voltages, V1

and V2, and associated port currents, I1 and I2. Figure 1
shows the standard reference labeling for the voltages and
currents of a two-port. Notice that the port currents are
defined as flowing into theþvoltage reference for each
port. These sign conventions make the definition of power
regarding a two-port more precise. Specifically, the power
as a function of time P(t) delivered to a two-port is given by
P(t)¼V1(t)I1(t)þV2(t)I2(t), which is analogous to the def-
inition in a one-port—that is, a two-terminal element. A
two-port network is lossless when the average power P(t)
delivered to the network is zero. A network is called pas-
sive if the average power delivered to the network is pos-
itive. Active networks are those networks where P(t) is
negative on average. In general, the power delivered to a
network can be positive or negative instantaneously, re-
gardless of its passivity. For example, a capacitor in a res-
onant circuit alternately sinks and sources power
instantaneously, despite its lossless average power con-
sumption. Power can be defined just as easily in the fre-
quency domain, again in a way analogous to one-ports.
The Fourier transform of power P(o) as a function of fre-
quency is given by P(o)¼V1(o)I1(o)*þV2(o)I2(o)*, where
the * indicates complex conjugation.

The general description for a two-port is given by a re-
lation between its port voltages and currents. One such
description is the so-called y-parameter model given by

I1

I2

�����

�����¼
y11 y12

y21 y22

�����

�����
V1

V2

�����

�����) I¼YV ð1Þ

Equation (1) defines the port current and port voltage
vectors, I and V, respectively, in addition to the y-param-
eter matrix, Y. By inverting this vector equation, one re-
lates the port voltages to the port currents with z
parameters. Specifically

V1

V2

�����

�����¼
z11 z12

z21 z22

�����

�����
I1

I2

�����

�����) V ¼ZI ð2Þ

where Z is the z-parameter matrix for the two-port. Using
models of the type shown in Eqs. (1) and (2), two-ports can
be compared by their two-port parameters—for example, y
parameters. Two-ports characterized by symmetric y-pa-
rameter matrices (equivalently z-parameter matrices) are
called reciprocal. Networks possessing this reciprocity are
not necessarily lossless, but can always be realized with
reciprocal physical elements. Note that one-ports (two ter-
minal elements) are always reciprocal. The concept of a
two-port can be extended in an obvious way to N-ports by
considering the voltage-current relationship measured us-
ing N pairs of terminals or, equivalently, N-ports.

3.2. Mathematical Two-Port Definition of a Gyrator

In the context of this discussion, a gyrator is simply a
special case of a linear two-port. While there are many
possible two-port descriptions, the most common way of
writing the basic equations relating the port parameters
in a gyrator is as follows:

I2¼ gV1; I1¼ � gV2 ð3Þ

Using these equations it is simple to write the y-parameter
two-port description for a gyrator as

I1

I2

�����

�����¼
0 �g

g 0

�����

�����
V1

V2

�����

�����) I¼YV ð4Þ

This suggests that a gyrator can be implemented with
voltage-controlled current sources, having gains of g and –
g, respectively. By inverting the relations in Eq. (3), one
obtains a gyrator formulation based on current-controlled
voltage sources. Specifically

V ¼
V1

V2

�����

�����¼
0 �r

r 0

�����

�����
I1

I2

�����

�����¼ZI; r¼ 1=g ð5Þ

where the z-parameter matrix Z is just the inverse of the
y-parameter matrix Y. Since it is most convenient to real-
ize practical voltage-controlled current source networks,
as opposed to current-controlled voltage source networks,
the formulation in Eq. (4) is generally preferred. For the-
oretical purposes, of course, both formulations are useful.
Using Eq. (4) it is simple to show that a gyrator is a loss-
less electrical network. Specifically, we obtain

P¼VTI¼ V1 V2

�� ��
I1

I2

������

������
¼ V1 V2

�� ��
0 �g

g 0

������

������

V1

V2

������

������

¼V2V1 � V1V2¼ 0

ð6Þ

The fact that gyrators are, in theory, lossless makes them
attractive in filter synthesis, and this will become clear
later.

I1

V1

+

−
V2

+

−

Two-port
network

I2

Figure 1. Basic two-port model.
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3.3. Properties of Gyrators

Gyrators possess several properties that make these cir-
cuits interesting for use in electronics. A first property is
that these two-ports are not reciprocal networks, since
their y-parameter matrices are not symmetric. In fact,
these matrices are skew symmetric. It is well known to
circuit theorists that nonreciprocal networks cannot be
realized with only passive components—that is resistors,
capacitors, and inductors. This means that gyrators are
strictly active networks that must, therefore, be realized
with active components, such as transistors or operational
amplifiers. Two-port gyrators have been given their own
circuit symbol, which is shown in Fig. 2. The gyration
constant, g is built into the symbol.

Perhaps the most important property of a gyrator is its
ability to transform admittances into impedances. Specif-
ically, when an admittance is connected to one port of a
gyrator, the impedance looking into the other port is ex-
actly a scaled version of that admittance. The derivation
can be accomplished with the help of Fig. 3, where Zload is
the impedance attached to port 2, Yload is its reciprocal—
that is, the admittance attached to port 2—and Zinput is
the impedance seen looking into port 1. We have

Zload¼
V2

�I2
;

Zinput¼
V1

I1
¼

I2=g

�gV2
¼

1

g2

1

Zload
¼

1

g2
Yload

ð7Þ

The gyration constant g determines the scale factor, but
the nature of the input impedance is determined by the
admittance attached to port 2. Therefore, if a capacitor is
attached to port 2, then we have

Zinput¼
1

g2
sC¼ sLeq; Leq¼

C

g2
ð8Þ

This simple relation explains the vast majority of the gy-
rator’s popularity in electronic design. It shows that a ca-
pacitor can be used to replace an inductor in a circuit with
the help of a gyrator. Since inductors are rarely desirable
in electronic circuits operating below about 1 GHz, this
idea is quite appealing. Capacitors and gyrators are con-
veniently realized within integrated circuits.

Filter synthesis based on the inductor simulation al-
ready described is usually done by starting with an RLC
(resistor, inductor, capacitor) prototype, and replacing the
inductors with capacitor–gyrator combinations. Consider
the following example of a very simple second-order band-
pass filter shown in Fig. 4. After replacing the inductor
with a gyrator/capacitor combination, the filter is realized
solely using RC (resistor, capacitor) passive elements, as
shown in Fig. 5. Some original related work appears in

Refs. 6 and 7. Furthermore, the filter can be tuned elec-
tronically if the gyration constant can be varied electron-
ically. An electronically tunable filter using gyrators will
be shown later.

A byproduct of the property under discussion is that
series and parallel circuits may be interchanged with the
help of a gyrator. Suppose one port, say, port 2, of a gyrator
is loaded with a parallel combination of elements. The ad-
mittance of this combination is the sum of the admittances
of each of the elements. At the other port, port 1, the input
impedance will be a scaled version of this admittance;
hence, a sum of impedances. Since the composite input
impedance seen at port 1 is given by a sum of impedances,
it must be equivalent to a series combination of elements.
Therefore, the gyrator converts a parallel network into a
series network. Using similar logic, it becomes clear that
a series network connected to port 2 will be reflected as a
parallel network looking into port 1 (these results are
summarized next):

Yload¼
XN

k¼ 1

Yk ) Zinput¼
Yload

g2

¼
XN

k¼ 1

Yk

g2
¼
XN

k¼ 1

Zin�k

Zload¼
XN

k¼ 1

Zk ) Yinput

¼
1

Yload=g2
¼ g2Zload

¼
XN

k¼ 1

g2Zk¼
XN

k¼ 1

Yin�k

ð9Þ

4. CIRCUIT REALIZATIONS FOR GYRATORS

4.1. The 2Gm Cell Realization

The realization of gyrators in electronic form is quite sim-
ple; however, as usual, different circuit realizations are

I2I1
g

V2

+

−
V1

+

−

Figure 2. Electrical circuit symbol for a gyrator.

I2I1

Zload

Zinput

V2

+

−
V1

+

−

g

Figure 3. Reflecting load impedance with a gyrator.

R

+

−

LVin

+

−

VoutC

Figure 4. Bandpass filter.
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preferable to others, depending on the application. To be-
gin, consider the simplest generic realization consisting of
a pair of transconductance amplifiers, as shown in Fig. 6.
Each transconductance amplifier is assumed to have infi-
nite input and output impedance, with an output current
equal to the transconductance Gm¼ g, times the input
voltage applied to the þ and – terminals. The circuit
shown in Fig. 6 satisfies the basic two-port relations for a
gyrator, given by Eq. (3).

The circuit of Fig. 6 does not implement the most gen-
eral form of a gyrator, since both ports of the gyrator re-
alization in the figure have ground in common. Therefore,
only ground-referenced impedances may be transformed
as described elsewhere in this article. This limitation
stems from the fact that the transconductors in Fig. 6
have single-ended outputs. If differential input/differential
output transconductors are used, then a general floating
gyrator realization is created—that is, a gyrator whose
ports need not be referenced in any way to ground.

Unfortunately, the realization of fully differential gyra-
tors is not easy. In general, this realization requires more
circuitry and the management of common-mode signals.
Figure 7 shows how a floating gyrator can be realized us-
ing single-ended transconductors; however, this circuit
suffers from common-mode problems. An analysis of this
structure yields the following results:

I2þ ¼ � gV1þ ; I2� � �gV1�; I1þ ¼ gV2þ ; I1� � gV2�

) I2¼ I2þ ¼ � I2� ¼ � gðV1þ � V1�Þ¼ � gV1

I1¼ I1þ ¼ � I1� ¼ gðV2þ � V2�Þ¼ gV2

ð10Þ

The crucial assumption embodied in Eq. (10) is that þ
and—currents are equal and opposite one another. This
can happen only if the þ and—input voltages at the ports
are exactly equal and opposite. Since this special case
cannot be relied on in practice, additional circuitry must
be added to deal with any common-mode current compo-
nent. To do this compensation, more transconductors can
be added to process the average voltage at each port. As

one might expect, this additional circuitry is an unwel-
come addition to the design. As a result, this idea is rarely
found in practical designs.

There is an alternative for the simulation of a floating
inductor using gyrators. A pair of gyrators is used with a
grounded impedance Zload as shown in Fig. 8. The equa-
tions describing this system are given by

I2¼ gV1; I1¼ � gV2; I4¼ gV3; I3¼ � gV4

Vload¼V2¼V3; Iload¼ � ðI2þ I3Þ

Vinput¼V1 � V4; Iinput¼ I1¼ � I4

Zinput¼
Vinput

Iinput
¼

V1 � V4

I1
¼

I2=g� I3=ð�gÞ

�gV2

¼
1

g2

I2þ I3

�V2
¼

1

g2

Iload

Vload

¼
1

g2Zload
¼

1

g2
Yload

ð11Þ

Clearly, if a grounded capacitor is used as the grounded
load in Fig. 8, then a floating simulated inductor is real-
ized. The obvious benefit of this realization is that it re-
quires only single-ended transconductance amplifiers,
configured as in Fig. 6, and a grounded internal load to
obtain a floating input port. Observe that no common-
mode problems exist with this realization since common-
mode signals at the input port cause canceling currents at
the grounded port. Even in practice, with unmatched gy-
rators, there is a negative-feedback effect regarding com-
mon-mode errors that is highly desirable. The network of
Fig. 8 is the preferred realization of floating inductors us-
ing capacitors and gyrators. Reference 8 represents some
original work in this area.

R
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−

Vout

+

−
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g

Figure 5. Bandpass filter with inductor replaced by gyrator/
capacitor.
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Figure 6. Realization of gyrator using transconductance ampli-
fiers.
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Figure 7. Floating-gyrator implementation.
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Figure 8. Floating-gyrator realization.
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4.2. Realization with Operational Amplifiers

Gyrators may be realized with operational amplifiers;
however, modifications must be made to account for the
fact that these are voltage-controlled voltage sources. A
voltage-controlled current source (VCCS) may be created
using an op amp, as is well known, using the circuit of
Fig. 9. A gyrator can then be realized with a second VCCS
preceded by an inverter, recalling that the gains in differ-
ent directions have opposite signs. A more clever variation
of this idea is shown in Fig. 10, where only two op amps
are required to implement the entire gyrator. Of course,
this gyrator is ground-referenced as, for example, is the
one in Fig. 6. Floating-gyrator structures can be imple-
mented using the ideas stated, and similarly, a floating
inductor may be synthesized via a pair of ground-refer-
enced gyrators implemented with op amps and a grounded
capacitor. References 6 and 7 give more discussion of the
topics in the last two sections.

4.3. Other Realizations

Gyrators may be realized with any active circuitry that
can implement either a VCCS or a CCVS (current-con-
trolled voltage source). For example, a simple transistor-
level realization for a gyrator appears in Fig. 11. Q1�Q3

create a first transconductance amplifier, and Q4 imple-
ments an inverting transconductance amplifier. The sig-
nal levels must be restricted with such an implementation
due to the nonlinearity of the transistor junctions.

Alternatively, the transconductance amplifiers consti-
tuting the gyrator may be implemented using operational
transconductance amplifiers (OTAs). OTAs are essentially
bipolar differential pairs loaded with current sources in
such a way as to create a nearly ideal transconductance
amplifier. An example of an integrated version of an OTA
is the LM3080 integrated circuit manufactured by Na-
tional Semiconductor Corp. of Santa Clara, CA. An impor-
tant feature of OTAs is that their transconductance can be
tuned over a wide range by varying a control current. As a
result, gyrators made using OTAs are electronically tun-
able. This is quite desirable in applications where one
wishes to electronically tune a filter. An example of this
capability is given later.

Of course, there are limitations imposed by the use
of OTAs since these circuits are not ideal in practice.

Specifically, they suffer from finite input and output im-
pedance, and these impedances vary as a function of the
transconductance. As a result, the tuning range of OTA
tuned filters can be limited. Furthermore, at higher fre-
quencies the complexity of OTAs introduces an unwanted
phase shift, which degrades the behavior of the gyrator, as
well as compromising the usable tuning range. Finally,
these circuits become quite nonlinear for inputs above a
few tens of millivolts, which limits the dynamic range of
the resulting filters.

5. FILTER REALIZATION USING GYRATORS

This section considers the general problem of filter syn-
thesis based on gyrators. Basically, synthesis with gyra-
tors involves either the substitution of inductors, in the
practical case, or the partition of state equations.

5.1. Replacement of Inductors in Ladder Networks

The replacement of inductors in filters has already been
implied. In this section, the idea is generalized. Consider
the case where a prototype passive RLC filter has been
specified. This is usually done, starting from a filter spec-
ification, using filter design tables or software to produce
one of a variety of passive filter structures. Special cases
will be considered in the discussion that follows. All other
cases are obvious variations.
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R R
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−
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Figure 9. VCCS realization using an op amp.
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Figure 11. Transistor realization of a gyrator.
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The first case considered is that of a doubly terminated
highpass RLC ladder network, shown schematically in
Fig. 12. It is desirable to replace the grounded inductors
with gyrator/capacitor combinations. Given the prototype
design values for the inductors Lk, for k¼ 1 through N, one
simply replaces each grounded inductor with one gyrator
terminated with a capacitance Ck, given by the formula

Ck¼ g2
kLk ð12Þ

where gk represents the gyration constant for the kth gy-
rator. In practice, all gyration constants might be chosen
to be equal for reasons of simplicity in the circuit design,
and possibly for the purpose of optimizing noise and dis-
tortion performance. The resulting gyrator-based imple-
mentation is now an active filter containing 2N capacitors
and N gyrators.

The doubly terminated lowpass filter structure ob-
tained by swapping the positions of the inductors and
the capacitors in the highpass filter of Fig. 12 is the dual-
filter network to that shown previously. Again, each of the
inductors can be replaced by a gyrator loaded by a capac-
itor, whose value is computed using Eq. (12). However,
this time the gyrator structures will have to be the floating
implementation described later. The complexity, in prin-
ciple, of the final realization will equal that of the highpass
example; however, each of the gyrators will require twice
as much circuitry for its realization, therefore, the final
circuit implementation will require considerably more cir-
cuitry as N gets larger.

A more complex filter variation is that of a bandpass
RLC filter. A doubly terminated bandpass filter can be
created starting from the highpass prototype of Fig. 12 by
replacing each grounded inductor with a grounded paral-
lel combination of a capacitor and inductor, and each se-
ries capacitor with a series combination of a capacitor and
an inductor. The resulting filter is of order 4N, instead of
2N, as it must be to realize a bandpass equivalent. Again,
gyrators may be used to replace each inductor, using
methods like Eq. (12). Half of the inductors may be re-
placed using simple ground referenced gyrators, while the
rest must be realized using the floating version.

An interesting final variation of this idea is demon-
strated using the notch (bandstop) filter of Fig. 13. Here,
the grounded inductor can be replaced by a gyrator and a
grounded capacitor as outlined above. An alternative ap-
proach is to replace the grounded series LC (inductor, ca-
pacitor) combination using a gyrator loaded by a grounded
parallel LC combination as shown in Fig. 14. Then replace
the grounded inductor with another gyrator and a grounded

capacitor. This is shown in Fig. 15. While this idea may
seem to be wasteful in terms of component count, it shows
how to exploit the property described elsewhere in this
article regarding the conversion of series impedances com-
binations to parallel impedance combinations. In addition,
this circuit has practical value since the pair of gyrators
now allows two parameters to be tuned in this active filter
realization. Specifically, the filter design equations are
given as follows:

Vout

Ve
¼HðsÞ¼

s2þo2
0

s2þ ðo0


QÞsþo2

0

;

o0¼
1ffiffiffiffiffiffiffi
LC
p ; Q¼

1

R

ffiffiffiffi
L

C

r

C¼ g2
1Lp¼

g2
1

g2
2

CL;

L¼
1

g2
1

Cp ) o0¼
g2ffiffiffiffiffiffiffiffiffiffiffiffi
CLCp

p

Q¼
g2

Rg2
1

ffiffiffiffiffiffi
Cp

CL

s

ð13Þ

Using this result, it is easy to see that both the notch fre-
quency o0 and the sharpness of the notch, proportional to
Q, can be controlled independently using only the gyration
constants, g1 and g2. Using an OTA implementation of the
gyrators as discussed elsewhere, this tuning is relatively
simple.

5.2. Synthesis Based on Gyrators

Clearly, the inductor replacement strategy described
above could be applied in reverse to replace capacitors
with inductors; however, this is not a good option in prac-
tical cases. This is because capacitors are easier to realize
at frequencies below 1 GHz, and capacitors are of gener-
ally higher quality than inductors in this range of

C1R0

VS

CN

+

−
R0LNL1 Vout

Figure 12. Doubly terminated passive ladder highpass filter.
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L

Figure 13. RLC notch filter.
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−

LpCp
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Figure 14. Gyrator-based parallel-to-series conversion.
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frequencies. Although inductors may be of greater interest
at very high frequencies, the use of gyrators at very high
frequencies is limited by the nonideal behavior of the ac-
tive circuitry used to realize them. It is of interest to note
here that, as with any active circuit, there is excess phase
shift introduced by the transconductors at high frequen-
cies, causing the gyrators to take on complex gyration
constants at high frequencies, as suggested later in the
article. Furthermore, the finite output impedance of the
transconductors limits there available DC gain. The net
result of these effects is to cause simulated inductors to
exhibit a reduced Q at both the low and high end of the
frequency spectrum. In some situations this may intro-
duce instability; however, this can be compensated for by
careful design.

Another option exists for the generic design of active
filters using gyrators. This option can be exercised by
casting the equations for a given filter in the Gm–C format.
This is done by writing the state equations for the desired
filter in the standard form

d

dt
x¼Axþbu; y¼ cTxþdu;

HðsÞ¼
y

u
¼ cTðsI � AÞ�1bþd

where x¼ ðx1; x2; . . . ; xNÞ
T

ð14Þ

where the input u and the output y are assumed scalars, x
is the (N� 1)-state vector, A is the N by N state matrix, b
and cT are N dimensional vectors, and d is a scalar. Now
assume that the input, u, is a voltage, and let each of the
state variables xk be equated to the voltage vk on some
grounded capacitor Ck. The derivative of this voltage,
times the capacitance value, is equal to the current in
the respective capacitor. Using this idea the state equa-
tions may be converted into current equations of the form

C
d

dt
v¼ iC¼CAvþCbu¼Gmvþgm0u

)

C1�ÿy1

C2�ÿy2

..

.

CN�ÿyN

����������������

����������������

¼

iC1

iC2

..

.

iCN

����������������

����������������

¼

gm11 gm12 	 	 	 gm1N

gm21 gm22 	 	 	 gm2N

..

. ..
. ..

. ..
.

gmN1 gmN2 	 	 	 gmNN

����������������

����������������

v1

v2

..

.

vN

����������������

����������������

þ

gm01

gm02

..

.

gm0N

����������������

����������������

u

where C¼diagðC1;C2; . . . ;CNÞ

ð15Þ

where the dot above a variable denotes time differentia-
tion. The realization of a filter based on these equations
produces a filter composed of grounded capacitors, with
transconductance amplifiers bridging between the capac-
itor nodes and the input. The class of Gm–C filters, some-
times referred to as ‘‘OTA–C filters’’, is based exclusively
on this formulation.

A gyrator-based synthesis is possible by partitioning
the Gm matrix into symmetric and skew symmetric ma-
trices. The idea is best described by an example. Suppose
that a second-order version of the gm–C formulation
is given. The Gm matrix can always be decomposed as
follows

Gm¼

gm11 gm12

gm21 gm22

������

������
¼Gm1þGm2

¼

gm11 gm12þ g

gm21 � g gm22

������

������
þ

0 �g

g 0

������

������

ð16Þ

where the off-diagonal elements of Gm1 are equal, making
this a symmetric matrix. Clearly, Gm2 is a skew symmetric
matrix. With this partitioning of the transconductance
matrix, it is possible to realize the system in Eq. (16) using
one reciprocal two-port, characterized by Gm1, and a sec-
ond two-port, characterized by Gm2, that is a gyrator.
Figure 16 shows the realization associated with this de-
composition assuming a single input term in Eq. (15) and
a special case for the output—that is, gm02¼ 0 and y¼
x1¼ v1. The reciprocal two-port can often be realized only
with resistors, but in general may require active circuitry.

This special case considered can be further explained
with a specific example. Suppose the second order system
of Eq. (16) is the bandpass filter described with the

R
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Figure 15. Replacement of series LC with two gyrators and two
capacitors.
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Figure 16. Generic synthesis of a second order Gm–C filter.
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following state space description:

x1
:

x2
:

������

������
¼

�o0=Q �o0

o0 0

������

������

x1

x2

������

������

þ

o0

0

������

������
u; y� 1 0

�� ��
x1

x2

������

������

HðsÞ¼ 1 0
�� ��

sþo0=Q o0

�o0 s

������

������

�1 o0

0

������

������

¼
so0

s2þ so0=Qþo2
0

ð17Þ

Let us now assume that the input u is a voltage denoted by
vin. By equating the state variables, x1 and x2, to respec-
tive voltages, v1 and v2, and scaling each equation by the
same capacitance value C for convenience, one obtains

C�v.v1

C�v.v2

������

������
¼

�Co0=Q �Co0

Co0 0

������

������

v1

v2

������

������
þ

Co0

0

������

������
vin

¼

�Co0=Q 0

0 0

������

������

v1

v2

������

������
þ

0 �Co0

Co0 0

������

������

v1

v2

������

������
þ

Co0

0

������

������
vin

¼Gm1vþGm2vþgm0vin

ð18Þ

where v¼
v1

v2

�����

�����

Recognizing that Co0 has units of conductance, one may
easily realize this bandpass filter with only a resistor, im-
plementing Gm1, a gyrator, implementing Gm2, and a
transconductance amplifier realizing the nonzero term in
gm0. This realization is shown in Fig. 17, where gm01¼Co0

and R¼Q/Co0. Observe that this realization is essentially
the same as that obtained by replacing the grounded in-
ductor in the bandpass filter of Fig. 4 with a gyrator/
capacitor combination.

The generalization of this synthesis technique to arbi-
trary-order systems is straightforward, although cumber-
some. In this case, the Gm matrix is again partitioned into
symmetric and skew symmetric matrices; however, each
related off-diagonal pair of elements in the skew symmet-
ric Gm2 matrix must be realized with a separate gyrator.

This will not be much of a problem if the matrix is sparse,
which can often be arranged in setting up the state equa-
tions. The N-port gyrator described in, for example, Refs. 9
and 10 can be used to realize the entire Gm2 matrix at one
time.

6. ADVANCED TOPICS

6.1. Energy and Initial Conditions

Gyrators have already been shown to be lossless two-
ports. This idea can be extended to show a duality be-
tween the energy stored on a capacitor and the energy
stored in an inductor. Suppose that a capacitor, of value C,
is connected to one port of a gyrator. Further suppose that
this capacitor is charged to a voltage V. Then the energy
stored in this capacitor is given by 1

2 CV2. As described
earlier, the impedance seen looking into the other port of
the gyrator is an equivalent inductor. Given the lossless
nature of the gyrator, this equivalent inductor should be
expected to have the same apparent stored energy. How-
ever, in the case of an inductor the energy stored is 1

2 LI2,
where I is the current flowing in the inductor. A capacitor
is in equilibrium with an open circuit across it, and an
inductor is in equilibrium with a short circuit across it.
Hence, by short-circuiting the port of the gyrator opposite
the capacitor, a current flows that will be equal to
the equilibrium current in the equivalent inductor. The
following analysis shows that the stored energy in
the equivalent inductor equals that actually stored on
the capacitor:

1

2
LI2¼

1

2

C

g2
ðgVÞ2¼

1

2
CV2 ð19Þ

The natural consequence of this energy relationship is
that the current at the inductive port cannot change in-
stantaneously, since the voltage at the capacitive port can-
not change instantaneously. Hence, initial conditions can
be readily translated from one port to another. These facts
demonstrate that the gyrator is truly an energy conser-
vative two-port, satisfying any intuition take one might
have regarding its operation.

6.2. Nonideal Effects

Gyrators, in practice, cannot be made to be ideal. There-
fore, practical gyrators are not lossless. Instead they in-
troduce small losses into the system. This is explained by
modifying the y-parameter matrix for the gyrator to in-
clude diagonal terms. With these terms the two-port is no
longer lossless, as is clear from this analysis:

I¼YV ¼

g11 �g

g g22

������

������
V ¼GV

)VTI¼VTGV ¼ g11V2
1 þ g22V2

2

ð20Þ

If the diagonal elements, g11 and g22, are both positive,
then the two-port described in the equation in lossy, since
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Figure 17. General synthesis realization for a bandpass filter.
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the power delivered to this two-port must be positive. In
practice, the loss terms arise naturally from the fact that
the transconductors comprising the gyrator are nonideal.
For example, the input/output impedance of the transcon-
ductors will not be infinite in a practical device. In this
case, g11 and g22 are the nonzero input admittance of the
transconductors.

Furthermore, the transfer characteristics will not in
general be ideal. As an example, consider the case of the
gyrator realized using op amps as in Fig. 10. Suppose that
the op amps have a finite gain A. Then the y-parameter
matrix can be derived, and is found to be

Y ¼
g0 �G

G� dG g0

�����

�����

where G¼
1

R
; g0¼2ð1� KÞG

dG¼ 2ð1� K2ÞG; K ¼
1

1þ2=A

where A is the open-loop voltage gain of the operational
amplifiers. Notice that this Y matrix corresponds to an
ideal gyrator when A becomes infinite. Also observe that
the finite gain of the op amps has caused the y-parameter
matrix to no longer be skew symmetric, which in itself
adds loss to the system. Hence, in general, practical gy-
rators exhibit loss and asymmetry—that is, they lack
skew symmetry—in their transfer characteristics.

Another possibility, considering Eq. (20), is for the di-
agonal elements, g11 and g22, to be purely imaginary. In
this case, the power computed in Eq. (20) is imaginary,
which translates to purely reactive power. When dissipat-
ed power is purely reactive, no average power is dissipat-
ed. Hence, a gyrator with purely imaginary diagonal
elements is still lossless. Such a device could be synthe-
sized by adding reactive elements in series or parallel with
the ports of the gyrator, since the diagonal elements, g11

and g22, amount to the input admittance looking into the
respective ports of the gyrator. Furthermore, stray
capacitance or inductance associated with the inputs
or the active circuitry making up the gyrator does not
contribute to loss.

6.3. The Hall Effect Device and Isolators

It has been observed that Hall effect devices implement a
lossy gyrator. This is because the physics of these
devices is such that the two electric field controlled ports
behave as a pair as if they were a gyrator with loss—that
is, g11 and g22 in Eq. (20) are nonzero and not
purely imaginary. The physics of such devices is explained
in Ref. 11.

Figure 18 shows an interesting usage for a Hall effect
gyrator, and in fact any lossy gyrator. In the figure, a gy-
rator, assumed to have the y-parameter matrix of Eq. (20),
has bridging components, RP1 and RP2, added around it.
Then a pair of sources, VS1 and VS2, with respective source
resistance, RS1 and RS2, are attached as shown. With a
little effort the response of this circuit from the sources to

the port voltages of the gyrator can be found to be

V1

V2

������

������
¼ a

GS1ðg22þGS2þGPÞ �GS2ðGPþ gÞ

GS1ðGP � gÞ GS2ðg11þGS1þGPÞ

������

������

V1

V2

������

������

where a¼ ðg11þGS1þGPÞðg22þGS2þGPÞþG2
P � g2

GP¼GP1þGP2

ð22Þ

By choosing the sum of the bridging elements equal to
gyration constant g, the response at port 2 can be made
totally independent of VS1, as opposed to the response at
port 1, which will depend on both sources. This creates a
circuit called an isolator, which can be found in various
applications, especially microwaves and optics.

6.4. Multiport and Gyrators

The concept of a gyrator need not be restricted solely to
two-port networks. In fact, an N-port gyrator can be con-
trived as a natural extension of the two-port gyrator. As
one might expect, the N-port gyrator must inherit the key
properties of the two-port type. It must be a nonreciprocal
lossless network; it must also reflect impedances in a way
similar to the two-port gyrator. In general, N-port gyrators
have not found use in electrical systems. For a detailed
discussion of such networks, refer to Refs. 9 and 10.

There is one special case, however, of an N-port com-
plex gyrator, for N¼ 3, which has found extensive use in
microwave systems—namely, the circulator. While practi-
cal circulators are quite complex structures, electrically
speaking, they can be viewed over a certain range of fre-
quency to be an approximately lossless three-port complex
gyrator. Reference 12 describes the three-port y-parame-
ter matrix for a circulator. Specifically

Y ¼

a b g

�b� a b

�g� �b� a

��������

��������
ð23Þ

where the superscript * denotes complex conjugation. It is
referred to as being complex since the lower triangular
matrix part of Y is the negative of the conjugate transpose
of the upper triangular part. The power P delivered to a
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Figure 18. Connection for a lossy gyrator to implement an iso-
lator.
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three-port having this y-parameter matrix is given by

P¼ V1 V2 V3

�� ��

a b g

�b� a b

�g� �b� a

�����������

�����������

V1

V2

V3

�����������

�����������

¼ aðV2
1 þV2

2 þV2
3 Þ þ ðb� b�ÞðV1V2þV2V3Þ

þ ðg� g�ÞV1V3

ð24Þ

As suggested, this power can be made purely reactive
if all the coefficients multiplying the voltage products
are purely imaginary. This condition is always met
if a is imaginary, since the real parts of b and g cancel in
the final result. Hence, the circulator described by
this equation is a lossless three-port given purely
imaginary values for a. The circulator is interesting in
that the transfer characteristics from port to port when
driven by sources—for example, VS1, VS2, and VS3—is
similar to the isolator previously described. Specifically,
VS1 does not affect the port 2 voltage, VS2 does not affect
the port 3 voltage, and VS3 does not affect the port 1 volt-
age. More details of the design and use of circulators is
given in Ref. 13.
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GYROTRONS

R. LAWRENCE IVES

Calabazas Creek Research, Inc.
Saratoga, California

1. INTRODUCTION

The gyrotron is a vacuum tube capable of delivering high
levels of radiofrequency (RF) power at frequencies from
several gigahertz (GHz) to more than 200 GHz, which cov-
ers most of the microwave and millimeter-wave bands.
Because of the structure of the RF fields in the cavity, the
magnitude of the electric fields and the RF losses in the
cavity walls are much lower in gyrotrons than in most
microwave and millimeter-wave vacuum devices. As the
RF frequency increases, it is not necessary to reduce the
size of the cavity and output waveguide. For these reasons,
the gyrotron is the principal RF device for delivering high
levels of RF power in this frequency range.

Gyrotrons typically require a very high magnetic field
to provide the electron cyclotron motion for power extrac-
tion, and most gyrotrons above 30 GHz require a super-
conducting magnet. Until recently (as of 2003), this
significantly increased system cost and complexity, limit-
ing applications for these devices. Recent advances in cry-
ogen-free magnets are eliminating the requirement for
liquid cryogens and allowing additional applications. Gy-
rotrons also have a narrow RF bandwidth, typically
around 0.1%. Historically, narrow bandwidth and the
overmoded nature of the gyrotron limited their use as
amplifiers, so almost all high-power gyrotrons are oscilla-
tors. Research on high-power gyroamplifiers is in progress
at several locations around the world, and bandwidths of
7% and higher have been achieved [1], increasing their
potential use for high-power, high-resolution radar [2].
Gyroklystrons are also being developed to drive high-pow-
er accelerators, which do not require large bandwidths
[3,4].

Gyrotrons are used for electron cyclotron resonance
heating (ECRH), electron cyclotron current drive (ECCD),
and diagnostic measurements in fusion plasma devices.
They are also being used for industrial heating applica-
tions such as ceramic sintering. Figure 1 shows a photo-
graph of Dr. Howard Jory, one of the pioneers in gyrotron
development, holding a 28-GHz, 10-kW continuous-wave
(CW) harmonic gyrotron used for industrial heating. Be-
hind him is a 110-GHz gyrotron, rated at approximately
450 kW CW, used for electron cyclotron resonance heating.
Communications and Power Industries, Inc. in Palo Alto,
CA manufactures both devices.

Research on gyro-type devices began in the 1950s,
when the astrophysicist R. Q. Twiss described an ampli-
fying mechanism for monochromatic radiation of angular
frequency o from stimulated emission of an ensemble of
electrons [5]. Twiss’ formula predicted amplification for
Cerenkov radiation and for cyclotron radiation. Working
independently, Schneider described the stimulated emis-
sion of radiation from electrons in a magnetic field in 1959
using a quantum-mechanical model [6]. Also in 1959,
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Gapanov described this mechanism using a classical
approach [7].

The first experimental results describing a fast-wave
cyclotron interaction were reported by R.H. Pantell in
1959 [8]. His device produced radiation between 2.5 and
4.0 GHz from a 1-kV, 3-mA electron beam. A number of
additional experiments were reported during the early
1960s [9–12], but the experiment that confirmed the cy-
clotron maser interaction was performed by Hirshfield
and Wachtel in 1964 [13].

During the mid to late 1960s, major advances were
made by scientists in the Soviet Union, although much of
this work went unreported in the Western world because
of the political climate at the time [14]. Soviet scientists
embarked on a major program to develop megawatt gy-
rotrons and made major advances in electron mode selec-
tion, open resonators and waveguides [15], ray tracing to
optimize the interaction between the electron beam and
the RF wave in the circuit, and high-cross-section cavities
utilizing whispering gallery modes [16]. ‘‘Whispering gal-
lery modes’’ are transverse electric modes where the num-
ber of azimuthal field variations significantly exceeds the
number of radial field variations. Use of these modes was
further facilitated by the development by Vlasov et al. of a
quasioptical device for converting the whispering gallery
waveguide mode into a Gaussian mode that can be prop-
agated in a narrow wave beam without waveguides [17].

An equally important Soviet development was the mag-
netron injection gun, which generates the required elec-
tron beam for efficient gyrotron operation.

For a more complete historical description of gyrotron
development, the reader is referred to three publications
that cover the subject in more detail [18–20]. The reader is
also referred to a listing of journals in the bibliography
that contain most of the published work in this area.

2. BASIC THEORY OF OPERATION

Gyrotrons exploit the negative mass instability to achieve
azimuthal bunching of a cycloiding electron beam. A
transverse electric field in the cavity modifies the energy
of the electrons such that higher-energy electrons gyrate
more slowly around the magnetic flux lines than do lower-
energy electrons. A schematic cross section of a gyrotron
beam is shown in Fig. 2. The gyrotron beam is a hollow
electron beam with individual electrons rotating at the
cyclotron frequency around magnetic field lines with orbit
diameters equal to twice the Larmour radius. The Lar-
mour radius is given by

Rl¼
gmv?
eB0

where g¼ ð1� v2
?=c

2 � v2
z=c

2Þ
�1=2 is the relativistic factor,

m is the rest mass of the electron, v> is the velocity of the
electron in the plane perpendicular to the gyrotron axis, vz

is the electron velocity in the axial direction, e is the
charge of the electron, and B0 is the applied magnetic field
parallel to the gyrotron axis.

Figure 3 more closely examines the effect of the electric
field on the individual electrons in a cyclotron orbit when
the frequency of the electric field is equal to the cyclotron

Figure 1. Dr. Howard Jory holds a 28-GHz, 10-kW CW harmonic
gyrotron used for industrial heating. Behind him is a 110-GHz,
450-kW CW, 1-MW pulsed, gyrotron used for electron cyclotron
heating of fusion plasmas.

Magnetic flux
lines

Beam radius

Electron cyclotron
orbits

Figure 2. The cylindrical electron beam of the gyrotron consists
of electrons orbiting around magnetic flux lines.
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frequency. The cyclotron frequency is given by

O¼
eB0

gmc

The electric field components have the form

Ey¼E0J0mðk?rÞ sin kzz cos my

Er¼
m

k?r
Jmðk?rÞ sin kzz sin my

where Ey and Er are the azimuthal and radial components
of the electric field, respectively; Jm and J0m are the Bessel
function and Bessel function derivative, respectively; m is
the azimuthal mode number of the electric field;
k? ¼X 0mn=r0, where X 0mn is the nth root of the correspond-
ing Bessel function derivative and r0 is the circuit radius;
and kz¼pp/L, where p is the axial mode number of the
circuit field (typically¼ 1) and L is the cavity length.

In Fig. 3, each successive image is an integral number
of RF periods later in time as the electrons traverse the
cavity. Electrons accelerated by the electric field gain en-
ergy and, as a result of the relativistic mass increase, their
angular velocity decreases as g increases. Conversely, elec-
trons decelerated by the electric field lose energy and gain
angular velocity. This causes azimuthal bunching of the
electrons, sometimes referred to as the cyclotron reso-
nance maser (CRM) instability.

If the frequency of the electric field exceeds the cyclo-
tron frequency, the bunch will eventually fall back in
phase and more electrons will undergo deceleration than
acceleration, as shown in Fig. 4. This will result in trans-
fer of energy from the electrons to the electric field. Opti-
mized performance of gyrotrons requires careful design of
the circuit geometry and control of the magnetic field. The
circuit geometry affects the strength and profile of the
electric field. The magnetic field affects the location of the
beam and the amount of transverse energy available for
transfer to the electric field. In many cases the magnetic
field is tapered, that is, it is modified in strength through
the cavity, to optimize the efficiency of power extraction.

Harmonic gyrotrons operate at a multiple of the cyclo-
tron frequency. As the harmonic number increases, beam
placement becomes more critical and the theoretical effi-
ciency decreases. The advantage of harmonic gyrotrons is
that the magnitude of the magnetic field is 1/n times that

required for nonharmonic operation. This can eliminate
the need for a superconducting magnet or, at least, signif-
icantly reduce the cost.

For a more complete description of gyrotron theory,
both linear and nonlinear, the reader is referred to several
excellent publications on the subject [20–22].

3. BASIC COMPONENTS

Figure 5 shows a schematic layout of a typical gyrotron
oscillator. The basic components are an electron gun, in-
put beam tunnel, circuit, output taper, collector, window,
and magnets. There are numerous variations of each of
these components, depending on the operating character-
istics of the gyrotron. The discussion that follows describes
the most common types of components, including their
purpose and performance characteristics.

3.1. Electron Gun

The function of the electron gun is to produce the electron
beam required for interaction with the desired operating
mode in the circuit. The gun must produce an electron
beam that will be located at the proper radius for efficient
interaction with the cavity electric fields and must contain
most of its energy in cyclotron motion. Gyrotrons employ a
magnetron injection gun (MIG) that emits electrons into a
region of crossed electric and magnetic fields. This geomet-
ric configuration causes the individual electrons to spiral
around the magnetic field lines as they are accelerated by

Magnetic flux line

Ω0 Ω0 Ω0 Ω0 Ω0

E0cos ωt E0cos ωt E0cos ωt E0cos ωt E0cos ωt

Bunched electronsDecelerated electrons

Accelerated electrons

Figure 3. The cavity electric field inter-
acts with the electrons orbiting around
the magnetic flux lines. Each diagram il-
lustrates an integral number of cyclotron
periods later in time as the electrons tra-
verse the cavity. The force on the elec-
trons is given by F

!
¼ � e E

!
:

Ω0

ω tE0cos

Electron bunch

Figure 4. When o4O0, more electrons will be decelerated than
accelerated, resulting in transfer of energy to the electric field.
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the electric field toward the circuit. This development was
pioneered in the Soviet Union in the 1970s and made rapid
development of gyrotrons possible [23].

Gyrotron cathodes typically operate temperature-lim-
ited, which means that the amount of current emitted
from the cathode is determined primarily by the temper-
ature of the emitting surface. The reader is referred to the
excellent treatment of cathode emission mechanisms pre-
sented by Gilmour [24]. Typical cathode temperatures
range between 950 and 10001C.

Gyrotron guns come in two basic types, modulated
(mod) anode and diode. A mod anode gun contains an elec-
trode near the emitting surface to modulate the electron
beam; that is, it uses an applied voltage to modify the
characteristics of the beam. This electrode is maintained
at a voltage between the cathode and ground and can have
a significant effect on the beam characteristics and hence
the performance of the gyrotron. By varying the voltage on
this electrode, the user can control the output power by
varying the amount of transverse energy that is present in
the electron beam. Most commercially available gyrotron
oscillators using mod anode guns operate at cathode volt-
ages between � 60 and � 80 kV with mod anode voltages
ranging from 15 kV up to about 30 kV above cathode
potential.

A diode gun possesses no intermediate electrode, so the
cathode voltage or the magnetic field controls gyrotron
operation. Because the cathode power supply must also
supply the current in the beam, it cannot be modified as
easily as a mod anode supply, so diode guns typically op-
erate where RF power is turned on or off by pulsing of the
cathode power supply. For applications where it is not
necessary to modify the operating characteristics of the
tube, this represents a lower cost gyrotron and power sup-
ply configuration.

3.2. Magnetic Solenoids

The circuit requires an electron beam where the electrons
are orbiting the magnetic field lines at a frequency near
that of the RF frequency of the cavity. For gyrotrons op-
erating at frequencies above 30 GHz, this typically re-
quires a superconducting solenoid. An exception can occur

if the circuit is operating at a harmonic of the cyclotron fre-
quency. The requirement of a superconducting solenoid lim-
its applications for gyrotrons to those where the additional
weight and complexity do not present a severe burden. Re-
cent development of cryogen-free, superconducting magnets
is now allowing mobile or airborne applications [25].

In addition to the solenoids required to produce the
cavity magnetic field, other solenoids can be present
around the electron gun and collector regions. Solenoids
around the electron gun modify the amount of transverse
energy in the beam or its size in the circuit. These coils are
typically operated at room temperature because the fields
in the electron gun are usually a few hundred Gauss. The
ratio of the magnetic field magnitude in the circuit to that
in the electron gun is referred to as the beam compression.
This value plays an important role in the design of the
electron gun and the combination of electric and magnetic
fields required for efficient circuit interaction. Beam com-
pressions of 10–20 are typical.

Solenoids around the collector are used to distribute
the power deposited by the electron beam exiting from the
circuit. The fringing magnetic fields from superconducting
coils impose a magnetic field in the collector that is higher
than in other linear beam tubes. This field prevents the
electrons from spreading as a result of space charge and
results in a relatively thin beam of electrons impacting a
small region of the collector. This can result in excessive
localized heating of the surface and possible destruction of
the gyrotron. The collector coils are used to ‘‘buck’’ the field
from the main solenoid and spread the electron impact
area over a larger region of the collector. In some more
advanced applications, an oscillating power supply drives
one or more solenoids to sweep the beam back and forth
along the collector surface.

3.3. Beam Tunnel

The beam tunnel must perform two important functions.
First, it must prevent RF fields from the circuit from trav-
eling back toward the electron gun. RF fields in the elec-
tron gun can severely affect the electron beam and cause
excessive current on the body of the tube or the mod an-
ode. It can also result in heating of the cathode emitter,

Electron beam

Magnetron injection
gun

Gun solenoids
Input beam

tunnel RF cavity Collector solenoids

Window

Main solenoids

Collector

Figure 5. The basic components of a typ-
ical gyrotron are the electron gun, beam
tunnel, cavity, output beam tunnel, collec-
tor, window, and magnet solenoids.
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which will affect the beam current. Either condition will
adversely affect tube operation.

The second function of the beam tunnel is to prevent
parasitic oscillations between gun and circuit. Parasitic
oscillations result in excessive body or mod anode current
and can prevent tube operation. In some cases, dielectric
material with a high RF loss is used to load out any elec-
tromagnetic fields present.

3.4. Circuit

The RF circuit typically consists of a right circular cylin-
der whose radius a is chosen such that

a¼
cX 0mn

2pf

where X 0mn is the nth root of the Bessel function derivative
for the TEmn cavity mode, c is the speed of light, and f is
the operating frequency. The cavity mode depends pri-
marily on the desired RF frequency and output power lev-
el. The application for the tube can also play an important
role. The first commercial gyrotrons used TE01, TE02, or
TE03 modes because they were reasonably close to the
fundamental mode, did not couple to nonsymmetric modes
that could travel down the beam tunnel toward the elec-
tron gun, and had very low RF loss in the circuit walls.
More than 100 gyrotrons at frequencies between 28 and
100 GHz and power levels up to 340 kW CW were pro-
duced by Varian Associates, Inc. (now Communications
and Power Industries, Inc.) from 1978 through 1990.
These tubes were used for electron cyclotron resonance
heating (ECRH) of plasmas in magnetic confinement fu-
sion research. Gyrotrons of this type were also developed
in Germany, China, Japan, France, and Russia [26].

As the demand for higher-power tubes increased, gy-
rotrons that used whispering gallery modes were devel-
oped. Whispering gallery modes allow the electron beam
to be larger and minimize mode competition from other
circuit modes. These modes also have reasonable RF pow-
er dissipation in the circuit.

Designers of high-power gyrotrons must balance a
large number of factors to achieve a circuit configuration
that will provide the power and frequency required with
reasonable efficiency while avoiding parasitic mode com-
petition, instabilities, and excessive RF power densities on
the circuit walls. For additional information on the design
of high-power gyrotron circuits, the reader is referred to
the article by Kreischer et al. [27].

3.5. Output Taper

Most gyrotron circuits are open-ended toward the collec-
tor, and the RF power diffracts into the output taper. The
output taper is usually a shallow, tapered section of cir-
cular waveguide that terminates the circuit interaction
and transmits the RF power toward the collector. The
waveguide radial dimensions must be increased in such a
way that the purity of the output mode is not compro-
mised. For gyrotrons where the RF power is extracted
along the axis of the tube, the output taper continues to

increase in the radial dimension until the desired collector
radius is achieved. The requirement to maintain mode
purity often conflicts with the necessity of achieving the
collector radius within a reasonable distance. The size of
the collector is driven by the necessity to dissipate the
spent electron beam without incurring excessive power
densities on the walls, which could lead to melting or loss
of vacuum integrity.

For gyrotrons with average RF power levels exceeding
200 kW, particularly those employing whispering gallery
circuit modes, it is more expedient to extract the RF power
radially to allow more flexibility in the collector design.
For these tubes, the output taper transmits the circuit
power to an RF launcher/antenna for eventual extraction
from the vacuum envelope. This eliminates further re-
quirements on the output taper to maintain mode purity
and allows the designer more freedom in transitioning to
the collector region.

3.6. Collector

Typical linear beam devices rely on termination of the
magnetic field and space charge depression to spread the
spent electron beam in the collector. Most of these devices
employ an iron polepiece to terminate the magnetic field
at the entrance to the collector. While this works well for
solid electron beams, it does not apply to gyrotrons. Be-
cause of the high magnetic fields required in gyrotrons,
this is rarely practical, particularly when superconducting
solenoids are used.

Forces imposed by nearby iron on the superconducting
coils would dramatically increase the complexity and cost
of the magnet. As a result, sufficient magnetic fields exist
in the collector to limit spreading of the electron beam
from space charge forces. In addition, the beam used in
gyrotrons is typically a thin cylindrical beam with high
current density. This also exacerbates the problem of
beam dissipation in the collector. Power densities up to
500 W/cm2 are typical; 1000 W/cm2 is considered the upper
limit.

For gyrotrons at lower average power levels, these com-
plications may not be a critical issue. For these devices,
the output taper conducts the RF power to the collector
with high mode purity, and the collector also serves as the
output waveguide. In some cases, a downtaper is em-
ployed at the end of the collector to reduce the tube diam-
eter before the output window. For these devices, the
designer must also be concerned about modes that can
be trapped in the collector between the uptaper from the
circuit and the downtaper to the window.

For gyrotrons exceeding 500 kW of average power, ra-
dial RF power extraction is almost always employed. The
size of the collector can be based on the dissipation re-
quirements of the spent beam alone. As a result, collectors
for high-power gyrotrons often constitute a major portion
of the device. In Fig. 1, the collector of the 500-kW CW
gyrotron behind Dr. Jory begins above the output window.
The designer must balance low power densities with the
increasing size, weight, and cost of large collectors.

Considerable research is now in progress to implement
collector voltage depression to improve the total efficiency
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of the gyrotron while simultaneously reducing the
thermal power dissipation. The efficiency of the RF
circuit is typically 30–40%; therefore, most of the incident
beam power is dissipated in the collector. For a 1-MW CW
gyrotron, approximately 2 MW of thermal power must
be dissipated by the collector. To reduce this thermal
power and improve the gyrotron efficiency, a voltage
can be applied to the collector that is between that of the
electron gun and the RF circuit. This slows the electrons
and reduces the incident power. Since the total gyrotron
input power is proportional to the voltage difference
between the electron gun and the collector, this also
increases the net efficiency. The amount of voltage depres-
sion that can be applied depends on the energy of the
electrons following RF power extraction in the circuit.
Voltage depression that exceeds the energy of the elec-
trons will lead to reflection of the beam back toward the
electron gun or circuit. This will lead to excessive heating,
loading of the power supplies, or loss of interaction effi-
ciency. Most gyrotrons in development today implement
voltage depression to increase the total efficiency to
approximately 50%.

Additional increases in efficiency can be achieved by
introducing collectors with multiple electrodes at varying
voltages and sorting the energy of the incident electrons
using carefully designed magnetic fields. This allows ad-
ditional increase in depression voltage for the higher-en-
ergy electrons while still avoiding reflection of slower
ones. A two-stage depressed collector is currently being
developed and is predicted to increase the overall efficien-
cy of gyrotrons to more than 55% [28,29].

3.7. RF Launcher System

The RF launcher system converts the circular cavity/
waveguide mode to a quasioptical Gaussian mode. This
development was pioneered in the Soviet Union and al-
lows transmission of the RF beam with very low loss using
a series of metallic mirrors. Modern computer codes and
integration with computer numerically controlled (CNC)
mills and lathes allow precise control of the RF beam.
Modern designs convert the power from the circuit into
the desired Gaussian mode with greater than 95% effi-
ciency. More advanced computer codes are in development
that could increase the efficiency to more than 98% [30].
The conversion of the waveguide mode to a quasioptical
Gaussian mode also results in a more convenient RF mode
for most user applications.

Figure 6 shows a typical RF launcher configuration
consisting of a waveguide launcher and two mirrors in-
ternal to the gyrotron. The exit angle of the RF power from
the launcher is at the waveguide bounce angle, and the
mirrors concentrate the power into a small circular beam
and tailor the distribution of power within the beam as
required by the output window.

3.8. Output Window

Until recently, the output power of gyrotrons was limited
by the capabilities of the output window. The RF power
produced in the high-vacuum region inside the gyrotron is
extracted from the device through a dielectric window.

The window must provide a vacuum interface while
transmitting the RF power from the gyrotron into an ex-
ternal waveguide that may, or may not, be under vacuum.
Some of the RF power transmitted through the window is
absorbed and results in heating of the dielectric material.
The window structure must be sufficiently cooled to pre-
vent destruction from thermal stresses.

For gyrotrons producing power levels less than 500 kW
continuously, common window materials include alumina
and sapphire; however, beryllia oxide, boron nitrite, sili-
con nitride, and other materials have been used in special
devices. At higher average power levels, the thermal char-
acteristics of standard materials is such that the heat de-
posited in the ceramic cannot be adequately removed by
cooling around the edges as in most linear beam devices.
Figure 7 shows a schematic diagram of a double disk win-
dow that uses a dielectric fluid to convectively face cool the
disks.

Development of chemical-vapor-deposited (CVD) dia-
mond windows eliminated thermal stresses as a limiting
factor in gyrotrons [31]. CVD diamond is significantly
stronger, and has a higher thermal conductivity and
much lower RF loss than do other available materials

RF cavity

Path of
RF beam

Output
window Internal mirrors

CollectorLauncher

Figure 6. The Gaussian mode launcher converts the waveguide
mode to a quasioptical beam, and the internal mirrors shape the
RF beam profile.

Air

Ceramic
disk

Dielectric fluid

Coolant
input

Coolant
output

Vacuum

Figure 7. In the double-disk window, a dielectric fluid flows
between the ceramic disks for enhanced cooling.
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[32]. Consequently, it has become the window material
used in all high-power gyrotrons. Unfortunately, the
CVD manufacturing process is time-consuming and
expensive. Currently, window ceramics for gyrotrons
producing 1 MW or more of continuous power cost in ex-
cess of $100,000. Efforts are underway to develop more
efficient and less expensive methods for producing these
windows.

4. AMPLIFIERS

While most gyro devices are oscillators, research is in pro-
gress to develop gyroamplifiers as drivers for linear accel-
erators [33,34] and for high-frequency, high-resolution
radar [35]. While oscillator design is relatively straight-
forward, amplifier design presents several challenges.
Since the circuits are typically overmoded, it becomes
more difficult to prevent RF leakage through the drift re-
gions between cavities. Also, the high cavity Q factors
characteristic of gyrotron output cavities limit the band-
width that can be achieved. While several amplifier con-
figurations have been studied, the gyroklystron and the
gyro-TWT (traveling-wave tube) have achieved the most
success.

The gyroklystron consists of two or more cavities sep-
arated by drift spaces too small to propagate the operating
mode. An azimuthal drift is imposed on the electrons by a
sinusoidal energy modulation in the first cavity. These
drifts are enhanced by intermediate buncher cavities, and
the output cavity extracts the power from the azimuthally
bunched electron beam. Most gyroklystrons employ cavity
modes that are above the fundamental TE11 circular wave-
guide mode. Extreme care must be used to ensure that any
RF power converted from the cavity mode to the TE11

mode is not allowed to propagate through the drift spaces
and cause spurious oscillations. This also limits the circuit
modes that can be used to those close to the fundamental
(typically TE01 or TE02) circuit modes. Gyroklystron band-
widths of 7% have been achieved with saturated gain of
20–40 dB. Operating efficiencies greater than 30% are
common. An advanced, high-power, millimeter-wave ra-
dar system is currently under development by the U.S.
Naval Research Laboratory that uses a 94-GHz gyroklyst-
ron with a 700 MHz bandwidth, 10% duty factor, and a
saturated gain of 33 dB [1]. The device will be used for
tactical radar applications, studies of cloud physics, prop-
agation, and forward and backscatter studies [2].

In the gyro-TWT, an azimuthally bunched helical beam
interacts with a traveling wave. If the periodicity and ve-
locity of the electron bunches are such that synchronism
occurs between the electrons and the traveling wave, cu-
mulative bunching and energy extraction can occur. These
amplifiers have considerably larger bandwidths than do
gyroklystrons; however, they operate at lower efficiency
(o20%) and generally produce less power.

Research has also been performed on gyro backward-
wave oscillators, gyrotwystrons, and gyropeniotrons. The
reader is referred to the Further Reading list at the end of
this article for information on these devices.

5. CURRENT STATE OF THE ART

Gyrotrons are currently in development in several coun-
tries around the world, including Russia, Germany,
France, Japan, and the United States. Currently, the high-
est-power gyrotron is a device jointly developed by Ger-
many, France, and Switzerland to produce 1 MW of RF
power in pulses lasting several minutes. The device,
shown in Fig. 8, operates at 140 GHz and will be used in
the stellerator Wendlestein 7-X currently under construc-
tion at IPP Greifswald, Germany. A total of 10 MW of RF
power will be required for electron cyclotron heating of the
stellerator plasma. Researchers recently reported achiev-
ing 850 kW in 3-min pulses, which were partially limited
by the available power supply [36]. The gyrotron has also
produced 970 kW for 11.8 s. Communications and Power
Industries, Inc. in the United States produced several
1-MW, 10-s gyrotrons at 110 GHz. These are used for elec-
tron cyclotron heating of the DIII-D tokamak at General
Atomics in San Diego, CA.

The current state of the art in gyroklystrons is the
94-GHz device built by Communications and Power In-
dustries, Inc. for the WARLOCK radar system. This device
produces a peak power of 100 kW and 10 kW of average
power.

Figure 8. A 140-GHz, 1-MW gyrotron under development for the
stellerator Wendlestein 7-X currently under construction at IPP
Greifswald, Germany.
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6. FUTURE DEVELOPMENT

Most gyrotron research is focused on increasing the out-
put power, primarily for ECRH and ECCD of fusion plas-
mas. It is anticipated that several tens of megawatts of RF
power will be required for heating these plasmas. It is de-
sirable to maximize the output power of the individual
gyrotrons to reduce the number of gyrotrons required. The
current goal is to develop gyrotrons producing 1–2 MW of
CW power at frequencies between 100 and 170 GHz.

Researchers in the United States are developing a 1.5-
MW, long-pulse gyrotron operating at 110 GHz. This de-
vice will be used for electron cyclotron heating of the DIII-
D tokamak operated by General Atomics in San Diego,
CA. The gyrotron will use a conventional cylindrical cav-
ity, diode electron gun, and a depressed collector.

As the required output power increases, the size of the
cavity must increase to maintain and handle the RF cur-
rents in the walls. Increasing the cavity size increases the
number or RF modes that can be excited, thereby increas-
ing problems with mode competition. Above 1.5 MW, it be-
comes more attractive to utilize a coaxial cavity to
decrease the number of competing modes. Researchers
in Germany are developing a 2-MW coaxial gyrotron at
170 GHz for anticipated heating requirements for the next
generation of fusion experiments. The device incorporates
a depressed collector and quasioptical output [37]. Addi-
tional complications are introduced by the center conduc-
tor, which must be supported, aligned, and cooled within
the vacuum envelope of the gyrotron.

Research is in progress to develop step-tunable gyrot-
rons for operation over increased frequency ranges. Since
the gyrotron frequency is partially determined by the
magnetic field, it becomes possible to use this character-
istic to excite operating modes at different frequencies. As
the magnitude of the magnetic field is varied, different
operating modes are excited. The frequency of the gyrot-
ron jumps to the resonant frequency of that particular
mode [38,39]. A problem arises, however, with designing a
ceramic window capable of operating over the required
range of frequencies. Several alternatives are under de-
velopment, including Brewster angle windows.

Amplifier research is focused on developing gyroampli-
fiers for high-resolution radar and for high-power linear
accelerators. Current research goals for radar applications
include bandwidth enhancement, increased efficiency, in-
creased output power, and gains exceeding 30 dB. Accel-
erator applications do not require large bandwidths, but
peak powers exceeding 100 MW at frequencies between 11
and 20 GHz and 10 MW devices at W band will be re-
quired. Figure 9 shows a 10-MW gyroklystron designed to
operate at 91.392 GHz that is currently under develop-
ment. High efficiency and reasonable gain will be major
goals. Advances in gyrotron components, such as windows,
electron guns, launcher systems, and depressed collectors,
will also be applicable to amplifier development.

Research is in progress to develop gyrotrons for indus-
trial heating applications, particularly for sintering of
fine-grain ceramics. Studies indicate that microwave and
millimeter sintering can produce extremely high heating
rates or selective heating in multiphase systems, leading

to novel ceramic materials with compositions and micro-
structures not possible using standard techniques [40].
Several experiments are in progress to develop sources for
these applications [41,42]. It is anticipated that other ap-
plications will materialize when efficient, cost effective
sources are available.
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HANKEL TRANSFORMS

M. RAHMAN

The object of this article is to introduce integral transform
of a particular type, called the Hankel transform, and to
illustrate the use of this method by means of examples.
The treatment is that of a review article and as such is not
meant to be exhaustive; its aim is to give a concatenated
account of known results rather than present new ones.
The emphasis throughout is on those results that are of
frequent occurrence in boundary value problems of math-
ematical physics, but some indication is also given for
possible theoretical investigations.

Proofs are either omitted entirely or only the key steps
are outlined. Readers interested in rigorous proofs of some
of the statements in this article are referred to the books
by Sneddon [1,2], Davies [3], Andrews and Shivamoggi [4],
and Zayed [5].

The organization of the article is as follows. In the first
section, we illustrate the motivation behind introducing
the Hankel transform and then give a precise definition of
the Hankel transform and its inversion. The next two
sections are devoted to the derivation of some basic
properties of Hankel transforms. In the following section,
we explore the connection between Fourier and Hankel
transforms. Parseval’s relation for Hankel transforms is
then deduced. We next introduce the modified operator of
Hankel transforms. An overview of Erdelyi–Kober opera-
tors and their generalization by Sneddon and Cooke is
given. We then derive Beltrami-type relations and give a
brief account of their generalization by Sneddon. An
extensive account is given of the applications of Erdelyi–
Kober and Cooke operators to dual, triple, and quadruple
integral equations involving Hankel transforms. A num-
ber of issues that arise in connection with applications of
Hankel transforms to many physical problems is then
addressed. For the convenience of the readers, a compen-
dium is given in the last section of the basic theorems and
formulas of Hankel transforms that are of frequent occur-
rence in applications.

1. THE HANKEL TRANSFORM

The Hankel transform arises naturally as a result of using
the method of separation of variables to boundary value
problems of mathematical physics in cylindrical coordi-
nates, for example, boundary value problems for the La-
place and Helmholtz equations involving half-spaces and
regions bounded by parallel planes. In general, applica-
tion of this technique is relevant to problems leading to
the integration of equations of the type

@2f
@r2
þ

1

r

@f
@r
�

v2

r2
fþLf¼ f ðr; . . .Þ

where L is a linear operator that does not contain r, and
f (r, y) is a prescribed function.

To illustrate this, let us consider the axisymmetric
solution j(r, z) of Laplace’s equation

@2f
@r2
þ

1

r

@f
@r
þ
@2f
@z2
¼ 0 ð1Þ

in the half-space r40, z40, which satisfies the boundary
condition

fðr;0Þ¼ f ðrÞ ð2Þ

where f(r) is a prescribed function of r.
In addition, the solution of the problem must satisfy the

regularity conditions so that the field decays as R-N,
where R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ z2
p

.
Assuming that the solution can be represented in the

separated-variable form

fðr; zÞ¼f1ðrÞf2ðzÞ

we find that Eq. (1) reduces to

1

f1

d2f1

dr2
þ

1

f1r

df1

dr
¼
�1

f2

d2f2

dz2
ð3Þ

Since the left-hand side of Eq. (3) depends only on r while
the right-hand side only on z, we conclude that they must be
equal to a constant, say, l¼ � s2, where s is a real quantity.
Thus, we obtain two ordinary differential equations

d2f1

dr2
þ

1

r

df1

dr
þ s2f1¼ 0

df2

dz2
� s2f2¼ 0

ð4Þ

The first of these equations is that of Bessel [6], whose
solution bounded at the origin is

f1ðrÞ¼A1ðsÞJ0ðsrÞ

where A1(s) is an arbitrary function of s and J0(sr) is the
zeroth-order Bessel function of the first kind.

On the other hand, the solution of the second relation of
Eq. (4) ensuring a decaying field is given by

f2ðzÞ ¼A2ðsÞ e
�sz

Therefore, the solution of Eq. (1) is

fðr; zÞ¼AðsÞJ0ðsrÞ e�sz ð5Þ

where A(s) is an arbitrary function of s. Readers can easily
verify that the other cases, namely, l¼ 0 and l¼ s2 (s is a
real quantity), must be ignored, since they do not ensure a
decaying field as R!1.

H
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The solution of Eq. (5) has the property that, if s40,
fðr; zÞ ! 0 as R!1. By simple superposition, we can
therefore construct the solution of the form

fðr; zÞ¼
Z 1

0
sAðsÞJ0ðsrÞ e�szds ð6Þ

The condition of Eq. (2) will be satisfied if

f ðrÞ¼

Z 1

0
sAðsÞJ0ðsrÞds ð7Þ

yielding an equation for determining the unknown function
A(s). It will be shown later that A(s) is given by the formula

AðsÞ¼

Z 1

0
rf ðrÞJ0ðsrÞdr ð8Þ

which on substitution into Eq. (6) then formally gives the
solution of our problem.

The formulas in Eqs. (7) and (8) define a transformation
pair called the Hankel transform of order zero. We now
give a formal definition of the Hankel transform of an
arbitrary order of a function.

Given a real function f(r) defined in the interval (0, N),
suppose that

1. f(r) is piecewise continuous and of bounded variation
in every finite subinterval [a, b], where 0oaoboN

2. The integral

Z 1

0

ffiffiffi
r
p
jf ðrÞjdro1

Then, the Hankel transform of the vth order of the function
f(r) satisfying the preceding conditions is defined as

~ffvðsÞ¼

Z 1

0
rf ðrÞJvðsrÞdr ð9Þ

which we shall write as

~ffvðsÞ¼Hv½f ðrÞ; r! s� ð10Þ

Sometimes, for the sake of brevity, we shall write this
notation asHv½f ðrÞ; s�;Hv½f ðrÞ�, or simplyHvf ðrÞ.

Readers should note that since the kernel of the Hankel
transform is the Bessel function, the theory of Hankel
transforms relies heavily on the theory of the Bessel
functions. Perhaps, for this reason, in some literature,
this transform is called Bessel transformation or Fourier–
Bessel transformation.

The Hankel inversion theorem states that if the func-
tion f(r) satisfies the preceding conditions, then

Z 1

0

s ~ffvðsÞJvðsrÞds¼ f ðrÞ ð11Þ

If the function has a jump discontinuity at a point, then the
right-hand side of Eq. (11) should be replaced by the sum

1

2
½ f ðrþ 0Þ þ f ðr� 0Þ�

We shall not give a proof of the Hankel inversion theorem
here. Interested readers are referred to the book by
Sneddon [2].

It follows from Eqs. (10) and (11) that

f ðrÞ¼

Z 1

0
sJvðsrÞds

Z 1

0
r0f ðr0ÞJvðsr0Þdr0

0oro1; v > �
1

2

ð12Þ

Equation (12) is called Hankel’s integral theorem.
Evidently, Eq. (11) can be written as

f ðrÞ¼H�1
v ½

~ffvðsÞ; s! r�

which, in the notation of Eq. (10), is equivalent to

f ðrÞ¼Hv½
~ffvðsÞ; s! r�

hence establishing the ruleHv¼H
�1
v . Thus, we see that

if v > �1
2, there is a symmetric relationship between a

function and its Hankel transform of order v, in the sense
that if ~ff vðsÞ is the Hankel transform of order v of a function
f(r), then f(r) is the Hankel transform of order v of ~ff vðsÞ.

Extensive tables have been constructed of the Hankel
direct and inverse transforms of functions usually encoun-
tered in applications [e.g., 7].

As in the case of other types of integral transforms,
the use of Hankel transform has many advantages,
for example, it is applicable to both homogeneous and
inhomogeneous problems, it simplifies calculations and
singles out the purely computational part of the solution,
and it allows us to construct an operational calculus for
a given kernel by using tables of direct and inverse
transforms.

An extensive account of applications of the Hankel
transform as well as other integral transforms to problems
in mathematical physics was given by Sneddon [1,2,8] and
Lebedev et al. [9]. Perhaps it is Sneddon who may quite
justifiably be regarded as the most ardent proponent of
using the method of integral transforms—in particular,
Hankel transform—to various boundary value problems of
mathematical physics.

2. SOME ELEMENTARY PROPERTIES OF HANKEL
TRANSFORMS

Property 1.

H�m½f ðrÞ; r! s�

¼ ð�1ÞmHm½f ðrÞ; r! s�

� ðm¼ � 1;�2; . . . ;�n; . . .Þ
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Proof of this property follows from the fact that [6]

J�mðsrÞ¼ ð�1ÞmJmðsrÞ

Property 2.

Hv½f ðarÞ; r! s� ¼a�2Hv f ðrÞ; r!
s

a

h i

Proof: By definition, we have

Hv½ f ðarÞ; r! s� ¼

Z 1

0
rf ðarÞJvðsrÞdr ð13Þ

By making a change of variable ar¼r, we reduce the
integral in Eq. (13) to the form

Hv½ f ðarÞ; r! s� ¼a�2

Z 1

0
rf ðrÞJvðsa�1rÞdr

¼a�2Hv f ðrÞ; r!
s

a

h i

Property 3.

Hv½r
�1f ðrÞ; r! s�

¼
s

2v
½ ~ffv�1ðsÞþ ~ffvþ 1ðsÞ� ðvO0Þ

Proof: From the recurrence relation for the Bessel func-
tions [6]

jv�1ðxÞ �
2v

x
JvðxÞþJvþ 1ðxÞ¼ 0

we deduce

Hv½r
�1f ðrÞ; r! s� ¼

Z 1

0
f ðrÞJvðsrÞdr

¼
s

2v

Z 1

0
rf ðrÞJv�1ðsrÞdr

�

þ

Z 1

0
rf ðrÞJvþ 1ðsrÞdr

�

¼
s

2v
½ ~ffv�1ðsÞ þ ~ffvþ 1ðsÞ�

Property 4. The shift formula for the Hankel transforms is

Hn½ f ðr� aÞHðr� aÞ; r! s� ¼
X1

m¼�1

am
~ffmðsÞ

where

am¼Jn�mðsaÞþ
1

2
as ðmþ 1Þ�1Jn�m�1ðsaÞ
�

þ ðm� 1Þ�1Jn�mþ 1ðsaÞ
�

Proof of this property is given in the book of Sneddon [2].

It should be mentioned here that it is not possible to
obtain a simple shift formula for the Hankel transforms.
This is primarily because the addition formula for the
Bessel functions, that is, the Neumann–Lommel addition
formula [6]

Jnðxþ yÞ¼
X1

m¼�1

JmðxÞJn�mðyÞ

is much more complicated than the addition formula for
the exponential functions ex and eix for the Laplace and
Fourier transforms.

3. THE HANKEL TRANSFORMS OF DERIVATIVES OF A
FUNCTION

In applications of Hankel transforms to physical problems,
it is necessary to have expressions for the Hankel trans-
forms of the derivatives of a function or a combination of
them, through the Hankel transforms of the function
itself. Using the definition of Hankel’s transform and the
formula for integrating by parts, we obtain

Hv
df

dr
; s

� �
¼

Z 1

0
r

df

dr
JvðsrÞdr

¼ ½rf ðrÞJvðsrÞ�10

�

Z 1

0

@

@r
½rJvðsrÞ�f ðrÞdr

ð14Þ

The first term on the right vanishes provided that the
function f(r) is such that

lim
r!0

rvþ 1f ðrÞ¼ 0; lim
r!1

ffiffiffi
r
p

f ðrÞ¼ 0

It follows from the arguments leading to the proof of the
Hankel inversion theorem [2] that the second of these
conditions holds for any f(r) whose Hankel transform
exists. Therefore, the first term on the right in Eq. (14)
vanishes if

f ðrÞ¼ oðr�v�1Þ; r! 0

where o is the Landau’s symbol of order.
From the theory of Bessel functions [6,10], we have

@

@r
rJvðsrÞ½ � ¼JvðsrÞþ rJ 0vðsrÞ

J 0vðsrÞ¼ srJv�1ðsrÞ � vJvðsrÞ
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so that Eq. (14) now takes the following form:

Hv
df

dr
; r

� �
¼ ðv� 1Þ

Z 1

0

f ðrÞJvðsrÞdr

� s

Z 1

0
rf ðrÞJv�1ðsrÞdr

ð15Þ

However, the integral on the right is the (v – 1)th-order
Hankel transform of f(r):

Z 1

0
rf ðrÞJv�1ðsrÞdr¼Hv�1½f ðrÞ; r! s�

Thus, Eq. (15) takes the form

Hv
df

dr
; r! s

� �
¼ ðv� 1Þ

Z 1

0
f ðrÞJvðsrÞdr

� sHv�1½f ðrÞ; r! s�

ð16Þ

The first term on the right is obviously the vth-order
Hankel transform of the function r–1f(r). However, our
objective is to express everything in terms of the Hankel
transform of the function f(r). This can be achieved by
utilizing the following relation [10]:

JvðsrÞ¼
1

2v
Jv�1ðsrÞþJvþ 1ðsrÞ½ � ð17Þ

Inserting Eq. (17) into Eq. (16), after some arrangements,
we finally obtain the following important relationship:

Hv
df

dr
; r! s

� �

¼ � s
vþ 1

2v
Hv�1½f ðrÞ; r! s�

þ s
v� 1

2v
Hvþ 1½f ðrÞ; r! s�

ð18Þ

Expressions for Hankel transforms of the higher deriva-
tives of the function f(r) may be deduced by repeated
application of the formula in Eq. (18). For instance, we
obtain

Hv
d2f

dr2
; r! s

� �

¼
s2ðvþ 1Þ

4ðv� 1Þ
Hv�2½f ðrÞ�

�
s2ðv2 � 3Þ

2ðv2 � 1Þ
Hv½f ðrÞ�

þ
s2ðv� 1Þ

4ðvþ 1Þ
Hvþ 2½f ðrÞ�

ð19Þ

In applications of Hankel transforms to many physical
problems, it becomes necessary to have available the

formula for Hankel transform of the differential operator:

Bv¼
d2

dr2
þ

1

r

d

dr
�

v2

r2

Integrating by parts and assuming that df=dr¼ oðr�1Þ, we
find

Z 1

0
r

d2f

dr2
JvðsrÞdr¼ �

Z 1

0

df

dr

d

dr
rJvðsrÞ½ �dr

so that

Z 1

0
r

d2f

dr2
þ

1

r

df

dr

� �
JvðsrÞdr¼ � s

Z 1

0

df

dr
rJ

0

vðsrÞdr

¼ s

Z 1

0
f ðrÞ

d

dr
rJ

0

vðsrÞ
� �

dr

ð20Þ

Equation (20) was derived on the assumption that the
function rf(r)-0 as r-0 or N.

We know from the theory of Bessel functions [6,10] that
the function Jv(sr) satisfies the differential equation

d

dr
rJ

0

vðsrÞ
� �

¼ � s2 �
v2

r2

� �
rJvðsrÞ ð21Þ

On substitution of Eq. (21) into Eq. (20), we obtain the
following formula:

Z 1

0

r
d2f

dr2
þ

1

r

df

dr
�

v2

r2
f

� �
JvðsrÞdr¼ � s2

Z 1

0
rf ðrÞJvðsrÞdr¼ � s2Hv½ f ðrÞ; r! s�

ð22Þ

An immediate consequence of Eq. (22) is the formula

Z 1

0

r
d2f

dr2
þ

1

r

df

dr

� �
J0ðsrÞdr

¼ � s2H0½f ðrÞ; r! s�

ð23Þ

To illustrate the use of the properties of Hankel trans-
forms, let us consider the classic problem of determining
the potential at any point in the field induced by an
electrified disk of radius a, whose potential is raised to
f0(f0 is a constant). The problem is known as Weber’s
problem. A discussion of this problem can be found in the
books by Jeans [11] and Smythe [12]. The problem reduces
to that of solving Laplace’s equation in Eq. (1) with the
boundary conditions

fðr; 0Þ¼f0; 0 � roa

@f
@z

����
z¼ 0

¼ 0; r > a
ð24Þ
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The second boundary condition in Eq. (24) expresses the
symmetry of the field with respect to the plane of the disk,
that is, the plane z¼0.

To solve the problem, we use the zeroth-order Hankel
transform of the function f(r, z):

fðr; zÞ¼H0½ ~ffðs; zÞ; s! r� ð25Þ

Applying the transformation in Eq. (25) to Eq. (1) and
making use of the relation of Eq. (23), we obtain the
following ordinary differential equation

d2 ~ff
dz2
� s2 ~ff¼ 0

whose solution is

~ffðs; zÞ¼AðsÞ e�szþBðsÞ esz ð26Þ

where A(s) and B(s) are some unknown functions of s.
Because of symmetry, it is sufficient to consider the

half-space zZ0 only. Then, since the field must vanish at
infinity (regularity conditions), we must set B¼ 0, so that
Eq. (26) reduces to

~ffðs; zÞ¼AðsÞ e�sz

Therefore, our formal solution of the problem takes the
form

fðr; zÞ¼H0½AðsÞ e
�sz; s! r� ð27Þ

Utilizing the boundary conditions in Eq. (24), we get the
following equations to determine the unknown function
A(s):

H0½AðsÞ; s! r� ¼f0; 0 � roa

H0½sAðsÞ; s! r� ¼ 0 ; r > a

or writing in integral form

Z 1

0
sAðsÞJ0ðsrÞds¼f0; 0 � roa

Z 1

0
s2AðsÞJ0ðsrÞds¼ 0; r > a

ð28Þ

Equations of the type in Eq. (28) are called dual-integral
equations. A systematic treatment of this kind of equa-
tions will be discussed later. Here, we give a rather
heuristic solution. Gradshteyn and Ryzhik [13] provide
the following integrals:

Z 1

0

sin s

s
J0ðsrÞds¼

p
2
; 0 � roa

Z 1

0

ðsin sÞJ0ðsrÞds¼0; r > a

ð29Þ

A comparison of Eqs. (28) and with Eqs. (29) shows that
the solution for A(s) is

AðsÞ¼
2f0

p
sin s

s
ð30Þ

Putting Eq. (30) into Eq. (27), we obtain the solution of our
problem as

fðr; zÞ¼
2f0

p

Z 1

0

sin s

s
J0ðsrÞ e�szds ð31Þ

The uniqueness of Eq. (31) follows from the physical
contents of the problem.

4. RELATION BETWEEN FOURIER AND HANKEL
TRANSFORMS

In this section, the relationship between Hankel and
Fourier transforms of a function of two variables is
explored. Specifically, we shall see that there exists a close
relationship between the double Fourier transform of a
function of two variables of a particular type and its
Hankel transform.

Consider a function f(x1,x2) that is a function of
r¼ x2

1þ x2
2 only. The double Fourier transform F(a1, a2) is

Fða1; a2Þ¼
1

2p

Z 1

�1

Z 1

�1

f ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1þ x2
2

q
Þ

� eiða1x1 þ a2x2Þ dx1 dx2

ð32Þ

If we make the substitutions into Eq. (32)

x1¼ r cos y; x2¼ r sin y;

a1¼ s cos j; a2¼ s sin j

then, since

dx1dx2¼ rdrdy; a1x1þ a2x2¼ rs cosðy� jÞ

the double integral in Eq. (32) reduces to

Fða1; a2Þ¼
1

2p

Z 1

0
rf ðrÞdr

Z 2p

0
eirs cosðy�jÞdy ð33Þ

Since the inner integral on the right is 2p-periodic, it does
not depend on j, that is

Z 2p

0
eirs cosðy�jÞdy¼

Z 2p

0
eirs cos ydy

which is equal to 2pJ0(rs) [6,10], where s¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

1þ a2
2

q
. We

therefore see that the function F(a1, a2) is a function of
s only and may be written as

FðsÞ¼

Z 1

0

rf ðrÞJ0ðsrÞdr¼H0½f ðrÞ; r! s� ð34Þ
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which, of course, is the zeroth-order Hankel transform of
f(r). On the other hand, by the Fourier inversion theorem,
we have

f ðx1; x2Þ¼
1

2p

Z 1

�1

Z 1

�1

Fða1; a2Þ

� e�iða1x1 þ a2x2Þ da1 da2

Using the same substitution as before, the preceding
expression can be reduced to the following formula:

f ðrÞ¼

Z 1

0
sFðsÞJ0ðsrÞds¼H0½FðsÞ; s! r� ð35Þ

Formulas in Eqs. (34) and (35) obviously express the
Hankel inversion theorem in the special case where v¼ 0.

The preceding results can be easily generalized in case
of n-dimensional Fourier transforms. If the functions f(x1,

x2, y, xn) is function only of r¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1þ x2
2þ � � � þ x2

n

q
, then

its Fourier transform F(a1, a2, y, an) is a function of s only

where s¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

1þ a2
2þ � � � þ a2

n

q
. More specifically, the fol-

lowing relationship holds:

sðn�1Þ=2FðsÞ ¼

Z 1

0
r½rðn�1Þ=2f ðrÞ� �Jðn�1Þ=2ðsrÞdr ð36Þ

For proof, the readers are referred to the book by Sneddon
[1].

It therefore follows from Eq. (36) that sðn�1Þ=2FðsÞ is the
Hankel transform of order (n – 1)/2 of the function
rðn�1Þ=2f ðrÞ.

Similarly, by n-dimensional Fourier inversion theorem,
it can be shown that

rðn�1Þ=2f ðrÞ¼

Z 1

0

s½sðn�1Þ=2FðsÞ� �Jðn�1Þ=2ðsrÞds ð37Þ

If we write

fðrÞ¼ rðn�1Þ=2f ðrÞ; ~ffvðsÞ¼ sðn�1Þ=2FðsÞ;

v¼
n� 1

2

then Eqs. (36) and (37) take the following form:

~ffvðsÞ¼

Z 1

0

rfðrÞJvðsrÞdr¼Hv½fðrÞ; r! s�

fðrÞ¼
Z 1

0
s ~ffvðsÞJvðsrÞds¼Hv½ ~ffvðsÞ; s! r�

These formulas obviously define the vth-order Hankel
transformation pair for the function f(r).

5. PARSEVAL’S RELATION FOR HANKEL TRANSFORMS

Suppose that

~ffvðsÞ¼Hv½f ðrÞ; r! s�; ~ggvðsÞ¼Hv½gðrÞ; r! s�

Then, putting formally, we obtain the equation

Z 1

0
s ~ffvðsÞ ~ggvðsÞds¼

Z 1

0
s ~ffvðsÞds

Z 1

0
xgðxÞJvðsxÞdx

¼

Z 1

0
xgðxÞdx

Z 1

0
s ~ffvðsÞJvðsxÞds

ð38Þ

in which the inner integral, by Hankel’s inversion theo-
rem, is obviously equal to f(r).

Equation (38) then yields the following formula:

Z 1

0
s ~ffvðsÞ ~ggvðsÞds¼

Z 1

0
xf ðxÞgðxÞdx ð39Þ

The expression Eq. (39) is evidently the Parseval relation
for the Hankel transform. As in the case of other integral
transforms, such a Fourier, Laplace, Mellin, and Kantorovich-
Lebedev transforms, Parseval’s relation is a very useful
too in many theoretical can practical investigations.

It should be noted here that a general Parseval relation
involving Hankel transforms of two functions of different
orders does not exist. This is primarily because the
Neumann–Rahman formula [6,14] for the product of two
first-kind Bessel functions of different orders

JmþnðsrÞJnðsr0Þ

¼
1

p

Z p

0
cosðnjÞTm

r� r0 cos j
R

	 
n
þ

r0 sin nj sin j
R

�Um�1
r� r0 cos j

R

	 
o
JmðRÞdj; U�1ð� � �Þ ¼ 0 ð40Þ

where R¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ r2

0 � 2rr0 cos j
q

; Tmð� � �Þ and Um�1ð� � �Þ

are the Chebyshev polynomials of the first and second
kinds, respectively, is much more complicated than the
simplest rule for the product of two exponential functions
(kernels of Laplace and Fourier transforms) of different
powers.

As an example of application of Parseval’s relation in
Eq. (39), let us evaluate the integral

Hv½x
�2JvðaxÞ; x! s�; v > �

1

2

Taking f ðxÞ¼ xvHða� xÞða > 0Þ and gðxÞ¼ xvHðb� xÞ
ðb > 0Þ, whereHð. . .Þ is the step function, we have

~ffvðsÞ¼

Z a

0
xvþ 1JvðsxÞdx;

~ggvðsÞ¼

Z b

0

xvþ 1JvðsxÞdx
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These integrals are easily evaluated [13] as

~ffvðsÞ¼
avþ 1

s
Jvþ 1ðsaÞ;

~ggvðsÞ¼
bvþ 1

s
Jvþ 1ðsbÞ

Now, using Parseval’s relation in Eq. (39), we obtain

ðabÞvþ 1

Z 1

0
s�1Jvþ 1ðsaÞJvþ 1ðsbÞds

¼

Z minða;bÞ

0
x2vþ 1dx

Assuming that 0oaob, we find that (13)

Z 1

0
s�1Jvþ 1ðsaÞJvþ 1ðsbÞds

¼
1

2ðvþ 1Þ

a

b

	 
vþ 1

0oaob; v > �
1

2

It therefore follows from the preceding equation that

Hv x�2Jvþ 1ðaxÞ; x! s
� �

¼

1

2v

s

a

	 
v

; 0osoa

1

2v

a

s

	 
v
; s > a

8
>>>><

>>>>:

where, v > 1
2.

6. THE HANKEL OPERATOR

In many theoretical investigations, it is more convenient
to use a modified operator of Hankel transform SZ,a

instead of the operatorHv. This modified Hankel operator
is defined by the formula

SZ;a f ðtÞ; x½ � ¼ 2ax�aH2Zþ a t�af ðtÞ; t! x½ � ð41Þ

so that

SZ;a f ðtÞ; x½ � ¼ 2ax�a
Z 1

0
t1�af ðtÞJ2Zþ aðxtÞdt ð42Þ

If we write

~ffZ;aðxÞ¼SZ;a½f ðtÞ; x� ð43Þ

then from Eq. (41), we obtain

H2Zþ a½t
�af ðtÞ; x� ¼ 2�axa ~ffZ;aðxÞ ð44Þ

Applying Hankel’s inversion, we deduce from Eq. (43) that

f ðtÞ¼ 2�ataH2Zþ a½x
a ~ffZ;aðxÞ; t�

or writing out the above expression in full, we obtain

f ðtÞ¼SZþ a;�a½
~ffZ;aðxÞ; t�

thus establishing the rule

S�1
Z;a ¼SZþ a;�a ð45Þ

In applications, the following relationship is useful

SZ;a f ðxÞ¼ 2�lxlSZl=2;aþ l½x
l f ðxÞ�

the validity of which can be easily proved by writing
out both sides of the equation using the definition in
Eq. (42).

7. THE ERDELYI–KOBER OPERATORS OF FRACTIONAL
INTEGRATION

In this section, we present a brief exposition of the so-
called Erdelyi–Kober operators of fractional integrations
[15–17] and their generalization due to Sneddon and
Erdelyi [8,18] and Cooke [19,20]. We next illustrate appli-
cations of these operators to the solution of dual-, triple–
and quadruple-integral equations involving Hankel trans-
forms, which arise in many boundary value problems of
mathematical physics, especially electrostatics and elec-
tromagnetic scattering. The description here closely fol-
lows Sneddon [21].

In a series of papers [15–17], Erdelyi and Kober in-
vestigated properties of the fractional integral

x�Z�aþ 1

GðaÞ

Z x

0
ðx� tÞa�1tZ�1f ðtÞdt ða > 0; Z > 0Þ

which is a generalization of Riemann’s integral

1

GðaÞ

Z x

0
ðx� tÞa�1f ðtÞdt

and Weyl’s integral

xn

GðaÞ

Z 1

x

ðt� xÞa�1t�a�Zf ðtÞdt ða > 0; Z > 0Þ

7.1. Definitions and Basic Results

If a > 0; Z > �1
2, we define the operator IZ,a by the equation

IZ;a f ðxÞ

¼
2x�2a�2Z

GðaÞ

Z x

0

ðx2 � u2Þ
a�1u2Zþ 1f ðuÞdu
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IZ,0 is the identity operator, and if ao0, we define IZ,a by
the relation

IZ;a f ðxÞ¼ x�2Z�2a�1Dn
x x2Zþ 2aþ 2nþ 1IZ;aþn f ðxÞ

where n is a positive integer such that 0oaþno1 and Dx

is the differential operator

Dx¼
d

dx
x�1

Similarly, a > 0; Z > �1
2, we define the operator KZ,a by the

equation

KZ;a f ðxÞ

¼
2x2Z

GðaÞ

Z 1

x

ðu2 � x2Þ
a�1u�2a�2Zþ 1f ðuÞdu

KZ,0 is the identity operator, and if ao0, we define KZ,a by
the equation

KZ;a f ðxÞ¼ ð�1Þnx2Z�1Dn
x x2n�2þ1KZ�n;aþn f ðxÞ

Operators IZ,a and KZ,a are called Erdelyi–Kober operators.
We next establish some properties of these operators. If

we assume that a40, b40, we have

IZ;aIZþ a;b f ðxÞ

¼
2x�2Z�2a

GðaÞ

Z x

0
ðx2 � u2Þ

a�1u2Zþ 1du
2u�2Z�2a�2b

GðbÞ

�

Z u

0
ðu2 � t2Þ

B�1t2Zþ 2aþ 1f ðtÞdt

Interchanging the order of integration and using the
result (13)

2

Z x

t

x2 � u2
� �a�1

ðu2 � t2Þ
b�1u�2a�2bþ 1du

¼
GðaÞGðbÞ
G aþ bð Þ

t�2ax�2bðx2 � t2Þ
aþ b�1

we obtain

IZ;aIZþ a;b f ðxÞ

¼
2x�2Z�2a�b

G aþ bð Þ

Z x

0
t2Zþ 1ðx2 � t2Þ

aþb�1f ðtÞdt

The expression on the right is equal to IZ,aþb, which
follows from its definition, thus establishing the rule

IZ;aIZþ a;b¼ IZ;aþ b ð46Þ

Similarly, it can be shown that

KZ;aKZþ a;b¼KZ;aþ b ð47Þ

The preceding relations are valid for a40, b40, but it is a
simple exercise to show that they are also valid for
negative values of a and b. Also, it can be shown from
the theory of integral equations of Abel type [8] that the
inverse of the Erdelyi–Kober operators are given by the
formulas

I�1
Z;a ¼ IZþ a;�a; K�1

Z;a ¼KZþ a;�a ð48Þ

The following formulas hold, whose validity can be proved
very easily:

IZ;afx
2b f ðxÞg ¼ x2bIZþ b;a f ðxÞ

KZ;afx
2b f ðxÞg¼ x2bKZþ b;a f ðxÞ

The following relationships hold between the Erdelyi–
Kober and Hankel operators:

IZþ a;bSZ;a¼SZ;aþ b; KZ;aSZþ a;b¼SZ;aþ b

SZþ a;bSZ;a¼ IZ;aþ b SZ;aSZþ a;b¼KZ;aþ b

SZþ a;bIZ;a¼SZ;aþ b; SZ;aKZþ a;b¼SZ;aþ b

ð49Þ

The proofs of these identities are based on the properx-
ties of Bessel functions and are given in the book by
Davies [3].

7.2. The Cooke Operators

Cooke [19,20] has defined the operators

b

a

 !
IZ;a

and

d

c

 !
KZ;a

by the formulas

b

a

0

@

1

AIZ;a f ðxÞ

¼

2x�2a�2Z

GðaÞ

Z b

a

ðx2 � u2Þ
a�1u2Zþ 1f ðuÞdu; a > 0

f ðxÞ; a¼ 0

x�2a�2Z�1

Gð1þ aÞ
d

dx

Z b

a

ðx2 � u2Þ
au2Zþ 1f ðuÞdu; �1oao0

8
>>>>>>>>><

>>>>>>>>>:

ð50Þ
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for 0oaoboN and

d

c

0

@

1

AKZ;a f ðxÞ

¼

2x2Z

GðaÞ

R d
c ðu

2 � x2Þ
a�1u�2a�2Zþ 1f ðuÞdu; a > 0

f ðxÞ; a¼ 0

�x2Z�1

Gð1þ aÞ
d

dx

Z d

c

ðu2 � x2Þ
au�2a�2Zþ 1f ðuÞdu; �1oao0

8
>>>>>>>>><

>>>>>>>>>:

ð51Þ

for 0oxocod. It will be observed that these operators are
related to the Erdelyi–Kober operators by the relations

x

0

 !
IZ;a¼ IZ;a;

1

x

 !
KZ;a¼ IZ;a

Cook [19,20] also defined the operators L and M by the
equations

x; b

c; a

0

@

1

ALZ;a f ðxÞ¼

x

c

0

@

1

AI�1
Z;a

b

a

0

@

1

AIZ;a f ðxÞ

d; b

x; a

0

@

1

AMZ;a f ðxÞ ¼

d

x

0

@

1

AK�1
Z;a

b

a

0

@

1

AKZ;a f ðxÞ

ð52Þ

and showed that if aoboco x, then

x; b

c; a

0
@

1
ALZ;a f ðxÞ¼

2 sinðpaÞ
p

x�2Zðx2 � c2Þ
�a

�

Z b

a

ðc2 � t2Þ
at2þ 1

x2 � t2
f ðtÞdt

ð53Þ

and that if xodoaob, then

d; b

x; a

0

@

1

AMZ;a f ðxÞ¼
2 sinðpaÞ

p
x2Zþ 2aðd2 � x2Þ

�a

�

Z b

a

ðt2 � d2Þ
at�2a�2Zþ 1

t2 � x2
f ðtÞdt

ð54Þ

8. BELTRAMI-TYPE RELATIONS

A classic problem of electrostatics concerns that of deter-
mining the potential of the electrostatic field due to a
circular disk whose potential is prescribed. One way to
solve this problem is to determine the charge density q on
the disk and then to calculate the potential at any field

point r by evaluating the integral

Z

S

qðR0Þ

R�R0j j
dS0

over the surface of the disk. In the case of axisymmetry,
that is, when the prescribed potential f(r) is a function of r
only, Beltrami [22] showed that the density of the surface
charge is given by the formula

qðrÞ¼
�1

pr

d

dr

Z 1

r

xdxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � r2
p

d

dx

�

Z x

0

yfðyÞdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p ; 0 � r � a

ð55Þ

where a is the radius of the disk.
Sneddon [23] showed that Beltrami’s relation in Eq.

(55) is a special case of a general relation between Hankel
transforms. In particular, he showed that the expression

Hm½s
dHvf ðsÞ; r�

can be expressed as a double integral involving f(r), which
is a generalization of the integral occurring on the right-
hand side of Beltrami’s relation in Eq. (55). By assigning
particular values of the parameters m, d, and v, we can
deduce relations that are of interest in the investigations
into axisymmetric boundary value problems of potential
theory.

If we apply the operator KZ � g,g to both sides of the first
equation of Eqs. (49) and make use of the second relation
of Eqs. (49), we obtain

KZ�g;gIZþ a;bSZ;a¼SZ�g;aþ bþ g ð56Þ

Equation (56) can be written in terms of Hankel trans-
forms as follows:

H2Zþ aþ b�g½t
�a�b�gf ðtÞ; r�

¼
r

2

	 
aþ bþ g
KZ�g;gIZþ a;b2a

� x�aH2Zþ a½t
�af ðtÞ; x�

ð57Þ

For a¼ 0 b¼ (m� n� d)/2,Z¼ v/2, Eq. (57) simplifies signifi-
cantly

Hm½s
d ~ff ðsÞ; r�

¼ 2drdKðmþ dÞ=2;ðv�m�dÞ=2Iv=2;ðm�v�dÞ=2f ðrÞ
ð58Þ

Some special cases of formulas in Eq. (58) are of particular
interest. If we set m¼ v, we obtain

Hm½s
d ~ff ðsÞ; r� ¼ 2dr�dKðmþ dÞ=2;�d=2Iv=2;�d=2f ðrÞ ð59Þ
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Special cases of particular interest are given by assigning
d¼71 to Eq. (59); we then obtain

Hv s ~ffvðsÞ; r
h i

¼
�2

p
rv�1 d

dr

Z 1

r

x1�2v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � r2
p

d

dx

�

Z x

0

yvþ 1f ðyÞdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p ðv � 0Þ

Hv s�1 ~ff ðsÞ; r
h i

¼
2

p
rv

Z 1

r

x�2v

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � r2
p

�

Z x

0

yvþ 1f ðyÞdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p ðv � 0Þ

ð60Þ

On the other hand, if we put m¼ vþ1 in Eq. (59), we
obtain the relation

Hvþ 1½s
d ~ffvðsÞ; r�

¼2dr�dKðvþ dþ 1Þ=2;ð�1�dÞ=2Iv=2;ð1�dÞ=2f ðrÞ

The special case d¼ 1 corresponds to the well-known
formula

Hvþ 1½s ~ffvðsÞ; r� ¼ � rv d

dr
½r�v f ðrÞ� ð61Þ

Expressions corresponding to the particular values 0 and
� 1 of d are, respectively,

Hvþ 1½
~ffvðsÞ; r� ¼

�2

p
r v d

dr

Z 1

r

x�2vdxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � r2
p

Z x

0

yvþ 1f ðyÞdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p ðv � 0Þ

Hvþ 1½s
�1 ~ffvðsÞ; r� ¼ r�v�1

Z r

0
uvþ1f ðuÞdu ðv � 0Þ ð62Þ

Finally, if we set m¼ v� 1 in Eq. (59), we obtain the
relation

Hv�1½s
d ~ffvðsÞ; r� ¼2dr�dKðv�1þ dÞ=2;ðv�1�dÞ=2f ðrÞ ð63Þ

The most frequently occurring special cases of the formula
in Eq. (63) are

Hv�1½s ~ffvðsÞ; r� ¼ r�v d

dr
½rvf ðrÞ� ðv � 1Þ

Hv�1½
~ff vðsÞ; r� ¼

2
p rv�1

Z 1

r

x1�2vdxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � r2
p

d

dx

Z x

0

yvþ 1f ðyÞdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p

ðv � 1Þ

Hv�1½s
�1 ~ffvðsÞ; r� ¼ rv�1

Z 1

r

x1�vf ðxÞdx ðv � 1Þ ð64Þ

8.1. Beltrami’s Relation for an Electrified Disk

As an application of Beltrami-type relations just derived,
let us consider the problem of an electrified disk of radius
a lying in the plane z¼ 0 with its center at the origin of the

coordinate system. Let the surface charge density be q(r).
Then in the half-space zZ0 the potential of the electro-
static field will be fþ (r, z) and in the half-space zr0, it
will be f–(r, z), where

f�ðr; zÞ¼H0½ ~ff0ðsÞ e
�sz; r�

where

~ff0ðsÞ¼H0½fðr; 0Þ; s�

The charge density on the plane z¼0 is given by the
equation

qðrÞ¼
�1

4p
@fþ
@z
�
@f
@z

� �

z¼ 0

and it immediately follows from this equation that

qðrÞ¼
1

2p
H0½s ~ff0ðsÞ; r� ð65Þ

From the first equation of Eqs. (60) then we deduce
Beltrami’s relation in Eq. (55). On the other hand, we
could write Eq. (65) in the form

fðr; 0Þ¼ 2pH0½s
�1 ~qq0ðsÞ; r�

and then using the second relation of Eq. (60) deduce the
equation

fðr; 0Þ¼ 4

Z 1

r

dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � r2
p

Z minða; xÞ

0

yqðyÞdyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � y2

p

Interchanging the order of integration, the last equation
can be written as

fðr; 0Þ¼
Z a

0

sðyÞKðr; yÞdy

where

Kðr; yÞ¼ 4y

Z 1

minðr;yÞ

duffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu2 � r2Þðu2 � y2Þ

p

9. DUAL-INTEGRAL EQUATIONS INVOLVING HANKEL
TRANSFORMS

In the applications of the theory of Hankel transforms to
the solution of boundary value problems of mathematical
physics, it often happens that the problem may be reduced
to the solution of a pair of simultaneous equations of the
form

f ðxÞ¼Sm=2�a;2a½1þ kðxÞ�cðxÞ;

gðxÞ¼Sv=2�b;2bcðxÞ
ð66Þ
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in which

f ðxÞ¼

f1ðxÞ; x 2 I1¼fx : 0oxo1g

f2ðxÞ; x 2 I2¼fx : 1oxo1g

8
<

:

gðxÞ¼

g1ðxÞ; x 2 I1¼fx : 0oxo1g

g2ðxÞ; x 2 I2¼fx : 1oxo1g

8
<

:

The problem is as follows. Knowing the functions
kðxÞ½kðxÞ ! 0; x!1�; f1, and g2, is it possible to find the
functions c, f2, and g1? In the following, we consider the
special case where k(x)¼ 0, but it is straightforward to
generalize the results for k(x)a0.

To solve the problem, Sneddon proposed the following
trial solution:

cðxÞ¼Sv=2þ b;m=2�v=2�a�bhðxÞ ð67Þ

Putting Eq. (67) into Eqs. (65), we obtain

Sm=2�a;2aSv=2þ b;m=2�v=2�a�bh¼ f

Sv=2�b;2bSv=2þ b;m=2�v=2�a�bh¼ g

which can be rewritten, using the third and fourth rela-
tions of Eq. (49), as

Iv=2þ b;v=2�v=2þ a�bh¼ f

Kv=2�b;m=2�v=2�aþ bh¼g

when

h¼ I�1
v=2þ b;m=2�v=2þ a�bf

h¼K�1
v=2�b;m=2�v=2�aþ bg

ð68Þ

Writing Eqs. (68) on the intervals I1 and I2, we have

h1ðxÞ¼

x

0

0

@

1

AI�1
v=2þ b;m=2�v=2þ a�bf1

h2ðxÞ¼

1

0

0
@

1
AI�1

v=2þ b;m=2�v=2þ a�bf1

þ

x

1

0
@

1
AI�1

v=2þ b;m=2�v=2þ a�bf2

h2ðxÞ¼

1

x

0

@

1

AK�1
v=2�b;m=2�v=2�aþ bg2

h1ðxÞ¼

1

1

0

@

1

AK�1
v=2�b;m=2�v=2�aþbg2

þ

1

x

0
@

1
AK�1

v=2�b;m=2�v=2�aþ bg1 ð69Þ

Putting the first and third equations of Eqs. (69) into Eq.
(67), we obtain the solution for c (x). On the other hand,
from the second and third equations of Eqs. (69), we
deduce that

x

1

0

@

1

AI�1
v=2þ b;m=2�v=2þ a�bf2

¼

1

x

0
@

1
AK�1

v=2�b;m=2�v=2�aþ bg2

�

1

0

0
@

1
AI�1

v=2þ b;m=2�v=2þ a�bf1

whence it follows by use of the L operator defined by Eq.
(53) that

f2¼

x

1

0
@

1
AIv=2þb;m=2�v=2þ a�b

�

1

x

0

@

1

AK�1
v=2�b;m=2�v=2�aþ bg2

�

x; 1

1 0

0
@

1
ALv=2þ a;v=2�m=2þ b�af1

ð70Þ

Thus, f2 is determined. Similarly, using the first and
fourth equations of Eqs. (68), we obtain for g1 the formula

g1¼

1

x

0
@

1
AKv=2�b;m=2�v=2�aþ bIv=2þ b;m=2�v=2þ a�bf1

�

1; 1

x; 1

0

@

1

AMv=2�b;m=2�v=2�aþ bg2

ð71Þ

Thus, the first two equations in Eqs. (69) and Eqs. (70) and
(71) give the complete solution to our problem. The same
procedure, applied to the case where k(x)a0, yields

h1þEðxÞ¼

x

0

0
@

1
AI�1f1 ðx 2 I1Þ

h2þEðxÞ¼

1

0

0

@

1

AI�1f1þ

x

1

0

@

1

AI�1f2 ðx 2 I2Þ
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h2¼

1

x

0
@

1
AK�1g2 ðx 2 I2Þ

h1¼

1

1

0
@

1
AK�1g2þ

1

x

0
@

1
AK�1g1 ðx 2 I1Þ

ð72Þ

where

EðxÞ ¼Sm=2�a;v=2þ bþ a�m=2

� kSv=2þ b;m=2�v=2�a�bhðxÞ
ð73Þ

The subscripts with the I and K in Eqs. (72) are the same
as those in Eqs. (69). Further details are carried out for
the special case where v¼ m, b¼ 0, g2¼ 0, which is the
most frequently occurring case in applications. In this
case, we find from Eqs. (72) that h2(x)¼ 0 and h1(x) solves
the integral equation

h1ðxÞþEðxÞ ¼
x

0

 !
I�1

v=2;af1 ðx 2 I1Þ ð74Þ

where

EðxÞ �Sv=2�a;akSv=2;�ahðxÞ

¼2ax�a
Z 1

0
t1�akðtÞ2�ataJv�aðxtÞdt

Z 1

0
u1þ ah1ðuÞJv�aðtuÞdu

and inverting the order of intergration, we have

EðxÞ¼ x�a
Z 1

0
u1þ aKðx;uÞh1ðuÞdu ð75Þ

where

Kðx;uÞ¼

Z 1

0
tkðtÞJv�aðxtÞJv�aðutÞdt ð76Þ

Since the functions h1 and h2 have been determined, it is
possible to find the functions c, f2, and g1 following the
procedure for the case k(x)¼ 0. These details can be found
in the papers by Sneddon [8] and Cooke [19,20].

9.1. An Example: Two Coaxial Electrified Circular Disks

The problem of two solid disks, each charged to a uniform
potential f0, was the subject of numerous research
starting with Love’s paper [24] (for references, see Cooke
[19]). If the disks have different potentials the problem
may be reduced to two separate problems, in one of
which the potentials are equal and in the other they are
equal and opposite. Assume that the disks have the
same radii, equal to unity, and are situated in the planes
z¼ 0 and z¼h, where r, y, and z are cylindrical coordi-
nates. Then, the problem reduces to that of solving

Laplace’s equation in Eq. (1) subject to the following
boundary conditions:

fðr; 0Þ¼f0; 0oro1

fðr; 0�Þ¼fðr; 0þ Þ; 0 � ro1

@f
@z

����
z¼0�

¼
@f
@z

����
z¼ 0þ

; r > 1

fðr;hÞ¼ � f0; 0oro1

fðr;h�Þ¼fðr;hþ Þ; 0 � ro1

@f
@z

����
z¼h�

¼
@f
@z

����
z¼hþ

; r > 1

ð77Þ

The sign in fourth of the preceding conditions is positive or
negative according to whether the disks are of like or
unlike potentials f0.

The solution of the problem must satisfy the regularity
conditions at infinity. Besides, in order to guarantee
uniqueness of solution, it must satisfy the edge condition
[25,26] so that the electric energy stored in any neigh-
borhood of the sharp edge r¼ 1 be finite, which imposes
the restriction that the surface charge density not grow
more rapidly than r� 1þ t with t40 as r! 0, where
r¼ 1� r.

It can be shown by using zeroth-order Hankel trans-
form to Laplace’s equation in Eq. (1) that the electrostatic
field can be represented by the potential function

fðr; zÞ¼H0½f0s�1ðe� zj jsþ e� z�hj jsÞAðsÞ; s! r� ð78Þ

which satisfies the second and fifth continuity conditions
in Eqs. (77), the sign in Eq. (78) being positive or negative
depending on whether the disks are of like or unlike
potentials j0.

We find that the third and sixth conditions in Eqs.
(77) will be satisfied if the function A(s) satisfies the
equation

H0½AðsÞ; s! r� ¼ 0; r > 1 ð79Þ

Using the second and fourth boundary conditions in Eqs.
(77) and Eqs. (79), we obtain the following dual integral
equations:

H0½s
�1ð1� e�hsÞAðsÞ; s! r� ¼ 1; 0 � ro1

H0½AðsÞ; s! r� ¼ 0; r > 1
ð80Þ

Using the modified operator of Hankel transform, we
rewrite Eqs. (80) in the form

S�1=2;1 1� kðrÞ½ �AðrÞ¼ 1; 0 � ro1

S0;0AðrÞ¼ 0; r > 1
ð81Þ
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where k(s)¼ e�hs. Thus, for our problem

a¼
1

2
; m¼ 0; b¼ 0; v¼ 0

f1ðrÞ¼
r

2f0

; g2ðrÞ¼ 0

Therefore, following the procedure outlined in the pre-
vious section, we find that h2(r)¼ 0 and h1(r) solves the
following integral equation

h1ðrÞþ r�1=2

Z 1

0
u3=2Kðr;uÞh1ðuÞdu

¼

r

0

0

@

1

AI1=2;�1=2f1ðrÞ 0 � ro1

ð82Þ

where

Kðr;uÞ¼ �

Z 1

0

tkðtÞJ�1=2ðrtÞJ�1=2ðutÞdt

Writing rh1(r)¼H(r), we reduce Eq. (82) to the following
Fredholm integral equation of the second kind

HðrÞþ

Z 1

0

HðuÞNðr;uÞdu

¼

r

0

0
@

1
AI1=2;�1=2f1ðrÞ

ð83Þ

where

Nðr;uÞ¼ �
ffiffiffiffiffiffi
ru
p

Z 1

0
tkðtÞJ�1=2ðrtÞJ�1=2ðutÞdt ð84Þ

The kernel N(r, u) in Eq. (84) can be evaluated in closed
form:

Nðr;uÞ¼ �
1

ðrþuÞ2þh2
þ

1

ðr� uÞ2þh2

� �
ð85Þ

The integral equation defined by Eqs. (83) and (85) can be
solved numerically.

The surface density at any point of a disk in the plane z
¼ 0 is equal to

�1

4p
@f
@z

� �

z¼ 0

When both sides of the disk are taken into account, this
gives for the total charge Q

Q¼
f0

2p

Z 1

0

2prdr

Z 1

0

AðsÞJ0ðsrÞds

¼f0

Z 1

0
rg1ðrÞdr

¼f0

Z 1

0
r

1

r

0

@

1

AK0;�1=2h1ðrÞdr

¼ �
f0ffiffiffi
p
p

Z 1

0
dr

d

dr

Z 1

x

u2h1ðuÞduffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 1
p

¼
2f0

p

Z 1

0

uHðuÞduffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 1
p

ð86Þ

Once the integral equation in Eq. (83) is solved for H(r),
the total charge can be found by evaluating the integral in
Eq. (86) numerically and hence the capacity C¼Q/f0 can
be found.

10. TRIPLE-INTEGRAL EQUATIONS INVOLVING HANKEL
TRANSFORMS

As an example of the use of Cooke operators, we consider
the solution of certain triple-integral equations involving
Hankel transforms. The problem consists in finding a
function F (x) satisfying

Z 1

0

FðxÞJvðxxÞdx¼G1ðxÞ; x 2 I1

Z 1

0
x�2a 1þ kðxÞ½ �FðxÞJvðxxÞdx¼F2ðxÞ; x 2 I2

Z 1

0
FðxÞJvðxxÞdx¼G3ðxÞ; x 2 I3

ð87Þ

where Ij ( j¼ 1,2,3) denote, respectively, the intervals (0,a),
(a, b) and (b,N) with 0oaob. The functions G1, F2, and
G3 are assumed to be prescribed. Assuming that

FðxÞ¼ xcðxÞ; f ðxÞ¼
2

x

� �2a

FðxÞ;

gðxÞ¼GðxÞ

and using the modified operator of the Hankel transform,
we rewrite Eqs. (87) in the form

Sv=2�a;2a½f1þ kðxÞgcðxÞ; x� ¼ f ðxÞ

Sv=2;0cðxÞ¼ gðxÞ
ð88Þ

We first consider the case where k¼ 0, g1¼ g3¼ 0, |a|o1.
There are two different ways of solving Eqs. (88), one
proposed by Sneddon and the other by Borodachev.

10.1. The Sneddon Trial Solution

Sneddon proposed the following solution for the equations
in Eq. (88):

c¼Sv=2;�ah ð89Þ
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Then, putting Eq. (89) into Eq. (88), we find that

Sv=2;0c¼Kv=2;ah¼ gðxÞ

Sv=2�a;2ac¼ Iv=2;�ah¼ f ðxÞ

and solving for h, we obtain

h¼ I�1
v=2;�af ðxÞ

h¼K�1
v=2;agðxÞ

ð90Þ

Now, suppose that f ðxÞ¼ f1ðxÞ; x 2 I1; f ðxÞ¼ f3ðxÞ;
x 2 I3, and gðxÞ¼ g2ðxÞ; x 2 I2. We also write hðxÞ¼hjðxÞ;
x 2 Ij.

If we evaluate Eqs. (90) on I3 and use g3¼ 0, We deduce
that h3¼ 0. Similarly, if we evaluate Eq. (90) on I1, we
have

f1ðxÞ¼
x

0

 !
Iv=2;ah1ðxÞ ð91Þ

and if we evaluate Eq. (90) on I2 we have

h2¼
a

0

 !
I�1

v=2;af1þ
x

a

 !
I�1

v=2;af2; x 2 I2 ð92Þ

Putting Eq. (92) into Eq. (91) and using the L operator
defined by Eq. (53), we obtain

h2¼ �
x; a

a; 0

 !
Lv=2;ah1þ

x

a

 !
I�1

v=2;af2; x 2 I2 ð93Þ

Now, evaluating Eq. (90) on I2 and I1, respectively, we
obtain the equations

g2¼
b

x

 !
Kv=2;�ah2; h1¼

b

a

 !
K�1

v=2;�a
g2 ð94Þ

Putting first of the relation in Eq. (94) into the second and
using M operator defined by Eq. (54), we obtain

h1¼ �
a; b

x; a

 !
Mv=2;�ah2 ðx 2 I1Þ ð95Þ

Equations (93) and (95) form a pair of simultaneous
equations for the unknown functions h1 and h2, but, by
eliminating h1 between them, we can derive a single
Fredholm integral equation of the second kind for h2.
Solving it, we can determine h1 using Eq. (95).

The same procedure applied formally to the case
in which kðxÞO0; g1¼ g3¼ 0; aj jo1 leads to the set of

simultaneous equations

h1þE¼ k1ðx 2 I1Þ

h2þE¼ �

x; a

a; 0

0
@

1
ALv=2;ak1þ

x

a

0
@

1
AI�1

v=2;af2 ðx 2 I2Þ

h1¼ �

a; b

x; a

0
@

1
AMv=2;�ah2 ðx 2 I1Þ

ð96Þ

where

EðxÞ �Sv=2�a;akSv=2�ah

¼ 2ax�a
Z 1

0
t1�akðtÞ2�ataJv�aðxtÞdt

�

Z a

0
u1þ ah1ðuÞJv�aðtuÞdu

�

þ

Z b

a

u1þ ah2ðuÞJv�aðtuÞdu

þ

Z 1

b

u1þ ah3ðuÞJv�aðtuÞdu

�

and inverting the order of integration in each of the three
repeated integrals, we have

EðxÞ¼ x�a
Z 1

0
u1þ aKðx;uÞhðuÞdu ð97Þ

where

Kðx;uÞ¼

Z 1

0
tkðtÞJv�aðxtÞJv�aðutÞdt ð98Þ

Thus, we have three equations with three unknown h1, h2,
k1. As before h3¼ 0. Solving for them, the unknown
functions f1 and f3 can be found by the formulas

f1¼

x

0

0
@

1
AIv;ak1

f ¼ Iv=2;ahþSv=2�a;2akSv=2;�ah

ð99Þ

Equations (93) and (95) to (98) allow us to obtain the
complete solution of the problem. (For further details,
readers are referred to the papers by Cooke [19,20,27,28]).

10.2. The Borodachev Trial Solution

Borodachev [29] developed a different trial solution to
solve the triple integral equations (87). He argued as
follows. Assume that the solution of the equations has
the form

cðxÞ¼Sb;gh ð100Þ
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Eqs. (88), for the case k(x)¼ 0, may be reduced to the
following form

Im1 ;l1 h¼ f ; Km2 ;l2 h¼ g

which occur when

Sv=2�aSb;g¼ Im1 ;l1 ; Sv=2;0Sb;g¼Km2 ;l2 ð101Þ

Using the third and fourth relations of Eqs. (49), we infer
that

bþ g¼
v

2
� a; m1¼ b; l1¼2aþ g

b¼
v

2
; m2¼

v

2
; l2¼ g

which yield

b¼
v

2
; g¼ � a; m1¼

v

2
; m2¼

v

2
;

l1¼ a; l2¼ � a

Thus, in this case Eq. (100) takes the form c¼Sv=2;�ah,
that is, we have Sneddon’s trial solution.

On the other hand, readers might note that Eqs. (88)
can be reduced to the form

Km3 ;l3 H¼ f ; Im4 ;l4 H¼ g ð102Þ

Carrying out calculations similar to the ones done, we
have

b¼
v

2
þ a; g¼ � a; m3¼

v

2
� a; m4¼

v

2
þ a

l3¼ a; l4¼ � a
ð103Þ

Accordingly, in this case

c¼Sv=2þ a;�aH ð104Þ

Equation (104) is called Borodachev’s trial solution.
We will now use Borodachev’s trial solution to reduce

the triple integral equations in Eq. (88) to a Fredholm
integral equation of the second kind. Substituting Boro-
dachev’s trial solution in Eq. (104) into Eqs. (88), we obtain
[see Eqs. (102) and (103)]

Kv=2�a;aH¼ f ; Iv=2þ a;�aH¼ g;

whence

H¼K�1
v=2�a;af ; H¼ I�1

v=2þ a;�ag ð105Þ

As before, for the sake of simplicity, we consider the
case where g1¼g3¼ 0. Then writing Eq. (105) for each

interval, we obtain

H1¼

x

0

0
@

1
AI�1

v=2þ a;�ag1¼ 0

H2¼

a

0

0

@

1

AI�1
v=2þ a;�ag1þ

x

a

0

@

1

AI�1
v=2þ a;�ag2

¼

x

a

0
@

1
AI�1

v=2þ a;�ag2

H3¼

a

0

0
@

1
AI�1

v=2þ a;�ag1þ

b

a

0
@

1
AI�1

v=2þ a;�ag2

þ

x

b

0

@

1

AI�1
v=2þ a;�ag3

¼

b

a

0
@

1
AI�1

v=2�a;ag2

H3¼

1

x

0
@

1
AK�1

v=2�a;af3

H2¼

1

b

0

@

1

AK�1
v=2�a;af3þ

b

x

0

@

1

AK�1
v=2�a;af2

ð106Þ

From the second and fourth formulas in Eqs. (106), we
deduce that

g2¼

x

a

0
@

1
AIv=2þ a;�aH2;

f3¼

1

x

0
@

1
AKv=2�a;aH3

ð107Þ

Substituting Eq. (107) into the third and fifth equations in
Eqs. (106) and making use of the operators L and M, we
obtain the following system of equations:

H2¼

b

x

0
@

1
AK�1

v=2�a;af2

�

b; 1

x; b

0
@

1
AMv=2�a;aH3 ðaoxobÞ

H3¼ �

x; b

b; a

0

@

1

ALv=2þ a;�aH2 ðboxo1Þ

ð108Þ
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Using the definitions of L and M operators, we see that the
formulas in Eq. (108) constitute a pair of coupled integral
equations, upon solving for which we can find the func-
tions and H2 and H3, while H1¼0.

Putting the second formula of Eq. (108) into the first
equation, we obtain a single-integral equation of the
second kind involving only H2:

H2ðxÞ¼jðxÞ �
2

p

� �2Z b

a

Kðx; yÞH2ðyÞdy ð109Þ

where

jðxÞ¼
b

x

0

@

1

AKv=2;�af2

Kðx; yÞ¼ sin2
ðapÞ

xvy1þ 2aþ v

ðb2 � x2Þ
a
ðb2 � y2Þ

a

�

Z 1

0

t1�2v�2aðt2 � b2Þ
2a

ðt2 � x2Þðt2 � y2Þ
dt

�ð�
1

2
oao1Þ

ð110Þ

10.3. An Example: An Electrified Annular Disk

To illustrate the application of Cooke’s and Borodachev’s
solutions to the set of triple integral equations in Eq. (98),
we consider the electrostatic field induced by an annular
disk with internal and external radii a and b, respectively,
the disk being charged to a potential equal to f0. The disk
is assumed to lie in the plane z¼ 0.

The solution of the problem must satisfy Laplace’s
equation in Eq. (1) and the following boundary conditions:

fðr; 0Þ¼f0; aorob

@f
@z

����
z¼0

¼ 0; 0 � roa; boro1
ð111Þ

Furthermore, the solution must satisfy the regularity
condition and the edge conditions at the edges r¼a and
r¼ b. As before, applying zeroth-order Hankel transform
to the Eq. (1), it can be shown that the electrostatic
potential is given by the equation

fðr; zÞ¼f0H0½s
�1AðsÞ e�sz; s! r� ð112Þ

Where A(s) is an unknown function of s to be determined.
Equation (112) automatically satisfies the radiation con-
ditions.

Making use of the boundary conditions in Eq. (111), we
obtain the following triple-integral equations:

S�1=2;1AðrÞ¼ f ðrÞ; S0;0AðrÞ¼ gðrÞ

where f2ðrÞ¼ 2r=f0; g1ðrÞ ¼0; g3ðrÞ¼ 0. Following Sneddon’s
trial solution in Eq. (89), we obtain the following Fredholm

integral equation of the second kind:

x2 � e2

x2
FðxÞ¼ 1�

2

p

� �2Z 1

e
Kðx; yÞFðyÞdy ð113Þ

where

x¼
r

a
; e¼

a

b
; FðxÞ ¼h	2ðxbÞ

Kðx; yÞ¼
1

2ðx2 � y2Þ

�
x2 � e2

x
log

xþ e
x� e

�
y2 � e2

y
log

yþ e
y� e

� �

On the other hand, making use of Borodachev’s trial
solution in Eq. (104), we obtain the following Fredholm
integral equation

1� x2

x2
GðxÞ¼ 1�

2

p

� �2Z 1

e
Mðx; yÞGðyÞdy ð114Þ

where

GðxÞ ¼h	2ðbxÞ;h	2ðrÞ¼

ffiffiffi
p
p

r2

2f0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � r2
p h2ðrÞ

Mðx; yÞ ¼
1

2ðx2 � y2Þ

�
1� y2

y
log

1þ y

1� y
�

1� x2

x
log

1þ x

1� x

� �

ð115Þ

The surface charge density at any point of the disk is

q¼
�1

4p
@f
@z

� �

z¼ 0

¼
f0

4p
g2ðrÞ

¼

1

2p2r

d

dr

Z r

a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � u2

r2 � u2

r
h	2ðuÞdu; aorob

bf0

2p2r

d

dr

Z r=b

e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� y2

r2=b2 � y2

s

GðyÞdy; aorob:

8
>>>>>><

>>>>>>:

ð116Þ

Thus, the charge density at any point of the disk can be
calculated once the integral equation in Eq. (114) is solved.

Considering both sides of the disk, the total charge is

Q¼ 4p
Z b

a

rqðr;0Þdr¼
2f0b

pg
;

g�1¼

Z 1

e
GðyÞdy

Whence

f0¼
pQg
2b
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so that formula in Eq. (116) takes the form

qðr; 0Þ¼
gQ
2pr

d

dr

Z r=b

e

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� y2

r2=b2 � y2

s

�GðyÞdðyÞ; aorob

ð117Þ

Of great interest is to find the asymptotic representation
of the charge density q(r, 0) as r! aþ 0 in the sense of
Erdelyi, that is, the first term in the asymptotic expansion
of q(r, 0) as r! aþ 0. By letting r! aþ 0 in Eq. (117), we
obtain

qðr; 0Þ 

QoaðeÞ

2
ffiffiffi
2
p

pb2

r

b
� e

	 
�1=2
; r! aþ 0 ð118Þ

where

oaðeÞ¼
g
e

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2

e

r
GðeÞ ð119Þ

Performing similar analyses on the Sneddon’s trial solu-
tion, it can be shown that the surface charge density
exhibits the following behavior as the outer contour of
the disk is approached

qðr; 0Þ¼
QobðeÞffiffiffi

2
p

pb2
1�

r

b

	 
�1=2
; r! b� 0 ð120Þ

where

obðeÞ¼ g
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e2
p

Fð1Þ ð121Þ

Equations (118)–(121) show that the surface charge den-
sity exhibits a square-root singularity as the inner and
outer edges of the disk are approached. Thus, edge condi-
tions (Meixner’s conditions) are satisfied.

Integral equations in Eqs. (113) and (114) admit closed-
form solutions only in the special case where e¼ 0, that is,
for the case of a circular disk:

FðxÞ¼ 1;

GðxÞ¼
x

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2
p log

1þ x

1� x

ð122Þ

In the context of mathematically similar elastic contact
problems, Borodachev [29] showed that the values of G(x)
do not differ practically in the range 0rer0.5. Therefore
for this range, approximate values of the surface charge
density can be calculated by using formulas in Eq. (122)
while the intergral equation in Eq. (113) can be solved to
find the surface charge density for the range 0:5oeo1:0.

Many other application of the triple integral equations
considered here to problems of electrostatics are given in
Sneddon’s book [8]. It should be noted that using the same
approach, it is possible to solve a wide variety of problems
concerning diffraction of a plane electromagnetic wave by
an annular disk and by a system of coaxial annular disks.
Many examples of electromagnetic scattering by objects of

different shapes are analyzed in the books by Bowman
et al. [30] and by Uslenghi [31].

11. QUADRUPLE-INTEGRAL EQUATIONS INVOLVING
HANKEL TRANSFORMS

We now use Cooke operators to reduce certain quadruple
integral equations involving Hankel transforms to a Fred-
holm integral equation of the second kind or a system of
those. The problem is to find a function c (x) satisfying the
equations

Sv=2�a;2acðxÞ¼ f1ðxÞ; x 2 I1¼fx : 0oxoag

Sv=2�b;2bcðxÞ¼ 0; x 2 I2¼fx : aoxobg

Sv=2�a;2acðxÞ¼ f3ðxÞ; x 2 I3¼fx : boxocg

Sv=2�b;2bcðxÞ¼ 0; x 2 I4¼fx : coxo1g

ð123Þ

Taking a trial solution in the form

cðxÞ ¼Sv=2þ b;�a�bhðxÞ

and then using the third and fourth relations from Eqs.
(49), we obtain

f ðxÞ �Sv=2�a;2acðxÞ¼ I
v=2þ b;a�bhðxÞ

gðxÞ �Sv=2�b;2bcðxÞ¼K
v=2�b;b�ahðxÞ

ð124Þ

whence

hðxÞ¼ I�1
v=2þ b;a�bf ðxÞ

hðxÞ¼Kv=2�b;a�bgðxÞ
ð125Þ

Writing out Eqs. (125) on Ij(j¼ 1, y 4), we have

h1ðxÞ¼

x

0

0
@

1
AI�1

v=2þ b;a�bf1 ðx 2 I1Þ

h2ðxÞ¼

a

0

0

@

1

AIv=2þ b;a�bf1

þ

x

a

0
@

1
AI�1

v=2þ b;a�bf2 ðx 2 I2Þ

h3ðxÞ¼

a

0

0
@

1
AI�1

v=2þ b;a�bf1þ

b

a

0
@

1
AI�1

v=2þ b;a�bf2

þ

x

b

0

@

1

AI�1
v=2þ b;a�bf3 ðx 2 I3Þ
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h4ðxÞ¼

a

0

0
@

1
AI�1

v=2þ b;a�bf1

þ

b

a

0

@

1

AI�1
v=2þ b;a�bf2þ

c

b

0

@

1

AI�1
v=2þb;a�bf3

þ

1

c

0
@

1
AI�1

v=2þb;a�bf4 ðx 2 I4Þ

h4ðxÞ¼

1

x

0
@

1
AK�1

v=2�b;a�bg4¼ 0 ðx 2 I4Þ

h3ðxÞ¼

c

x

0

@

1

AK�1
v=2�b;a�bg3 ðx 2 I3Þ

h2ðxÞ¼

c

b

0
@

1
AK�1

v=2�b;a�bg3 ðx 2 I2Þ

h1ðxÞ¼

c

b

0
@

1
AK�1

v=2�b;a�bg3

þ

a

x

0

@

1

AK�1
v=2�b;a�bg1 ðx 2 I1Þ ð126Þ

From sixth equation of Eqs. (126), we have

g3¼
c

b

 !
Kv=2�b;b�ah3

which upon substitution into the seventh equation of
Eq. (126) yields

h2ðxÞ¼ �
b; c

x; b

 !
Mv=2�b;b�ah3ðxÞ ð127Þ

Writing Eq. (124) on I3, we obtain

f3ðxÞ ¼

a

0

0
@

1
AIv=2þ b;a�bh1þ

b

a

0
@

1
AIv=2þ b;b�ah2

þ

x

b

0

@

1

AIv=2þ b;b�ah3

ð128Þ

Applying the operator

x

b

 !
I�1

v=2þ b;b�a

to both sides of Eq. (128), we obtain

h3ðxÞ¼LðxÞþ
x; b

b; a

 !
Lv=2þ b;a�bh2ðxÞ ð129Þ

where LðxÞ is the known function given by

LðxÞ ¼
x

b

0

@

1

AI�1
v=2þ b;a�bf3ðxÞ

�

x; a

b; a

0
@

1
ALv=2þ b;a�bh2ðxÞ

ð130Þ

Equations (127) and (129) constitute a pair of coupled
integral equations for the determination of the unknown
functions h2 and h3, but eliminating h2, we obtain a single
Fredholm equation of the second kind, namely

h3ðxÞþ m
Z c

b

Kðx; x0Þh3ðx0Þdx0

¼LðxÞ ðboxocÞ

ð131Þ

where m¼ (4/p2) sin2[p(a� b)] and the kernel is given by
the equation

Kðx; x0Þ

¼ x�v�2bðx2 � b2Þ
b�a
ðx2

0 � b2Þ
b�ax2a�vþ1

0

�

Z b

a

ðb2 � y2Þ
2a�2by2v�2aþ 2bþ 1

ðx2
0 � y2Þðx2 � y2Þ

dy ðbox; x0ocÞ

ð132Þ

Further details can be found in the article by Sneddon [21]
and the references cited therein.

Quadruple integral equations of the type in Eq. (123)
arise in many boundary value problems of mathe-
matical physics. For instance, the electrostatic problem
of three coplanar circular disks charged to a uniform
potential can be reduced to this kind of quadruple integral
equations.

Finally, it should be noted that a new set of particular
solutions can be derived for the quadruple integral equa-
tions of the type in Eq. (123) analogous to Borodachev’s
trial solution for the triple integral equations in Eq. (88),
by assuming

cðxÞ¼Sv=2þ a;�a�bHðxÞ ð133Þ

On substituting Eq. (133) into Eqs. (123), we obtain

f ðxÞ¼Kv=2�a;a�bHðxÞ

gðxÞ¼ Iv=2þ a;�aþ bHðxÞ
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12. MISCELLANEOUS

1. There is a generalization of the Hankel integral theo-
rem in Eq. (12), known as Weber’s integral [32]

f ðrÞ¼

Z 1

0

jsðrÞs ds

J2
v ðsaÞþY2

v ðsaÞ

�

Z 1

0
r0f ðr0Þjsðr0Þdr0 aoro1

ð134Þ

involving the linear combination

jsðrÞ ¼JvðsaÞYvðsrÞ � YvðsaÞJvðsrÞ ð135Þ

of Bessel functions of the first and second kinds ðv > �1
2Þ. A

sufficient condition for the validity of the Eq. (133) is that
f(r) be piecewise continuous and of bounded variation in
every finite subinterval [a,b], where aoaoboN, and the
integral

Z 1

a

ffiffiffi
r
p

f ðrÞ
�� ��dro1

It should be noted that Weber’s integral reduces to Han-
kel’s integral in the limit as a! 0. Derivation of equations
in Eqs. (134) and (135) is given in the famous book by
Titchmarsh [32]. Properties of Weber’s transformation are
also similar to those derived for Hankel transforms.
Weber’s transform is suited for solving equations of the
form in Eq. (1) for domains with an excluded circular
region. We illustrate the use of Weber’s integral by one
example.

Given: A cylindrical hole of radius a is drilled in an
infinite body, and the walls of the hole are maintained at a
temperature T0 starting from the time t¼ 0. It is required
to determine the temperature distribution in the body
assuming that the initial temperature is zero. The two-
dimensional temperature distribution in the body is gov-
erned by the heat conduction equation

1

r

@

@r
r
@T

@r

� �
¼
@T

@t
; aoro1 ð136Þ

satisfying the initial condition T|t¼0¼ 0 and the bound-
ary and radiation conditions

Tjr¼a¼T0; Tjr!1 ! 0

Multiplying both sides of Eq. (136) by r js(r) and integrat-
ing the resulting expression from a to N, we obtain

d ~TT

dt
� s2 ~TT¼

2T0

p
ð137Þ

where

~TTðs; tÞ¼

Z 1

a

r ~TTðr; tÞjsðrÞdr

may be called the Weber transform of zeroth order of the
function T(r, t). In deriving Eq. (137), use has been made of
the relations

jsðaÞ¼ 0; js
0ðaÞ¼

2

pa

The solution of Eq. (137) satisfying the boundary condition
~TT
��
t¼ 0

is

~TTðs; tÞ¼
2T0

ps2
ð1� e�s2tÞ

Now, using Weber’s inversion, we finally obtain the follow-
ing formula for the temperature evolution in the body:

Tðr; tÞ¼
2T0

p

Z 1

0

ð1� e�s2tÞjsðrÞds

s½J2
0ðsaÞþY2

0 ðsaÞ�
ð138Þ

Many other practical applications of Weber’s integral are
given in the book by Lebedev et al. [9].

2. In applications of Hankel transforms to many phy-
sical problems, integrals of the following form are encoun-
tered:

Z 1

0

s ~ffnðsÞ ~FFmðsÞJmþnðsrÞds ð139Þ

The need to evaluate such integrals arises in connection
with the desire of transforming the solution for the
physical quantities given in the space of Hankel Trans-
form domain into the physical space. Using Parseval’s
relation in Eq. (39), we reduce the integral in Eq. (139) to
the form

Z 1

0

s ~ffnðsÞ ~FFmðsÞJmþnðsrÞds

¼

Z 1

0
r0f ðr0ÞFðr0Þdr0

ð140Þ

where

Fðr0Þ¼Hn½
~FFmðsÞJmþnðsrÞ; s! r0�

¼

Z 1

0
s ~FFmðsÞJmþnðsrÞJnðsr0Þdr0

ð141Þ

For the product of Bessel functions in Eq. (141), we use
Neumann’s formula generalized by Rahman [14], and
then interchanging the order of integration, we get

Fðr0Þ¼
1

p

Z p

0
cos ðnfÞTm

r� r0 cosf
R

� ��

þ
r0 sin nf sinf

R
Um�1

r� r0 cosf
R

� ��
FðRÞdf

ð142Þ

In specific physical problems, however, the cases where
m¼ 0 and m¼ 1, n¼ 0 are the most frequently encountered
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ones. In these cases, formula in Eq. (142) simplifies
significantly. For instance, for m¼ 0, we have

Fðr0Þ¼
1

p

Z p

0
cosðnfÞFðRÞdf

while for m¼ 1, n¼ 0, we have

Fðr0Þ ¼
1

p

Z p

0

r� r0 cos f
R

FðRÞdf

3. An efficient method of solving the integral equation
(74) is based on representing the unknown function h1(x)
in the form [33]

h1ðxÞ¼ xv�2a
X1

n¼ 0

anPv�a;0
n ð1� 2x2Þ ð143Þ

where P v�a;0
n ð1� 2x2Þ is the Jacobi polynomial and an are

the unknown expansion coefficients to be determined.
Putting the expansion in Eq. (143) into Eq. (73) and

considering the orthogonality relationship for the Jacobi
polynomials

Z 1

0

Pa;b
n ð1� 2x2ÞPa;b

m ð1� 2x2Þdx

2�2�a�bx�1�2að1� x2Þ
�b

¼
2aþ bþ 1Gðaþnþ 1ÞGðbþnþ 1Þ

n!Gðnþ aþbþ 1Þðaþ bþ 2nþ 1Þ
dmn

� ðdmn �Krönecker’s deltaÞ

we obtain the following infinite system of linear algebraic
equations:

am

2ð1þ v� aþ 2mÞ
þ
X1

n¼0

anKmn¼ rm

ðm¼ 0; 1; 2; . . . ;1Þ

ð144Þ

where

Kmn¼

Z 1

0
t�1kðtÞJ1þ v�aþ 2mðtÞJ1þ v�aþ 2nðtÞdt

rm¼

Z 1

0

x1þ arðxÞPv�a;0
m ð1� 2x2Þdx

ð145Þ

A key result that was used to obtain Eqs. (144) and (145) is
the following integral [34]:

sa;�a½ð1� x2Þ
�bPa;�b

n ð1� 2x2Þ�

¼
Gð1� bþnÞ

2aþ bn!x1�a�b
J1þa�bþ 2nðxÞ

The infinite system in Eq. (144) can be solved by trunca-
tion for the unknown expansion coefficients an. In bound-
ary value problems, often it is often the case that the
quantity g1(x) is of prime importance. For instance, in the

charged disk problems, the function g1(x) is directly propor-
tional to the surface charge density q(r, 0) (0rroa),
which, in turn, is essential for finding the capacitance.
Rahman [33] showed that with the representation in Eq.
(143), the function g1 is given by

g1ðxÞ¼ xv
X1

n¼ 0

an
n!

Gð1� aþnÞ

� ð1� x2Þ
�bPv;�a

n ð1� 2x2Þ

The method of solution is certainly preferable to that
based on using the numerical quadrature, because it
bypasses the arduous job of evaluating Abel integrals
numerically. Furthermore, it was shown [34] that the
following relation holds:

1

x

0
@

1
AKv=2;�a

xv�2a

ð1� x2Þ
b

Pv�a;�b
n ð1� 2x2Þ

� �

¼
Gð1� bþnÞ

Gð1� b� aþnÞ
xvð1� x2Þ

�b�a

�Pv;�b�a
n ð1� 2x2Þ

ð146Þ

Formula in Eq. (146) gives a class of spectral relationship
for the operator Kv/2,–a. It can be seen by writing out
Eq. (146) in full that it gives a closed-form expression for a
class of Abel integrals involving Jacobi polynomials. It can
be used to a polynomial solution to Abel integral equa-
tions, which a number of boundary value problems of
electrostatics can be reduced to.

4. The methods described in this article for solving dual
integral equations are also applicable to a system of those
of the form

Smi=2�a;2a
Pn

j¼1

cijcjðxÞ¼ fiðxÞ; x 2 I1

Svi=2�b;2bciðxÞ¼ giðxÞ; x 2 I2

By a systematic use of the properties of Erdelyi–Kober
operators Lowndes was able to show that the problem of
solving a system of simultaneous equations of this type
can be reduced to that of solving a system of simultaneous
integral equations. Details of these results can be found in
Sneddon’s book [8]. To the best of the writer’s knowledge,
generalization of these results has not yet been attempted
for the case of simultaneous triple- and quadruple-integral
equations.

5. The theory of Hankel transforms can also be ex-
tended to generalized functions or distributions via em-
bedding theory or adjoint method. Interested readers are
referred to consult the books by Zayed [5], Zemanian
[34,35], and Brychkov and Prudnikov [36].
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13. COMPENDIUM OF BASIC FORMULAS

For the sake of convenience of the readers, below we give a
compendium of the basic formulas that are of frequent use
in applications.

13.1. Definition of Hankel Transforms

~ffvðsÞ¼Hv½f ðrÞ; r! s� ¼

Z 1

0
rf ðrÞJvðsrÞdr

f ðrÞ¼Hv½
~ffvðsÞ; s! r� ¼

Z 1

0
s ~ffvðsÞJvðsrÞdr

13.2. Some Properties of Hankel Transforms

H�m½f ðrÞ; r! s� ¼ ð�1ÞmHm½f ðrÞ; r! s�

ðm¼ � 1;�2; . . . ;�n; . . .Þ

Hv½f ðarÞ; r! s� ¼a�2Hv f ðrÞ; r!
s

a

h i

Hv½r
�1f ðrÞ; r! s� ¼

s

2v
½ ~ffv�1ðsÞþ ~ffvþ 1ðsÞ� ðvO0Þ

Hn½f ðr� aÞHðr� aÞ; r! s� ¼
X1

m¼�1

am
~ffmðsÞ

am¼Jn�mðsaÞþ
1

2
as½ðmþ 1Þ�1Jn�m�1ðsaÞ

þ ðm� 1Þ�1Jn�mþ 1ðsaÞ�

Hv½Bvf ðrÞ; r! s� ¼ � s2Hv½f ðrÞ; r! s�

Bv¼
d2

dr2
þ

1

r

d

dr
�

v2

r2
ðv¼ 0; 1; . . .Þ

Hv rv�1 d

dr
½r1�vf ðrÞ; r! s

� �
¼ � sHv�1½ f ðrÞ�; r! s�

13.3. Parseval’s Relation

Z �1

0

s ~ffvðsÞ ~ggvðsÞds¼

Z 1

0

r0f ðr0Þgðr0Þdr0

13.4. Modified Operator of Hankel Transform and Erdelyi–
Kober Operators

IZ;0¼KZ;0¼ I

IZ;ax
2b f ðxÞ¼ x2bIZþ b;a f ðxÞ

IZ;aIZþ a;b¼ IZ;aþ b

KZ;ax
2b f ðxÞ¼ x2bKZ�b;a f ðxÞ

KZ;aKZþ a;b¼KZ;aþ b

IZ;�n f ðxÞ¼ x2n�2Z�1Dn
x x2Zþ 1 f ðxÞ

IZ;a f ðxÞ¼ x�2Z�2n�1Dn
x x2nþ 2Zþ 2aþ 1IZ;aþn f ðxÞ

KZ;�n f ðxÞ¼ ð�1Þnx2Z�1Dn
x x2n�2Zþ 1 f ðxÞ

KZ;a f ðxÞ¼ ð�1Þnx2Z�1Dn
x x2n�2Zþ 1 f ðxÞKZ�n;aþn f ðxÞ

I�1
Z;a ¼ IZþ a;�a

K�1
Z;a ¼KZþ a;�a

SZ;a f ðxÞ¼ 2ax�aH2Zþ a½t
�af ðtÞ; t! x�

S�1
Z;a ¼SZþ a;�a

SZ;a f ðxÞ¼ 2�lxlSZl=2;aþ l½x
lf ðxÞ�

IZþ a;bSZ;a¼SZ;aþ b

KZ;aSZþ a;b¼SZ;aþ b

SZþ aþ ;bSZ;a¼ IZ;aþ b

SZ;aSZþ a;b¼KZ;aþ b

SZþ a;bIZ;a¼SZ;aþ b

SZ;aKZþ a;b¼SZ;aþ b

13.5. Some Beltrami-Type Relations of Common Occurrence

H0½s
�1 ~ff0ðsÞ; s! r�

¼
2

p

Z 1

r

dtffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � r2
p

Z t

0

xf ðxÞdxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � x2
p

H0½s ~ff0ðsÞ; s! r�

¼
�2

pr

d

dr

Z 1

r

tdtffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � r2
p

d

dt

Z t

0

xf ðxÞdxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � x2
p

13.6. Some Useful Relations

Z 1

0
s ~ffnðsÞ ~FFmðsÞJmþnðsrÞds

¼

Z 1

0
r0f ðr0ÞFðr0Þdr0

Fðr0Þ

¼
1

p

Z p

0
cosðnfÞTm

r� r0 cosf
R

� ��

þ
r0 sin nf sin nf

R
Um�1

r� r0 cosf
R

� ��
FðRÞdf
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JmþnðsrÞJnðsr0Þ

¼
1

p

Z p

0
cosðnfÞTm

r� r0 cosf
R

� ��

þ
r0 sin nf sin nf

R
Um�1

r� r0 cosf
R

� ��

�JmðsRÞdf

SZ;�Z½ð1� x2Þ
�aPZ;�a

n ð1� 2x2Þ�

¼
Gð1� aþnÞ

2Zþ an!x1�Z�a J1þ Z�aþ 2nðxÞ

1

x

0
@

1
AKv=2;�a

xv�2a

ð1� x2Þ
b Pv�a;�b

n ð1� 2x2Þ

� �

¼
Gð1� bþnÞ

Gð1� b� aþnÞ
xvð1� x2Þ

�a�b

�Pv;�a�b
n ð1� 2x2Þ

14. SUGGESTED LITERATURE

Readers interested in rigorous proofs of various aspects of
the theory of Hankel transforms are referred to the books
by Sneddon [1,2] Davies [3], Andrews and Shivamoggi [4],
and Zayed [5] and the papers by Erdelyi (15) and Erdelyi
and Kober (16). Many applications of the theory of Hankel
transforms to physical problems are given in the books by
Sneddon [8] and Lebedev et al. [9]. Fractional integrals
and derivatives and their applications to dual-, triple-, and
quadruple-integral equations involving Hankel trans-
forms are discussed at greater length in Sneddon [8,21],
Cooke [19,20,27,28], Borodachev [29], and Samko et al.
[37]. Extension of the theory of Hankel transforms to
generalized functions or distributions is presented in the
books by Zayed [5], Zemanian [34,35], and Brychkov and
Prudnikov [36].
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HARMONIC OSCILLATORS, CIRCUITS

BERNABÉ LINARES-BARRANCO

ÁNGEL RODRÍGUEZ-VÁZQUEZ

National Microelectronics
Center (CNM)

In electronics a harmonic oscillator is an electronic
circuit that generates a sinusoidal signal. This signal
can either be a voltage, a current, or both. Harmonic os-
cillators are not restricted to electronics. They can be
found in many other disciplines. However, they always
can be described by similar mathematical equations. A
very familiar harmonic oscillator is the harmonic pendu-
lum, which is found in many high-school physics text-
books. It is a mechanical system consisting of a mass
suspended by a fixed-length thread. Figure 1 illustrates
this. When mass m is slightly separated from its equilib-
rium point (so that angel y in Fig. 1 is sufficiently small)
and set free, the earth’s gravitational force will make it
move toward its resting point. When the mass reaches
the resting point it has gained some speed that will
make it keep running toward the other side of the equi-
librium point, until it stops and comes back. And so it will
oscillate from one side of the equilibrium point to the oth-
er. What happens is that by initially departing the mass
from its equilibrium point, an external agent is increasing
its potential energy. When it is set free the action of
the earth’s gravitational force, together with the con-
straint imposed by the fixed length thread, will gradual-
ly change this initial increase of potential energy into
kinetic energy. At the equilibrium point all potential
energy supplied initially by the external agent is in form
of kinetic energy and speed is maximum. At the points of
maximum elongation the kinetic energy (and speed) is
zero and the original potential energy is recovered. The

pendulum oscillates at constant frequency and, if there
is no friction, it keeps on oscillating indefinitely with con-
stant maximum elongation or amplitude. However, in
practice friction cannot be completely suppressed. Con-
sequently, in order to have a pendulum oscillating perma-
nently there must be a way of supplying the energy lost
by friction.

In the electronic oscillator there is also a mechanism
by which energy of one type is changed into another
type (energy can also be of the same type but interchanged
between different devices). Figure 2 shows a capacitor
connected in parallel with an inductor. At equilibrium
there is no voltage across the capacitor and no current
through the inductor. However, if by some means, an
initial voltage (or equivalently, charge) is supplied to the
capacitor, its stored energy increases. The inductor pro-
vides a path to discharge the capacitor so that a current
builds up through the inductor. However, by the time
the capacitor has zero charge the current flowing through
the inductor is maximum and the inductor stores all the
original capacitor energy in the form of magnetic flux
energy. The consequence is that the current keeps flowing
through the inductor, charging now the capacitor oppo-
sitely, until the current is zero. If there are no
resistive losses this process will continue indefinitely; ca-
pacitor and inductor continue to interchange their stored
energies. The voltage across the capacitor will be sinusoi-
dal in time, and so will be the current through the induc-
tor. The amplitude (or maximum elongation) of the voltage
oscillations is equal to the initial voltage supplied to the
capacitor. In practice both capacitor and inductor have
resistive losses, so that in order to keep the system oscil-
lating indefinitely there must be a way of supplying the
energy being lost.

m

�

Figure 1. The mechanical pendulum behaves as a harmonic os-
cillator in the limit of very small maximum angle deviations.
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1. IDEAL RESONATOR MATHEMATICAL MODEL

In Fig. 2 the capacitor voltage vC and its current iC are
related mathematically by the expression

iC¼C
dvC

dt
ð1Þ

where C is the capacitor’s capacitance. For the inductor,
its voltage vL and current iL are related by

vL¼L
diL

dt
ð2Þ

where L is the inductor’s inductance. Besides this, the
circuit of Fig. 2 imposes the following topological con-
straints

vC¼ vL

iC¼ � iL

ð3Þ

Solving Eqs. (1)–(3) yields

d2vC

dt2
þ

1

LC
vC¼ 0 ð4Þ

The solution to this second-order time-domain differential
equation is

vCðtÞ¼ vCð0Þ cos ðotÞ � iLð0Þ
ffiffiffiffiffiffiffiffiffiffi
L=C

p
sin ðotÞ ð5Þ

where vC(0) is the capacitor voltage at time zero, iL(0) is
the inductor current at time zero, and o is the angular
frequency of the resulting oscillation whose value is

o¼
1ffiffiffiffiffiffiffi
LC
p ð6Þ

Using Eqs. (3), (5), and (6) in Eq. (1) results in

iLðtÞ¼ iLð0Þ cos ðotÞþ vCð0Þ
ffiffiffiffiffiffiffiffiffiffi
C=L

p
sin ðotÞ ð7Þ

By means of basic trigonometric manipulation, Eqs. (5)
and (7) can be rewritten as

vCðtÞ¼Vmax cos ðotþjÞ

iLðtÞ¼Vmax

ffiffiffiffiffiffiffiffiffiffi
C=L

p
sin ðotþjÞ

ð8Þ

where

Vmax¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

Cð0Þþ i2
Lð0ÞL=C

q

j¼ arctan
iLð0Þ

vCð0Þ

ffiffiffiffiffiffiffiffiffiffi
L=C

p� � ð9Þ

Equation (8) reveals that vC(t) and iL(t) have a phase shift
of p/2 radians. This is usually referred to as vC(t) and iL(t)
being in quadrature, and the resonator in Fig. 2 as being a
quadrature resonator or oscillator. Note that the maxi-
mum oscillation amplitudes (Vmax or Vmax

ffiffiffiffiffiffiffiffiffiffi
C=L

p
, respec-

tively) depend on the initial conditions vC(0) and
iLð0Þ¼ � C

.
vCð0Þ.

Usually, differential equations like Eq. (4) are not
solved directly in the time domain but in the frequency
domain. For this, let us take the Laplace transform of
Eq. (4)

s2VCðsÞ � svCð0Þ �
.
vCð0Þþ

VCðsÞ

LC
¼ 0 ð10Þ

where VC(s) is the Laplace transform of vC(t). Since
iLð0Þ¼ � C

.
vCð0Þ, Eq. (10) can be rewritten as

VCðsÞ¼
s

s2þ 1=LC
vCð0Þ �

1

s2þ 1=LC

iLð0Þ

C
ð11Þ

Taking the inverse Laplace transform of Eq. (11) results in
Eq. (5). Usually in circuits, the initial conditions involved
in the Laplace transform are ignored and Eq. (10) is sim-
plified to

s2þ
1

LC
¼ 0 ð12Þ

which has the following solutions

s1¼ jo; s2¼ � jo

o¼
1ffiffiffiffiffiffiffi
LC
p

ð13Þ

Solutions s1 and s2 are called the poles of the system, and
in this case the two poles are complex conjugate and are
purely imaginary (their real part is zero). In circuits, peo-
ple don’t take the inverse Laplace transform to know the
solution. They know that if a system has a pair of purely

vC iL

+

−

Figure 2. An ideal capacitor connected in parallel with an ideal
inductor form a harmonic oscillator.
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imaginary poles the signals have a sinusoidal steady state
whose amplitude depends on the initial conditions.

2. REAL RESONATOR MATHEMATICAL MODEL

As mentioned earlier, the circuit of Fig. 2 is ideal. In prac-
tice there will always be resistive losses in the capacitor, in
the inductor, or in both. Either introducing a small resis-
tance RL in series with the inductor, a large resistance RC

in parallel with the capacitor, or both can model this.
Solving such a circuit yields the following time-domain
differential equation

d2vCðtÞ

dt2
þ b

dvCðtÞ

dt
þo2vCðtÞ¼ 0 ð14Þ

with

b¼
1

RCC
þ

RL

L

o2¼
1þRL=RC

LC

ð15Þ

The solution to Eq. (14) is

vCðtÞ¼Vmaxe�bt=2 cos ðootþ rÞ ð16Þ

where o0
2
¼o2

� (b/2)2. Parameters Vmax and r can be
found from the initial conditions vC(0) and

.
vCð0Þ,

Vmax¼
vCð0Þ

cos r

r¼ � arctan

.
vCð0Þþ

b

2
vCð0Þ

oovCð0Þ

0

B@

1

CA

ð17Þ

However, circuit people prefer to solve Eq. (14) in the fre-
quency domain by taking its Laplace transform:

s2þ bsþo2¼ 0 ð18Þ

The solution to this equation provides the following poles

s1¼ �
b

2
þ jo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
b

2o

� �2
s

¼ �
b

2
þ joo

s2¼ �
b

2
� jo

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
b

2o

� �2
s

¼ �
b

2
� joo

ð19Þ

which are two complex conjugate poles with a negative
real part. Circuit people know that when a system has a
pair of complex conjugate poles with a negative real part,
the system oscillates in a sinusoidal fashion with an am-
plitude that vanishes after some time. This is what
Eq. (16) shows. The amplitude of the oscillations A(t)¼
Vmaxe�bt/2 decreases exponentially with time. After a few
time constants 2/b the amplitude is negligible and one can

consider that the system has stopped oscillating. Conse-
quently, in practice, the circuit of Fig. 2 is not useful for
building an oscillator.

Imagine that somehow we could make RL or RC (or
both) negative, so that bo0. A negative resistance
behaves as an energy source that replaces the energy dis-
sipated by positive resistances. In this case the poles
would have a positive real part and the amplitude of the
oscillations

AðtÞ¼Vmaxe�bt=2 ð20Þ

would increase exponentially in time, assuming Vmaxa0
(due to noise Vmax cannot be exactly zero all the time).
This would yield an oscillator with initial startup but that
would be unstable, because its amplitude would be ‘‘out of
control.’’ What circuit designers do to build oscillators with
stable amplitude is to make the term b in Eq. (18) depend
on the instantaneous oscillation amplitude A(t)

bðtÞ¼ bðAðtÞÞ ð21Þ

and in such a way that b increases with A, b is negative for
A¼ 0 (to ensure initial startup), and b becomes positive
above a certain amplitude. This is called amplitude con-
trol. For instance, assume that by adding some special
circuitry to Fig. 2 we are able to make

bðAÞ¼ � b0þ b1A ð22Þ

where b0 and b1 are positive constants (note that A is
always positive). Initially, if A¼ 0, b¼ � b0 is negative and
the real part of the poles is positive: amplitude A(t) in-
creases exponentially with time. As A(t) increases b will
eventually become positive (poles with negative real part)
and this will decrease the amplitude A(t). The conse-
quence of these two tendencies is that a steady state will
be reached for which b¼0 and the amplitude is constant.
Solving Eq. (22) for b¼ 0 yields the value of the steady
state oscillation amplitude Ao

Ao¼
b0

b1
ð23Þ

Note that, as opposed to the ideal resonator, the steady-
state amplitude is independent of any initial conditions.

In general, a harmonic oscillator does not have to be a
second order system like the case of Eq. (14) or Eq. (18). It
can have any order. What is important is that it has a pair
of complex conjugate poles whose real part can be con-
trolled by the oscillation amplitude (so that the real part
becomes zero in the steady state), and that the rest of the
poles (either complex conjugate or not) have negative real
parts. The way b depends on A does not have to be as in
Eq. (22). Strictly speaking, the conditions are

bðA¼0Þ¼ � b0o0 for initial startup

b > 0 for some A

dbðAÞ

dA
> 0 for stable amplitude control

ð24Þ
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This will ensure stable oscillator operation. In what fol-
lows we will concentrate on second order systems and
will provide two different ways of performing amplitude
control.

3. AMPLITUDE CONTROL BY LIMITATION

A very widely used method for oscillator amplitude control
is by limitation. This method usually is simple to imple-
ment, so simple that many times it is implicit in the com-
ponents used to build the resonator with initial startup.
This makes practical circuits easy to build, although many
times people don’t understand the underlying amplitude
control mechanism.

Let us consider the ideal resonator of Fig. 2 with an
additional resistor Rp in parallel to make it real. In order
to assure initial startup, let us put a negative resistor in
parallel also. Figure 3a shows a very simple way to im-
plement one using a real (positive) resistor and a voltage
amplifier of gain larger than one (for example, two). Cur-
rent Iin will be

Iin¼ �
Vin

Rn
ð25Þ

and the structure resistor–amplifier behaves as a ground-
ed negative resistor of value �Rn. Figure 3b shows how to
build the amplifier using an operational amplifier and re-
sistors. Connecting this negative resistor in parallel with a
positive one of value Rp¼RnþRe (with Re5Rn), the equiv-
alent parallel resistance would be

Req¼ �
R2

n

Re
ð26Þ

which is a very high but negative resistance. Connecting
this equivalent resistor in parallel with the ideal resonator
of Fig. 2 provides an oscillator with initial startup. This is
shown in Fig. 3c.

Because the operational amplifier’s output voltage can-
not go above its positive power supply VDD or below its
negative one VSS, the negative resistance emulator circuit
just described works as long as the amplifier output is be-
low VDD and above VSS, or equivalently voltage Vin is be-
tween VDD/2 and VSS/2. It is easy to compute the current
through Req as a function of Vin taking into account this
saturation effect. Figure 3d shows the resulting curve. If
VSS/2rVinrVDD/2 resistor Req behaves as a negative re-
sistance of high value, but if Vin is outside this range the
slope of Iin versus Vin is that of a positive resistance with
much smaller value. In order to analyze what happens to
the circuit of Fig. 3c when the oscillating amplitude in-
creases beyond VDD/2 or VSS/2 (whichever is smaller) the
concept of describing function can be used.

3.1. Describing Function

Figure 4 shows a sinusoidal signal x(t) applied to a non-
linear element f(x) that outputs a distorted signal y(t).
Signal y(t) is no longer sinusoidal, but it is periodic.

Rn

Iin

Vin

R
R

R
R

LC

Vin

Rn

Iin

VDD
/2

VSS
/2

2

Vin

Rn − R�

−

Vo = 2 × Vin

x 2

(a)

(b)

(c)

(d)

+

−

+

−

R�
2

Rn

2
Rn

Rn

Figure 3. A real harmonic oscillator can be made by adding a
negative resistor to a real resonator: (a) a negative resistor can be
emulated using a resistor and a voltage amplifier of gain greater
than unity; (b) implementation of negative resistor using an op-
erational amplifier and resistors; (c) oscillator composed of capac-
itor inductor and negative resistor; (d) transfer characteristics of
the negative resistor implementation of (b).
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Consequently, a Fourier series can describe it. The first (or
fundamental) harmonic has the same frequency as the in-
put sinusoid, while the others have frequencies which are
integer multiples of the first one. If the block of Fig. 4 is
used in a system such that the end signals will be approx-
imately sinusoidal (as in a harmonic oscillator) then one
can neglect all higher harmonics of the Fourier expansion
of y(t) and approximate it using the first or fundamental
harmonic only

yðtÞ 
NðAÞxðtÞ

xðtÞ¼A sin ðotÞ

NðAÞ¼
o
pA

Z 2p=o

0
f ðxðtÞÞ sin ðotÞdt

ð27Þ

Note that this approximation makes y(t) to be linear with
x(t) so that the nonlinear block in Fig. 4 can be modeled by
a linear amplifier of gain N(A). Function N(A) is the ‘‘de-
scribing’’ function of the nonlinear element f ( . ).

This approach is valid for any nonlinear function f ( . ),
but let us consider only piecewise linear functions, as in
Figs. 3 and 4, with three pieces: a central linear piece of
slope mc and two external linear pieces of slope me. When
amplitude A is small enough so that x(t) is always within
the central piece then N(A)¼mc. When A increases be-
yond the central piece N(A) will change gradually towards
value me. In the limit of A¼N the describing function will
be N(A)¼me. Computing the first Fourier term provides
the exact expression (let us assume VSS¼ �VDD for sim-
plicity). If AZVDD/2

NðAÞ¼me � 2
me �mc

p
sin�1 VDD

2A

� �
þ

VDD

2A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
VDD

2A

� �2
s2

4
3
5

ð28Þ

and if ArVDD/2

NðAÞ¼mc ð29Þ

Applying the describing function method to the nonlin-
earity of Fig. 3d results in

Iin¼NðAÞVin ð30Þ

where N(A)¼ �Re/Rn
2 for ArVDD/2 and N(A) tends to-

ward 2/Rn as it increases beyond VDD/2. Since N(A) is con-
tinuous and monotonic, there will be a value of A (and only
one) for which N(A)¼ 0. Let us call this value Ao. Note that
Ao depends only on the shape of the nonlinear function
f ( . ) of Fig. 3d. Equation (29) is the equation of a resistor of
value Req¼ 1/N(A). For small values of A, Req¼ �Rn

2/Re

(high resistance but negative) and the oscillator possesses
exponentially increasing amplitude. When A increases
beyond VDD/2, Req will become more and more negative
until N(A)¼ 0. At this point A¼Ao, Req¼N and we have
the ideal resonator. If A increases further, Req becomes
positive and the oscillator presents exponentially
decreasing amplitude. This represents a stable amplitude
control mechanism such that in the steady state A¼Ao

and Req¼N.

3.2. General Formulation

In general, the block diagram of Fig. 5 describes a har-
monic oscillator with amplitude control by limitation,
where H(s) is a linear block (or filter) and f (x) is the non-
linear element responsible for the amplitude control.
Applying the describing function method to the nonlinear
block results in

yðtÞ¼NðAÞ xðtÞ ð31Þ

for a time domain description. For a frequency-domain
description it would be

YðsÞ¼NðAÞXðsÞ ð32Þ

x(t )

x(t ) y(t )

t

y(t )

x

y
me

me

mc

t

Figure 4. A sinusoidal signal applied to a nonlinear element re-
sults, in general, in a distorted output signal.
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On the other hand, input and output of the linear block or
filter are related in the frequency domain by

XðsÞ¼HðsÞYðsÞ ð33Þ

Equation (32) and (33) result in

HðsÞNðAÞ¼ 1 ð34Þ

If H(s) is a second-order block it can be described by

HðsÞ¼
a1s2þa2sþa3

s2þa4sþa5
ð35Þ

which together with Eq. (34) yields an equation of the form

s2þ sbþo2¼ 0

b¼
a1 � a2NðAÞ

1� a1NðAÞ

o2¼
a5 � a3NðAÞ

1� a1NðAÞ

ð36Þ

For small amplitudes N(A) is equal to some constant
(e.g., n0), and Eq. (36) is called the characteristics equa-
tion. It must be assured that b(A¼ 0)o0. This is usually
referred to as the oscillation condition. For stable ampli-
tude control it should be

dbðAÞ

dA
> 0 ð37Þ

and o2 must be kept always positive for all possible values
of A. In practice, it is desirable to make in Eq. (35) a1¼a3

¼ 0, which will make o2 and b not be coupled through a
common parameter. This way the oscillation amplitude
and frequency can be controlled independently.

3.3. A Practical Example: The Wien Bridge Oscillator

In a practical circuit it is not convenient to rely on induc-
tors because of their limited range of inductance values,
high price, and, in VLSI (very large scale integration) de-
sign, they are not available unless one operates in the GHz

frequency range. But it is possible to implement the filter
function of Fig. 5 without inductors. The Wien bridge os-
cillator of Fig. 6 is such an example. Figure 6a shows its
components: two resistors, two capacitors, and a voltage
amplifier of gain k0. Figure 6b illustrates an implementa-
tion using an op amp and resistors for the voltage ampli-
fier, and Fig. 6c shows its piecewise linear transfer
characteristics. Using the describing function, the effec-
tive gain of the amplifier k(A) can be expressed as a func-
tion of the sinusoidal amplitude A at node v1

kðAÞ¼ k0NðAÞ ð38Þ

Y(s)

H (s)

f (x)

y (t ) x(t ) X(s)

Figure 5. A general block diagram of an oscillator with ampli-
tude control by limitation consists of a linear filter and a nonlin-
ear amplitude controlling element connected in a loop.

C1

v1 v2
k0

R1

R2

(a)

(b)

(c)

+

−

C2

C1

C2
R2

v2

v1
k0

VDD

−VDD

R1

Rm

(k0−1)Rm

v1
v2

v+

v −

Figure 6. The Wien bridge oscillator is an example of an oscil-
lator that does not require an inductor: (a) it consists of two re-
sistors, two capacitors, and a voltage amplifier circuit; (b) the
voltage amplifier can be assembled using an opamp and two re-
sistors; (c) the resulting voltage amplifier has nonlinear transfer
characteristics.
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where k0N(A) is the describing function for the function in
Fig. 6c and is given by Eq. (28) with mc¼k0, me¼ 0, and
the breakpoint changes from VDD/2 to VDD/k0. Conse-
quently, the frequency-domain description of the circuit
in Fig. 6a is

s2þ sbþo2¼ 0

b¼
1

R2C2
þ

1

R1C1
�

k0NðAÞ � 1

R1C2

o2¼
1

R1C1

1

R2C2

ð39Þ

For initial startup it must be bo0 for A¼ 0. The final am-
plitude Ao is obtained by solving b(Ao)¼ 0, and the fre-
quency of the oscillation is o (in radians per second) or
f¼o/2p (in hertz). Optionally, the diodes in Fig. 6b, con-
nected to voltage sources vþ and v�, can be added to
control the oscillation amplitude. These diodes changes
the saturation voltage VDD of Fig. 6c, and hence will mod-
ify the describing function N(A).

In general, when using amplitude control by limitation,
a practical advice is to make � b0 as close as possible to
zero but without endangering its sign. This way the non-
linear element will distort very little the final sinusoid,
because it needs to use only a small portion of its nonlin-
ear nature to make b(A) become zero. If � b0 is too large
the resulting waveform will probably look more like a
triangular signal than a sinuoidal one.

4. AMPLITUDE CONTROL BY AUTOMATIC
GAIN CONTROL

Let us illustrate the amplitude control by AGC (automatic
gain control) using an OTA-C oscillator. An OTA (opera-
tional transconductance amplifier) is a device that deliv-
ers an output current I0 proportional to its differential
input voltage Vin. Figure 7a shows its symbol and Fig. 7b
its transfer characteristics. The gain (slope gm in Fig. 7b)
is called the transconductance. This gain is electronically
tunable through voltage Vbias (depending on the technol-
ogy and the design, the tuning signal can also be a cur-
rent). Using these devices, the self-starting oscillator of
Fig. 7c can be assembled. Note that gm1, gm2, and C1 em-
ulate an inductance of value L¼C1/(gm1gm2), gm3 emu-
lates a negative resistance of value R3¼ �1/gm3, and gm4

emulates a positive one of value R4¼ 1/gm4. The charac-
teristics equation of the OTA-C oscillator is

s2þ bsþo2¼ 0

b¼
gm4 � gm3

C2

o2¼
gm1

C1

gm2

C2

ð40Þ

To assure initial startup Vb3 and Vb4 must be such that
gm34gm4. By making gm3 (or gm4) depend on the oscilla-
tion amplitude A, an AGC for amplitude control can be

realized. This is illustrated in Fig. 7d, where the box la-
beled ‘‘Oscillator’’ is the circuit in Fig. 7c, the box labeled
‘‘PD’’ is a peak detector, the large triangle represents a
differential input integrator of time constant tAGC, the
small triangle is an amplifier of gain m necessary for sta-
bility of the AGC loop, and the circle is a summing circuit.
The output of the peak detector Apd(t) follows (with a little
delay) A(t), the amplitude of the sinusoid at V0. The error
signal resulting from subtracting Apd and Vref is integrated
and used to control gm4. If Apd4Vref gain gm4 will

Vbf

Vbf

Vb4

Vref

Apd
PD

m

Oscillator

+

−

C1 C2 

V in

+

gm

Vbias

I0
ISS

−ISS

− 

+

− 

+

Vingm

gm1

gm2
+ 

−
gm4 

+ 

−
gm3

Vb3

Vb4

V0

V0

(a)

(b)

(c)

I0

−

Figure 7. An oscillator with amplitude control by AGC can be
made easily with OTAs and capacitors (OTA-C): (a) an OTA de-
livers an output current proportional to its differential input volt-
age; (b) it has nonlinear transfer characteristics; (c) a self-starting
OTA-C oscillator can be made with four OTAs and two capacitors;
(d) the amplitude control by AGC requires an additional peak de-
tector and integrator.
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increase (making b positive, thus decreasing A), and if
ApdoVref gain gm4 will decrease (making b negative, thus
increasing A). In the steady state A¼Apd¼Vref and gm4

will automatically be adjusted to make b¼ 0. Note that
Vref must be such that the node voltages are kept within
the linear range of all OTAs, otherwise amplitude control
by limitation may be taking place.

OTA-C oscillators are convenient for AGC because their
gain can be adjusted electronically. In order to do this for
the Wien bridge oscillator of Fig. 6, either a capacitor or a
resistor must be made electronically tunable (using a vari-
cap or a JFET). Also, OTA-C oscillators are interesting
because they do not need resistors, and this is very at-
tractive for VLSI in CMOS technology where resistors
have very poor electrical characteristics and a limited
range of values.

4.1. Stability of Automatic Gain Control Loop

An AGC loop for amplitude control, like the one in Fig. 7d,
presents a certain dynamic behavior that can be analyzed
in order to (1) make sure it is a stable control loop and (2)
optimize its time response.

In Fig. 7d the peak detector output Apd(s) can be mod-
eled as a delayed version of A(s)

ApdðsÞ¼AðsÞð1� stpdÞ ð41Þ

where Apd(s) and A(s) are the Laplace transforms of the
small-signal components of Apd(t) and A(t), respectively.
Signal Vb4(s) [the Laplace transform of the small-signal
component of Vb4(t)], according to Fig. 7d satisfies

Vb4ðsÞ¼
1

stAGC
½ð1þ smtAGCÞApdðsÞ � Vref ðsÞ� ð42Þ

and controls parameter b in Eq. (40). Let us assume that
b(t) follows instantaneously Vb4(t) so that

bðsÞ¼ aVb4ðsÞ ð43Þ

Now what is left in order to close the control loop is to
know how the amplitude A(t) (or A(s) in the frequency do-
main) at node V0 depends on b.

This dependence can easily be obtained from the time-
domain differential equation [like Eq. (14)] in the following
way. Assume that b(t) is a time dependent signal that has
small changes around b¼0 and keeps A(t) approximately
constant around Ao. Then the solution to V0(t) [or vC(t) in
Eq. (14)] can be written as

V0ðtÞ¼AðtÞ cos ðo0tþjÞ ð44Þ

where A(t)¼Aoþa(t) and jaðtÞj5Ao. Substituting Eq. (44)
into vC(t) of Eq. (14) yields the following coefficients for the
cos( . ) and sin( . ) terms, respectively, which must be iden-

tically zero [if Eq. (44) is indeed a solution for Eq. (14)]:

d2AðtÞ

dt2
þ bðtÞ

dAðtÞ

dt
þ b2ðtÞ

AðtÞ

4
¼ 0

2
dAðtÞ

dt
þAðtÞbðtÞ¼ 0

ð45Þ

The first equation is not of much use, but from the second
it follows that

AðtÞ¼Aðt0Þe
�ð1=2Þ

R t

t0
bðtÞdt

ð46Þ

When the AGC loop is in its steady state A(t)¼Aoþa(t)
and the integral is a function that moves above and below
zero but is always close to zero. Consequently, the expo-
nential can be approximated by its first-order Taylor
expansion resulting in

AðtÞ 
Aðt0Þ 1�
1

2

Z t

t0

bðtÞdt

� �

)aðtÞ 
 �
Aðt0Þ

2

Z t

t0

bðtÞdt 
 �
Ao

2

Z t

t0

bðtÞdt

ð47Þ

In the frequency domain this is

AðsÞ 
 �
Ao

2s
bðsÞ ð48Þ

From Eqs. (41)–(43) and (48) a loop equation for the AGC
control can be written

AðsÞ¼
Vref ðsÞ

s2k1þ sk2þ1

k1¼
2tAGC

aAo
�mtAGCtpd

k2¼mtAGC � tpd

ð49Þ

This equation represents a stable control system if the
poles have negative real part. This is achieved if k1Z0 and
k240. Parameters k1 and k2 can also be optimized for op-
timum amplitude transient response [e.g., after a step re-
sponse in Vref(t)].

5. VOLTAGE-CONTROLLED HARMONIC OSCILLATORS

An oscillator whose frequency can be electronically con-
trolled is required in many applications. Such an oscillator
is called a voltage-controlled oscillator (VCO), although
sometimes the control parameter can also be current.

In the case of the Wien bridge oscillator of Fig. 6 the
frequency of oscillation o is controlled by R1, R2, C1, and
C2. Changing one or more of these parameters would en-
able external control of the frequency. In order to have an
electronic control there are two options: (1) continuous or
analog control and (2) discrete or digital control.
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For analog control of the Wien bridge oscillator of Fig. 6
either a voltage-controlled resistor (JFET) or a voltage-
controlled capacitor (varicap) is needed. Digital control
can easily be implemented by using a binary-weighted ar-
ray of resistors or capacitors that are switched in and out
of the circuit by means of a digital bus. This is exemplified
in Fig. 8 for resistor R2. Signals si are either 0 when the
switch is open or 1 when it is closed. This yields

1

R2
¼

1

r

1

2n
þ
Xn

i¼ 1

si

2i

" #
¼

1

r
dn ð50Þ

where dn is a number that ranges from 1/2n to 1 in steps of
1/2n. Number dn is represented in binary format by the
bits {SnSn� 1 y S2S1}.

The OTA-C oscillator of Fig. 7 is much better suited for
analog or continuous control of frequency. If gm1¼ gm2 and
C1¼C2, the frequency is equal to o¼ 2pf¼ gm1/C1. Since
voltage Vbf in Fig. 7d controls simultaneously gm1 and gm2

(making them equal), this voltage can be used directly to
control the frequency of the VCO.

Whether a VCO is made with OTAs and capacitors, or
with resistors, capacitors, and op amps, or uses some other
technique, in general it turns out that the frequency does
not have a linear dependence on the control voltage. In
practical circuits it also happens that if the control voltage
is maintained constant, the frequency may change over
long periods of time due to temperature changes which
cause device and circuit parameters (such as transcon-
ductance and resistance) to drift. Both problems can be
overcome by introducing a frequency control loop.

6. FREQUENCY-CONTROLLED LOOP

Figure 9a shows the basic concept of frequency-controlled
loop for VCOs. It consists of a VCO (e.g., the one in
Fig. 7d), a differential input voltage integrator, and a fre-
quency to voltage converter (FVC) circuit. Voltage VCO is
now the external control of the VCO frequency. The FVC
circuit delivers an output voltage VFVC that depends lin-
early on the frequency f of its input signal VOSC:

VFVC¼ rf þVF0 ð51Þ

Parameters r and VF0 must be constants and should not
depend on temperature or technological parameters that

change from one prototype to another. If such an FVC is
available, the circuit in Fig. 9a would stabilize at VFVC¼

VCO. According to Eq. (51), this means that the resulting
oscillation frequency f0 depends on VCO as

f0¼
VCO � VF0

r
ð52Þ

which is linear and temperature-independent.
A possible implementation with OTAs of the FVC is

shown in Fig. 9b. It uses two OTAs of transconductance g0,
a capacitor C, a peak detector, a switch, a temperature-
independent voltage reference Vref, and a monostable trig-
gered by the oscillating signal VOSC. During each period T
¼ 1/f of signal VOSC the monostable delivers a pulse of
constant width t0, which must be temperature-indepen-
dent and well calibrated. Many times it is convenient to
add a sine-to-square-wave converter (and even a frequen-
cy divider) between VOSC and the monostable. The circuit
of Fig. 9b uses three components that are not tempera-
ture-independent and may vary over time and from one
prototype to another: the two OTAs and the capacitor.
However, provided both OTAs have the same transcon-
ductance (which is a reasonable assumption for VLSI im-
plementations), the resulting parameters r and VF0 do not
depend on C nor g0. An example of the time waveforms of
u(t) and v(t) of Fig. 9b is shown in Fig 9c. During each

Digital
bus R2

s1 s2 sn

2r 22r 2nr 2nr

Figure 8. The frequency of the Wien bridge oscillator can be
digitally controlled by replacing one of the resistors by a binarily
weighted resistor array controlled through a digital databus.
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T t
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Figure 9. A frequency-controlled loop can provide a linear de-
pendence between tuning voltage and VCO frequency, and can
also make this dependence temperature and prototype indepen-
dent: (a) it can be made by adding a FVC and an integrator to a
VCO; (b) the FVC can be made with a calibrated monostable,
a reference voltage, a peak detector, two OTAs, a capacitor, and a
switch; (c) after a transient the FVC output stabilizes to a steady-
state voltage that depends linearly on the input signal frequency.
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period T of VOSC the monostable is triggered once, turning
the switch ON during a time t0. While the switch is in ON

state capacitor C is charged by a constant current
g0(Vref–v(t)), and when the switch is OFF a constant cur-
rent of value � g0v(t) discharges it. The output of the FVC
v(t) changes from cycle to cycle but is constant during each
cycle. If vm is its value during one cycle and vmþ 1 for the
next one, it follows that

uðtþTÞ¼uðtÞþ
g0ðVref � vmÞ

C
to

�
g0vmþ 1

C
ðT � t0Þ

ð53Þ

where u(t) is taken at one of peaks: u(t)¼ vm and u(tþT)¼
vmþ 1. Consequently, we obtain

vmþ 1¼
vmðC� g0t0ÞþVref g0t0

Cþ g0ðT � t0Þ
ð54Þ

In the steady of the FVC vmþ 1¼ vm. Applying this condi-
tion to Eq. (54) and calling VFVC the stabilized value of vm

yields

VFVC¼
Vref t0

T
¼Vref t0f ð55Þ

Consequently, the circuit of Fig. 9b implements a FVC
with r¼Vreft0 and VF0¼ 0, which both are temperature-
and prototype-independent.

7. FURTHER CONSIDERATIONS

The different concepts and considerations mentioned so
far have been illustrated with practical circuits using ei-
ther resistors, capacitors, and op amps, or using OTAs and
capacitors. There are many other circuit techniques avail-
able that can be used to implement the different blocks
and equations needed for stable harmonic oscillator cir-
cuits. Some of these techniques could be continuous cur-
rent mode, switched capacitor, switched current, digital
circuit techniques, or even any combination of these
techniques.

Depending on the frequency range of the oscillator it
may be necessary to consider circuit parasitics that have
not been mentioned so far. For example, op amps and
OTAs both have nonideal input and output impedances,
leakage currents, and most importantly gains that are
frequency-dependent. All these parasitics result in modi-
fied characteristics equations. A very sensitive parameter
to parasitics is the oscillation condition � b0 required for
initial startup. Since in practice it is desirable to have � b0

very close to zero but still guarantee its negative sign, it is
apparent that parasitics can result in either very negative
(resulting in very distorted sinusoids) or positive (result-
ing in no oscillation) values. Each circuit technique has its
own parasitics, and depending on the intended frequency
range, they will have a different impact on the final
oscillator performance. Consequently, for good oscillator

design the dominant parasitics need to be well known and
taken into account.

Another interesting and advanced issue when design-
ing oscillators in distortion. Both amplitude control mech-
anisms, limitation and AGC, are nonlinear and will
introduce some degree of distortion. Is there a way to pre-
dict how much distortion will render an oscillator?

7.1. Distortion for Amplitude Control by Automatic
Gain Control

In an oscillator with AGC for amplitude control, as in
Fig. 7d, the element that introduces most of the distortion
is the peak detector. Figure 10 shows examples of peak
detectors based on one-phase or half-wave (Fig. 10a), two-
phase or full-wave (Fig. 10b), and four-phase (Fig. 10c)
rectifying principles. For the four-phase case, either the
oscillator should provide two phases with p/2 shift, or an
additional integrator is needed. Peak detectors with more
phases can be implemented by linearly combining previ-
ous phases. Increasing the number of phases in the peak
detector results in faster response [delay tpd in Eq. (41) is
smaller for more phases] and less distortion. However, all
phases have to present the same amplitude; otherwise
distortion will increase. In practice, as the number of
phases increases, it becomes more difficult (due to offsets
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Figure 10. Possible implementations for a peak detector: (a) one
phase-based (or half-wave-rectifier based) (b) two phase-based (or
full-wave-rectifier-based), and (c) four-phase-based peak detector.
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and component mismatch) to keep the amplitude of the
phases sufficiently equal.

In the peak detectors of Fig. 10, whenever one of the
phases becomes larger than Apd it slightly turns ON its
corresponding P transistor injecting a current into CPD

until Apd increases sufficiently to turn OFF the P transistor.
The discharge current ensures that Apd will follow the
amplitude of the oscillations if it decreases. Increasing
Idischarge results in faster response but higher distortion.
Whatever peak detector is used, waveform Apd(t) is not
constant nor sinusoidal. It has a shape similar to those
shown in Fig. 10. Since Apd(t) is periodic its Fourier series
expansion can be computed:

ApdðtÞ¼Aoþ
X1

n¼ 1

an cos ðno0tþjnÞ ð56Þ

The high-order harmonic components {a2, a3, y} are those
which contribute to distortion at node V0 (in Fig. 7d). Ap-
plying the filtering functions that go from node Apd,
through Vb4, to V0 [Eqs. (41)–(43) and (48)] to these high-
er-order harmonics provides their amplitudes at node V0:

jAonj ¼
aAo

2tAGCn2o2
0

j1þ jno0mtAGCjj1� jno0tpdjjanj ð57Þ

The total harmonic distortion at the output of the oscilla-
tor is then defined as

THDðV0Þ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X1

n¼ 2

Aon

Ao

� �2
vuut ð58Þ

7.2. Distortion for Amplitude Control by Limitation

This problem is computationally complicated but can be
solved by harmonic balance. Consider the general block
diagram of Fig. 5. In the steady state, periodic waveforms
x(t) and y(t) can be expressed by their respective Fourier
series expansions

xðtÞ¼ x1 cos ðo0tÞ þ
X1

n¼ 2

xn cos ðno0tþjnÞ

yðtÞ¼
X1

n¼ 1

yn cos ðno0tþfnÞ

ð59Þ

where

xnj j5 x1j j

yn

�� ��5 y1

�� ��
ð60Þ

In general, this problem is solved numerically for a finite
set of harmonics. Let N be the highest harmonic to be
computed. Since f(x(t)) is also periodic, computing its Fou-
rier series expansion yields that of y(t). Therefore, given a
set of parameters for x(t) {x1, y xN, j2, y jN} the set of

parameters {y1, y yN, f1, y fN} for y(t) can be obtained
this way. By applying each component of y(t) (character-
ized by yn and f n) to filter H(s) yields the corresponding
component for x(t):

xn¼ yn Hðjno0Þ
�� ��

jn¼fnþphaseðHðjno0ÞÞ

ð61Þ

By iterating this procedure until all values xn, yn, jn, and
fn converge, the distortion of x(t)

THDðxÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

n¼ 2

xn

x1

� �2

vuut ð62Þ

or y(t)

THDðyÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN

n¼ 2

yn

y1

� �2

vuut ð63Þ

can be predicted.
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1. INTRODUCTION

The helix antenna has a long and fascinating history. It
was discovered in 1946 by John Kraus. Since then, new
variations have continued to arise even up to the present
day. The discovery itself is a very interesting story, which
is told in John Kraus’ book Antennas [1]. It all started with
an afternoon lecture at Ohio State University. John Kraus
listened as the speaker described the wave-guiding helix
used in traveling-wave tubes; he wondered if this inter-
esting helix could be used as an antenna and, after the
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talk, he asked the well-known lecturer. The speaker re-
plied emphatically, ‘‘No, I’ve tried it, and it doesn’t work.’’
That very evening, John Kraus went down to his base-
ment, wound a seven-turn helical coil one wavelength in
circumference and fed it by means of a coaxial line and
ground plane (Fig. 1a). He found that it produced a sharp
beam of circularly polarized radiation off the open end of
the helix. So the helix antenna was born, despite the ad-
vice of experts.

1.1. Helical Curves

The helix was well-known in ancient Greece. Geminus de-
scribed it in the first century B.C. and there are references
to earlier work on the helix. The cylindrical helix may be
defined by considering a right circular cylinder of radius a,
whose axis is the z axis. Using a right-handed cylindrical
coordinate system (r,f,z) the equations of the helix are

x¼a cos f; y¼a sin f; z¼af tan a ð1Þ

where a is the pitch angle of the helix and 2a is the diam-
eter. The lines of the cylinder parallel to the z axis, that is,
the lines (r¼a, f¼fo) are considered to be the generators
of the cylinder. The cylinder is generated by rotating any
generator about the z axis. The helix cuts the generators
at a constant angle p/2� a. It also projects as a sine curve
on any plane parallel to the axis, for example, any plane
that includes the axis.

Figure 1a shows the wire helix antenna. Parameters
are defined as follows:

D is the diameter of helix, which is equal to 2a.

C is the circumference.

S is the spacing between turns.

a is the pitch angle.

L is the length of one turn.

N is the number of turns.

Cl, Sl, and Ll represent the respective distances in wave-
lengths such that Cl¼C/l, and so on. When one turn of
the helix is unrolled on a flat plane, the relationships be-
tween the spacing S, circumference C, turn length L, and
pitch angle a can be obtained from the triangle shown in
Fig. 1b as follows:

S¼C tan a; a¼ tan�1 S

C
; L¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2þS2

p
ð2Þ

Thus we need only three independent parameters, C, a, N,
to describe a helix. Note that when a¼ 01, S¼ 0, and the
helix reduces to a planar loop. When a¼901, C¼ 0, and the
helix becomes a straight line.

The round-wire helix such as Kraus first built consists
of a round wire whose centerline is the helix curve of Eq.
(1). The tape helix is a conducting tape of width w, which is
wound around a cylinder or a thin cylindrical tube. Its
centerline is the helix of Eq. (1). A single-wire helix is
called the monofilar helix. The double, or bifilar, helix
is constructed by adding an additional member, which is
formed by replacing f with f� p everywhere in Eq. (1).
The quadrifilar helix antenna is formed by adding three
members; f in Eq. (1) is replaced with f� (p/2), p, (3p/2). A
left-handed helix can be formed by using a left-handed
coordinate system, or by replacing f in Eq. (1) with 2p�f.
Figure 1a shows a right-handed helix. There are other
helical curves. The conical helix lies on the surface of a
cone and cuts the radial lines of the cone, the generators,
at a constant angle. The spherical helix lies on the surface
of the sphere and cuts the generators, for example, the
longitude lines, at a constant angle.

There are many striking examples of the helix in na-
ture, from some of the smallest to some of the largest ob-
jects. Most important of all is the DNA molecule, which is
a double helix. The marks on a snail of the family Helic-
idae resemble a spherical helix. The human ear has a
prominent helical ridge. The Heliconia is a family of herbs
with a helical shape. The helictite is similar to a stalagtite.
Some trees have helical bark. Finally, we have the largest
of the nebulae, the Helix Nebula. In addition, we see many
manmade forms of the helix around us, including auto-
mobile springs, spiral staircases, inductance coils, trans-
former coils, parking lot ramps, automobile antenna coils,
and finally, the lowly screw, which is a combination of
conical and cylindrical helices.

2. MONOFILAR HELICAL ANTENNA

We first consider the characteristics of a monofilar, or un-
ifilar, helical antenna. In this section we simply call it a
helical antenna, implying that it is a monofilar helix. The
helix commonly operates in two different modes, the nor-
mal mode and the axial mode, depending on the electrical
size of the helix. When the dimensions of the helix are
small compared with a wavelength (D5l, NS5l), the
maximum radiation is normal (or perpendicular) to the

s

L
C = �D

�

(b)

s

z

D

Ground
plane

Coax

(a)

Figure 1. The helical antenna: (a) a helix fed by a coaxial line
and a ground plane; (b) one turn of the helix unrolled on a flat
plane.
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helix axis. This condition is called the normal mode. When
the helix circumference is on the order of one wavelength,
the maximum radiation is along the helix axis. Thus, this
type of operation is called the axial mode. The axial mode
helix is a broadband antenna. The radiation from this
axial-mode helix is close to circular polarization along the
axis. There is also a backfire mode, which is discussed in a
later section.

2.1. Normal-Mode Helix

Let’s consider a helix with its axis along the z axis,
centered at the origin (Fig. 2a). The geometry of the
helix reduces to a loop when the pitch angle a approaches
zero and to a straight wire when it approaches 901. Since
the limiting geometries of the helix are a loop and a dipole,
the far field radiated by a small helix can be
described by the radiation fields of a small loop and a
short dipole when dimensions are small compared to a
wavelength. The analysis of a small short helix is facili-
tated by assuming that the helix consists of a number of
small loops and short dipoles connected in series as in
Fig. 2b. The diameter of the loops is the same as the
helix diameter (D) and the length of the dipoles is approx-
imately the same as the spacing (S) between turns of the
helix. Because the helix is small and short, the current
distribution is assumed to be uniform in magnitude and
phase over the entire length of the helix. For the same
reason, the far-field (Fraunhofer) pattern will be indepen-

dent of the number of turns and thus can be obtained by
considering the pattern of a single-turn helix that consists
of a single small loop of diameter D and one short dipole
of length S.

Assume that the complex amplitude of current is I and
the angular frequency is o. The radiation electric field of
the small loop of diameter D has only an Ef component,
given by

Ef¼ Zk2IA
e�jkr

4pr
sin y ð3Þ

where A¼ pD2/4 is the area of the loop, k¼o
ffiffiffiffiffi
me
p

is the
propagation constant, and Z¼

ffiffiffiffiffiffiffi
m=e

p
is the intrinsic im-

pedance. The far field of the short dipole, or the Hertzian
dipole of length S, has only an Ey component, given by

Ey¼ jomIS
e�jkr

4pr
sin y ð4Þ

The total radiation field for one turn is then given by

E¼ âayEyþ âayEf¼fâayjomSþ âafZk2AgI
e�jkr

4pr
sin y ð5Þ

The normalized radiation field pattern f(y) of the normal-
mode helix is

f ðyÞ¼ sin y ð6Þ

which is the same as that of the Hertzian dipole and the
small loop and is shown in Fig. 2c. The field is zero along
the axis (in the endfire direction) and is maximum in the
xy plane (y¼ 901), which is normal to the helix axis.

Because Ey and Ef are 901 out of phase as shown in
Eqs. (3) and (4), the radiated wave is elliptically polarized.
The axial ratio (AR) of the polarization ellipse of the far
field is obtained by dividing the magnitude of Eq. (4) by
that of Eq. (3)

AR¼
jEyj

jEfj
¼

omS

Zk
2p
l

A

¼
Sl

2pA
¼

2Sl

ðpDÞ2
ð7Þ

where we have used k¼ 2p/l, nk¼om. Because Ey and Ef

are 901 out of phase, the polarization ellipse becomes a
circle when |Ey|¼|Ef|, indicating circular polarization.
Setting AR¼ 1 yields

C¼ pD¼
ffiffiffiffiffiffiffiffiffi
2Sl
p

or Cl¼
ffiffiffiffiffiffi
2S
p

l ð8Þ

Under this condition the radiation field is circularly po-
larized in all directions except of course along the axis
where the radiation is zero. The polarization ellipse of the
radiation from a helix of constant turn length (L) changes
progressively as the pitch angle a is varied. When a¼
tan�1(S/C)¼ 0 (the helix reduces to a loop), AR¼ 0, Ey¼ 0,
E¼ âafEf; thus the wave is linearly polarized with hori-
zontal (or perpendicular) polarization. As a increases, the
polarization becomes elliptical, with the major axis of the
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�

Figure 2. The normal-mode helix: (a) coordinate system;
(b) loop–dipole model; (c) beam pattern.
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ellipse horizontal. When a reaches a value such that con-
dition (8) is satisfied, AR¼ 1, and the polarization is cir-
cular. With the help of Eq. (2), the condition (8) leads to the
following value of a:

aCP¼ sin�1
�1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þL2

l

q

Ll

2

4

3

5 ð9Þ

As a increases further, the polarization again becomes el-
liptical and the major axis is vertical. Finally, when a¼ 901
(the helix reduces to a dipole), AR¼N, Ef¼ 0, E¼ âayEy;
thus the polarization is linear with vertical (or parallel)
polarization. For small pitch angles (a51), Eq. (9) is sim-
plified to

aCP¼
Cl

2
ð10Þ

where aCP is expressed in radians. For small pitch angles,
circular polarization can occur at frequencies such that
the circumference is very small compared to a wavelength
(Cl51).

From Eqs. (3) and (4), we note that the loop field Ef and
the dipole field Ey, respectively, are proportional to the
second and first powers of frequency. Correspondingly, ra-
diation resistance of loop and dipole are proportional to
the fourth and second powers, respectively. Thus, as fre-
quency decreases, the dipole radiation predominates and
the beam pattern is linearly polarized. In this linearly po-
larized frequency range, the normal-mode helix has some
interesting properties. Its beam pattern is essentially that
associated with the dipoles, that is, a monopole of length
NS above a ground plane. Its impedance, however, is sig-
nificantly affected by the loops.

The normal-mode helix is limited by its size. It has the
same restrictions and limitations that apply to any elec-
trically small antenna. But within those restrictions, it
has certain advantages over a dipole antenna of the same
height. These include a lower frequency for resonance and
a larger radiation resistance, because of both the longer
path of the helical structure. While the dipole may require
additional impedance-matching circuits to achieve reso-
nance, the helix is resonant without supplementary
matching elements. Another advantage over the dipole is

that the helix is flexible and more resilient. The higher
radiation resistance, resonant characteristic, and flexibil-
ity make the normal-mode helix suitable for small anten-
nas used in mobile communications.
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Figure 3. Measured beam patterns
of the monofilar axial mode helix.
(From Kraus [1], r 1988 by Mc-
Graw-Hill, Inc. Reprinted with permis-
sion of the McGraw-Hill Companies.)
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r 1988 by McGraw-Hill, Inc. Reprinted with permission of the
McGraw-Hill Companies.)

1928 HELICAL ANTENNAS



2.2. Axial-Mode Helix

A very useful mode of operation for the helical antenna is
the axial or endfire mode. In this mode the radiation pat-
tern has a single mainbeam along the axis of the helix (þ z
direction); that is, it is an endfire antenna. Experiments
have shown that the axial mode occurs when the circum-
ference of the helix is approximately one wavelength and
when the helix has several turns. A primary component of
current on the helix is a wave traveling outward from the
feed along the wire at approximately the speed of light and
the radiation is a beam off the end of the helix. Because the
electric field vector rotates around in a circular fashion as
does the current on the helix, we expect that the radiation
field is circularly polarized along the helix axis. One very
important feature of the axial-mode helical antenna is its
broadband character. As a rule of thumb, the approximate
bandwidth for the axial mode is given as follows [2]:

3

4
oClo

4

3
ð11Þ

The bandwidth ratio, the ratio of the upper and lower fre-
quencies, is 4

3�
3
4 or 1.78, which is close to a 2–1 bandwidth.

The helix is usually fed axially or peripherally with the
inner conductor of the coaxial line connected to the helix
and the outer conductor attached to the ground plane. The
ground plane can be made from either solid metal or wire
mesh.

2.2.1. Analysis of Radiation Pattern. The axial-mode he-
lix has a circumference of approximately one wavelength,
so the current distribution would not be uniform, and we
assume that there is an outgoing current wave, traveling
along the helical conductor at phase velocity v¼pc (where
p is the phase velocity relative to the speed of light c in free
space). Then

IðlÞ¼ I0e�jbl ð12Þ

where l is the distance measured along the helix from the
beginning of the turn closest to the ground plane, I0 the
input current, b¼k/p the phase constant of the current
wave. When the total length of one turn is approximately a
wavelength, the current distribution in Eq. (12) has oppo-
site phase (1801 out of phase) on opposite sides of a turn
because they are separated by about a half-wavelength.
Also the helical coil physically reverses current direction
for opposite points. Thus the currents at opposite points of
a turn are essentially in phase, giving rise to reinforce-
ment in the far field along the helix axis. We can find the
radiation pattern by using the principle of pattern multi-
plication because a helix with uniform cross section can be
considered as an array of N identical elements (or turns).
We have a uniformly excited, equally spaced array with
spacing S, so the total pattern is the product of the pattern
for one turn (the element pattern) and the pattern for an
array of N isotropic point sources (an array factor). When
the helix is long (say, NS4l), the array factor is much
sharper than the element pattern and hence determines
the shape of the total far-field pattern.

2.2.1.1. Array Factor. The array factor (AF) of a uni-
formly excited, equally spaced, linear array of N elements
is given by

AF¼
sin

N

2
c

N sin
c
2

ð13Þ

c¼ kS cos yþ d ð14Þ

where y is an angle measured from the array axis (z axis)
and d is the phase shift between adjacent elements. Ex-
plaining the phase relationships of the axial-mode helix is
difficult. Begin by finding the phase shift d required for
endfire operation, because we know that the radiation is
endfire. For ordinary endfire, we find the conditions such
that c is zero at y¼ 01.

d¼ � kS� 2mp ðm is an integerÞ ð15Þ

where the term (–2 mp) reflects the basic ambiguity of
phase. Next we find conditions for increased directivity
Hansen–Woodyard (HW) endfire [3], since this is an opti-
mum form of endfire:

d¼ � kS� 2mp�
p
N

¼ � 2p� kSþ
p
N

	 

ðm¼ 1Þ

ð16Þ

To be more accurate, the term p/N should be replaced by
2.94/N [3]. However, the choice of p/N hardly changes the
radiation field [4] and is convenient for expressing other
quantities. We have tried the arbitrary choice (m¼ 1) be-
cause this term�2p corresponds roughly to one turn of the
circumference at midband (Cl¼1). Later it will be clear
that other choices are not possible solutions. Experiments
show [1,5] that the phase shift d obtained is close to that of
Eq. (16) at midband (Cl¼ 1). How does this happen? We
have already pointed out that the term ð�2pÞ corresponds
roughly to one turn of the circumference. In addition, the
length around one turn of the helix is greater than a
wavelength (Ll41) at midband. More importantly, the ve-
locity of travel is less than that of light (pE0.9) at mid-
band [5]. These two additional contributions account for
the minor term –(kSþ p/N). Thus the phase at midband is
explained. However, the experimental data for d track Eq.
(16) fairly well over the entire bandwidth of the axial
mode. How is this possible? We cannot alter our choice of
m; one choice must work for the entire frequency range;
and if p remained constant, Eq. (16) could not be satisfied
over the entire band. Fortunately, p does vary quite a bit
(from 0.73 to 0.97) over the axial-mode frequency range;
the result is that HW endfire described by Eq. (16) is
tracked quite well over most of the band, falling off a little
toward the high end. All in all, this is quite a remarkable
story. The phase, so to speak, locks in to HW endfire over
the bandwidth of almost 2–1. When first reported by
Kraus, this was called an anomalous phase progression.
It still continues to mystify succeeding generations.
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To summarize, the phase progression along the helix
wire is relatively simple; it corresponds roughly to that of
speed of light along the wire. The phase progression in z,
which determines the phase difference d between turns,
follows the phase progression of the wire. Taking into ac-
count the phase ambiguity (2 mp), we see that HW endfire
is obtained at midband. The relative phase velocity p then
changes with frequency just enough to maintain the HW
endfire. Another point worth noting is that we have not
discussed backfire (y¼ 1801) radiation. It does, in fact, oc-
cur along with the axial mode but is usually suppressed by
the ground plane. It will return, to our advantage, with
the multifilar helix:

b¼

�
d
L
¼

1

L
kSþ 2p 1þ

1

2N

� �� �
¼

2p
L

S

l
þ

2Nþ 1

2N

� �
ð17Þ

p¼
k

b
¼

Ll

Slþ ð2Nþ1Þ=2N
ð18Þ

Using p as obtained from Eq. (18) to calculate the array
factor yields patterns in good agreement with measured
patterns. The p value calculated from Eq. (18) is in close
agreement with measured values of p [1]. Therefore, it
appears that the Hansen–Woodyard increased directivity
condition is a good approximation for helices radiating in
the axial mode. For a typical case where C¼ l, a¼ 141, N¼
10, we find from Eqs. (2) and (18) that S¼C tan a¼0.249l,
L¼ 1.031l, and p¼ 0.79. Thus the traveling current wave
has a phase velocity less than that of free space. Finally,
substituting Eq. (16) into Eq. (14) yields

c¼kSðcos y� 1Þ � 2pþ
p
N

	 

ð19Þ

Equations (13) and (19) provide the complete norma-
lized array pattern of the axial-mode helical antenna.
For the element pattern we will need an analysis of
the radiation from a circular loop, which is covered in
the next section.

2.2.2. Circular Loop Radiation. In this section we con-
sider the radiation from a circular loop carrying a current
IðfÞ. The result is useful in understanding the operation of
the helix in both the mono- and multifilar forms. In addi-
tion, it will yield an approximate element factor for a sin-
gle turn of the helix. The loop of radius a is centered at the
origin and lies in the xy plane. The current distribution
IðfÞ may be represented in terms of a complex Fourier se-
ries representation:

IðfÞ¼
X1

n¼�1

Inejnf ð20Þ

Consider the typical term Inejnf of the current distri-
bution IðfÞ. First we evaluate components Afn, Ayn of
the far-field magnetic vector potential as follows. Direc-
tions f,y are associated with the field point rather than

the source point:

Afn¼
e�jkr

4pr

Z 2p

0
Inejnf 0 cosðf� f

0

Þejka sin y cosðf�f 0Þadf
0

ð21Þ

Ayn¼
e�jkr

4pr

Z 2p

0
Inejnf 0 ½� sinðf

0

� fÞ�

� cos y ejka sin y cosðf�f 0Þadf
0

ð22Þ

To evaluate Af, we introduce the change of variables c¼
f0 �f and change limits to obtain

Afn¼
ejnfe�jkrIna

4pr

Z 2p

0
ejnc ejcþ e�jc

2

� �
ejðka sin yÞ cos cdc

Next, we use the following integral expression for the
Bessel function of the first kind Jm(x):

Z 2p

0
ejx cos yejmydy¼ 2pjmJmðxÞ

Af is then evaluated directly to obtain

Afn¼
ejnfðInaÞe�jkrjnþ 1

4r
½Jnþ 1ðka sin yÞ � Jn�1ðka sin yÞ�

ð23Þ

Efn¼ � jomAfn ð24Þ

Using similar methods, we obtain the following evaluation
of Ay:

Ayn¼
ejnfðInaÞe�jkrjnþ 1ðj cos yÞ

4r
½Jnþ 1ðka sin yÞ

þJn�1ðka sin yÞ�

ð25Þ

Eyn¼ � jomAyn ð26Þ

The total fields may, of course, be obtained by adding con-
tributions of all Fourier modes.

Now let’s evaluate the far fields along the z axis (y¼ 01,
1801) for each of the separate Fourier modes. We note that
Jn(0)¼ 0 (na0) and J0(0)¼ 1. Evaluating the cases n¼
71, we find that, along the z axis

Ef

Ey
¼ � j ð27Þ

In other words, the modes n¼71 representing traveling
waves yield circular polarization along the z axis. Note
that all other traveling-wave modes yield a null on axis. Of
all the Fourier modes, only n¼71 radiate in the forward
endfire or backfire direction. For the helix, we define for-
ward or backward radiation as radiation away from or to-
ward the feedpoint, respectively.

This result can also be seen by considering currents
around the loop for various modes. For n¼71, each cur-
rent element is matched by its opposite across the loop,
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which is in the same direction such as to add along the z
axis and to rotate polarization as time progresses. All the
other modes cancel along the axis. For even modes, each
element is canceled by its opposite across the loop. For
odd modes, a group of elements will cancel. For the general
odd case n, any group of n elements, each separated
by 1801/n, yields zero contribution. For n¼5, for example,
any group of five elements, each separated by 361, yields
zero contribution.

Any currents on the cylindrical surface may be resolved
into f- and z-directed currents. The z-directed currents do
not radiate along the axis. Thus, for currents of any di-
rection, only the n¼71 Fourier modes can contribute to
endfire or backfire. These results will be useful when con-
sidering multifilar helices.

This discussion makes it easier to understand the op-
eration of the helical antenna. At low frequencies the
zeroth mode (n¼ 0) is strongly excited because there is
little variation of phase around the cylinder on one turn.
In addition, the impedance of the higher modes is highly
reactive. As frequency increases and Cl approaches unity,
we have one complete cycle around the cylinder on one
turn, and we expect the e� jf mode to be excited for a right-
hand helix. The phase velocity of the helix is lower than
that associated with the speed of light, and the impedance
of the mode n¼ � 1 is reasonable and so the axial mode
begins at about Cl¼ 0.75. Similarly, as frequency increas-
es, we expect the mode n¼ � 2 to appear; this mode would
produce beam pattern deterioration. The axial mode con-
tinues until about Cl¼ 1.33.

2.2.2.1. Element Pattern of the Axial-Mode Helix. For the
element pattern of one turn of the helix, the current dis-
tribution is assumed to be

Iðf
0

Þ ¼ I0e�jbl¼ I0e�jbaf 0 ð28Þ

where b¼ k/p, a¼D/2, and f0 is the angle measured from
the x axis. For accurate analysis of the element pattern,
Eq. (28) should be used to calculate the radiation integral.
However, when the helix with several turns operates
in the axial mode (ClE1), the array factor dominates
the endfire beam pattern and the element pattern
provides minor corrections. Thus it suffices to consider
the radiation field of a planar loop with Cl¼ 1, instead
of a three-dimensional one-turn helix. If we also assume
that pE1, then

Iðf
0

Þ 
 I0e�jkaf 0 ¼ I0e�jð2p=lÞaf 0 
 I0e�jf 0 ð29Þ

Using the simple form of the current distribution in Eq.
(29), we can easily calculate the radiation fields for the
element pattern from Eqs. (23)–(26) for Cl¼ 1 (n¼ � 1):

Efðy;fÞ¼CðrÞ J0ðsin yÞþJ2ðsin yÞ½ �e�jf ð30Þ

Eyðy;fÞ¼CðrÞ J0ðsin yÞ � J2ðsin yÞ½ �ðj cos yÞe�jf ð31Þ

where C(r) gives the r dependence of the fields. Note that
ka¼ 1 when Cl¼ 1. If we plot the radiation patterns of

|Ey| and |Ef| using Eqs. (30) and (31), we obtain a fig-
ure-eight pattern for Ey with a null at 901, and a nearly
omnidirectional pattern for Ef [6]. From the plot, it is in-
teresting to note that the normalized Ey can be approxi-
mated by cos y. We also observe that Ey and Ef are 901 out
of phase. In particular, when y¼ 01, then |Ey|¼|Ef|;
thus the radiation field is circularly polarized in the
endfire direction. As one departs from y ¼ 01, Ey decre-
ases more rapidly than does Ef, so the polarization
becomes elliptical. Finally, it should be noted that Kraus
[1] has analyzed the element pattern, by using a single
turn of a three-dimensional helix with uniform traveling-
wave current.

2.2.3. Beam Patterns. The complete total far-field pat-
tern is given by the product of the array factor shown by
Eq. (13) and the element pattern in Eq. (30) or (31). How-
ever, the array pattern is much sharper than the element
patterns. Thus the total Ey and Ef patterns are nearly the
same, in spite of the difference in the single-turn patterns.
The mainlobes of the Ey and Ef patterns are very similar
to those of the array pattern. Therefore, for long helices
(NS4l), a calculation of only the array factor is sufficient
for an approximate pattern of any field component of the
helix.

The measured patterns of a six-turn helix with a¼ 141
as a function of frequency are presented in Fig. 3. Patterns
are shown over a range of circumferences from approxi-
mately 0.66l to 1.35l. The solid patterns are for the hor-
izontally polarized component (Ef) and the dashed for the
vertically polarized (Ey). Both are adjusted to the same
maximum. We observe that the endfire beam patterns are
preserved over the range of 0.73oClo1.22, indicating
that the axial-mode helix is a broadband antenna.

2.2.4. Important Parameters. Four important parame-
ters for practical design of an axial-mode helical antenna
are (1) beamwidth (BW), (2) gain or directivity, input im-
pedance and axial ratio (AR). They are all functions of the
number of turns, the turn spacing (or pitch angle), and
the frequency. For a given number of turns, the behavior
of the BW, gain, impedance and AR determines the useful
bandwidth. The nominal center frequency of this band-
width corresponds to a helix circumference of about 1l.

2.2.4.1. Beamwidth. On the basis of a large number of
measurements, King and Wong [7] give the following qua-
siempirical formula for the beamwidths:

HPBW ðhalf-power beamwidthÞ¼
KB

Cl
ffiffiffiffiffiffiffiffiffiffi
NSl
p ðdegreesÞ

ð32Þ

where KB varies from 61 to 70, for 3
4oClo4

3, 121oao151,
and 8.6oNo10. Note that as N increases, the beamwidth
decreases. Figure 4a shows measured HPBW of a six-turn,
141 axial-mode helix as a function of the normalized cir-
cumference (Cl). Ey is shown dotted as before. We observe
that HPBW changes slowly over the range of approxi-
mately 0.7oClo1.25.
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2.2.4.2. Gain. The gain of the axial mode helix can be
approximately obtained [8] by

G¼KGC2
lNSl ð33Þ

where KG is the gain factor, which depends on the design
parameters. King and Wong [7] report that KG varies from
4.2 to 7.7. Experiments show that the gain is peak when C
is slightly larger than 1l.

2.2.4.3. Axial Ratio. We have shown from the approxi-
mate analysis described in a previous section that the ra-
diation field is circularly polarized in the mainbeam
direction (y¼ 01), implying AR¼1. With a more accurate
analysis, including the effect of relative phase velocity for
increased directivity, Kraus [1] obtains the axial ratio
along the helix axis as follows:

AR¼
2Nþ 1

2N
ðy¼ 0�Þ ð34Þ

If N is large, the axial ratio approaches unity and the po-
larization is nearly circular. For example, for a six-turn
helix, AR¼ 13

12¼ 1:08 according to Eq. (34). This axial ratio
is independent of frequency or circumference. In Fig. 4b,
the measured values of the axial ratio for the six-turn, 141
axial-mode helix are plotted as a function of the circum-
ference (Cl). We observe that AR is nearly 1 over the range
of about 0.73oClo1.4. The sense of circular polarization
is determined by the sense of the helix windings.

2.2.4.4. Input Impedance. The input impedance of the
axial-mode helical antenna is nearly purely resistive. The
empirical formulas for the input resistance are given [1]
by

Rin¼ 140Cl ð35Þ

within 20% for the case of axial feed, and

Rin¼
150ffiffiffiffiffiffi

Cl
p ð36Þ

within 10% for the case of peripheral feed. Both relations
are valid when 0.8rClr1.2, 121rar141 and NZ4. With
a suitable matching section, Rin can be made any desired
value from 50 to 150O. In the inset of Fig 4c, trends of
input resistance R and reactance X are shown as a func-
tion of the relative frequency or circumference. Note that
R is relatively constant and X is very small for
0.7oClo1.5. Figure 4c also shows the voltage standing-
wave ratio (VSWR) measured on a 53O coaxial line. We
observe that the VSWR nearly remains constant (approx-
imately 1), and equivalently the input impedance of the
helix remains unchanged, over the range of about
0.7oClo1.6.

2.2.5. Broadband Characteristics. Considering all the
characteristics of beam pattern, input impedance, and po-
larization as a function of circumference, we find that the

performance of the axial-mode helix is satisfactory over
the range of about 0.75oClo1.25 within the restrictions
given on a and N.

Thus the bandwidth, defined by the ratio of upper and
lower frequencies, is almost an octave. The broadband
characteristics of the helix can be explained by the natural
adjustment of the phase velocity. As the helix size Cl, or
equivalently the frequency, varies over a rather wide
range, the phase velocity adjusts itself automatically
such that the fields from each turn add nearly in phase
in the axial direction.

2.3. Variations and Applications of the Helical Antenna

A slight taper on the end of the helix [9,10] reduces the
axial ratio at the expense of a slight reduction in gain.
Axial ratio is improved both on and off axis. A taper is also
used at the input to improve impedance characteristics. A
circular cavity backing is sometimes used to reduce the
backradiation and increase the forward gain. Dielectric-
tube support has been used with the helix antenna. This
lowers the frequency for the onset of axial-mode operation
and has an effect on the terminal impedance. A solid di-
electric core has also been used with the helix (the polyrod
helix). A helix with an inner concentric metal core has
been used as a TV transmitter [11]. The antenna utilizes
higher-order Fourier modes such as e7j2f, e7j5f, which
radiate sidefire rather than endfire. This is particularly
useful with towers and masts whose circumference is
much larger than a wavelength. An array of helices is
stacked along the mast to produce the required beam pat-
tern. The helical antenna has often been used as an ele-
ment in various types of arrays. Large planar arrays of
helices have been used in radio astronomy [12]. An array
of axial-mode helices has been used for Global Positioning
System (GPS) satellite transmitters [1]. Helices are also
used as feeds for parabolic dishes. Applications of the helix
are legion.

3. MULTIFILAR HELIX ANTENNAS

The helical antenna described in the preceding section
may be termed the monofilar helical antenna. It is con-
structed from a single wire, or tape, and fed from a single
source. In this section we consider the multifilar helix an-
tenna, which consists of a number of wires or tapes, each
of which may be fed from a separate source. The wires may
be interleaved as shown in Fig. 5a for the quadrifilar helix.
The excitations in all cases discussed is of the form e7jf.
Other excitations are certainly possible but have not been
thoroughly studied. Many different forms of the multifilar
helix have been used, including bifilar, quadrifilar, and
octofilar helices. Two distinct classes of multifilar helices
have been used: the broadband forward-fire axial mode
multifilar helix and the narrowband backfire multifilar
helix. For both, the quadrifilar helix has been widely stud-
ied and used.

We have already discussed the Fourier modes due to a
loop of circumferential current. The rigorous consider-
ation of the entire geometry of the helix yields modes
with the same f dependence but yields the phase progres-
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sion in z as well. Samuel Sensiper [13] carried out this
rigorous analysis to determine the real propagation con-
stants of the normal and axial modes. He also determined
some of the characteristics of the multifilar helix. Later,
Paul Klock [14] found an additional mode with a complex
propagation constant. This mode starts with backfire and
then splits and scans forward as a conical beam as fre-
quency increases. It operates simultaneously with the ax-
ial mode but is usually suppressed by the ground plane.
Early experimenters of the multifilar helix showed some
improvements over the monofilar helix but did not always
recognize that greater bandwidth could be obtained nor
how to obtain it, as explained in the following section.

3.1. The Axial-Mode Quadrifilar Helix

Gerst and Worden [15] first described the broadband ax-
ial-mode multifilar helix. They pointed out that the fre-
quency range of the axial mode could be extended by (1)
adding more wires, (2) using e� jf excitation to maintain
that mode and suppress others, and (3) increasing the
pitch angle a. The technique is readily understood by con-
sidering the bifilar helix. First, the two wires are fed 1801
out of phase. Consider a cross section perpendicular to the
helix axis. We find, in any cross section, two wires 1801
apart in space and phase. Only the odd Fourier modes
(ejnf, n odd) are excited. The mode e� j2f, which may be a
culprit in the pattern breakup of the monofilar helix, is
suppressed. The mode e� j3f is not suppressed, and the
bandwidth for the axial mode approaches 3–1. A pitch an-
gle of about 251–301 is required. Now consider the quad-
rifilar helix. A cross section through the right-hand helix

of Fig. 5a displays four wires symmetrically arranged
around the periphery, with phases 01, � 901, � 1801,
� 2701. This e� jf excitation suppresses all the even modes,
as in the bifilar helix, and mode e� j3f as well. Mode e� j5f is
not suppressed. The bandwidth approaches 5–1. A pitch an-
gle of about 401 is required. In general, with the M-filar he-
lix, mode e� jf is excited around the periphery. All other
modes up to e� jMf are suppressed. The bandwidth lies be-
tween M and Mþ1–1.

Gerst and Worden determined that the frequency
range of the multifilar axial mode helix may be approxi-
mated as follows [15]:

Cl minoCloCl max ð37aÞ

Cl min¼
cos a

1þ sin a
ð37bÞ

Cl max is the lesser of Cl max 1 and Cl max 2:

Cl max 1¼
cos a

1� sin a
ð37cÞ

Cl max 2¼
M

2
cot a ð37dÞ

where M is the number of wires. Equation (37) can be used
to predict the bandwidth of the axial-mode unifilar or
multifilar helix. For example, consider the monofilar helix
with a¼141, whose beam patterns and other characteris-
tics are given in Figs. 3 and 4. The figures indicate that the
bandwidth is approximately 0.75oClo1.25 as noted pre-
viously. In comparison, Eq. (37) predicts that Cl min¼ 0.78
and Clmax¼ 1.25 for an approximate bandwidth of
0.78oClo1.28. The two bandwidth ratios are very close.
Equation (37) has been applied to bifilar, quadrifilar, and
octofilar axial-beam helices, and the results agree well
with experiment as shown in Refs. 15–17.

Figure 6 shows the beam patterns of a quadrifilar helix
antenna with a ground plane (see Fig. 5a). Pitch angle a is
351, diameter D is 3 in., antenna length is 24 in., ground-
plane diameter DG is 10 in., and tape width is 1

2 in. The feed
system [16] provides four outputs phased 01, 901, 1801,
2701, with each output connected to one of the four wires of
the quadrifilar helix antenna. Equations (37b) and (37c)
yield Cl min¼ 0.52 and Cl max¼1.92 for a is 351 and M¼ 4.
Thus the bandwidth of the antenna is given by
0.52oClo1.92 for a bandwidth ratio of 3.7–1. The pro-
gression of the beam patterns may be described as follows.
At a frequency somewhat below the lower limit, backfire
operation begins, as evidenced by the strong backlobe at
Cl¼ 0.44. The backlobe decreases rapidly as we approach
the lower limit. The axial ratio also decreases rapidly and
is less than 2–1 at the lower limit. Other antenna charac-
teristics such as VSWR are also acceptable [17]. The axial
mode then predominates over the 3.5–1 bandwidth. The
beam pattern narrows steadily, and the directivity in-
creases with frequency. The upper limit occurs at Cl¼

1.92, at a frequency just above that of Fig. 6f. Above the
upper limit, beamsplitting occurs at Cl¼ 2.10, with a com-
plete pattern breakup at Cl¼ 2.70. Thus, with the multifilar
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Figure 5. Quadrifilar helical antenna: (a) endfire; (b) backfire.
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helix, the bandwidth of the axial mode is extended to both
lower and higher frequencies as predicted in Eq. (37).

The beam pattern at Cl¼ 1.80 exhibits the undesirable
characteristic of high sidelobes. This is caused by the
backfire operation, which changes from backfire through
sidefire toward endfire as frequency increases. It is some-
times called a ‘‘scanning’’ mode. The quadrifilar helix may
also be used in a counterwound version with both right-
and left-hand windings. The on-axis polarization is linear
rather than circular. The backfire mode is much more ef-
fectively suppressed in this version, and the sidelobe lev-
els are much lower. Bandwidths are between 4–1 and 5–1
as shown in Eq. (16). Gerst and Worden [15] describe a 531
pitch angle counterwound octofilar helix with 9–1 band-
width. The multifilar helix antenna does not radiate in a
normal mode at low frequencies because of the phase ex-
citation 01, 901, 1801, 2701 of the windings. The excitation
e� jf is a supergain excitation at low frequencies (Cl51).
Details on the axial multifilar antenna are given in Refs.
15–17 and related references.

3.2. The Backfire Quadrifilar Helix

In the analysis of the circular loops, we noted that, with
e7jf, circularly polarized radiation occurs at both y¼ 01
and y¼ 1801. To distinguish between these two directions,
we need additional information about the helix. A rigorous
analysis of the infinite monofilar helix by Paul Klock [14]
shows that there are two modes operating simultaneously
in the axial-mode region. Both involve e� jf excitation for
right-hand helices and are circularly polarized on axis.
One is the axial mode, and the other is a backfire mode,
which starts at backfire and scans forward as a conical
beam as frequency increases. We may, for purposes of dis-
cussion, combine the backfire and forward-scanned oper-
ations into a single backfire designation. In the mono- and
quadrifilar helices the backfire mode shows up just before
the onset of the axial mode. The backfire mode exists along
with the axial mode, but is suppressed by the presence of
the ground plane. The backfire mode is favored over the
forward endfire as pitch angle increases. Pitch angles in
the 40–501 range with no ground plane show both forward
and backward radiation. With no ground plane, the radi-
ation is primarily backfire. For the right-hand helices of
Figs. 1 and 5, the endfire radiation is right-handed circu-
larly polarized and the backfire radiation is left-handed
circularly polarized.

The backfire bifiliar helix was first studied by Patton
[18], who carried out extensive theoretical and experimental
work. He showed the range of backfire beam patterns ob-
tained with the monofilar and bifilar helices. Later, Charles
Kilgus [19] showed that beam pattern improvements could
be obtained with the quadrifilar helix. He investigated in
detail the shaped conical and cardioid patterns that are ob-
tainable with the backfire quadrifilar helix.

Figure 5b shows the backfire quadrifilar helix. It con-
sists of two bifilar antennas fed 901 out of phase to produce
the e� jf excitation. No ground plane is required, and the
ends of the helices may be shorted (short-circuited) to-
gether. The backfire helix is used with pitch angles as high
as 601 and 701. With these high pitch angles, the backfire
mode can operate at low frequencies, yielding a small
cross section for the antenna.

A typically shaped conical beam is shown in Fig. 7. The
beam is very wide for broad sector coverage with a dip or a
local maximum (not shown) at the center (y¼ 1801). The
dip is appropriate for satellite coverage because it can be
chosen to yield uniform signal strength at the receiver as
the satellite passes. Kilgus [19] shows numerous beam
patterns for different designs. The beamwidths vary from
1001 to 1801. Directivities of up to 7 dB are observed.

The backfire quadrifilar helix has characteristics that
make it especially suitable for many satellite, spacecraft,
and navigational applications. It has been used as a trans-
mitter and receiver in satellite communication systems and
as a receiver for GPS applications [20]. It has also been con-
sidered for cellular phones and new GPS applications [21].

3.3. Smart Antennas

The quadrifilar helix antenna can be used as a ‘‘smart’’ or
adaptive antenna. Complex weights are added to its four
separate channels. The weights are then adjusted to im-
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Figure 6. Beam patterns of the axial mode quadifilar helix an-
tenna: Cl¼0.44, 0.52, 0.72, 1.1, 1.6, 1.8, 2.1, 2.7 in (a)–(h), re-
spectively. (From Adams and Lumjiak [17], r 1971 IEEE.
Reprinted with permission of IEEE.)
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prove selected antenna characteristics [22,23]. The effects
of shadowing and multipath, for example, may in some
cases be mitigated.

4. HUMAN PROXIMITY EFFECTS

The presence of a human body in close proximity to an
antenna may, of course, have significant effects. The hu-
man body may absorb radiation. The antenna character-
istics may be modified. In particular, handheld antennas
with the head and hand very close to the antenna may
require a very careful analysis of the situation.

The normal-mode helix antenna has been used for cel-
lular telephone handsets. The antenna is usually electrical-
ly small and is linearly polarized or nearly so. The head can
pick up some radiation but significantly degrades the re-
ception [24]. The axial-mode helix antenna has been pro-
posed for personal satellite communication. This antenna is
circularly polarized. The head can pick up some radiation
and significantly degrades the reception [25].

5. SUMMARY

The helical antenna, first discovered in 1946 by John
Kraus, has evolved into many different forms with many
different applications. The normal-mode helix has some
advantages for low-frequency applications. The broad-
band, circularly polarized, axial-mode helix radiates for-
ward endfire along its axis. It has been the most widely
used of all forms of the helix. The quadrifilar axial-mode
helix extends the bandwidth further and can be used as a
smart antenna. The backfire quadrifilar helix radiates a
broad sector coverage suitable for satellite applications.
The presence of a human body in close proximity to hand-
held antennas may have significant effects on reception.
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1. INTRODUCTION

The Helmholtz equation1 is one of the most fundamental
equations of mathematical physics widely used in many
areas [4,5,16,17], including classical mechanics (waves
and vibrations), thermodynamics [28] (diffusion and heat
transport), quantum mechanics [24] (for special forms of
potential and scattering theory), and finally electricity
and magnetism—especially electromagnetic waves—in
problems such as radiation, scattering, and guided and
unguided waves as well as oscillations in cavities and res-
onators. The electromagnetic Helmholtz equation is de-
rived from the Maxwell equations under either static or
time-harmonic conditions. It allows one to determine how
the geometry of a given physical structure interacts with a
time-harmonic (or static) electromagnetic field. The solu-
tion of the Helmholtz equation provides information such
as the resonant frequencies of an electromagnetic cavity,
wavelength of waves guided along transmission lines or
waveguides, attenuation of an electromagnetic wave due
to finite conductivity of a metal or lossy medium, spatial
distribution of fields inside electromagnetic structures, ra-
diation loss in open circuits, and field configuration pro-
duced by antennas of different shapes or scattered by
objects made of various media. This information is essen-
tial for design of RF and microwave circuits and systems.
The Helmholtz equation has the form of a partial-differ-
ential equation involving spatial derivatives, and its solu-
tion is influenced by the shape of the structure under
investigation (boundary conditions), media properties,
and parameters such as frequency. Depending on the
problem, the Helmholtz equation is defined in one, two,
or three spatial dimensions.

2. SCALAR AND VECTOR HELMHOLTZ EQUATIONS

The Helmholtz equation results from the separation of
space and time variables in partial-differential equations
such as wave and diffusion equations. In general, it in-
volves vector fields (or functions) and has the following
form

r2MðrÞþ k2MðrÞ¼ 0 ð1Þ

where M and r can be vectors2 in any multidimensional
space and r2 is the vector Laplacian [2,16]. Examples of
the physical quantity represented by M include electric
field, magnetic field, or vector potentials. Whenever pos-
sible, the problem is reduced to the scalar form

r2FðrÞþ k2FðrÞ ¼0 ð2Þ

which is more amenable for analytical and numerical
treatment. Here r2 is the scalar Laplacian operator, and
the examples of a physical quantity involved are the elec-
tric potential, temperature, or acoustic pressure or a
wavefunction (in quantum mechanics). The formula for
evaluationg the scalar Laplacian depends on coordinate
system; for instance, in Cartesian coordinates it reads

r2f ðx; y; zÞ �
@2f

@x2
þ
@2f

@y2
þ
@2f

@z2
ð3Þ

and in spherical coordinates, an analogous formula takes
the following form:

r2gðr;Y;fÞ �
@2g

@r2
þ

2

r

@g

@r
þ

1

r2 sin2 f

@2g

@Y2

þ
cos F

r2 sin f
@g

@f
þ

1

r2

@2g

@f2

ð4Þ

Homogeneous equations (1) and (2) with the right-hand
side equal to zero describe the physics of processes that
take place when no external excitation is present, such as
unforced vibrations.3 If some external force drives the
system, this is represented by a source term that appears
at the right-hand side of the equation—this is character-
istic of nonhomogeneous equations. The nonhomogeneous
vector and scalar Helmholtz equation are hence given by

r2MðrÞþ k2MðrÞ¼JðrÞ ð5Þ

r2FðrÞþ k2FðrÞ¼ rðrÞ ð6Þ

These forms of the equation are very general and can rep-
resent many physical problems, for instance

* k¼ 0 static problems
* k240 wave motion and oscillations
* k2o0 diffusion and heat transport

In general, the solution to the Helmholtz equation
depends on the boundary condition and the value of para-
meter k. It has to be noted that the solution to the
homogeneous or nonhomogeneous equation may not exist
for all values of parameter k. In general, the nonhomoge-
neous equation cannot be solved for values of parameter k

1Hermann Ludwig Ferdinand Helmholtz [born Aug. 31, 1821,
Potsdam, Prussia (Germany); died Sept. 8, 1894, Charlottenburg,
Berlin, Germany]; German scientist and philosopher who first
expressed the relationship between mechanics, heat, light, elec-
tricity, and magnetism in the form of the law of conservation of
energy [9].

2In this article vector quantities are denoted by bold face.
3An example of unforced vibration is a string that is deflected and
then let free to oscillate. The vibrations of the string are not due to
a driving force which sustains them but to the initial state of the
system.
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for which the homogeneous equation is soluble. The Helm-
holtz equation may be expressed in different coordinate
systems, and one usually selects the system that leads to
the separation of variables. Separation is particularly im-
portant for the analytical treatment of partial-differential
equations. The scalar Helmholtz equation is separable in
all basic orthogonal coordinate systems [16]. For the vec-
tor equation there are fewer coordinate systems where the
separation is possible [17].

2.1. Helmholtz Equation from the Wave Motion Perspective

To see the relevance of the Helmholtz equation in inves-
tigating wave motion, it is instructive to consider the re-
sult of the separation of variables in a one-dimensional
wave equation

@2u

@x
�

1

v2

@2u

@t2
¼ 0 ð7Þ

where v240 is the wave velocity squared, t is time, and x is
the space variable.

Assuming that u(x, t) can be expressed as u(x, t)¼
S(x)T(t), we get

d2S

dx2
� l2SðxÞ¼ 0 ð8Þ

and

d2T

dt2
� l2v2TðtÞ¼ 0 ð9Þ

where l2 is the separation constant. In both equations one
readily recognizes the form of Eq. (2), namely, of the scalar
Helmholtz equation in one dimension. General solutions
to these equations for a given l240 are

SðxÞ¼A cos ðlxþjSÞ ð10Þ

and

TðtÞ¼B cos ðlvtþjTÞ ð11Þ

where A, B and jS, jT are arbitrary constants.4 Function
u(x, t) is a product of S(x) and T(t), so, in general, one has
to consider products for all l. In other words, u(x, t) has the
form

uðx; tÞ¼

Z
dlAB cos ðlxþjSÞ cos ðlvtþjTÞ

¼

Z
dl

AB

2
½cos ðlðx� vtÞþjS � jTÞ

þ cos ðlðxþ vtÞþjSþjTÞ�

¼Eðx� vtÞþFðxþ vtÞ

ð12Þ

Each term represents a wave, one traveling in the pos-
itive and the other in the negative x direction (Fig. 1). This

observation is true for higher dimensions and other coor-
dinate systems.

3. HELMHOLTZ EQUATION IN ELECTROMAGNETICS

3.1. Static Problems

Static problems come into play when k¼ 0. In this case the
Helmholtz equation transforms into the Laplace or Pois-
son equation and function F(r) has usually a physical in-
terpretation of the electrostatic or magnetostatic potential.
For instance, in electrostatics we have r�E(r)¼0
so E¼ �rf(r). Substituting this relationship into the
Gauss law in a homogeneous medium, we get the Poisson
equation for the electric charge density r(r)

r2fðrÞ¼ �
rðrÞ
e

ð13Þ

which, for r(r)¼ 0, becomes the Laplace equation

r2fðrÞ¼ 0 ð14Þ

It is seen that both equations are a particular case
(k¼ 0) of the scalar Helmholtz equation.

For k240 the Helmholtz equation describes wave mo-
tion, and hence it is instrumental in investigating radia-
tion and scattering problems, guided and unguided
electromagnetic waves, as well as oscillations in cavities.

3.2. One-Dimensional Helmholtz Equation:
Transmission Line

One of the most elemental problems whose mathematical
model is given by the one-dimensional scalar Helmholtz
equation is a transmission line. In the frequency domain,
the voltage distribution in an infinitely long trans-
mission line is given by the telegraphist’s equation

E(x) E(x−vt)

F(x+vt) F(x)

X

X

Figure 1. Two waves traveling in opposite directions.

4A¼A(l), B¼B(l), jS¼jS(l), jT¼jT(l).
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[10,20], which reads

@2UðxÞ

@x2
þ ðo2LC� joðRCþGLÞ

�RGÞUðxÞ¼ 0

ð15Þ

where o is the angular frequency, j¼
ffiffiffiffiffiffiffi
�1
p

is the imagi-
nary unit, and L, R, C, G denote, respectively, the per unit
length series inductance, series resistance, shunt capaci-
tance, and the shunt conductance (Fig. 2).

If one denotes k2
¼o2LC� jo(RCþGL)�RG, the

telegraphist’s equation assumes the form of (2), specifical-
ly, of the homogeneous Helmholtz equation. For a lossy
line k is complex k¼ aþ jb. The general solution is

UðxÞ¼U þ0 e�axe�jbxþU�0 eaxejbx ð16Þ

In the term U þ0 e�axe�jbx we recognize a voltage wave trav-
eling in the positive x direction, whereas U�0 eaxejbx corre-
sponds to a voltage wave going in the opposite sense.

3.3. Electromagnetic Waves: Auxiliary Potentials

Using time-harmonic Maxwell’s equations for the isotropic
homogeneous media with the source in the form of electric
and magnetic currents and charges [2,12]

r�EðrÞ¼ � joBðrÞ � JmðrÞ

r�HðrÞ¼ joDðrÞþJeðrÞ

r .DðrÞ¼ reðrÞ

r .BðrÞ¼ rmðrÞ

8
>>>>><

>>>>>:

ð17Þ

and eliminating the magnetic field H(r) vector we get a
wave equation for the electric field E(r)

r2EðrÞþ k2EðrÞ¼ jomJeðrÞþr�JmðrÞþ
rreðrÞ

e
ð18Þ

In a similar vein, elimination of the electric field yields

r2HðrÞþ k2HðrÞ

¼ joeJmðrÞ � r�JeðrÞþ
rrmðrÞ

m

ð19Þ

Equations (18) and (19) both can be regarded as a nonho-
mogeneous vector Helmholtz equation with k2

¼ meo2. In
these equations r� is the curl, r- is the divergence, r2 is
the vector Laplacian, D(r) is the electric flux density, B(r)
is the magnetic flux density, re(r) and rm(r) are the electric
and magnetic charge density, Je(r) and Jm(r) are the elec-
tric and magnetic current density, while e and m stand for
the permittivity and permeability of the medium, respec-
tively. It is seen that the right-hand side of these nonho-
mogeneous Helmholtz equations involves all types of
sources. When only electric sources are present, the
result is

r2EðrÞþ meo2EðrÞ¼ jomJeðrÞþ
rreðrÞ

e
ð20Þ

r2HðrÞþ meo2HðrÞ¼ � r�JeðrÞ ð21Þ

3.3.1. Vector and Scalar Potentials. Because electric and
magnetic fields are, in general, generated by sources con-
sisting of electric and magnetic currents as well as electric
and magnetic charges, it is often convenient to operate
with auxiliary functions that are related to one type of
source. This simplifies the right-hand side of the resulting
nonhomogeneous Helmholtz equations. One popular
choice [1,14,29] is the generalized electrostatic potential
je(r) and the vector magnetic potential A(r). Potential
A(r) is defined as

BðrÞ ¼r�AðrÞ ð22Þ

With these definitions, one gets from Maxwell’s equations

r� ðEðrÞþ joAðrÞÞ ¼0 ð23Þ

This implies

EðrÞ¼ � joAðrÞ � rjeðrÞ ð24Þ

where je(r) is an arbitrary function.
Imposing the Lorentz gauge

r .AðrÞ¼ � jojeðrÞ ð25Þ

we get the following relationships, which have to be sat-
isfied by potentials je(r) and A(r):

r2AðrÞþ k2AðrÞ¼ � mJeðrÞ ð26Þ

r2jeðrÞþ k2jeðrÞ¼ �
reðrÞ

e
ð27Þ

L R

C

U

G

Figure 2. Lumped-element model of a small segment of a trans-
mission line.
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From these equations it is seen that the electric scalar
potential is due to electric charges, whereas the vector
magnetic potential is generated by electric currents. In a
similar manner one can introduce the magnetic scalar po-
tential jm(r) and the electric vector potential F(r), which
are due to magnetic charges and currents. Electric vector
potential F(r) is defined as

EðrÞ¼ � r�FðrÞ ð28Þ

which implies that

HðrÞ¼ � joFðrÞ � rjmðrÞ ð29Þ

The Lorentz gauge is

r .FðrÞ¼ � jojmðrÞ ð30Þ

Considering Faraday’s and Gauss’ laws with magnetic
currents Jm(r) and charges rm(r), one gets two nonhomo-
geneous Helmholtz equations that are satisfied by mag-
netic scalar potential jm(r) and electric vector potential
F(r) [12]:

r2FðrÞþ k2FðrÞ¼ � JmðrÞ ð31Þ

r2jmðrÞþ k2jmðrÞ¼ �
rmðrÞ

m
ð32Þ

To sum up, by introducing the auxiliary vector and
scalar potential, one gets the Helmholtz equations in a
canonical form with each potential associated with
one type of the source. Once the potentials have
been found the electric and magnetic field can be obtained
from [2,12]

BðrÞ¼r�AðrÞ � jomeFðrÞþ
1

jo
rr .FðrÞ ð33Þ

EðrÞ¼ � joAðrÞþ
1

jome
rr .AðrÞ � r�FðrÞ ð34Þ

3.3.2. Hertz Potentials. There are also other ways to
define potential. For instance, one may define the electric
potential as [8]

HðrÞ¼ joer�PEðrÞ ð35Þ

For time-harmonic fields there is no significant mathe-
matical difference between this potential and the vector
potential introduced previously. However, this choice is
popular for investigating, for instance, guided waves, so
before proceeding we assume there are no sources in the
region of interest. Under this assumption we get from
Faraday’s law

r�EðrÞ¼ meo2r�PEðrÞ ð36Þ

and hence

EðrÞ¼ meo2PEðrÞþrcðrÞ ð37Þ

where c(r) is an arbitrary function.
Assuming

r .PEðrÞ¼cðrÞ ð38Þ

and substituting into the Maxwell’s equation (Ampère’s
law), we have

r2PEðrÞþ meo2PEðrÞ¼ 0 ð39Þ

Note that this expression has the form of the homogeneous
vector Helmholtz equation. Substituting (38) into (37), one
gets the expression for electric field involving only PE(r):

EðrÞ¼ meo2PEðrÞþrr .PEðrÞ

¼r�r�PEðrÞ
ð40Þ

The magnetic vector potential can be introduced in a sim-
ilar manner by assuming that

EðrÞ¼ � jomr�PHðrÞ ð41Þ

The potential thus introduced has to fulfill the vector
Helmholtz equation

r2PHðrÞþ meo2PHðrÞ¼ 0 ð42Þ

and the magnetic field can be retrieved from

HðrÞ¼ meo2PHðrÞþrr .PHðrÞ

¼r�r�PHðrÞ
ð43Þ

3.4. Homogeneous Helmholtz Equation in
Electromagnetic Problems

Two of the most important categories of electromagnetic
problems involving homogeneous Helmholtz equation are
electromagnetic cavities (resonators) and waveguides. For
simple cases (structures filled with homogeneous or lay-
ered isotropic media), the most elegant approach to the
solution, which yields modal field patterns, involves vector
potentials. This is because the complete vector field can be
found from a single component of vector potential. To
illustrate this solution technique, we shall briefly discuss
the mathematics related to guided waves based on Hertz
potentials.

3.4.1. Cylindrical Waveguides. The problem is ex-
pressed by a 2D homogeneous Helmholtz equation. As-
sume that the wave propagates in the z direction inside a
homogeneous and uniform cylinder of arbitrary but
homogeneous cross section [8,10]. This type of a hollow-
pipe problem can often be solved analytically in a 2D cur-
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vilinear system. It is convenient to choose the coordinate
system in such a manner that the waveguide boundary L
(Fig. 3) coincides with the constant value surfaces of
the system.

We shall consider the Helmholtz equation for electric
and magnetic Hertz potential. Because of the uniformity
of the structure along the z direction, the potentials have
only one component, which, for a perfectly conducting cyl-
inder, has to fulfill either the homogeneous Dirichlet or
Neumann boundary conditions on the boundary L. The
procedure is identical for electric and magnetic potentials,
so we can omit the subscript H or E. When the Hertz
potential has only the z component [i.e., P(r)¼ P(r)az,
where az denotes the unit length vector in the z direction],
then the vector Helmholtz equation reduces to the scalar
one:

r2PðrÞþ meo2PðrÞ¼ 0 ð44Þ

Decomposing operator r2 into two terms, r2
z along the z

direction and r2
t acting on u1 and u2, assuming that P(r)

¼ f(u1, u2)g(z), and applying the separation of variables
technique, one gets

@2gðzÞ

@z2
� g2gðzÞ¼ 0 ð45Þ

and

r2
t f ðu1;u2Þþ b2f ðu1;u2Þ¼ 0 ð46Þ

where b2
¼ g2
þ meo2, from which it follows that

gðzÞ¼Gþ egzþG�e�gz ð47Þ

where subscript þ /� refers to waves propagating in op-
posite senses. Function f(u1, u2) depends on the boundary
condition imposed on L. For a complete solution, one has to
consider two cases: one with the Dirichlet boundary con-
dition and the other with the Neumann boundary condi-
tion. For perfectly conducting cylinders the Dirichlet
condition has to be imposed on the electric vector Hertz
potential. This leads to the TM modes. The TE modes are
obtained by considering the Helmholtz equation for mag-

netic Hertz potential PH(r)¼PH(r)az, with the boundary
condition (qPH(r)/qn)¼ 0 on L.

To explain the solution procedure based on the Hertz
potential in more detail, it suffices to consider a simple
geometry with a rectangular cross section. In this case one
assumes the rectangular coordinate system (u1, u2)-
(x, y). If the width and the height of the waveguide are
denoted by a and b, respectively, then (using the separa-
tion of variables technique for the scalar Helmholtz equa-
tion), we get

fnmðx; yÞ¼A cos
pnx

a
cos

pmy

b
ð48Þ

for the Neumann boundary conditions, whereas for the
Dirichlet boundary conditions we obtain

fnmðx; yÞ¼A sin
pnx

a
sin

pmy

b
ð49Þ

where

b2
nm¼

pn

a

� �2
þ

pm

b

� �2
ð50Þ

To get the TE modes, we set

PH;nmðrÞ¼B�e�gnmz cos
pnx

a
cos

pmy

b
az ð51Þ

where g2
nm¼ ðpn=aÞ2þ ðpm=bÞ2 � meo2. The electric and

magnetic fields are then obtained directly from (35)
and (40):

EnmðrÞ¼E0
pm

b
e�gnmz cos

pnx

a
sin

pmy

b
ax

� E0
pn

a
e�gmnz sin

pnx

a
cos

pmy

b
ay

ð52Þ

HnmðrÞ¼ � E0
pn

a

jgnm

mo
e�gnmz sin

pnx

a
cos

pmy

b
ax

� E0
jgnm

mo
pm

b
e�gnmz cos

pnx

a
sin

pmy

b
ay

� E0
jb2

nm

mo
e�gnmz cos

pnx

a
cos

pmy

b
az

ð53Þ

Likewise, setting

PE;nmðrÞ¼B�e�gnmz sin
pnx

a
sin

pmy

b
az ð54Þ

u2

u1

a1

a2

L

Figure 3. Cross section S of a cylindrical waveguide with the
curvilinear system coordinates u1, u2.
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and applying relationships (41) and (43), one immediately
gets the fields for the TM modes:

HnmðrÞ¼H0
pm

b
e�gnmz sin

pnx

a
cos

pmy

b
ax

�H0
pn

a
e�gnmz cos

pnx

a
sin

pmy

b
ay

ð55Þ

EnmðrÞ¼ �H0
pn

a

jgnm

eo
e�gnmz cos

pnx

a
sin

pmy

b
ax

�H0
jgnm

eo
pm

b
e�gnmz sin

pnx

a
cos

pmy

b
ay

�H0
jb2

nm

eo
e�gnmz sin

pnx

a
sin

pmy

b
az

ð56Þ

For other cross-sections the procedure is analogous.
There are other wave guidance problems where the Hertz
potentials are instrumental. They include parallel plate or
rectangular waveguides loaded with transversely inhomo-
geneous media including stratified isotropic (Figs. 4a,b)
[8,18] or gyrotropic (Fig. 4c) media [18]. For these prob-
lems the solution can be obtained by considering the Hertz
magnetic or electric potential with a single component
that is parallel to the inhomogeneity direction (e.g., nor-
mal to the strata). For isotropic media or media with
diagonal anisotropy, this leads to the classical Sturm–
Liouville equation [16] (in general, a different equation
is obtained for magnetic and electric potential) with the
Hertz potential as its eigenfunctions. The Sturm–Liouville
equation can be regarded as a generalized version of one
dimensional Helmholtz equations with variable coeffi-
cients. From the two sets of eigenfunctions two families
of modes (LSE—the longitudinal section electric modes
and LSM—the longitudinal section magnetic modes [8])
are derived from the relationships (41) and (43). Hertz
potentials can also be defined for the gyrotropic media.
Such generalized Hertz potentials can be used to derive a
vector analog of the Sturm–Liouville equation for, for ex-
ample, a stratified gyromagnetic parallel plate waveguide
magnetized perpendicularly to the strata (Fig. 4c) [18].

More complex waveguide geometries, such as cylindri-
cal waveguides loaded with inhomogeneous media (other
than the categories described above), in general do not
support the TE, TM or LSE, LSM modes. For these prob-
lems one has to deal with a much more complex two-di-
mensional partial-differential equation with coefficients
depending on the transverse space coordinates [18]. These
equations may be regarded as a generalization of a two-
dimensional vector Helmholtz equation.

3.4.2. Cavities (Resonators). Most microwave resona-
tors used in practice are in the form of either empty cav-
ities or cavities loaded with isotropic media. For the latter
case the relationships for finding natural fields (modes)
and resonance frequencies are obtained by taking the curl
of one of the equations Maxwell equations and using the
other to eliminate either the electric or magnetic field.

This yields

r�
1

mðrÞ
r�EðrÞ � o2eðrÞEðrÞ¼0 ð57Þ

and

r�
1

eðrÞ
r�HðrÞ � o2mðrÞHðrÞ¼ 0 ð58Þ

In the simplest case of cavities filled with a homoge-
neous medium and no sources inside the cavity volume,
one may use the vector identity r�r�M¼rr .M�r2M
and the Gauss law to transform the relations given above
to the Helmholtz equations.

r2EðrÞþ k2EðrÞ¼ 0 ð59Þ

r2HðrÞþ k2HðrÞ¼ 0 ð60Þ

These equations can be solved by techniques similar to
those used for cylindrical waveguides. The simplest for-
mulation is to use vector potentials instead of fields E
and H. For homogeneously filled structures the complete
field can be derived for a single component of the poten-
tial. Since only one component is involved, the technique

(a)

(b)

(c)

Ferrite

H

Figure 4. Examples of the stratified waveguiding structures that
can be conveniently analyzed using the Hertz potential.
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involving potentials effectively converts a vector problem
to a scalar one. If the volume considered is bounded by a
perfectly conducting simply connected boundary, then two
scalar Helmholtz equations have to be solved—one for the
Neumann condition and the other for homogeneous
Dirichlet conditions. One family of solutions gives the
TE modes, while the other results in the TM modes.

The scalar Helmholtz equation is also used to find a
complete set of vector wavefunctions that are required to
represent the field in the cavity with sources. The field in
such a cavity consists of two parts [6,12,17]. The first part
is irrotational (lamellar), which means that the curl van-
ishes and the divergence is nonzero; the other part is
rotational (solenoidal), and for this part the curl is nonzero
and the divergence vanishes. To determine the vector
wavefunctions that span both parts, one first solves the
scalar Helmholtz equation for both Neumann and homo-
geneous Dirichlet conditions:

r2cðrÞþ k2cðrÞ¼ 0 ð61Þ

The solution of this equation gives a set of generating
functions c¼c(r). The rotational part (consisting of di-
vergence-free wavefunctions) is then obtained by substi-
tuting generating functions to the formulas [6]

r� ðccÞ ð62Þ

and

1

k
r�r� ðccÞ ð63Þ

where (c) is called the ‘‘piloting vector’’. This vector can be
chosen in such a way that the vector wavefunctions thus
obtained have the field distribution corresponding to the
electric or magnetic field associated with relevant TE and
TM modes. The lamellar wavefunctions are generated also
from c by the taking the gradient

rcðrÞ ð64Þ

If one uses the generating functions calculated from the
scalar Helmholtz equation with the Neumann conditions,
then Eq. (64) gives the lamellar vector wavefunctions
corresponding to the electric field. Likewise, substituting
into (64) generating functions calculated from the scalar
Helmholtz equation with the homogeneous Dirichlet con-
ditions, one gets the wavefunctions corresponding to the
magnetic field.

4. SOLUTION OF A NONHOMOGENEOUS HELMHOLTZ
EQUATION: GREEN’S FUNCTION

4.1. Green’s Function for Scalar Helmholtz Equation

A nonhomogeneous Helmholtz equation can readily be
solved if one knows the Green function for the problem at

hand. Let us consider a scalar problem [3,25–27]

ðr2þ k2ÞCðrÞ¼ f ðrÞ ð65Þ

where f(r) is an excitation. If k2 belongs to the resolvent
set [12], then the solution to this equation can be written
in as a sum of two terms

CðrÞ¼fðrÞþcðrÞ ð66Þ

where c(r) is any particular solution of (65) and f(r) is a
solution of the homogeneous problem

ðr2þ k2ÞfðrÞ¼ 0 ð67Þ

Green’s function G(r, r0) for the scalar Helmholtz equation
satisfies the following relationship

ðr2þ k2ÞGðr; r0Þ ¼ dðr� r0Þ ð68Þ

where d(r� r0) is the Dirac function. If G(r, r0) is known,
then c(r) can be found as

cðrÞ¼
Z

V

dV 0Gðr; r0Þf ðr0Þ ð69Þ

In general, finding the Green function for various prob-
lems of practical significance is a topic of intensive re-
search [12,13,15], but for open-space configuration,
Green’s function for the scalar Helmholtz equation has a
simple representation collected [3,21] in Table 1.

For bounded regions, the free-space Green function has
to be supplemented with a term F(r, r0) that fulfills the
homogeneous equation

ðr2þ k2ÞFðr; r0Þ ¼ 0 ð70Þ

Green’s function for bounded region GB(r, r0) becomes

GBðr; r
0Þ ¼G0ðr; r

0Þ þFðr; r0Þ ð71Þ

The techniques for constructing F(r, r0) are described in
several other sources [2,3,5,21].

4.2. Solution of a Nonhomogeneous Vector Helmholtz
Equation: Dyadic Green’s Function

The vector Helmholtz equation is by far more difficult to
solve as both the solution and the source have many com-
ponents. It has to be noted that a particular component of
the solution vector may be due to source vector compo-
nents that are oriented in other directions. In this case the

Table 1. Free-Space Green Functions for the Helmholtz
Equation

1D ðx 2 RÞ 2D (q 2 R2) 3D (r 2 R3)

j

2k
exp ð�jkjx� x0 jÞ

j

4k
Hð2Þ0 ðkjr� r0 jÞa �

j

4k
jr� r0 j�1 exp ð�jkjr� r0 jÞ

aHð2Þ0 ( � ) is the Hankel function of the second kind.
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Green function has to describe this complex excitation–re-
sponse relationship. A convenient way to do this is by using
the dyadic representation. Each component in the dyadic
Green function corresponds to the response to a single com-
ponent of a delta-type vector source. The construction and
application of the dyadic Green’s function are discussed ex-
tensively in the literature [6,29] and often constitute an
open research problem. For current planar technologies
used in the RF and microwave circuits and antennas, of
particular interest are dyadic Green functions involving
multilayer and possibly anisotropic substrates [15].

4.3. Application of the Scalar Green Function Technique to a
Radiation Problem for a Finite-Length Dipole

An example of a nonhomogeneous problem that can be
solved in an elegant way by means of a vector potential
formulation of Helmholtz equation and Green’s function
technique is the derivation of the far-field radiated in open
space by a dipole of finite length l [1]. Let us assume an
infinitesimally thin dipole is oriented along the z direction
and the current distribution is given by

Iðz0Þ ¼ I0az

sin k
l

2
þ z0

� �� �
; �

l

2
oz0o0

sin k
l

2
� z0

� �� �
; 0oz0o

l

2

8
>>><

>>>:
ð72Þ

The simplest formulation of the problem is obtained by
considering the nonhomogeneous Helmholtz equation for
vector potential A(r). With the source current having only
one component, one gets A(r)¼A(r)az, and the vector
Helmholtz equation reduces to the scalar one

r2AðrÞþ k2AðrÞ¼ � mIðz0Þrðx; yÞ ð73Þ

where k2
¼meo2. To find the solution, one uses the 3D free-

space Green function

AðrÞ¼

Z þ l=2

�l=2
dz0mIðz0Þ

e�jkR

4pR
ð74Þ

where R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2þ ðy� y0Þ2þ ðz� z0Þ2

q
. Far from the

origin REr� z0 cosY and hence

AðrÞ¼

Z þ l=2

�l=2
dz0mIðz0Þ

e�jkrejkz 0 cos Y

4pr

¼
mI0

4pr
e�jkr

Z 0

�l=2
dz0ejkz 0 cos Y sin

kl

2
þ kz0

� �"

þ

Z þ l=2

0
dz0ejkz 0 cos Y sin

kl

2
� kz0

� �#

ð75Þ

Both of these integrals can be integrated using

Z
dx eax sin ðbxþ gÞ¼

eax

a2þ b2
½a sin ðbxþ gÞ

� b cos ðbxþ gÞ�

ð76Þ

After some mathematical manipulations, potential A(r)
takes the form of

AðrÞ¼
mI0

2pr

cos
kl

2
cos Y

� �
� cos

kl

2

� �

k sin2 Y
e�jkraz ð77Þ

or, in spherical coordinates

AðrÞ¼
mI0

2pr

cos
kl

2
cos Y

� �
� cos

kl

2

� �

k sin2 Y

� e�jkr cos Yar � sin YaYð Þ

ð78Þ

Using relation (22) and neglecting terms inversely pro-
portional to r2 (far-field region), the magnetic field takes
the following form

HðrÞ¼
jI0

2pr

cos
kl

2
cos Y

� �
� cos

kl

2

� �

sin Y
e�jkraf ð79Þ

Then, the electric field can be obtained from Ampère’s law

EðrÞ¼
jZI0

2pr

cos
kl

2
cos Y

� �
� cos

kl

2

� �

sin Y
e�jkraY ð80Þ

where Z¼
ffiffiffiffiffiffiffi
m=e

p
.

There is also a different way to determine fields gener-
ated by a finite-length dipole [1]. As a first step one solves
the radiation problem for infinitesimally short dipole of
length dl that is placed at the origin. Assuming that the
current is constant I(z0)¼ I0az, one gets

r2AðrÞþ k2AðrÞ¼ � mI0 ð81Þ

Using the 3D free-space Green function

AðrÞ¼

Z þdl=2

�dl=2
dz0mI0

e�jkR

4pR
ð82Þ

where R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2þ ðy� y0Þ2þ ðz� z0Þ2

q
. Far from the or-

igin REr and hence

AðrÞ¼ mI0
e�jkr

4pr
dl ð83Þ
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which, expressed in the spherical coordinates, becomes

AðrÞ¼ mI0
e�jkr

4pr
dlðcos yar � sin yayÞ ð84Þ

The magnetic field is obtained directly from (22) as

HðrÞ¼
jkI0dl sin y

4pr
e�jkraf ð85Þ

and then

EðrÞ ¼
1

joe
r�HðrÞ

¼
jkZI0dl sin y

4pr
e�jkray

ð86Þ

Having obtained the fields for a small dipole one can
easily get the solution for a finite-length structure with
sinusoidal current distribution. To this end one has to di-
vide the structure into short segments and integrate the
contributions from each segment. One finds that for a seg-
ment dz located at point z0 along z the fields can be
expressed as

dHðrÞ¼
jkIðz0Þdz0 sin y

4pr
e�jkray ð87Þ

and

dEðrÞ¼
jkZIðz0Þdz0 sin y

4pr
e�jkray ð88Þ

where relationship R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þ y2þ ðz� z0Þ2

q
� r� z0 cos y

has been used to derive the formula presented above
(Fig. 5).

Assuming the current in the form given by (72) and in-
tegrating (87) and (88) over z0, (z0A[� (l/2), þ (l/2)]), one
finally gets expressions for the magnetic and electric
fields, identical to (79) and (80).

5. NUMERICAL TECHNIQUES FOR SOLVING THE
HELMHOLTZ EQUATION

The class of the problems described by the Helmholtz
equation that can be solved analytically is very limited so
in most cases the only practical approach is to apply nu-
merical methods. Many methods can be used to this end
[13,21]; however, two of them have gained the widest ac-
ceptance due to generality. For problems where the Green
or the dyadic Green function is known, the method of mo-
ments is the most popular choice [11,13,30]. More general
problems can be handled with the finite-element method
[19,22]. The method of moments5 transforms an integral
equation into a system of linear equations with a dense
coefficient matrix (often called the impedance or admit-
tance matrix). The technique is very powerful as it often
allows one to reduce a three-dimensional problem to two
dimensions. For this reason the method of moments is
very popular for problems such as scattering from per-
fectly conducting bodies, radiation from wire antennas,
slots and patches on multilayered substrates, or planar
microwave circuits. On the other hand, because the coef-
ficient matrix is dense, the numerical costs associated
with the method of moments increase rapidly with the
number of unknowns. The finite-element method solves
the Helmholtz equation by discretizing the whole compu-
tational space into small volumes and representing the
field over each such element by a superposition of func-
tions with local support (typically simple polynomials). By
using the variational principle the Helmholtz equation is
transformed into, again, the system of linear equation, but
this time, due to the local character of the differential op-
erators and local support of functions, the coefficient ma-
trix is highly sparse. This system is then solved by means
of iterative methods of numerical linear algebra. The fi-
nite-element method is generally used for problems that
cannot be easily handled by the method of moments, such
as three-dimensional structures of complicated shape in-
volving inhomogeneous media. The current trend is to de-
velop techniques that combine the advantages of both
methods or lead to matrix systems having the coefficient
matrices that allows one to use faster computational al-
gorithms [7,23]. These new schemes are aimed at han-
dling larger structures or treating objects that contain
geometric features that differ significantly in size.

6. OPERATOR FORMULATION

The Helmholtz equation can be put in the framework
of the theory of linear operator equations [12,18]. For
instance, the homogeneous Helmholtz equation can be

x

z

dz

z′ r′

r

R
l/2

l/2

+

y

Figure 5. Dipole of finite length l divided into segments dz.

5The method of moments is one of the approximate techniques of
the functional analysis that can be applied to solve any equation
with a linear operator. Variational techniques—such as the finite-
element method—can also be formulated in the framework of the
method of moments. However, in the computational electromag-
netics community, the term ‘‘method of moments’’ is usually as-
sociated with a technique for solving the integral equation
involving the Green function. This term is used in this article in
this (narrower) sense.
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recast in the form

�r2FðrÞ¼ lFðrÞ ð89Þ

Written like that, it can be seen as a spectral (eigenval-
ue) problem for a linear operator �r2. From this perspec-
tive it is seen that the homogeneous Helmholtz equation
has the solution only for l belonging to the spectrum [4,12]
of �r2, while for the nonhomogeneous case l has to be
chosen from the resolvent set [12] of this operator. When
the problem is defined in the appropriate functional space
setting, defined by the inner product and the boundary
condition, it can easily be shown that operator �r2 has
many useful properties. For instance, for bounded regions
with homogeneous Dirichlet conditions, which in electro-
magnetics corresponds to oscillations in an perfectly con-
duction cavity, the following is true for problem (89):

1. Operator �r2 is Hermitian and positive definite.

2. Eigenvalues of �r2 are positive.

3. Eigenfunctions are orthogonal and form a complete
set.

4. Operator r2 is invariant under certain symmetries.

The operator approach is a very powerful tool of anal-
ysis. It allows one to predict the properties of the solution
and often provides a uniform way to treat problems for-
mulated in a different manner. For instance, properties 1
and 2 lead to the conclusion that the resonances in a per-
fectly conducting homogeneous electromagnetic cavity oc-
cur only for positive real frequencies. Furthermore,
property 3 implies that all modes oscillate independent
of one another and that an arbitrary field inside an empty
cavity can be decomposed into modes. Finally, property 4
explains why in certain geometries, such as spheres, sev-
eral modes may oscillate with the same resonant frequen-
cy. The operator approach can also be applied to the
Helmholtz equation with a source term providing means
to construct Green’s function and is very instrumental in
investigating complex problems [3,12,18].

For instance, Green’s function for any Hermitian oper-
ator L can be found [3] by first solving the eigenvalue
problem:

LCðrÞ¼YCðrÞ ð90Þ

Once the eigenvalues Yn and eigenfunctions Cn(r) have
been found, the Green function can be constructed in the
form of a series

Gðr; r0Þ ¼
X

n

C�nðr
0ÞCnðrÞ

Yn
ð91Þ

For the scalar Helmholtz equation, L�r2
þ k2, so if the

boundary conditions are such that r2 is Hermitian, one
can use the eigenvalues and eigenfunctions of Eq. (89),
namely, the negative scalar Laplacian: C(r)�F(r) and

Yn�k2
� ln. Green’s function is then

Gðr; r0Þ ¼
X

n

F�nðr
0ÞFnðrÞ

k2 � ln
ð92Þ
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HETEROJUNCTION BIPOLAR TRANSISTOR

JAYASIMHA PRASAD

Maxim
San Jose, California

1. INTRODUCTION

Heterojunction bipolar transistor (HBT) technology has
advanced very rapidly since the mid-1980s and has re-
placed the traditional bipolar transistor in many high-
speed applications. An increasing number of commercial
HBT products are being introduced into the market al-
most daily. Foundry services are even available for anyone
who wants to design HBT circuits to take advantage of its
speed.

The theory behind the HBT is well known and dates
back to the time when Shockley invented the transistor
[1]. The heterojunction bipolar transistor differs from con-
ventional silicon bipolar junction transistor (BJT) in that
at least one of the junctions is formed between dissimilar
semiconductor materials and has been widely studied
[2–8]. HBTs have been fabricated in III–V semiconductors
and silicon. The main advantage of HBTs is an improve-
ment in DC and AC performance. HBT device physics is
covered in Section 2.1. The complexities in fabrication of
HBTs and reliability issues are discussed in Section 3. The
performance of both Si and III–V HBTs are covered in
Section 3.6. Some issues in modeling are covered in Sec-
tion 4. A wide variety of applications are covered in Sec-
tion 5. Finally, the future of HBT technology is discussed
in Section 6.

2. ADVANTAGES OF THE HBT OVER THE BJT

2.1. Wide-Bandgap Emitter

A simple HBT is formed by using a wide-bandgap material
for the emitter and a narrow-bandgap material for the
base and collector. This is called a single heterojunction
bipolar transistor (SHBT). If the collector is also made of a
wide-bandgap material, then it is called a double hetero-
junction bipolar transistor (DHBT). The difference in
bandgap DEg between the two materials is accommodat-
ed at the junction by discontinuities in the conduction and
valence bands. With abrupt emitter–base junctions, the

band offsets between the wide-bandgap emitter and the
narrow-bandgap base lead to a spike DEc in the conduction
band and a step DEv in the valence band, as shown in
Fig. 1 with the constraint DEg¼DEcþDEv. The valence
band offset prevents the back injection of holes from base
to emitter and improves the emitter injection efficiency.
On the other hand, the conduction band spike reduces
emitter efficiency as the electrons have to surmount that
energy to be injected into the base to eventually reach the
collector. This also produces a lateral shift of the IC–VCE

curves on the VCE axis by an amount Voffset from the origin.
In other words, IC40 only for VCE4Voffset, which is unde-
sirable.

There are two ways to reduce Voffset. One is to reduce
the conduction band spike, and this can be achieved by
smoothly by varying the bandgap of the emitter by vary-
ing the composition of the material, in which case DEc

almost disappears and the valence band offset DEv ap-
proaches DEg as shown in Fig. 2a (dotted lines). The other
option is to use a widegap material for the collector
(resulting in a symmetric DHBT) and create a conduction
band spike at the collector to compensate for the DEc at
the emitter. This is illustrated in Fig. 2c (dotted lines).

Thus, under the application of a forward bias, the back-
ward injection of holes into the emitter is reduced by a
greater extent than the forward injection of electrons into
the base; this leads to two beneficial effects: (1) a reduction
in the minority-carrier charge stored in the emitter under
forward bias, and hence a reduction in the emitter-base
storage capacitance and, consequently, an improvement in
high-speed and high-frequency performance; and (2) an
improvement in the electron injection efficiency, which
impacts directly and favorably on b, the forward common-
emitter current gain of the device.

A simple numerical example will illustrate the
point. Equations (1) and (2) compare the current gain of
a Si BJT with the current gain of an AlGaAs/GaAs HBT. In
these equations, we assume that the device has ‘‘thin’’
base and ‘‘thin’’ emitter. We also assume that the base

 ∆Ec

∆Ev

Wide gap
Emitter
Eg=1.8eV

Narrow gap
Base
Eg=1.4eV

Narrow gap
Collector
Eg=1.4eV

N-AlGaAs p-GaAs n-GaAs

EF

Ec

Ev

Figure 1. Energy band diagram for a single-heterojunction N-p-n
transistor with an emitter having a bandgap wider than that of
the base. Let us assume the emitter is doped to 1017 cm� 3, and the
base is doped to 1019 cm� 3. The hole flow from base to emitter is
exponentially reduced by DEv, improving the emitter efficiency.
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thickness WB is approximately equal to emitter thickness
WE. Dn and Dp refer to the diffusion constants for electrons
and holes, respectively. It is seen that the gain of the HBT
is enhanced by the difference in bandgaps between emitter
and base:

b ðBJTÞ¼ ðNEWEDn=NBWBDpÞ

¼ 1020ð6:5Þ=1018ð1:3Þ¼ 500
ð1Þ

b ðHBTÞ¼ ðNEWEDn=NBWBDpÞ expðDEg=kTÞ

¼ ½1017ð25Þ=1019ð5Þ�105¼ 5000
ð2Þ

Additionally, the current gain cutoff frequency fT is related
to transit time of electrons from emitter to collector tEC by
the following relation [6]

1=2pfT¼ tEC¼ tEþ tBþ tCSCRþ tC ð3Þ

where tE is the emitter charging time, tB is the base tran-
sit time, tCSCR is the transit time in the collector depletion
region, and tC is the collector charging time. The emitter
charging time tE has two components; the first is associ-
ated with the charge stored in the emitter–base depletion
region and the second is due to the holes stored in the
emitter as a result of backward-injected holes from the
base. In HBTs, the second component is very small, and tE

can be approximated by the charging time for the emitter–
base depletion capacitance CBE

tE¼CBEðkT=qICÞ ð4Þ

The base transit time in the absence of any electric field in
the base is given by

tB¼ ðW
2
B=2DnÞþ ðWB=vmÞ ð5Þ

where vm is the velocity at which the electrons leave the
base and vm¼ (kT/2pm*)1/2.

Typical values for vm are 5� 106 cm/s for Si and 1�107

for GaAs. If the base has an electric field due to a doping
gradient or a bandgap variation, then the carriers move by
drift and

tB¼ ðW
2
B=gDnÞ ð6Þ

where g depends on the electric field present. For a uni-
form electric field E0

g¼2½1þ ðqE0WB=2kTÞ3=2� ð7Þ

Therefore, by creating an electric field, tB can be substan-
tially reduced.

The transit time in the collector space charge region is
given by

tCSCR¼WC=2vsat ð8Þ

where WC is the collector depletion layer width for a given
VCB and vsat is the saturation velocity for electrons. In Si,
vsat is 107 cm/s. The collector charging time tC is the RC
time constant of the collector junction capacitance and all
the series resistances RE, RC and dynamic junction resis-
tance re (kT/qIC).

tC¼CBCðREþRCþ kT=qICÞ ð9Þ

The frequency fmax at which the power gain becomes unity
is given by

fmax¼ ½fT=ð8pRBCBCÞ�
1=2 ð10Þ

where RB is the base resistance [9].
Since the reduction in hole flow is large, the emitter

doping density NE can be decreased, and the base doping
density NB can be increased (contrary to that of a BJT),
while still maintaining b at an acceptably high value as
shown in (2). A lightly doped emitter leads to a reduction
in CBE and emitter charging time tE, improving fT, as seen
from Eqs. (4) and (3). More importantly, the ability to
employ a highly doped base opens up a large number of
advantageous possibilities:

1. A reduction in the lateral base resistance RB, thus
improving the power gain at high frequencies, as
seen by the expression for fmax in Eq. (10)

2. Reduction in emitter–current crowding and also im-
provement in the noise figure by reducing the ther-
mal noise due to RB in the base

3. A thinner base in meeting a particular RB goal, re-
sulting in a shorter base transit time tB and, there-
fore, an improved fT as seen from Eqs. (6) and (3)

(a) (b) (c)

BaseEmitter Collector

Figure 2. Examples of bandgap engineering in HBT: (a) emitter
grading to reduce conduction band spike; (b) base grading to in-
troduce a field to accelerate the electrons; (c) composite collector—
a narrow-bandgap collector is used close to the base and a wide-
bandgap material is used for the remainder of the collector to
improve the breakdown voltage; (d) if all of the collector is made of
the same wide-bandgap material as that of the emitter, it is a
DHBT. In this case, the conduction band spike occurs exactly at
the base–collector junction (not shown) and compensates the DEc

at the emitter, reducing the offset voltage Voffset. In these figures,
the solid lines represent the normal conditions and the dotted
lines represent the modifications to the band diagram.
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4. A reduction in the collector depletion region en-
croachments into the base due to heavy doping,
leading to higher output conductance and Early
voltage, which is often beneficial in analog circuit-
ry, and a reduced susceptibility to device breakdown
via punchthrough

It is clear from the discussions above that a HBT gives
freedom to independently optimize DC and AC perfor-
mance. In a BJT, DC and AC parameters are closely cou-
pled and some compromises have to be made in DC
performance to meet a given AC performance.

For high-speed digital circuits, bipolar devices are com-
monly used in two logic families. The current-mode logic
(CML) is a simple differential pair with a current source in
the emitter leg. The emitter-coupled logic (ECL) is essen-
tially a CML with emitter followers at the outputs. Gene-
rally, ECL is faster than CML because of the buffering
action of the emitter followers at the expense of additional
power dissipation in the emitter followers. The accurate
prediction of gate delays of CML and ECL gates is fairly
complex and involves several time constants [10]. Howev-
er, for the purposes of understanding the major factors
that contribute to the propagation delay, we can use the
approximate expressions given in [11]

tpdðCMLÞ ¼ ½tECðRLþ 2RBÞð2CBCþCLÞ�
0:5 ð11Þ

and

tpdðECLÞ ¼ 1:7� ½tECðRLþ 1:4RBÞð3CBCþCLÞ�
0:5 ð12Þ

where RL is the load resistance and CL is the parasitic ca-
pacitance connected to the output node.

Table 1 shows commonly used material systems, and
Table 2 shows the bandgaps and band discontinuities. It is
interesting to note from Table 2 that for Si/SiGe system,
DEc is almost zero and emitter grading is not necessary.

2.2. Regional Bandgap Engineering

In nearly all the HBTs listed in Table 1, alloy materials are
used in some region of the device. By varying the compo-
sition of the alloys, it is possible to introduce features
that enhance performance of the abrupt-junction HBT.

Figure 2 shows some possibilities, which are discussed in
the following subsections.

2.2.1. Emitter Grading. Figure 2a illustrates a situation
where the wide-bandgap material of the bulk emitter is
compositionally graded close to the junction with the base.
An example would be an AlxGa1� xAs emitter with the
mole fraction x varied from 0.3 to 0 over a distance of
B30 nm from a GaAs base. The diagram depicts a linear
grading, as would follow from a linear variation in Al mole
fraction. Parabolic grading is also often used. In either
case, the objective of the emitter grading is to reduce, or
eliminate, the conduction band spike present at abrupt
junctions. There are at least two favorable consequences of
this. First, because the electron flow across the junction is
increased, the collector current and the current gain are
enhanced. One advantage of this is a lower turnon volt-
age—that is, a lower base–emitter bias for a given collec-
tor current. This is advantageous for the implementation
of HBTs in low-power-consumption circuitry. Second, the
ideality factor of the emitter current reduces to unity as
thermionic emission takes over from tunneling as the
dominant barrier transport mechanism. This fact, when
coupled with the increase in emitter current, leads to a
lower dynamic emitter resistance and, when coupled with
the increase in collector current, leads to an improvement
in transconductance. A possible third benefit of a graded
emitter is that electrons are injected into the base at near-
equilibrium energies, rather than at the elevated kinetic
energies possessed by electrons that have tunneled
through a high potential barrier, or have been thermion-
ically emitted over it. While these latter ‘‘hot’’ electrons
may make a faster transit of the base, they are more likely
in GaAs and InP HBTs to be scattered into the lower-
mobility, upper-conduction-band valleys on entering the

Table 1. Examples of Material Combinations Frequently Used to Form HBTs with Either a Single Heterojunction (SHBT) or
Two Heterojunctions (DHBT)a

Type Emitter Base Collector Substrate

SHBT AlGaAs GaAs GaAs GaAs
SHBT GaInP GaAs GaAs GaAs
DHBT AlGaAs GaAs AlGaAs GaAs
SHBT InP GaInAs GaInAs InP
SHBT AlInAs GaInAs GaInAs InP
DHBT AlInAs GaInAs InP InP
SHBT a-Si Si Si Si
SHBT SiC Si Si Si
DHBT Si SiGe Si Si

aGenerically, the devices are grouped according to the substrate material.

Table 2. Properties of most Commonly Used Material
Systems for HBTs

Material System Eg (eV) DEc (eV) DEv (eV)

Al0.3Ga0.7As/GaAs 1.8/1.42 0.243 0.131
In0.49Ga0.51P/GaAs 1.88/1.42 0.160 0.290
InP/In0.53Ga0.47As 1.35/0.75 0.234 0.366
Al0.48In0.52As/In0.53Ga0.47As 1.49/0.75 0.525 0.215
Si/Si0.88Ge0.12 1.12/0.99 0.020 0.110
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high-field, collector space charge region. Thus, the overall
emitter–collector delay time tEC may in some instances be
lower in a graded-junction device.

2.2.2. Base Grading. In base-graded n-p-n HBTs the
bandgap is progressively reduced from the emitter to the
collector by an appropriate variation in the composition of
the base material. As shown in Fig. 2b, the bandgap
change is taken up by the conduction band alone. This is
because the high hole conductivity precludes any signifi-
cant variation in the valence band [6].

Thus, the grading has the effect of producing an electric
field to aid the passage of electrons across the base. The
obvious benefit of this is an improvement in the base tran-
sit time tB. If, because of the very narrow base that is al-
lowed by having a high base doping density, tB is not a
major contributor to the overall delay time tEC, then base
grading can be used to achieve an acceptably low value of
tB in a wider base. The resulting smaller lateral base re-
sistance enables an improvement in fmax.

Base grading can also have a beneficial effect on the
current gain b; the reasons for this are twofold:

1. Recombination in the bulk quasineutral base, which
can be one of the most significant contributors to the
base current, is diminished, with respect to that in a
uniform, narrow-bandgap base, because the alloy
field increases the electron velocity and, for a given
collector current, this means a reduction in the base
charge. Of course, this will reduce the base recom-
bination current only if the minority-carrier lifetime
is not overly shortened by using an alloy material for
the base.

2. Recombination at surface regions of the base is re-
duced by the tendency of the base alloy field to sweep
electrons to the collector—that is, in a direction per-
pendicular to the base surface. This effect can be
particularly beneficial in HBTs with small-dimen-
sion emitters, because these devices necessarily
have a large emitter perimeter/area ratio.

However, there is a limit to the base grading, beyond
which b starts to decrease. Increasing the bandgap of the
base material at the emitter–base junction serves to re-
duce the band offsets, and to make the junction become
more and more like a homojunction made from wide-band-
gap material. The advantages of a wide-bandgap emitter
is lost and current gain degrades to that of a homojunction
emitter.

In a wide-bandgap collector DHBT, a further limitation
to the permissible amount of base grading is imposed by
the need to trade off some of the base grading against the
height of the barrier to electron flow into the collector as
shown in Fig. 2c. For a given bandgap in the base at the
emitter end of the device, decreasing the base bandgap at
the collector end increases the amount of base grading, but
also increases the barrier to electron flow into the collec-
tor. Both b and tB are affected by this tradeoff [12].

2.3. Collector Engineering

There are four main motivations for modifying the collec-
tor region of a SHBT: (1) to reduce the transit time tCSCR of
electrons in the collector space charge region, (2) to design
for a given breakdown voltage BVCBO, (3) to reduce Kirk
effect or base pushout effect, and (4) to reduce the collector
resistance RC.

2.3.1. Reduction of tCSCR. Historically, in bipolar tran-
sistors the major transit-time component of tEC has been
tB. In modern HBTs, the ability to realize very narrow
bases and, to a lesser extent, to implement composition-
ally graded bases, has led to significant reductions in tB,
with the result that the dominant transit-related time is
tCSCR. Clearly, reducing the width of the base–collector
space charge region WC would shorten the collector signal
delay time, but, if this were accomplished by increasing
the collector doping density, then the breakdown voltage
and collector junction capacitance CBC would be adversely
affected. Trading off speed for improvement in breakdown
performance, and vice versa, presents opportunities for
novel collector designs. Two structures intended to reduce
tCSCR in GaAs devices are shown in Fig. 3. In the ‘‘inverted
field’’ structure of Fig. 3b [12], the field pattern of a con-
ventional collector Fig. 3a is reversed, with the intention
of delaying the onset of electron transfer to the lower-mo-
bility, upper conduction bands. This transfer occurs more
readily in a conventional collector, as electrons immedi-
ately enter a high-field region, in which they are acceler-
ated and rendered more likely to scatter into the upper
valleys. This phenomenon is more likely to occur in GaAs
than in InP because of the smaller separation between the
G and L valleys [7]. In the ‘‘intrinsic’’ collector structure
shown in Fig. 3c, the high-field zone is restricted to a nar-
row pþ -nþ region, and the field remains favorably low in
the remaining, weakly doped part of the collector. The first
GaAs HBT to register an fT in excess of 100 GHz was fab-
ricated using such a collector structure [13].

2.3.2. Breakdown Voltage. Turning now to breakdown
voltage considerations, the attainment of acceptably high
values is difficult in HBTs employing collectors made from

(a) 

E

p+ n n+

(b)

E

p+ p− n+

(c)

E

p+ p+i n+

Figure 3. Electric field profiles in different collector structures.
The pþ base is on the left, and the collectors are classified as (a)
conventional, (b) inverted, and (c) intrinsic.
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narrow-bandgap material, for which the ionization coeffi-
cients for electrons and holes are generally high. This is
the situation in InP HBTs that have collectors of lattice-
matched In0.53Ga0.47 As, which has a bandgap of only
0.75 eV. Solutions to this problem involve making all, or
part, of the bulk of the collector from a wider-bandgap
material, such as InP, for which the impact ionization co-
efficients are low. When all the collector is InP, the device
is a DHBT. When the collector comprises GaInAs near the
base and then InP for the remainder of the layer, as illus-
trated in Fig. 2c, the device is labeled as a composite-col-
lector HBT. This design is a refinement of the DHBT, with
the objective of using just enough n-GaInAs in the collec-
tor to ensure that the conduction band spike at the base–
collector junction is reduced below the level of the conduc-
tion band in the base. In this way, the stored base charge,
which strongly influences tB and b, and the collector cur-
rent are not adversely affected by the presence of the con-
duction band spike.

2.3.3. Kirk Effect. Of all the aspects of collector design,
base pushout or the Kirk effect is the most important de-
sign consideration. When the electrons injected into the
collector becomes comparable to the background donor
concentration, the electric field in the collector first de-
creases and as the injected carriers continue to increase
with collector current density JC, the field reverses and fT
falls off rapidly. An approximate expression for the critical
current density JK at which the onset of Kirk effect occurs
is given by

JK ¼ qvsatNC ð13Þ

where NC is the collector doping concentration. Above this
current density JK, the collector–base junction becomes
forward-biased and holes are injected into the collector. At
this point, the base widens into the collector, tB increases
and b decreases. Even if the base and emitter are designed
properly, if the collector is not at its optimum, the device
will not yield the best fT. To overcome this effect and to
meet a given fT, JK has to be increased, which requires
higher collector doping as predicted by Eq. (13). Higher NC

results in lower BVCBO, lower collector depletion layer
width WC, lower tCSCR, and higher tC, due to higher CBC.
To prevent large increases in CBC, selectively implanting
the collector just below the emitter is often used in silicon
technology. The overall result is that fT improves at the
expense of BVCBO. To regain the some of the lost BVCBO,
the collector epitaxial thickness can be increased.

2.3.4. Reduction of RC. If the collector epitaxial-layer
(epi) thickness is increased too much, the undepleted por-
tion of the epi contributes significantly to RC and tC in-
creases. Further, the voltage drop in RC would cause the
collector–base junction to be forward-biased, leading to a
drop in fT with increasing IC. Attention should be paid to
the doping and sheet resistance of the subcollector region
as this also contributes to RC. Therefore, the parameters

NC, JK, fT, and BVCBO have to be optimized for a given
application.

3. FABRICATION OF HBTs

HBTs using GaAs or InP substrates, or SiGe base layers,
have all progressed beyond the experimental device stage
to the point that they are being used in commercial cir-
cuits. Examples of the fabrication procedures of HBTs rep-
resentative of various material systems are discussed in
this section.

3.1. AlGaAs/GaAs HBTs

HBTs, at least those of the III–V material variety, are in-
variably fabricated from a stack of epitaxial layers grown
on a semiinsulating substrate (see Table 3), and the de-
vices are built by etching away or implanting unwanted
regions. Growing the epitaxial layers on a semiinsulating
substrate has the beneficial effect of eliminating the par-
asitic collector–substrate capacitance, which is present in
most silicon BJT structures. It also provides an ‘‘inert’’
platform, which may allow fabrication with equal ease of
emitter-up and collector-up structures. Collector-up struc-
tures are of interest because the smaller dimension of the
collector leads to a reduction in collector–base junction
capacitance [14]. A more realistic use of collector-up de-
vices might be as the sole transistor type in exceptionally
high-speed ICs [15]. We will now focus on the most fre-
quently used emitter-up HBT structures.

AlGaAs/GaAs HBTs were the first to be fabricated by
several companies to take advantage of the high frequency
capabilities of these devices [4,5,16]. The bandgap of
AlGaAs is given by

EgðxÞ¼1:424þ1:247x for xo0:45 ð14Þ

where x is the Al mole fraction. AlGaAs is lattice-matched
to GaAs for a wide range of Al mole fractions. With high
electron mobility in AlGaAs, this material is well suited
for HBTs. Since LEDs and lasers have been fabricated in
this material before, this material system has been well
researched. The current gain achieved in this material is
about 50–100 (unlike 5000 predicted earlier), due to large
surface recombination velocity and significant recombina-

Table 3. Typical Epitaxial-Layer Structure for AlGaAs/
GaAs HBTs

Layer Al Composition Dopant
Doping
(cm� 3)

Thickness
(Å)

Cap 0 Si 5�1018 1000
Grade 0–0.25 Si 5�1017 300
Emitter 0.25 Si 5�1017 1000
Grade 0.25–0 Si 5�1017 300
Spacer 0 none — 100
Base 0 Be 2�1019 1000
n� collector 0 Si 3�1016 5000
nþ collector 0 Si 5�1018 5000
Substrate 0 none Semiinsulating —
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tion in the emitter–base space charge region. An example
of a manufacturable process for AlGaAs/GaAs HBTs from
NORTEL is illustrated in Fig. 4 [17]. The epitaxial layers
comprising the device, shown in Table 3, can be grown by
molecular-beam epitaxy (MBE) or organometallic chemi-
cal vapor deposition (OMCVD), and are shown schemati-
cally on the figure by the alternating dark and light bands.
From the top, the layers are the heavily doped cap to fa-
cilitate ohmic contacting to the emitter metal, the emitter,
the base, the collector, and the subcollector.

A dummy dielectric emitter (Si3N4) is employed for self-
alignment to the base metal, which completely surrounds
the emitter in this case (see Figs. 4a and 4b). A deep Heþ

ion implantation serves to deactivate the collector layer
under most of the base metal area, thereby eliminating
most of the extrinsic base–collector capacitance. Obtaining
a good ohmic contact to the thin, p-type base, without al-
lowing metal penetration through to the collector, is a
crucial step. The procedure here is to first etch off the
emitter cap and then deposit PdZnPtAuPd, which is then
alloyed through the AlGaAs to the pþ base. The penetra-
tion depth during alloying is controlled by the thickness of
the Pd layer below the Pt barrier. The next step (Fig. 4c) is
to etch off the cap layer between the edge of the base metal

and the emitter stack. This defines the emitter dimensions
and, very importantly, leaves an AlGaAs ‘‘shelf ’’ layer on
top of the base, thereby reducing the surface recombina-
tion velocity in this peripheral region. This helps maintain
a high b in small-dimension devices. The peripheral region
is protected from the subsequent etch, which exposes the
subcollector (Fig. 4d), by a SiON sidewall spacer, which
also provides alignment tolerance for the emitter metal-
lization. The fabrication sequence is terminated by pro-
viding two levels of metal interconnects and a planarizing
layer of benzocyclobutene (BCB).

There are many ways to build HBTs, and a simpler
process with fewer masks incorporating 1.4-THz Schottky
diodes has been described [16]. Generally, Be is used as a p-
type base dopant. There were some initial reliability con-
cerns of the device due to dopant migration. These have
been resolved and a median time to failure of 4108 h for
discrete devices have been shown [18]. Carbon is considered
superior to Be in terms of reliability, and most HBTs today
employ carbon doping for the base [19–21]. The shift in HBT
device parameters is a function of collector current density
[22]. The highest reported fmax for AlGaAs/GaAs HBT was
350 GHz and this was achieved using a 50 nm base doped to
6� 1019 cm� 3 using carbon [23].

He implant

P-ohmic metal

Resist Si3N4

He isolation implant and
dummy emitter formation.

SiON sidewall

N-ohmic metal

2nd interconnect Post
SiON dielectric

1st interconnect
Back end processing:
• SiON deposition and via etch
• NiCr resistor deposition
• ME1 deposition
• ME1 to ME2 post deposition
• BCB planarization and ME2
   deposition

Selective removal of dummy
emiter and N-ohmic metal
deposition.

Thick sidewall deposition
and RIE etch to sub collector.

Field Si3N4 removal and
second etch to AlGaAs emitter.

Selective dry etch AlGaAs
emitter and P-ohmic
metal deposition.

(f)

(e)

(d)

(c)

(b)
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BCB

Figure 4. Fabrication sequence for an AlGa-
As/GaAs HBT.
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3.2. InGaP/GaAs HBTs

A significant event in AlGaAs/GaAs HBT development
was the replacement of the AlGaAs emitter by In0.49-

Ga0.51P. Owing to small conduction band offset (0.16 eV)
and large valence band offset (0.29 eV), compositional
grading of the emitter–base junction is not required (since
Voffset is small), and this simplifies the epitaxial layer
growth. Also, there are selective etchants to etch the In-
GaP emitter and stop on GaAs base, unlike the case for the
AlGaAs/GaAs system [24]. Oxygen complexes, which are
often incorporated in aluminum-containing emitters, are
less prevalent when using InGaP. This reduces the emit-
ter–base junction recombination current and allows b41
to be maintained down to very low current densities,
showing ideal behavior. In fact, InGaP HBTs provide su-
perior current gains compared to AlGaAs HBTs for a given
doping profile and almost independent of device size
[24,25], due to reduced surface recombination. A first dem-
onstration of a 60-GHz InGaP/GaAs IC technology with
28 ps ECL gate delay was reported in 1993 by Prasad [26].
A YIG-tuned InGaP/GaAs HBT microwave oscillator with
low phase noise was first reported in 1994 [27]. The ease of
epitaxial growth, simpler fabrication, better temperature
stability, lower 1/f noise, and improved D.C properties of
InGaP HBTs have led to rapid growth of this technology.
Today, InGaP HBTs are widely used for power amplifier
applications in cellphones [28,29]. Hitachi has developed a
high-speed InGaP HBT IC technology with fT of 156 GHz
and fmax of 255 GHz [30]. As described before, carbon dop-
ing of the base results in highly reliable devices with no
change in the device performance for 104 h of operation at
a junction temperature of 2641C at JC¼ 2.5�104 A/cm2

[31,32]. The mean time to failure (MTTF) is an order of
magnitude better than that for AlGaAs HBTs, suggesting
that the InGaP emitter is the best choice for GaAs HBTs
[33,34].

3.3. InP/InGaAs HBTs

It is well known that InGaAs, as used for the base material
in InP HBTs, has many desirable properties [7]. For ex-
ample, with respect to GaAs and Si, GaInAs possesses
higher electron mobility, higher electron peak velocity,
higher electron saturation velocity, and, compared to
GaAs, a higher separation of the G and L conduction
band minima. These properties are very useful for build-
ing high-speed devices. Another variation of this device is
to use AlInAs emitter instead of InP emitter.

Another beneficial property of InGaAs is its low band-
gap (0.75 eV), which results in a higher minority-carrier
electron concentration for a given base doping density.
When combined with a graded-emitter junction, a signif-
icantly lower emitter–base turnon voltage, VBE can be
achieved. For example, VBE of InP/InGaAs HBTs is 0.7 V
compared to 1.4 V for AlGaAs/GaAs HBTs. A low VBE per-
mits lower supply voltages to be used, resulting in less
power consumption and a more favorable gate delay–pow-
er product. GaInAs also has a very low surface recombi-
nation velocity, which permits achievement of near-ideal
I–V characteristics over a large range of forward bias [7].

A typical process sequence for an InP HBT is illustrat-
ed schematically in Fig. 5 [35]. Three mesa etches are re-
quired: one to define the emitter, one to define the base
and collector regions, and one to etch down to the semiin-
sulating substrate in order to provide device isolation. The
mesa etches are necessary because the InP material sys-
tem lacks an ion implantation damage process capable of
rendering GaInAs sufficiently resistive to provide isola-
tion. To reduce the parasitic base–collector capacitance in
a mesa structure, the base–collector mesa must be made
as small as possible, necessitating tight self-alignment of
the base and emitter metallizations. This is achieved by a
slight undercutting of the emitter metal contact, which
allows this metal to serve as a mask for the medial edge of
the subsequently deposited base metal. The etch used in
the undercutting must also be selective to avoid destruc-
tion of the thin base material; for GaInAs bases, this can
present a problem. If the collector is InP, a selective etch
can also be used to define the base–collector mesa. If the
collector is GaInAs, the same material as the subcollector,
then this convenient etch-stop method cannot be em-
ployed. However, the etching is less critical than in the
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Figure 5. Fabrication sequence for an InP HBT.
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case of the emitter mesa formation because the subcollec-
tor is relatively thick. The device structure resulting from
a triple-mesa process is highly nonplanar, but can be pla-
narized, to facilitate device interconnection and terminal
access, by using a suitable polyimide. This coating also
provides some passivation of the exposed GaInAs surfaces.
The highest reported fT for InP HBT is 452 GHz [36], and
the highest reported fmax is 478 GHz [37]. Recently, Vitesse
Semiconductor reported a InP DHBD process with fT and
fmax of 325 GHz with the lowest CML gate delay of 1.95 ps
[126]. Using a transferred-substrate technology, Lee and
others have shown a fmax of 820 GHz for AlInAs/InGaAs
HBT [38]. Reliability studies on InP HBTs have shown
that there are no shifts in device parameters based on ac-
celerated tests at 2051C for 6500 h [39,40].

InP technology allows the monolithic integration of
long-wavelength photodetectors with HBTs. Inevitably,
there are difficulties associated with the simultaneous
realization of high-quality optical and electronic devices
from a given stack of epitaxial layers. However, in opto-
electronic integrated-receiver front ends, for example,
good results have been obtained when using the
base-collector of an InP HBT as the photodiode [41]. An
example of this embodiment is shown in Fig. 6. The
top-illuminated photodiode is constructed from the HBT
layers by removing the emitter layers and adding an
antireflection coating.

3.4. GaN HBTs

There has been a lot of research in GaN materials and
devices since the late 1990s. GaN has a bandgap of 3.4 eV,
electron saturation velocity of 2� 107 cm/s, and a high
breakdown field of 2 MV/cm. This material is well suited
for high breakdown voltage and high temperature applica-
tions. A typical GaN HBT would use Si-doped Al0.15Ga0.85N
as the emitter (Eg¼ 3.85 eV) and Mg-doped GaN as base
and GaN collector grown on sapphire substrate. At this
time, GaN HBT technology is not as mature as other HBTs
that we have considered so far. The technology suffers from
inability to dope the base heavily, very high Voffset of 1–5 V

due to high base contact resistance, low current gains
(o10), and high collector–emitter leakage [42].

3.5. SiGe HBTs

Unlike the III–V HBTs discussed in the preceding sub-
sections, the starting material for SiGe HBTs are gene-
rally p-type silicon substrates. Since the SiGe is the base
layer, SiGe HBTs are normally DHBTs. Further, most
SiGe HBTs are fabricated by growing a SiGe base layer
and depositing a polysilicon layer on top of it to form
an emitter, in sharp contrast to III–V HBTs, where all
the device layers are grown at once, forming the starting
material.

3.5.1. Material Properties. Germanium has a lattice
constant of 5.65 Å, whereas silicon has a lattice constant
of 5.43 Å. Therefore, the SiGe layer is not lattice-matched
to silicon. However, if the epitaxial film is not too thick and
the growth temperature is not too high, the SiGe base
layer will conform to the Si collector material on which it
is grown. Such a layer is referred to as pseudomorphic or
coherently strained. The strain decreases the SiGe band-
gap, fortuitously improving the bandgap differential be-
tween the base and the subsequently deposited Si emitter,
allowing one to build a build an HBT with tailored band-
gap differences. The bandgap of Si1� xGex varies according
to the relation [43]

EgðxÞ¼ 1:124� 1:22xþ 0:88x2 for xo0:6 ð15Þ

Furthermore, the strain in the SiGe film breaks the sixfold
degeneracy of the conduction band minima and the two-
fold degeneracy of the valence band maxima; these phe-
nomena can be exploited to improve the electron mobility
(reducing tB) and the hole mobility (reducing RB) [6]. The
critical thickness—beyond which the SiGe film becomes
unstable, and sufficiently defective for the associated rise
in recombination centers to render it useless for bipolar
applications—is inversely proportional to the Ge content
or, for graded SiGe films, to the integrated Ge content.
Maintenance of the coherently strained nature of the film,
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by not allowing it to relax and assume its bulk lattice con-
stant, is dependent on minimizing the exposure of the film
to subsequent high-temperature environments.

3.5.2. Base Profiles. The constraints imposed by the
considerations of SiGe film stability lead to a Si/SiGe
HBT fabrication process, which is more complicated than
those described previously for III–V HBTs. A review of the
procedures used to date to achieve high-performance
Si/SiGe HBTs can be found in Refs. 44–46, along with a
detailed description of the technology that is employed at
IBM to produce HBTs in a manner compatible with stan-
dard CMOS processing resulting in a BiCMOS technology.
With reference to the HBT base, there are two approaches:
(1) using a box SiGe profile with a fixed Ge concentration
along with a heavily doped base, similar to the III–V
HBTs, where a lightly doped Si emitter is also grown,
making it a true HBT (the box profile is used by a few
companies, e.g., TEMIC); and (2) using a graded Ge profile
(lowest Ge at emitter–base junction and highest Ge at
base–collector junction) with a lightly doped base and con-
tact it with a heavily doped polysilicon emitter, which in-
tegrates well in standard bipolar process. Here, the speed
advantage is due to the accelerating field in the base and
the device is a drift base transistor, often abbreviated by
the misnomer ‘‘HBT’’. The graded base approach is widely
used in the industry as it has several advantages over the
box profile [44].

3.5.3. SiGe Epitaxial Growth. Turing our attention now
to the epitaxial (epi) growth of the base, we have two op-
tions: (1) nonselective epi and (2) selective epi. In the sim-
plistic nonselective epi, the SiGe base grows as a single
crystal on the exposed areas of silicon (where we want the
base to be formed) and as polysilicon on oxide. The poly-
silicon naturally contacts the base and facilitates connec-
tion to the base. Also, this polysilicon layer can be used as
a resistor if needed. In the selective epi, SiGe base is
grown only on the exposed areas of silicon and no growth
occurs on the oxide. An additional layer of polysilicon is
necessary to contact the base. Each of these techniques
has its own advantages and disadvantages.

The SiGe base layers in the HBTs from IBM are grown
using a UHV/CVD system, but in this case it is of the hot-
wall variety [47]. This equipment has been developed spe-
cifically for blanket Si and SiGe epitaxy and is consistent
with a low-temperature, commercially feasible process. In
this process, hydrogen-passivated Si wafers are admitted
to the system, in which a vacuum of around 10�9 torr is
maintained. The residual gas is predominantly hydrogen;
other species, which may be chemically active with silicon,
are not present at sufficient partial pressures to violate
the hydrogen passivation of the wafer. Films are subse-
quently deposited under vacuum by CVD at temperatures
in the range 400–5001C. Precise dimensional control, of
the order of one or two atomic layers, is possible with the
UHV/CVD process. Reduced-pressure CVD reactors with
pressures of the order of 10 torr are also being used for
SiGe epi [48]. These are typically single-wafer machines,
unlike the high-vacuum batch reactor described earlier.

3.5.4. SiGe HBT Flow. Here we describe a selective epi
technology from NEC, Japan which is geared toward high-
performance bipolar circuitry and therefore has the same
goal as that of the processes described earlier for III–V
HBTs. A partial process sequence is illustrated in Fig. 7
[49,50]. To prepare for the SiGe growth and to begin the
emitter definition, the top dielectric film (Si3N4) and the
large-grain pþ polysilicon layer shown in Fig. 7a is etched
and the edge of the resulting feature is covered with a
Si3N4 sidewall. The bottom dielectric (SiO2) is then etched
and allowed to laterally undercut the sidewall. From this
point on, attention must be paid to the thermal budget, so
as not to destroy the pseudomorphic nature of the SiGe
base. This layer is grown on the exposed Si substrate, si-
multaneously with a polysilicon film which descends from
the underside of the polysilicon layer exposed by the ear-
lier lateral etch. Growth is stopped when the two growing
films touch (see Fig. 7b). Growth is carried out by CVD in a

(100) Sub

Selective epi (base)

Dielectric film
P+ polysilicon

(base electrode)

Selective poly
(graft base)

BPSG-filled trenchSiGe intrinsic base

Base Collector
Emitter

BSG film

In situ phosphorus
doped poly-Si

(b)

(a)

N +

N +

P −

P +

N
N −

Figure 7. Partial fabrication sequence for SiGe HBT (a) and (b)
with the finished device.
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cold-wall, ultra-high-vacuum (UHV) system at B6501C.
Because films grown by this selective epitaxial growth
(SEG) process are very sensitive to the condition of the Si
surface, the collector is formed subsequently, using ion
implantation. The remaining fabrication steps comprise
(1) coating of the Si3N4 sidewall with borosilicate glass
(BSG), (2) doping of the external SiGe base by driving in
boron from the glass at 8001C for 10 min, (3) deposition of
phosphorus-doped polysilicon for the emitter, and (4) driv-
ing in the emitter at 9501C for 10 s. The finished device,
complete with BSG trench isolation, is shown at the
bottom of Fig. 7.

3.5.5. SiGe BiCMOS Flow. Most SiGe bipolar processes
today incorporate CMOS to take advantage of the high
functionality, density, and popularity of several working
circuits in standard CMOS. This also helps designing a
system on a chip (SoC). In Fig. 8 we show a method of
adding bipolar steps to an existing CMOS flow to generate
a BiCMOS process flow. The reason for processing the
PMOS after the NPN is not to add additional thermal cy-
cles to change the characteristics of the PMOS. It should
be noted that if a nonselective epi is used for SiGe base,
the SiGe poly layer must be removed from the CMOS ar-
eas during base definition. A typical BiCMOS flow with
process cross sections is presented in Ref. 45.

One problem associated with thin boron-doped base
layers grown by epi is that the dopant diffuses during
subsequent device processing, making the base wide and a
consequent reduction in fT, fmax, and b. To overcome this
problem, the diffusion of boron must be reduced. It has
been found that if carbon is added to the SiGe base in
concentration of o1020 cm� 3 (B0.2%), the diffusion coef-
ficient of boron is reduced by more than one order of mag-
nitude [51]. Adding carbon to the base thus results in
stable DC and AC performance and improved yield. Ac-
celerated testing on SiGe HBTs has shown that the device
is very robust and no parametric shifts occur for 4106 h
[52,53].

3.6. Device Performance

The purpose of this subsection is to briefly mention some
of the high-performance HBTs that have been reported in
the literature and to relate them to the materials consti-
tuting the device. Using fT and fmax as figures of merit,
Table 4 lists the high-frequency performance of various
HBTs reported in the literature. The table also includes
data reported in the early 1990s to enable the reader to
assess the progress made since that time. It is seen that
the InP HBT leads with highest fT and fmax of 370 and
459 GHz, respectively. The highest fmax of 820 GHz is ob-
tained on InAlAs/InGaAs HBT transferred to GaAs host
substrate and mounted in the collector-up configuration.
InGaP HBTs have made a steady progress in fT from 60 to
156 GHz. The first reported ECL gate delay for InGaP
HBT is 28 ps. In the early 1990s, AlGaAs HBTs have
shown a fmax of 350 GHz. SiGe HBTs have shown perfor-
mance comparable to III–V HBTs with the lowest CML
gate delay of 3.6 ps. More recently, with the regrown emit-
ter process, InP HBTs have shown a fT of 183 GHz.

The large bandgap of GaAs is also helpful in the at-
tainment of acceptable breakdown voltages. For example,
values of BVCEO in the range of 9–15 V are typical of Al-
GaAs/GaAs HBTs in which the collectors have a doping
density of 3� 1016 cm� 3 and thicknesses in the range
300–700 nm. Comparable breakdown voltages in InP
HBTs can be obtained only with composite-collector or
DHBT structures since the bandgap and breakdown field
in InGaAs are smaller than in GaAs. For really high break-
down voltages, InGaP DHBTs are preferred with BVCEO of
47 V [63]. For a given fT, SiGe HBTs generally have a lower
breakdown voltage compared to GaAs HBTs since the col-
lector has to be doped heavily to avoid the Kirk effect.

4. MODELING

The importance of modeling cannot be overemphasized as
it forms crucial link between the device physics, device
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SiGe epi base growth 
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Figure 8. Addition of bipolar steps to a CMOS
flow to generate a BiCMOS flow.
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structure, process technology, and circuit design. The bi-
polar compact models have evolved since the Gummel–
Poon model to MEXTRAM, high-current model (HICUM),
vertical bipolar intercompany (VBIC) model [64–66], and
others. Newer models are more complex and take addi-
tional computational time, but the advantage is that they
are more accurate. This helps in designing complex cir-
cuits and better prediction of the performance of a circuit
or a system. Some of the newer models have taken into
account impact ionization in the collector, quasisatura-
tion, self-heating effects, parasitic substrate transistor ef-
fects, and other factors that were not present in the
original Gummel–Poon model. A detailed consideration
of all these models is beyond the scope of this article.
However, in this section, we will present some of the major
differences between silicon BJT and HBT models.

4.1. DC and Thermal Effects

Let us now focus on DC properties. III–V HBTs have high-
er offset voltage (Voffset) compared to SiGe or silicon BJT.
As mentioned before, VBE for AlGaAs/GaAs and InGaP/
GaAs HBT is B1.4 V, whereas VBE for InP/InGaAs and
SiGe HBT is close to 0.7 V, comparable to silicon BJT. Due
to the presence of the heterojunction at the emitter–base
region, the relation between IC and VBE in a HBT is not as
simple as in a BJT, and the ideality factor is greater than
unity and varies with VBE. As seen from Eq. (2), the current
gain of a HBT decreases with temperature while in a sil-
icon BJT, the current gain increases with temperature.
This has to be modeled properly. Typical IC–VCE character-
istics of a silicon BJT slants upward because of (1) lower
doping in the base and (2) higher b at higher currents. In
HBTs, the IC–VCE characteristics are generally flat because
of higher doping in the base and/or compositional grading
across the base. At high currents, the I–V curves droop
downward, due to self-heating, which results in a lower
current gain and negative Early voltage [67]. Thermal ef-
fects are more severe in GaAs HBTs since the thermal con-
ductivity of GaAs is 0.46 W/cm � 1C compared to silicon

1.2 W/cm � 1C. It should noted that the thermal effects mod-
eled for DC effects should also model AC thermal effects as
it is very important for power amplifier applications.

4.2. AC Effects

Turning our attention now to AC properties, we find that
there are new effects in DHBTs. It well known that at high
currents, fT falls off as a result of the familiar Kirk effect
[68], and this also results in a reduction of b with IC. It is
observed that fT falls off much more rapidly in DHBTs
than what is predicted by theory. In addition to the Kirk
effect, there is the heterojunction barrier effect, which
causes this rapid fall of fT at high currents. In DHBTs,
when there is a transition from narrow-bandgap base to
wide-bandgap collector, there is a valence band offset at
the heterointerface as explained in Fig. 1. Since this bar-
rier is masked by the band bending and the depletion re-
gion caused by collector–base (CB) reverse bias, it has
negligible effect during low-injection or low-current oper-
ation. Under high injection levels, the CB electric field de-
creases and finally collapses exposing the valence band
barrier. This barrier prevents the flow of holes into the
collector to maintain charge neutrality when the Kirk ef-
fect has set in. These holes pile up at the heterointerface,
causing charge imbalance, which results in a conduction
band barrier. The conduction band barrier opposes the
electron flow into the collector, causing a sudden decrease
of fT [69,70]. This effect is observed in III–V DHBTs and
SiGe HBTs. At this point, it is also important to mention
another important factor, the heterojunction barrier effect,
which occurs at low currents as a result of improper base
profile design or diffusion of base dopants during subse-
quent processing, altering the intended base profile. If the
transition from narrow-bandgap base to wide-bandgap
collector occurs inside a neutral base, parasitic barriers
are produced at the conduction band edge, preventing the
electron flow into the collector and severely degrading fT

[71,72]. This can be avoided by placing undoped spacers
between base and collector. In the case of a SiGe-graded
base HBT, if the boron outdiffuses past the Ge profile, it
could result in a parasitic conduction band barrier. One
method is to set the boron back a certain distance from Ge
peak to account for the boron diffusion or use carbon in the
base to suppress boron diffusion as explained before.

So far, we have discussed the variation fT with IC. We
will now consider the variation of fT with VCE. For a given
IC, as we increase VCE, the collector depletion region width
WC increases and CBC decreases, causing a reduction in tC

as seen from Eq. (9). This would imply that we have a
lower transit time tEC from Eq. (3) and fT would increase
with increasing VCE. This is what is typically observed in
silicon BJTs. However, there is an opposing effect. The
transit time in the collector depletion region tCSCR in-
creases, as seen from Eq. (8). Therefore, the overall vari-
ation of fT with VCE is mixed. Initially, fT increases with
increasing VCE since there is a considerable reduction CBC.
Further increase in VCE increases the collector transit
time, and fT decreases with VCE. This has been observed in
III–V HBTs. SiGe HBTs do not show this behavior since
the collector is very heavily doped.

Table 4. A Sample of High-Frequency Performance of
Various HBTs

Material Affiliation
fT

(GHz)
fmax

(GHz)
tpd

(ps) Ref.

InP/InGaAs UCSBa 370 459 — 54
InP/InGaAs Univ. Illinois,

Urbana–Champaign
452 155 — 55

InP/InGaAs POSTECH, Korea 154 478 — 56
InP/InGaAs UCSB 183b 165b — 57
InAlAs/InGaAs UCSB 300 235 — 58
InAlAs/InGaAs UCSB 162c 820c — 38
InGaP/GaAs Hitachi 156 255 — 30
InGaP/GaAs Tektronix 60 45 28 26
AlGaAs/GaAs Rockwell 60 350 — 62
Si/SiGe IHP, Germany 190 243 3.6 60
Si/SiGe IBM 180 338 3.9 61
Si/SiGe IBM 350 170 4.2 59

aUniversity of California at Santa Barbara.
bRegrown emitter.
cTransferred-substrate technology.
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Since HBTs are increasingly used as power amplifiers
in cellphones, the nonlinear behavior such as output
power, gain compression, power-added efficiency (PAE),
inter-modulation distortion (IMD), and adjacent-channel
power ratio (ACPR) have to be modeled for optimizing
power amplifier design. Some of the abovementioned
effects have been successfully modeled for both III–V and
SiGe HBTs [73–78].

4.3. Nonequilibrium Electron Transport

As device dimensions continue to shrink in the never-end-
ing quest for higher speed, transport in the shortened bulk
regions of the HBT can no longer be faithfully described by
the classical processes of drift and diffusion. The base of
modern HBTs is one such region whose width is approach-
ing the length of a mean free path and, therefore, is a
region in which quasiballistic transport can be expected
to prevail. Quasiballistics transport in the base and velo-
city overshoot effect in the collector is observed in III–V
HBTs. At high values of JC, the electric field is perturbed
by the traveling space charge, leading to very high velocity
(even as high as B7� 107 cm/s) near the base–collector
junction, leading to very short collector transit time tCSCR.
This results in very high fT just before onset of the Kirk
effect [76–78].

4.4. Parameter Extraction

Once the model is chosen, the next task is to extract device
parameters for the model. This task is by no means is
trivial and creates problems due to the nature of the HBTs
and the complexity of the chosen model. For example, the
base resistance of a HBT is very low, and conventional
DC methods to extract RB and RE do not yield correct
results [79]. New AC methods have to be used for direct
extraction of the model parameters, and there are a
variety of papers in the literature [80–82].

5. APPLICATIONS

When AlGaAs/GaAs and SiGe HBTs first came into exis-
tence, the main applications were A/D and D/A converters,
low-noise amplifiers (LNAs), and power amplifiers. The
development and performance of these circuits are de-
scribed very well in the literature [4–7,45,46]. At the time
of this writing, approximately two decades have passed
since the first demonstration of these circuits and in the
meantime, several new circuits have been developed.
Since the applications are widely varied, it will be impos-
sible to cover all of them. We will take a systematic ap-
proach to discuss these circuits on the basis of device
performance.

5.1. Frequency Dividers

One of the first major building blocks in a digital circuit is
the flip-flop, and the speed at which it can be toggled gives
a feel for the performance of the circuit. Table 5 shows a
summary of various HBT frequency dividers. Static fre-
quency dividers are simple flip-flops. Dynamic frequency
dividers make use of a mixer and a lowpass filter in a

regenerative loop. The output of the filter is fed back to
the mixer so as to generate an output whose frequency is
one-half of the input frequency. These generally run at
higher frequency, and the output swing is small. In the
dynamic frequency dividers, InP HBT from NTT stands
tall at a record frequency of 150 GHz. The SiGe counter-
part from Infineon is equally impressive, running at
110 GHz.

Coming now to the static dividers, InP HBT from
Hughes Research Labs once again sets the record at
100 GHz. On the other hand, a SiGe divider clocking at
96 GHz was reported by IBM at the 2003 GaAs IC Sym-
posium. InGaP HBT dividers have moved from the hum-
ble beginning of 12.5 GHz to 39.5 GHz. The emphasis in
InGaP HBT technology today is mostly for power ampli-
fiers for cellphones and base stations. Table 5 also shows a
0.18-mm in CMOS dynamic frequency divider operating at
40 GHz.

5.2. Oscillators and VCOs

The next circuit that can be benchmarked against the
others is a simple oscillator or voltage-controlled oscillator
(VCO). Table 6 compares oscillators from various technol-
ogies. Shown in the table is also the phase noise at a given
offset frequency. The highest-frequency oscillator reported
so far operates at 134 GHz, and the transistor used in this
oscillator is a InGaP/InGaAs HBT with a fmax of 170 GHz.
This record is yet to be broken! The SiGe process from In-
fineon with a fmax of 200 GHz has shown a VCO running at
98 GHz. This is the highest reported frequency for an
oscillator in silicon-based technology. The next-highest
reported frequency for an InP HBT VCO is from TRW
running at 62.4 GHz. The very first YIG-tuned InGaP
HBT oscillator was reported by Prasad and Haynes [27].
InGaP HBT VCOs are currently running at 34.2 GHz
as reported by Hilsenbeck in the 2003 GaAs IC Sympo-
sium. A 0.12 m CMOS VCO from Infineon is running
at 51 GHz, which is very good benchmark for a standard
CMOS process.

Table 5. Summary of Various HBT Frequency Dividers

Material Affiliation f (GHz) Type Ref.

InP/InGaAs NTT 150 Dynamic 91
InP/InGaAs Hughes Research

Labs
4100 Static 87

AlInAs/InGaAs Hughes Research
Labs

72.8 Static 88

InGaP/GaAs Hitachi 39.5 Static 89
InGaP/GaAs Tektronix 12.5 Static 24
AlGaAs/GaAs NTT 34.8 Static 90
SiGe Infineon 110.0 Dynamic 83
SiGe Infineon 99.0 Dynamic 84
SiGe IBM 96.0 Static 92
SiGe Infineon 86.0 Static 83
SiGe Hitachi 81.0 Static 85
SiGe Infineon 71.8 Static 86
CMOS 0.18mm UCLA 40 Dynamic 93

HETEROJUNCTION BIPOLAR TRANSISTOR 1957



5.3. Power Amplifiers

The superior high-frequency and high-voltage capabilities
of HBTs make them very good candidates for RF power
amplifiers. The performance levels of power amplifiers
and power transistors in different technologies are listed
in Table 7. It is clear that InGaP HBTs tend to dominate
RF power amplifier market. A 10-W (40-dBm) InGaP
DHBT with a gain of 13 dB at 2 GHz and power-added ef-
ficiency (PAE) of 50% was reported by Kurpas et al. [63].
An equally good contender for this was a 230-W (53.6-
dBm) SiGe power HBT from Northrop–Grumman. This
device had a gain of 6.9 dB at 2.8 GHz and a PAE of 46%.
For comparison, we have shown a 1-W AlGaAs HBT with
6 dB gain and 72% PAE from Mitsubishi. These high-pow-
er transistors are used mainly in power amplifiers for cell-
phone base stations.

Turning our attention to power amplifiers, we see a 60-
GHz power amplifier with 15 dB gain and 13 dBm power
output from Sharp built on InGaP HBT technology. We
can compare this with a SiGe HBT power amplifier from
Infineon operating at 7–18 GHz. This power amplifier has
14 dB gain, 11% PAE, and an output power of 17.5 dBm. A
more recent IS-95B power amplifier for cellphones from
Skyworks boasts a 27 dB gain and 40% PAE. The data
shown in Table 7 represent only a small sample of power
amplifiers and power HBTs reported in technical papers
and available on the market.

5.4. LNA and Wideband Amplifiers

The most important functional block in a receiver chain is
the LNA as it determines the minimum detectable input
signal level. Since the HBTs have high current gain, high
fT, and low base resistance, the noise figure of the device is
low. Minimum noise figure as low as 0.2 dB and associated

gain of 14 dB at 10 GHz has been reported for SiGe HBTs
[108]. Table 8 summarizes LNA and wideband amplifier
performance. The SiGe LNA from STMicroelectronics
with 22 dB gain and a noise figure (NF) of 1.6 dB operat-
ing at 8.2 GHz is a good example of the performance that
can be expected from SiGe HBT technology. An example of
CMOS LNA built on 0.18m technology is also shown in
Table 8. At a frequency of 24 GHz, the LNA has a gain of
12.9 dB and noise figure of 5.6 dB. Coming to wideband
amplifiers, the highest record is again set by InP HBT. The
amplifier boasts a bandwidth of 140–200 GHz and has a
gain of 8.5 dB.

5.5. Digital Communication Circuits

In fiberoptic communication systems, several digital cir-
cuit blocks can be built with HBTs because of these tran-
sistors’ superior high-frequency properties. InP HBT is
considered to be the best candidate for this purpose since
it is a suitable material for the fabrication of OEICs [124].
Beginning with the receiver chain, these include the
transimpedance amplifier (TIA), the limiting amplifier,
clock and data recovery (CDR), and the demultiplexer
(DMUX). On the transmitter chain, we have the multi-
plexer, the clock multiplication unit, and the voltage driv-
er and the laser modulator. Over the years, the data rates
have steadily increased, and we show some recent exam-
ples of circuits operating at 40 Gbps. Table 9 shows digital
communication circuits fabricated in InP HBT, SiGe HBT,
silicon bipolar, and CMOS. We have also included one
example of a TIA in InP and SiGe HBT technologies since
it is an integral part of the system. It is interesting to note
that 50 Gbps 2–1 multiplexer was demonstrated as early
as 1996 in silicon bipolar technology. Some of these high-
speed circuits were once considered to be only in the realm

Table 6. Performance Summary of HBT Oscillators and VCOs

Material Type Affiliation f (GHz) Phase Noise (dBc/Hz) foffset (MHz) Ref.

InGaP/InGaAs Oscillator Teratec 134 72 1 94
InGaP/GaAs VCO FBIH 34.2 108 1 95
InGaP/GaAs VCO KAIST 22.3 108 1 96
InGaP/GaAs YIG oscillator Tektronix 7.8 135 1 27
InP/InGaAs VCO TRW 62.4 104 1 97
SiGe VCO Infineon 98.0 97 1 98
SiGe VCO IHP 76.0 — — 99
SiGe VCO RUB 46.9 108.5 1 100
CMOS 0.12mm VCO Infineon 51.0 85 1 101

Table 7. Performance Summary of HBT Power Amplifiers

Material Type Affiliation f (GHz) Pout (dBm) Gain (dB) Power-Added Efficiency (%) Ref.

InGaP/GaAs Power HBT FBIH 2 40 13 50 63
InGaP/GaAs Power HBT TI 3 31.8 7 52 28
InGaP/GaAs PAa Sharp 60 13.0 15 — 102
InGaP/GaAs WCDMA PA KAIST 1.9 28 28 40 103
InGaP/GaAs IS-95B PA Skyworks 0.837 28 27 40 104
AlGaAs/GaAs Power HBT Mitsubishi 12 30 6 72 107
SiGe Power HBT Northrop 2.8 53.6 6.9 46 105
SiGe PA Infineon 7–18 17.5 14 11 106

aPower amplifier.
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of compound semiconductors. Note that the standard
CMOS technology is also advancing rapidly and demon-
strating successful 40-Gbps circuits.

6. FUTURE TRENDS AND INDUSTRY OUTLOOK

The heterojunction bipolar transistor has traditionally
been the workhorse for ultra-high-speed circuits and will
continue to maintain its place at least in the foreseeable
future. The HBT is here to stay in spite of the competition
from silicon bipolar and deep sub micrometer CMOS.
HBTs will dominate in wireless, microwave, fiberoptic
communications and test instruments.

The emitter widths of III–V HBTs have scaled down
from several micrometers in the mid-1990s to current val-
ues of 0.4mm. On the other hand, the emitter widths of
SiGe HBTs have shrunk a lot faster and have reached
0.12 mm. This aggressive scaling of SiGe HBTs is due to
the advances in CMOS scaling, lithography, and advanced
processes. Base widths will continue to become thin to
meet the never-ending need and greed for high fT. As the
base gets thinner, the extrinsic portion of the base also
contributes to high RB. To reduce extrinsic base resis-
tance, a raised extrinsic base (REB) has been employed in
200-GHz SiGe processes [61]. Compared to SiGe HBTs,
III–V HBTs will continue to have higher breakdown volt-
age because of its higher bandgap and breakdown field.
The AlGaAs/GaAs HBT, which was dominant at one time,
has now been taken over by InGaP HBT. These days,
‘‘GaAs HBT’’ means InGaP HBT, which will play a major
role in wireless applications. InP HBT will continue to
dominate in high-speed circuits and has a great potential

for developing 160-Gbps fiberoptic communication circuits
[124,125].

III–V HBTs have traditionally employed mesa etching
of the emitter and a metal liftoff process to form base con-
tacts self-aligned to the emitter. This requires a base (and
emitter) that is large enough to be contacted by the ohmic
metal and results in high CBC. Higher CBC results in poor
device performance, despite the superior material proper-
ties of III–V semiconductors. To overcome this problem,
regrown emitters are now being used to emulate the dou-
ble-polytransistor structures in silicon [57].

SiGe HBTs, on the other hand, have used heavily doped
polysilicon to form the emitter and contact the SiGe base.
This has resulted in lower BVEBO, higher RE, and a slight-
ly higher 1/f noise due to the presence of the interfacial
oxide between emitter and base. By using a regrown emit-
ter with the correct amount of doping, BVEBO can be in-
creased and RE can be decreased [83] with improved 1/f
noise. Standalone SiGe HBT processes will disappear, and
SiGe BiCMOS will be the mainstream process with very
high integration levels.

In this fast-moving space age, cost is a deciding factor
in making technology decisions. SiGe BiCMOS, which is
currently running on 200-mm wafers, with expectations to
move to 300-mm wafers, will continue to drive the cost
down with improved performance over newer generations.
Along with CMOS, BiCMOS offers a very high level of in-
tegration and functionality. This fact cannot be denied.
Realizing this, many silicon houses (IBM, Infineon, Jazz,
National, Maxim, Micrel, Motorola, etc.) have developed
their own SiGe processes. For those companies, which do
not have their own fabrication facilities, SiGe BiCMOS
foundry services are available from IBM, Jazz, TSMC,
UMC, and other manufacturers. Comparing this with

Table 9. Performance Summary of Digital Communication Circuits

Material Circuit Affiliation Speed (Gbps) Ref.

InP/InGaAs 4–1 MUX/DMUXa NTT 40.0 114
InP/InGaAs CDRb/DMUX Inphi 43.2 115
InP/InGaAs 16–1 MUX Vitesse 40.0 116
InP/InGaAs TIAc Vitesse 40.0 117
SiGe 4–1 MUX/DMUX IBM 50.0 118
SiGe CDR—Rx/Tx IBM 43.0 119
SiGe TIA Lucent 40.0 120
Si bipolar 2–1 MUX Siemens 50.0 121
CMOS 0.12mm 2–1 MUX/DMUX Infineon 40.0 122
CMOS 0.18mm CDR/1–4 DMUX UCLA 40.0 123

aMultiplexer/demultiplexer.
bClock and data recovery.
cTransimpedance amplifier.

Table 8. Performance Summary of LNA and Wideband Amplifiers

Material Type Affiliation f (GHz) Gain (dB) NF (dB) Ref.

InP/InGaAs Wideband amplifier UCSB 140–220 8.5 — 109
SiGe VG LNA ETH 16 14.5 3.8 110
SiGe LNA STMicro 8.2 22 1.6 111
SiGe DA LNA UIUCa 0.1–23 14.5 6 112
CMOS 0.18mm LNA UCLA 24 12.9 5.6 113

aUniversity of Illinois, Urbana–Champaign.
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III–V HBTs running on 6- or 4-in. wafers with medium to
large-scale integration and higher cost, we find that III–V
HBTs have a place in some special applications where
SiGe BiCMOS cannot compete. For those competing in the
III–V HBT applications who do not have a fabrication fa-
cility, foundry services are available from TRW, Knowl-
edge*On, Win Semiconductors, and other companies.

CMOS will continue to catch up with HBTs. However,
in applications where 1/f noise matters, such as in oscil-
lators, HBTs will dominate. The high-transconductance,
high-Early-voltage, and high-current-handling capabili-
ties of bipolar technology cannot be ignored. Also, aggres-
sively scaled CMOS can stand only lower supply voltages,
and this may be a problem in applications where voltage
swing is important. We believe that all the three technol-
ogies will coexist and have their own roles to play. It is not
too unrealistic for us to witness terahertz transistors in
the years to come.
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HETEROSTRUCTURES DEVICES

VICTOR RYZHII

University of Aizu
Japan

All semiconductor devices are made of building blocks,
consisting of semiconductor structures with different

properties and supplied by some nonsemiconductor parts.
This relates to discrete devices and integrated circuits
alike. Junctions of semiconductors doped by different im-
purities are the most important structures of semiconduc-
tor devices. If a junction is formed by regions of the same
semiconductor material with one of them doped by accep-
tor impurities, and the other one by donor impurities, such
junction is called the p-n junction, or the p-n homojunc-
tion. Semiconductor structures consisting of homojunc-
tions are known as homostructures. More generally,
homostructures are defined as semiconductor structures
in which doping changes with position. Semiconductor
structures with a nonuniform chemical composition are
called heterostructures. The simplest heterostructure in-
cludes a single heterojunction, which is an interface be-
tween two different semiconductor materials. The size of
the region where the chemical composition changes can be
both small (about a few periods of the crystal lattice) and
relatively large (comparable with the size of the device).
The first case corresponds to so-called abrupt heterostruc-
ture, in contrast to graded (or graded-gap) heterostruc-
ture, in which the chemical composition and, in turn, the
semiconductor energy bandgap change smoothly.

The abrupt heterostructures can be formed by almost
all combinations of semiconductor materials, although not
all combinations yield heterostructures with desirable
properties and quality. Examples of heterostructures in-
clude Si–Si1� xGe, GaAs–AlxGa1� xAs, GaSb–InAs, and
other heterostructures. Graded heterostructures are
formed by many semiconductor compounds, in particular,
A3B5 compound system.

The main property of heterostructures used in most
heterostructure devices is the nonuniformity of spatial
distributions of the bandgap and the edges of the valence
and conduction bands. This leads to the formation of the
so-called quasi-electric field in heterostructure bulk affect-
ing charge carriers, as has been pointed out in a pioneer-
ing paper by H. Kroemer (see, e.g., Ref. 1 and references
cited therein). The quasi-electric field in graded hetero-
structures forces electrons and holes to move in the same
direction, despite their opposite charges (Fig. 1). In het-
erostructures with abrupt heterojunctions, the band off-
sets can form potential barriers or ramps for electrons and
holes, shown in Fig. 2. The band offsets are the result of
abrupt variations of the chemical composition. Thus, the
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Conduction band
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Figure 1. Forces on electrons and holes in a graded-gap hetero-
structure. The forces in electrons and holes are in the same
direction.
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energy of the carriers at the band edges must change as
those carriers pass through the heterojunction.

An important practical constraint is the necessity to
select materials with small differences in lattice constants
at the required fabrication and operating temperatures. A
good lattice match is needed to minimize the density of
interface states and strain fields at the heterojunction. A
heterostructure with a double heterojunction can form a
potential well. If such a well is narrow enough, the energy
spectrum of electrons (or holes) becomes quantized
(Fig. 3), due to the confinement of the latters in the direc-
tion perpendicular to the heterojunction plane. Such po-
tential wells are known as quantum wells (QWs).

Heterostructures are the elements of many of the most
advanced semiconductor devices currently being devel-
oped and fabricated. They are essential parts of modern
optoelectronic devices, such as semiconductor lasers, light-
emitting diodes, and photodetectors with highest perfor-
mance. Heterostructures are being employed increasingly
in high-speed digital and high-frequency analog devices
[2,3]. The advantages of heterostructures are that they
provide effective control over the states and motions of
charge carriers—electrons and holes in active regions of
heterostructure-based devices.

1. HETEROSTRUCTURE BIPOLAR TRANSISTORS

The principle of a bipolar transistor with heterojunctions
is old as the transistor itself. A heterostructure (hetero-
junction) bipolar transistor (HBT) is the first semiconduc-
tor device incorporating heterostructures as it has been
patented by W. Shockley as early as 1948. HBTs differ
from ordinary bipolar transistors by the utilization of a
wide-bandgap semiconductor material for the transistor
emitter and, in some cases, for the collector, instead of the
same material as for the base. In particular, HBTs are
formed by a N-p-n heterostructure with a N-p heterojunc-
tion serving as the emitter junction, and a p-n junction for
the collector. Such HBTs are single-heterostructure bipo-
lar transistors (SHBTs). SHBTs can be made of P-n-p het-
erostructures as well. Double heterostructure bipolar
transistors (DHBT) consists of both the emitter and col-
lector heterojunctions. They have N-p-N or P-n-P struc-
tures. Symbols N and P denote the wide-bandgap
semiconductor portions doped by donors and acceptors,
respectively, while the symbols n and p correspond to the
narrow-bandgap regions with related types of doping.

The basic idea of an HBT is as follows. Consider the
energy band structure of an N-p-n HBT with an abrupt or
graded-emitter heterojunction, as in Fig. 4. The incorpo-
ration of the wide-gap emitter leads to the formation of an
additional barrier for the carriers in the base (holes in the
example under consideration in Fig. 4) inhibiting their
escape to the emitter region. This decreases the current of
holes injected from the base into the emitter. A figure of
merit for an HBT is the ratio of the collector current Ic to
the base current Ib:

b¼
Ic

Ib
o

In

Ip
� bmax ð1Þ

Here In and Ip are the currents of electrons injected from
the emitter into the base and holes injected from the base
into the emitter. The ratio of the electron and hole cur-
rents, that is, the parameter bmax, is given by the following
expression

bðHBTÞ
max ¼

Ne

pb

vnb

vpe
exp

ev

kT

� �
¼ bð0Þmax exp

ev

kT

� �
ð2Þ

for HBTs with an abrupt emitter heterojunction and

bðHBTÞ
max ¼ bð0Þmax exp

evþ ec

kT

� �
ð3Þ

in the case of HBTs with a graded heterojunction. Here k
is the Boltzmann constant, T is the temperature, Ne and
pb are the electron and hole concentrations in the emitter
and the base, respectively, vnb and vpe are the mean ve-
locities of electrons and holes in the related regions, ev and
ec are the band edge discontinuities related to the valence
and conduction bands in the case of an abrupt heterojunc-
tion. For a graded heterojunction, ev and ec are the frac-
tions of the change of the bandgap in the emitter and base
regions related to the valence and conduction bands. In
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Figure 2. Energy barriers (a) and ramps (b) for electrons and
holes in an abrupt heterostructure. Electrons and holes are re-
jected from the heterojunction if their energy is smaller than the
barrier height. They acquire the energy passing the ramp at the
heterojunction.
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Figure 3. Quantum wells for electron and holes (a) and quantum
well for electrons only (b) in double heterostructures.
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the general case evþ ec¼Deg, where Deg is the difference
between the bandgaps in the different parts of the hetero-
structure. In Eqs. (2) and (3) bð0Þmax corresponds to a homo-
structure bipolar transistor (ev¼ ec¼ 0), with the same
doping of all its parts as the HBT under consideration.

For a good transistor, a value bmax should be large. In
conventional bipolar transistors the large value of bmax is
achieved by significantly higher doping level of the emit-
ter, in comparison to the base (Nebpb). However, very
high values of bmax can be realized in HBTs, almost re-
gardless of the doping ratio, due to large value of the ex-
ponent in Eqs. (2) and (3). Indeed, if Deg¼0.2 eV at T¼
300 K, one has bðHBTÞ

max =bð0Þmax¼ expðDeg=kTÞ ’ 3000b1.
Thus, high b values can be obtained without a high emit-
ter-to-base doping ratio. The increase of the base doping
level results in lower base resistance. Simultaneously, a
lightly doped emitter region provides smaller capacitance
of the emitter. Both high base and low emitter doping pro-
mote better high-frequency performance of HBTs, in com-
parison to homostructure bipolar transistors. This is due
to lower base resistance and smaller emitter–base capac-
itance. High base doping leads to lower noise as well. In
addition, high base doping results in higher punch-
through voltage.

The conduction band discontinuity in the emitter het-
erojunction provides the injection of hot electrons from the
emitter to the base. If the base is thin enough, the injected
electrons can pass it without scattering or enduring a few
collisions with impurities and phonons. In the case of such
ballistic or near-ballistic transport of electrons in the HBT
base, their delay time can be very short. This also con-
tributes to the advantages of HBTs over standard bipolar
transistors. Incorporation of the graded-gap base with
quasi-electric field yields the acceleration of the injected
electrons (or holes) in the base. Such a design provides
higher performance as well.

Apart from HBTs with a single heterojunction (usually
in the emitter), that is, SHBTs, DHBTs are also considered
as prospective components, especially for digital circuits
and novel functional devices. The utilization of an addi-
tional heterojunction (in the collector) opens up opportu-
nities for separate optimization of the base and the
collector–the interchangeability of their functions in
some circuits.

The incorporation of more sophisticated heterostruc-
tures into the emitter of an HBT or its other parts can
substantially extend the diversity of the HBT character-
istics. For example, HBTs with a double-barrier hetero-
structure in the HBT emitter providing resonant-
tunneling injection can exhibit N-shape current-voltage
characteristics. The utilization of resonant tunneling
HBTs (RTHBTs) promises a significant reduction in the
logic circuits complexity [4]. HBTs without base contact
can be used as phototransistors with very high photoelec-
tric gain, making them rather effective photodetectors for
optical fiber communication systems and other applica-
tions.

2. HETEROSTRUCTURE HOT-ELECTRON TRANSISTORS

Heterostructure hot-electron transistors (HETs) are made
on the base of a double heterojunction structure. Wide-gap
regions form the HET emitter and collector. A narrow-
bandgap region, sandwiched between the wide-bandgap
emitter and collector regions, serves as the HET base. In
contrast to HBTs, the HET base is doped by the same type
of dopants as the emitter and the collector. Hence HETs
are unipolar devices. The energy band diagram of a HET
with a N-n-N structure is shown in Fig. 5.

The electron injection from the emitter to the base, and,
further, to the collector in HETs with the structure of
Fig. 5, is associated with thermionic emission of electrons
overcoming the barrier at the N-n interface. Electrons in-
jected from the wide-bandgap emitter have excess kinetic
energy in the base. Their motion is directed primarily
perpendicular to the heterojunction plane. The directed
velocity of electrons significantly exceeds the thermal
velocities of both the injected and thermalized electrons
in the base. That is why such transistors are called the
HETs. The thermalized (or cold) electrons provide electri-
cal neutrality of the base. As the scattering of the injected
electrons in the HET base leads to their capture in the
latter, and prevents them from the injection into the col-
lector, the electron transport in the base should be either
ballistic or near-ballistic.

Different types of HETs have been proposed. The injec-
tion of electrons (or holes in P-p-P HETs) from the emitter

Figure 4. Energy band diagrams of N-p-n
HBTs with an abrupt (a) and graded (b) emit-
ter and schematic view of their structure.
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can be associated with thermionic or tunneling processes.
The energy band diagram of a HET, with tunneling injec-
tion of electrons, is shown in Fig. 6.

The main problem connected with the development of
high-performance HETs is the tradeoff between the cap-
ture rate of hot electrons into the base, which decreases
the HET current gain, and the base resistance, which lim-
its high-speed potentials of HETs. The point is that the
enhancement of the base doping level necessary for
the lowering of the base resistance leads to the increase
of the capture probability of hot electrons, due to the rein-
forcement of their scattering on donors and cold electrons.

In HETs with a thin base, electrons in the latter can be
quantized. The quantization of the electron spectrum in
the HET base adds an additional complexity to the HET
operation. The existence of a bound state in the electron
spectrum can result in significant contribution of resonant
tunneling processes to the injection of electrons. Further
development of the idea of hot-electron transport resulted
in the proposal of a HET with a resonant tunneling emit-

ter. The operation principle of resonant tunneling HETs
(RTHETs) is demonstrated in Fig. 7. The most important
feature of the RTHET operation is that at some collector–
base voltage, the injected electron current has a maxi-
mum. The further increase of this voltage leads to a sharp
drop of the injected current. Thus, RTHETs are transis-
tors exhibiting negative differential resistance. This prop-
erty is considered as very promising for future
applications in different circuits.

Although HETs of different types are still under inves-
tigation, they have no commercial significance, despite
very promising features of their characteristics.

3. HETEROSTRUCTURE FIELD-EFFECT TRANSISTORS

Heterostructure field-effect transistors (HFET) are field-
effect, three-terminal devices, akin to the metal semicon-
ductor field-effect transistors (MESFETs) with a Schottky
gate and metal insulator field-effect transistors (MISFET),
taking advantage of electron transport in heterostructure
channel. A general name HFET is used for a family of
field-effect transistors on the base of different heterostruc-
tures. This family includes the modulation-doped field-ef-
fect transistor (MODFET), which is also known as the
high-electron-mobility transistor (HEMT), the hetero-
structure insulated-gate field-effect transistor (HIGFET),
and some others.

In MODFETs, the wide-bandgap layer beneath the me-
tallic gate is doped, and carriers transfer to the layer of an
undoped narrow-gap material. The narrow-bandgap ma-
terial layer forms the MODFET channel, which is usually
undoped. The result of the modulation doping is that elec-
trons (or holes) in the channel are spatially separated
from the doped layer. Because of this, they can have ex-
tremely high mobility along the heterojunction due to the
elimination of impurity scattering. The most common

Figure 5. Energy band diagram of a N-n-N HET and schematic
view of its structure.

Figure 6. Energy band diagram and structure of a HET with
tunneling injection of electrons.

Figure 7. Operational principle and schematic view of the struc-
ture of a resonant tunneling HET.
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MODFETs utilize AlxGa1� xAs–GaAs heterostructures. A
typical view of the MODFET structure cross section is
shown in Fig. 8.

Electrons (holes) in the MODFET channel are confined
by the heterojunction from one side and by the electric
potential creating the electric field, forcing them against
the heterointerface. Such confinement of electrons may
lead to the quantization of their energy spectrum. If the
electron confinement is strong, so that the width of the
channel is small enough, electrons form a two-dimension-
al (2D) electron gas, located near the heterojunction.
Sometimes, MODFETs with a 2D electron gas in the chan-
nel are called the two-dimensional electron gas field-effect
transistors (TEGFETs).

The MODFET performance is strictly dependent on the
thickness and quality of a very thin undoped layer of a
wide-gap material, separating the doped region and the
narrow-bandgap channel. This so-called spacer is usually
made of i–ALxGa1� xAs (see Fig. 8).

HIGFETs differ from MODFETs, in that both the wide-
bandgap and the narrow-bandgap layers are undoped. In
some HFETs, the narrow-bandgap channel is doped. Such
HFETs lose the advantage of high electron mobility. Their
operation is similar to that of MISFETs. Along with the
HFETs, in which the channel is formed by a heterojunc-
tion and an electrostatic barrier, in some HFETs a double
heterostructure is used to form the channel. In the latter
case, the HFET channel can be a QW, because of strong
electron confinement.

4. HETEROSTRUCTURE LASERS AND LIGHT-EMITTING
DIODES

First semiconductor lasers began as homostructure devic-
es comprising a p-n homojunction. Today, semiconductor
lasers are usually made of a heterostructure, forming a
single or multiple QW. The incorporation of a heterostruc-
ture and, especially, a QW in the laser structure provides
significant advantages of heterostructure laser diodes
(HLDs) over lasers with homojunctions [2,5–7]. The
same is true for heterostructure light-emitting diodes
(HLEDs) as well. The main of such advantages are much
lower threshold current of lasing and higher operational
temperatures. The implementation of heterostructures in
lasers resulted in the development and wide applications
of HLDs operating at room temperature.

The energy band diagrams of HLDs are shown in Fig. 9.
The wide-bandgap and N and P regions provide the elec-

tron and hole injection into a narrow-bandgap active
region (Fig. 9).

The lasing power is given by the following equation:

P¼
h%o
e
ðI � IthÞ ð4Þ

where _o is the energy of the lasing photons, _ is the re-
duced Planck constant, o is the photon angular frequency,
e is the electron charge, I is the pumping current, and Ith is
the threshold current. The latter is defined by the prop-
erties of the HLD structure materials, the HLD geometry,
quality of the mirrors reflecting generated radiation or
reflecting property of the HLD surfaces serving as the
mirrors, and so on.

In HLDs with a QW, electrons and holes are captured
in the latter and occupy 2D states. Due to the existence of
two barriers, there is the electron–hole confinement with-
in a narrow-gap region. So the barriers prevent the leak-
age of carriers from the HLD active region. It results in
higher electron and hole concentrations in the active nar-
row-bandgap region, in comparison with homostructure
lasers at the same values of the injected current. This
means that the threshold concentration of electrons and
holes sufficient for the change of the absorption coefficient
from negative (absorption of photons with the energies
close to the energy gap of the active-region material) to
positive (amplification) is achieved at lower injected cur-
rent. As a result, the injected current corresponding to the
threshold of lasing (threshold current Ith) reduces if a
double heterostructure is used. The incorporation of a
more narrow-bandgap layer into the HLD active region,
which forms a QW, yields an additional improvement in

Figure 8. Cross-sectional view of a MODFET with n-channel.

Figure 9. Energy band diagrams of HLDs with a narrow-gap
active region (a) and narrow-gap active region with a quantum
well (b).
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the laser performance. Smaller density of states in a QW,
due to the 2D nature of the latter, leads to their more full
occupation by electrons and holes at given value of the
injected current. This effect also contributes to the
achievement of the lowest possible threshold current Ith.

Apart from the electron–hole confinement, HLDs ben-
efit of the confinement of lasing modes, due to the wave-
guide effect. This effect (termed optical confinement) is
connected with the larger crystal lattice refraction index
of a narrow-gap part of the HLD structure playing a role of
the active region. In homostructure lasers, the effect of
optical confinement plays some useful role in reducing the
diffraction losses of emitted radiation. In such lasers, the
optical confinement is associated with the nonuniformity
of the electron and hole concentrations near the p-n junc-
tion. In HLDs, the optical confinement is much more ef-
fective.

The spectrum of radiation emitted by HLDs and
HLEDs is determined primarily by the value of the ener-
gy gap of the active region material. The energy of the
emitting photons _o is close to the energy gap of the
active-region semiconductor Eg:

h%o ’ Eg ð5Þ

This equation can be rewritten as

l ’
2ph% c

Eg
ð6Þ

where l is the lasing wavelength and c is the velocity of
light in vacuum. If Eg is expressed in electronvolts, the
lasing wavelength l in micrometers according to Eq. (6) is
given by lC1.24/Eg. For HLDs with a GaAs active region
(Eg¼ 1.42 eV) and Al1� xGaxAs contact regions, one has
lC0.87 mm. Utilizing different semiconductor materials,
especially binary, ternary, and quaternary compounds,
one may fabricate HLDs and HLEDs operating from mid-
infrared to blue range of the spectrum. In HLDs with QWs
in the active region, the emitted photons are generated
due to the transitions from the electron quantum levels to
the hole quantum levels in the QWs (see Fig. 9). In such a
case, the effective bandgap defining the energy of the las-
ing photons EQW

g and their wavelength l ’ 2ph% c=EQW
g de-

pend also on the positions of the quantum levels, with
respect to the bottom of the conduction and the top of the
valence bands in the QWs. One may obtain

h%o ’ EQW
g ¼Egþ

p2h%
2

2w2

1

mn
þ

1

mp

� �
ð7Þ

where w is the width of the QW and mn and mp are the
effective masses of electrons and holes, respectively. Grow-
ing the HLD structure with appropriate width of the QW
in the action region, one may control the lasing wave-
length.

HLDs and HLEDs find numerous applications. They
are used in consumer electronics, for example, in CD play-
ers, optical communications, navigation devices, and other
systems. Thanks to the development of HLDs and HLEDs,

operating in relatively long-wavelength range of spectrum
from one side, and heterostructure devices, emitting very
short-wavelength light (blue light), their applications can
be extended to atmosphere monitoring systems, displays,
traffic lights, and so on.

5. QUANTUM-WELL PHOTODETECTORS

Conventional photodetectors utilize the transitions of elec-
trons from the valence band ground state to the conduc-
tion band excited state. The photocarriers (electrons and
holes) created as a result of such interband transitions
produce a photocurrent in photodetectors. To create an
electron–hole pair, the photon energy _o should be greater
than the energy gap Eg of a semiconductor material used
for a photodetector. By controlling Eg, one may fabricate
photodetectors for different ranges of spectrum. It is pos-
sible by using a chemical composition chosen in the proper
way. For visible or near-infrared ranges of spectrum, A3B5

and some other semiconductor materials are used.
Carrier multiplication, which results from impact ion-

ization initiated by electrons and holes generated due to
optical interband transitions at high electric fields across
the photodetector active region, is used to achieve internal
photoelectric gain and, as a result, higher performance.
Avalanche photodiodes (APDs), which utilize impact ion-
ization at bias near the breakdown voltage, can be built
using both homo- and heterostructures. Two of the crucial
performance characteristics of APDs, the gain–bandwidth
product and the excess noise arising from the random na-
ture of the avalanche multiplication of electrons and holes,
are determined by the electron and hole ionization coeffi-
cients and, what is more important, by the ratio of the
latter. One approach to achieving low multiplication noise
in APDs is the use of heterojunctions to artificially en-
hance the ionization rate of either electrons or holes. The
most successful APD of this type is the APD with a mul-
tiple-QW structure. The point is that, for low-noise and
high gain–bandwidth product, the ratio of the electron and
hole ionization coefficients k should be either large or
small (k51 or kb1). It means that a large difference in
the ionization rates is necessary. As electrons emerge from
the wide-bandgap region between the QWs into the nar-
row-bandgap portion (into the QW), the discontinuity in
the conduction band provides sufficient additional energy
to initiate ionization. This enhances the ionization rate of
electrons. The ionization rate for holes, on the other hand,
is not enhanced to the same degree, since the valence band
offset is smaller than that of the conduction band [2,8] in
many practically important heterostructures.

Heterostructure APDs with QWs are successfully fab-
ricated in GaAs–Al1� xGaxAs and InP–In0.53Ga0.47As com-
pound material systems, and some others.

To satisfy the condition _o4Eg for very important far-
and midinfrared ranges of spectrum, corresponding to
wavelengths l¼ 2–20 mm, semiconductor alloys such as
Hg1� xCdxTe are used. There are substantial technologi-
cal difficulties to grow, process, and fabricate photodetec-
tors made of such materials. The transitions from the
impurity states to the conduction or valence band can also
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be utilized in photodetectors operating in far and near in-
frared ranges. However, these photodetectors also have
some disadvantages.

Quantum-well intersubband photodetectors (QWIPs),
based on semiconductor heterostructures, are considered
as a very prospective alternative to both Hg1� xCdxTe in-
terband photodetectors, as well as impurity photodetec-
tors. QWIPs utilize the intraband electron transitions in
the conduction band (in n-type QWIPs) or the intraband
hole transitions in the valence band (in p-type QWIPs). By
absorbing photons, electrons transfer from the bound
states in QWs into states above the barriers between the
QWs (continuum states); that is, they transfer between
the subbands within a band. Such intersubband transi-
tions result in the occurrence of electrons (holes) in con-
tinuum states, where they can freely move, producing a
photocurrent. Conventional QWIP consists of a hetero-
structure with a single or multiple QW, doped either by
donors or acceptors. The QW structure is supplied by con-
tact regions of the same type of doping as the QWs. These
contacts serve as the QWIP emitter and collector [9]. The
conduction band edge profile of the QWIP structure is
shown in Fig. 10. Usually QWIPs are made of A3B5 or
Si1� xGex compounds.

QWIPs operate in the range of spectrum, in which the
energy of incident photons is sufficient to provide electrons
absorbing such photons energy to escape from a QW:

h%o > Ei ð8Þ

Here Ei is the ionization energy of the QW, which is the
difference between the energy of the barrier top and the
bottom of the 2D subband in the QW (see Fig. 10). The
ionization energy Ei depends on the depth of the QW,
which, in turn, is defined by the difference in the chemical
compositions of the barrier and QW materials, and the
QW width. Both the depth and width can be easily varied
during the QWIP structure growth process, to adjust the
range of the sensitivity of the QWIP.

The photoexcited electrons are collected, thereby pro-
ducing a photocurrent. The escape of electrons from QWs
due to their photoexcitation leads to some redistribution of
the potential across the QWIP structure and, in turn, to

the increase of the electric field at the QWIP emitter con-
tact. This results in the injection of extra electrons from
the emitter. The current created by the injected electrons
can significantly exceed the current produced by the pho-
toexcited electrons, so that QWIPs can exhibit a photo-
electric gain. The latter can be markedly greater than
unity. The photocurrent in a QWIP is given by the follow-
ing formula:

Iph¼
es
P

F
pc

ð9Þ

Here s is the cross section of the electron photoionization
from the QW, S is the electron sheet concentration in each
QW defined by the sheet concentration of donors, F is the
photon flux, and pc is the probability of the electron cap-
ture into QWs. It is instructive that the photocurrent ac-
cording to Eq. (9) does not depend on the number of QWs
in the QWIP N. Usually the value pc is small, so that the
photoelectric gain g¼ (Npc)

� 1 can be large, even in QWIPs
with multiple-QW structure. From Eq. (9), one may obtain
the following expression for the QWIP responsivity:

R¼
es
P

pch%o
ð10Þ

For a QWIP with typical parameters s¼ 2� 10�15 cm2, S
¼ 1012 cm� 2, pc¼ 0.01–0.05, and _o¼0.1 eV (l12 mm),
from Eq. (10), one has R¼ 0.4 to 2 A/W.

Relatively simpler and cheaper QWIP technology is not
the only advantage making QWIPs potential competitors
to standard infrared photodetectors. The QWIP advanta-
ges are connected also with their intrinsic high-speed op-
eration and the feasibility of their integration with other
A3b5 and Si1� xGex devices.

Despite the novelty of QWIPs, they already find appli-
cations as components for infrared imaging devices with
large staring arrays of QWIPs.

6. OTHER HETEROSTRUCTURE DEVICES

Among heterostructure devices not discussed above, there
are some others that are considered as very prospective in
the future. One may point out the real-space transfer
transistors (RSTTs) utilizing the real-space transfer of
electrons or holes between two semiconductor materials.
The RSTT operation requires a heterostructure in which
the semiconductor layer with wider energy gap has much
reduced mobility. The GaAs–Al1� xGaxAs heterostructures
have been used so far largely for the RSTTs. For detailed
discussions on RSTTs, readers are referred to Ref. 4.

Solar cells are also an example of devices in which the
utilization of heterostructures provides marked advanta-
ges. The advantages of heterostructure solar cells (HSCs)
over conventional p-n homojunction SCs are as follows [5]:
First, HSCs exhibit enhanced short-wavelength response,
if the energy gap of the HSC wide-bandgap layer exceeds
the energy of photons to be absorbed inside the depletion
region in the narrow-bandgap portion. Apart from this,
they have lower series resistance, if the wide-bandgap

Figure 10. Conduction band edge profiler of a n-type QWIP un-
der biasing voltage. Arrows show injected, captured, and photo-
excited electrons.
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region is heavily doped without affecting its transparency.
In addition, HSCs can exhibit higher radiation tolerance.

Many of novel devices utilize quantum properties of
electrons in heterostructures with QWs. As an example,
one may mention resonant tunneling diodes (RTDs) for
logic and ultra-high-frequency applications [2,10]. Com-
bining RTDs with HBTs or HFETs allows the fabrication
of compact high-speed circuits that operate at room tem-
perature. In the early 1990s, the electron intersubband
transitions were utilized for laser generation of midinfra-
red radiation in QW structures, called quantum cascade
lasers [11]. The intersubband lasers have many potential
applications in the midinfrared range of spectrum.

The integration of heterostructures utilizing both in-
tersubband (intraband) and interband transitions open up
additional prospects for the development of new functional
QW devices. For example, integrated QWIP-LED devices
[12] can be used for effective conversion of far- or midin-
frared signals or images into near-infrared or, possibly,
visible signals and images. In QWIP-LED devices, their
QWIP part, utilizing intersubband electron transitions,
serves as an element sensitive to infrared radiation. It
produces a photocurrent that, being injected into the LED
active region, results in the generation of relatively short-
wavelength output radiation, due to radiative recombina-
tions of the injected electrons. High-performance discrete
devices and pixelless imagers can be fabricated using in-
tegrated QWIP-LED heterostructures.

In QWs electrons or holes are spatially confined in one
direction. The energy corresponding to their motion in this
direction is quantized, while in other directions it can be
considered as classical. Advances in microfabrication tech-
nology now permit the building of heterostructures, in
which electrons and holes are confined in two or even
three directions. In the first case, electrons and holes are
confined in a narrow-bandgap semiconductor material re-
gion extensive in one direction and buried in a wide-band-
gap material. In such heterostructures, usually called
quantum wires (QWRs), the electron (hole) energy spec-
trum is characterized by two discrete quantum numbers
and one continuous quantum number. The latter is the
electron (hole) momentum. Thus, electrons and holes in
QWRs are propagating as one-dimensional particles. If the
region of a narrow-bandgap semiconductor, material has a
form of a small ‘‘box’’ electrons, and holes in the narrow-
bandgap box exhibit fully discrete energy spectrum. Small
boxes of a narrow-bandgap semiconductor surrounded by
a wide-bandgap material with discrete energy spectrum
are called the ‘‘quantum boxes’’ or ‘‘quantum dots’’ (QDs).
QDs are similar to real atoms, because electrons (holes) in
them have discrete energy spectrum as it takes place in
atoms. A QD is said to be a zero-dimensional structure.
However, sizes of QDs are substantially larger than those
of real atoms. This is due to large number of atoms of
semiconductor material involved in the formation of a QD.
The energy spectrum of a QWR or a QD is defined by the
difference in the energy gaps of the QWR or QD material
from one side, and surrounding material from another.
The most crucial are the QWR or QD sizes. If the QD size
is small enough, the QD can have the only one quantum
level. Usual size of QWRs (in the direction perpendicular

to the direction of classical electron or hole motion) and
QDs is about a few nanometers. Due to energy spectra
significantly different from those for conventional hetero-
structures and even for QWs, the one- and zero-dimen-
sional structures constituting QWRs and QDs are very
promising for electronic and optoelectronic devices, espe-
cially lasers. More detailed description of the QWR and
QD properties, and their possible applications, can be
found in Refs. 2 and 13.
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HIGH-FIELD EFFECTS

K. HESS

University of Illinois

Electrons and holes contribute to the charge transport in
semiconductors, while ordinary charge transport in met-
als is restricted to electrons only. Another distinctive
feature of semiconductor transport is its inherent non-
linearity in high electric fields. It is difficult to generate
high electric fields in metals because of their high electri-
cal conductivity and the necessity of the presence of high
currents according to Ohm’s law. In semiconductors, high
fields can exist with current densities of the order of 105

A/cm2, or even much lower, depending on their conductance,
which at low temperatures may approach zero. Ryder [1]
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and Shockley [2] noticed that semiconductor electron
transport was extremely nonlinear in high electric fields.
Strong deviations from the proportionality of current den-
sity to fields were measured in germanium at room tem-
perature for fields as small as 1000 V/cm.

High-field transport in semiconductors then became an
area of considerable research. It was found that the non-
linear behavior (the deviation from Ohm’s law) was due to
an elevation of the energy of the charge carriers caused by
the accelerating force of the electric field. Interactions
with the lattice vibrations lower the energy of the charge
carriers as Joule heat is transferred to the crystal lattice.
However, electric fields always cause a finite rise of charge
carrier energy above the equilibrium energy (correspond-
ing to the temperature of the crystal lattice). This excess
energy can sometimes also be described by a temperature,
the temperature Tc of the charge carriers, which is larger
than the temperature TL of the crystal lattice. One speaks
therefore of hot-carrier transport in semiconductors.

The rise in charge carrier energy changes the conduc-
tance for two reasons. For one, a higher energy gives rise
to significant changes in the interactions of the charge
carriers with crystal imperfections that form scattering
centers. The scattering rate influences the conductance
directly. Increases or decreases of this rate lead to de-
creases or increases of the conductance, respectively. The
second reason for variations in conductance with charge
carrier energy arise from changes in the E(k) relation.
This function gives the connection between the energy E
and the wavevector k of the charge carriers, which corre-
sponds in classical mechanics to the energy–momentum
relation. Since conductance is a sensitive function of
@EðkÞ=@k, it changes with the energy of the electrons (or
with Tc whenever a temperature of the carriers is well
defined).

The most complete existing theory of high-field trans-
port in semiconductors involves the solution of a Boltzm-
ann-type equation [3]. The use of this equation can be
justified by invoking the dephasing of quantum coherence
over distances that correspond to the feature sizes of semi-
conductor structures and devices. Consequently, the
charge carriers do behave classically and can, in a way,
be understood from the principles of classical mechanics.
Quantum mechanics has then only a background role and
determines, for example, the effective mass or the velocity
of the electrons or gives justification for the existence of
holes and hole transport. Fermi’s ‘‘golden rule’’ of quantum
mechanics is used to calculate the scattering rates and
thus represents another quantum contribution. It is also
easy to include the Pauli principle in such an equation and
thus to approach some properties of a Fermi liquid. How-
ever, the assumption of weak perturbational interaction of
the particles, which is basic to Boltzmann’s derivation,
must remain true, and indeed is a good approximation for
most of the important semiconductor materials.

The basic phenomena of high field transport are non-
linear conductance [3]; changed responses to magnetic
fields [4]; changed high-frequency response, including
the dielectric function [5]; and changed confinement in
potential wells or at heterojunctions between different
semiconductors [6].

In semiconductor devices, the high-field effects are
based on the same phenomena. For example, in transis-
tors of the field effect family, the electric fields can be as
high as 105 V/cm2, and the corresponding carrier temper-
atures may reach Tc¼ 104 K [7]. Such temperatures cause
changes in the conductivity by orders of magnitude (most-
ly reductions) [3,5]. Remember that Tc is the temperature
of the charge carriers and not of the crystal lattice, which
would melt at such temperatures. TL, the temperature
of the crystal lattice, can also be raised, but is usually
raised orders of magnitude less. This difference is possible
because the systems of electrons and crystal lattice are
only weakly coupled. Under certain circumstances the
conductance can also be raised by hot-electron phenome-
na, leading to speed advantages in devices (e.g. velocity
overshoot phenomena) [8]. Devices made of semicon-
ductor heterojunctions also exhibit various forms of hot-
electron transfer (e.g., real-space transfer) between the
different materials. These effects often give rise to a
device performance degradation, but also can be used
advantageously [6].

In the following, a general theory of high-field trans-
port is developed. The next section describes high-field
transport in bulk semiconductors (theory and experimen-
tal results), and finally an overview of major effects in de-
vices is given.

1. THE BOLTZMANN EQUATION FOR HIGH-FIELD
SEMICONDUCTOR TRANSPORT

The following is a top–down approach to the theory of
high-field phenomena. The next section derives a modern
Boltzmann equation including the most important quan-
tum effects as derived from the energy band structure. The
relevance of the various terms of this equation to hot-elec-
tron phenomena are discussed and general ways to obtain
solutions are briefly reviewed and referenced. Subse-
quently a more phenomenological discussion and analyt-
ical approximation of several high-field effects is given.

1.1. Derivation of a Modern Boltzmann Equation

The Boltzmann equation derived here is more general
than the original equation derived by Boltzmann. The
only cases of weakly interacting charge carriers in solids
that cannot be understood from this modified equation are
those that involve macroscopic feature sizes (e.g., device
boundaries) that are smaller than the quantum dephasing
length under the given conditions. This dephasing length
in silicon at room temperature is of the order of several
hundred angstroms, but can be much smaller in high elec-
tric fields, approaching 20 Å for electron energies of about
1.5 eV. This means that for conventional devices operating
with high fields, hot-electron transport can be understood
extremely well with the theory developed below even if the
feature sizes are below 100 Å. Quantum effects such as
tunneling can often be added to this theory by the Bardeen
transfer Hamiltonian formalism [3,9].

The following derivation lacks complete mathematical
rigor but is valid under widely varying circumstances. For
example, we need not assume conservation of the number
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of particles, which is important in that electrons and holes
can annihilate each other or can be created by light. We
follow Boltzmann, but replace the velocity in seven-di-
mensional phase space by the wavevector k in the defini-
tion of a distribution function f(k, r, t), meaning as usual
the probability of finding charge carriers at k, r and at
time t in the volume elements dk, dr, dt. Consider then a
cube in r space and in k space as shown in Fig. 1.

We first calculate how many electrons arrive from the
left and enter the cube through the left dy–dz plane, and
how many leave at the corresponding plane on the right,
all during a time period dt. Since the x-direction travel
distance of electrons with velocity v is vx dt, we have

Incoming : f ðk; r; tÞdk dy dz vx dt ð1Þ

Outgoing : f ðk; ðxþdx; y; zÞ; tÞdk dy dz vx dt ð2Þ

and the net particle gain is

� vx½f ðk; ðxþdx; y; zÞ; tÞ � f ðk; r; tÞ�dy dz dk dt

¼ � vx
@f

@x
dx dy dz dk dt

¼ � v .rf dk dr dt

ð3Þ

in three dimensions. Note that the velocity v here is
equal to the group velocity and is related to k by
v¼rkEðkÞ=h% (3).

This balance depends on the velocity and k vector of the
electrons and therefore on how ‘‘hot’’ the electrons are. It
also describes diffusion, since concentration gradients en-
ter this term. The relation between diffusion and electron
heating is actually a complicated one and will be discussed
below phenomenologically.

In an analogous manner, we obtain the change of the
number of electrons at k in k space because of accelera-
tions. Replacing dx by dkx and so on as illustrated in
Fig. 1, and replacing dx/dt¼ vx as used in Eq. (1) by
dkx/dt, one gets

�
dk

dt
.rkf dk dr dt ð4Þ

where dh% =dt¼ � eF (3) and F is the electric field. This
term represents the major energy supply to the electrons
and therefore the root cause of the heating and hot-elec-
tron effects.

There is still another possibility to change the number
of electrons with wavevector k at r. The electrons can be
scattered and change their wavevector from k to k0 at a
given point r in real space. Figure 2 shows the two infin-
itesimal volumes in k space to illustrate the scattering
events. The outgoing (out of state k) electrons are

out¼ �
X

k0
Sðk;k0Þ f ðk; r; tÞdk dr dt ð5Þ

The factor f (k, r, t) is necessary because an electron
has first to be in the k state to be scattered out. In degen-
erate systems (Fermi statistics), an additional factor
1� f ðk0; r; tÞ arises from the Pauli principle. The incoming
(into the k state) electrons are

in¼
X

k 0

Sðk0;kÞ f ðk0; r; tÞdk dr dt ð6Þ

Again, the Pauli principle will call for a factor 1� f ðk; r; tÞ.
The in and out scatterings lead to a (more or less) random
distribution of the k vector. The energy gained from the

Figure 1. Cubes in (a) r space and (b) k space to illustrate the
balance of incoming (e.g., into the y–z face) and outgoing (e.g., at
xþdx) electrons (or change carriers in general). The changes in r
space are due to carrier velocity, those in k space due to acceler-
ation by a force.

dkydky

dkz
dkz

dkx
dkx

kx

ky

kz

k′
k

Figure 2. Schematic of a scattering process. The charge carrier
scatters from a volume dkx dky dkz at k to another such volume at k0.
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field is therefore distributed in k space and thus receives a
random temperaturelike component. The interaction with
lattice vibrations is inelastic and also changes the energy
(magnitude of k). This energy loss represents Joule heat
and determines, together with the force, the actual aver-
age electron energy (temperature).

The Boltzmann equation describes all of these heating–
cooling dynamics and is obtained by balancing the particle
numbers and the change in f given by the net change of
incoming and outgoing particles. Therefore, we have

@f ðk; r; tÞ

@t
¼ � v .rf ðk; r; tÞ �

1

h%
F0 .rkf ðk; r; tÞ

þ
X

k 0

½f ðk0; r; tÞSðk0;kÞ � f ðk; r; tÞSðk;k0Þ�
ð7Þ

where F0 is the force (–eF for an electric field F).
If we include the factors arising from the Pauli princi-

ple as discussed above, we arrive at

@f ðk; r; tÞ

@t
¼ �

1

h%
rkEðkÞ .rf ðk; r; tÞ �

1

h%
F0 .rkf ðk; r; tÞ

þ
X

k0
ff ðk0; r; tÞ½1� f ðk; r; tÞ�Sðk0;kÞ

� f ðk; r; tÞ½1� f ðk0; r; tÞ�Sðk;k0Þg

ð8Þ

This equation is very general and includes automatically,
for example, effects of the energy band structure as de-
scribed by E(k). Of course, it describes transport in one
band only [3]. The functional form of this band, however,
can be arbitrary. Effects of strain in the solid, for example,
need only be included in the band structure and then are
automatically taken into account in the distribution func-
tion f once the Boltzmann equation is solved. From the
distribution function, one can in turn obtain macroscopic
quantities such as the electronic current in the usual pre-
scribed way.

To summarize, all terms of this equation have special
significance for hot-electron effects. The second term on
the right-hand side (RHS) of Eq. (8) represents the driving
force, the electric field F, and signifies the heating of the
electrons. The third term on the RHS describes the scat-
tering and how momentum and energy are distributed.
This term signifies the influence of hot electrons on the
classical conductivity. Electrons are scattered out of a giv-
en range of the wavevector k or scattered into that range
from all other possible values of k, denoted by k0. This
scattering term makes the Boltzmann equation an int-
egrodifferential equation. Therefore, to solve it, one needs
a tenfold integral over time, space r, and k, as well as k0.
The tenfold numerical integration can probably be done
best by Monte Carlo methods, although approximations in
lower dimensions may permit the use of computationally
more efficient numerics. The first term on the RHS repre-
sents space-dependent effects such as diffusion and indi-
cates that the hot-electron diffusion not only is dependent
on the heating of the electrons but in turn influences the
heating. This term is relevant to the question of how the
force heats the electrons. For example, a confining force

that does not give rise to a current (as, e.g., at a potential
minimum) may not heat the electrons, since for this case
the accelerating drift (second term on RHS) and diffusion
(first term on RHS) can cancel exactly [3,10,11].

The energy band structure enters the Boltzmann equa-
tion through the E(k) relation in the first term on the
RHS. It also enters indirectly through the sum over k,
since this sum includes the density of states. Finally, if one
wants to calculate a current, one needs to integrate the
product of velocity and distribution function over all k
space, where the velocity is given by v¼rkEðkÞ=h% .

A full solution of the Boltzmann equation as derived
above does describe all hot-electron phenomena currently
known in semiconductors. It can be and has been achieved
numerically in bulk semiconductors [12] and in devices
[13]. We refer the reader to these references and to soft-
ware and explanations available on Websites [14]. Here
we continue with discussions of important experimental
results in terms of approximate concepts and solutions.

1.2. Approximate Solutions of the Boltzmann Equation and
Hot Electrons

Since the Boltzmann equation is an integrodifferential
equation, precise and explicit solutions can be found only
under very special circumstances. The best-known exam-
ple is the time-independent solution for homogeneous sys-
tems (no space-dependent terms) in the relaxation-time
approximation. Under the assumption of weak forces
(electric fields), one can write the distribution function
as a sum of a function f0 that is even in the wavevector k
and an odd function f1. Assuming that the Pauli terms are
negligible, as they are for not too high carrier concentra-
tions, the whole collision integral of Eq. (8) reduces to

Collision integral¼ f1=ttot ð9Þ

with

1

ttot
¼
X

k 0

Sðk;k0Þ ð10Þ

and f0 is equal to the equilibrium Boltzman distribution
given by

f0¼ expðEF=kTLÞ expð�E=kTLÞ ð11Þ

The odd part of the distribution function that determines
the electric current is then

f1¼ � ttot
F0

h%
.rkeðEF�EÞ=kT ð12Þ

where EF is the Fermi level. The electric current density j
is then obtained from

j¼ �
e

4p3

Z
vf1 dk ð13Þ

The high field or hot-electron term is neglected in this
approach, which describes only low fields and ohmic
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behavior. The reason is the approximation of f0 by the
equilibrium distribution. To allow for high electric fields,
one needs to solve the full Boltzmann equation or at least
the coupled equations resulting for both f0 and f1 in the
relaxation-time approximation. As described above, the
force accelerates the electrons (holes), and the scattering
randomizes, thus causing f0 to contain more energetic
electrons and therefore changing its form away from the
equilibrium.

As mentioned, the complete solution of Eq. (8) has been
achieved by so-called Monte Carlo methods, which are re-
lated to the Monte Carlo integration known from numer-
ical mathematics [3,5]. These solutions have been
described at length in the literature and form a vast field
[5,12–14].

Approximate solutions of the Boltzmann equation for
high electric fields are also well known. Of particular im-
portance is the electron temperature approximation,
which is described in the next section together with typ-
ical experimental results for high field transport in bulk
(homogeneous) semiconductors.

2. HOT-ELECTRON EFFECTS IN SEMICONDUCTORS AND
APPROXIMATE THEORY

2.1. Electron Temperature and Scattering Rate

A first glimpse of how important hot electrons would be
in semiconductor transport was given by the work of
Shockley (1951) [2] and Ryder (1953) [1], who found a sat-
uration of the electron current in germanium at electric
fields around 1000 V/cm as shown in Fig. 3. This current
saturation is basic to hot-electron phenomena and has
been shown to arise from the increase of average
electron energy hEi. Under certain assumptions that are
approximately satisfied in n-type silicon and germa-
nium for intermediate electric fields [3], one can repre-
sent the average energy by a temperature Tc, which,
for not too high electron densities, can be approximated

by a Boltzmann-type formula

hEi¼
3

2
kBTc ð14Þ

where kB is Boltzmann’s constant. The actual solution of
the Boltzmann equation to arrive at the electron temper-
ature concept is involved, and the reader is referred to
Ref. 3 for detailed information.

An approximate formula for Tc is [3]

Tc � TL 1þ
F

Fc

� �2
" #

ð15Þ

Fc is a critical electric field that is around 104 V/cm for
silicon at room temperature. The carrier temperature Tc

can therefore become extremely high. For example, at the
field F¼ 2� 104 V/cm, which can easily be reached and in-
deed is routinely reached in modern transistors, we have
Tc¼ 1500 K for TL¼ 300 K. Such temperatures have in-
deed been measured by various methods that can sense
the electron energy inside the semiconductor [15]. An out-
side touch does not reveal a temperature increase of the
electrons because of the large workfunction that the elec-
trons would need to overcome in order to propagate out of
the semiconductor [16]. Equation (11) is not valid for elec-
tric fields much higher than 3�104 V/cm for silicon be-
cause of band structure effects such as non-parabolicity
[5]. For very high fields, a full-band Monte Carlo approach
is again necessary to calculate the average energy and
distribution functions of the electrons reliably.

The rise of the electron temperature (or energy) causes
a change in the scattering rate that enters the mobility m
of the charge carriers and therefore the conductivity s¼
enm (n being the carrier concentration). The mobility de-
rives from the relaxation time as defined in Eq. (10) if the
scattering in randomizing (independent of the wavevec-
tor). Otherwise ttot needs to be replaced by the so-called
momentum relaxation time [3]. This relaxation time usu-
ally exhibits a significant energy dependence. For phonon
scattering it decreases typically with increasing energy,
while for scattering by weakly screened Coulomb charges
it increases. The mobility m is proportional to a weighted
energy average of the relaxation time, and the conductiv-
ity therefore increases or decreases proportionally.

A typical dependence of the mobility on the electron
temperature is then (for the case of scattering by
phonons) [3]

m � m0

TL

Tc

� �1=2

ð16Þ

where m0 is the mobility at zero electric field, that is, for TL

¼Tc. Using, then, the equation for the current density of a
homogeneous semiconductor, j¼ enm, one gets from Eqs.
(16) and (15)

j¼ enm0

F

1þ ðF=FcÞ
2

 !1=2

ð17Þ

Figure 3. Current density (or drift velocity) versus electric field
in bulk n-type germanium for three temperatures (as indicated).
Notice the saturation at electric fields above 103 V/cm. (After
Ref. 1.) Reprinted with permission, r 1953 by the American
Physical Society.
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This equation shows immediately the essential feature
of current saturation (nonlinear transport) at high electric
fields and is quite general. For example, the square root in
Eq. (16) derives from the density of states. Equation (17) is
valid even for a more general density of states; it can be
proved easily for any density of states that is proportional
to Ep for any p40. The dependence of the electron phonon
scattering rate on the density of states is illustrated in Fig.
9. Note, however, that in devices other scattering mecha-
nisms such as surface roughness scattering are of great
importance. Some of these mechanisms are reviewed in
Ref. 16.

2.2. Effects of Band Structure and the Gunn Effect

The derivation of Eq. (17) contains only changes in the
scattering rate with carrier temperature. As mentioned
above, however, the band structure influences not only the
scattering rate (via the density of states) but also the ve-
locity v of the electrons, since in the one-band approxima-
tion we have [3]

v¼
1

h%
rkEðkÞ ð18Þ

For the typical band structure of some III–V compounds,
this leads to pronounced effects in the current–voltage
characteristics. For GaAs, the effective mass is small at
low energies (m�¼ 0.067m0) and EðkÞ¼h%

2k2=2m�. Corre-
spondingly, the velocity of electrons becomes very high at
moderate energies. However, the band structure changes
drastically only 0.3 eV above the conduction band edge,
exhibiting there additional minima with much higher ef-
fective mass (close to the germanium type conduction),
and above 0.5 eV, even higher effective masses (close to the
silicon conduction mass). In simple terms, GaAs contain
three ‘‘highways,’’ each one becoming available as the en-
ergy increases and each one exhibiting higher mass. If the
electrons are heated by electric fields, they initially are on
the fastest highway, exhibiting a high mobility and con-
ductance. At higher fields they are heated enough to
transfer to the germanium like conduction band minimum
(highway 2) and at still higher fields to the siliconlike
minimum (highway 3). This decreases their speed so dras-
tically that GaAs actually shows a range of negative dif-
ferential resistance, that is, the current drops as the
electric field is increased. This phenomenon leads to the
Gunn effect, which manifests itself by high-frequency cur-
rent oscillations, since the situation of negative differen-
tial resistance is not stable [7]. These phenomena have
received considerable attention, and a large framework of
research exists [7,18].

The current–field characteristic of GaAs is shown in
Fig. 4 and compared with the characteristics of silicon
(both for electron transport). It is evident that the low-
field current behavior of GaAs transforms into silicon like
behavior at high electric fields, with a region of negative
differential resistance in between. The reader is referred
to the literature [3,5,7] for more information.

A word of caution should be added here. There is a lack
of direct experimental verification of band structure and

related semiconductor parameters for high-field trans-
port. Optical measurements and femtosecond spectrosco-
py [19] do give detailed information on the density of
states.

2.3. Real-Space Transfer

The negative differential resistance of GaAs and the Gunn
effect are determined mostly by the structure of the E(k)
relation, that is, by effects in k space. The terms of the
Boltzmann equation signifying real-space operations have
not been discussed yet. From the discussions following
Eq. (8) it is clear, however, that real-space effects compli-
cate hot-electron transport significantly. The prime reason
for this complication is the real-space transfer effect [6],
which is described here.

The transfer of electrons between two different solids is
known from Bethe’s thermionic emission theory [3]. This
type of transport includes only electric fields perpendicu-
lar to the different layers of semiconductors. However,
electric fields parallel to semiconductors can energize the
charge carriers (hot-electron effect) and lead to a redistri-
bution of them in the different layers that depends sensi-
tively on the difference of the conduction band edges of the
various materials. (Readers not used to solid-state con-
cepts should think of the conduction band edge as the
minimum kinetic energy of conduction electrons, which is
different in different materials, the electrons thus having
different potential energy in each material.) The effect of
redistribution of electrons or holes due to electric fields
parallel to different layers of semiconductors is called real-
space transfer (RST) and is shown schematically in Fig. 5.
This transfer of electrons (heated by parallel fields) over
barriers is more complicated and more difficult to under-
stand than other effects basic to nonlinear semiconductor
transport and device operation. The reason is that RST
can be visualized only the combination of two concepts
related to the energy distribution of electrons. The first
concept is that of quasi-Fermi levels [3], and the second is
the concept of a charge carrier temperature Tc as already

Figure 4. Schematic of current density versus electric field for
homogeneous (bulk) GaAs and silicon. Notice the negative differ-
ential resistance of GaAs (which leads to instabilities [7] and in-
homogeneities of the carrier density). Also note that at very high
fields the GaAs and silicon curves approach each other. Depend-
ing on temperature and electric field, they can even cross. How-
ever, they are always close at very high fields.
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discussed above. For RST problems, both concepts matter,
and both the carrier temperature and the quasi-Fermi
levels are a function of space coordinate and time.

Imagine, for example, electrons residing in a layer of
high-mobility GaAs neighboring, on either side, two layers
of low-mobility AlAs (Fig. 5). The GaAs equilibrium dis-
tribution function f0 is

f0¼ expð�E=kTLÞ ð19Þ

while in the AlGaAs we have

f0 / exp �
DEcþE

kTL

� �
ð20Þ

Here the energy is measured from the GaAs conduction
band edge, and rEc is the band edge discontinuity be-
tween AlAs and GaAs.

If now the electrons are heated by an external field
parallel to the layers, we have to replace TL in Eqs. (19)
and (20) by a space-dependent carrier temperature Tc. It is
clear that for Tc-N the difference between the AlAs and
the GaAs population densities vanishes. In other words,
the electrons will spread out into the AlAs layers. This also
means that even perpendicular to the layers (z direction) a
constant Fermi level cannot exist, and EF has to be re-
placed by the quasi-Fermi level EQF(z) as the density of
electrons becomes a function of Tc(z). This is unusual,
since commonly the quasi-Fermi levels differ only in the
direction of the applied external voltage Vext (by the
amount eVext). In the present case, a voltage is applied
parallel to the layers, the electrons redistribute them-
selves perpendicularly to the layers, and a field (and volt-
age perpendicular to the layers) develops owing to the
carrier redistribution. Basic to the calculation of this pro-
cess are the thermionic emission currents [3] of hot elec-
trons from one layer to the other. Since the external
voltage is applied parallel to the layers, we have in steady
state a precise balance of currents flowing from left to
right and right to left, which determines the z-dependent
carrier population.

A complication of the theory is presented by the neces-
sity (in most cases) of having to solve Poisson’s equation as
charge is transferred. For typical parameters of the GaAs–
AlAs material system and electric fields of the order of 103

to 104 V/cm parallel to the layers, one obtains time

constants of the order of picoseconds for the transfer,
which gives the RST effect importance for device applica-
tions (RST transistors as developed by [6]).

The real-space transfer effect is also of general impor-
tance in all situations when electrons are confined in po-
tential wells and parallel fields are applied (and accelerate
the charge carriers), even if the electrons do not propagate
out of the wells but merely redistribute themselves within
each well. This is of relevance for the understanding of the
influence of transverse fields (such as the gate field) in a
transistor [10]. The RST effect and the spreading of the
electrons are then determined by the transverse field. The
quantum analog of this classical picture is the redistribu-
tion of hot electrons in the different quantized subbands of
a quantum well.

2.4. Time Dependences, Velocity Overshoot, and
Ballistic Transport

As complex as the considerations of nonlinear transport in
r space and k space are already, time dependences add to
the richness of hot-electron effects. All the discussions
above were essentially valid for the steady state only. On
short timescales, however, the mode of transport changes
its type because of transitions from the ballistic to the
overshoot regime and to diffusive transport.

Diffusive transport is the well-known mode for which
the mobility is proportional to the average of ttot. This
proportionality implies the validity of the Boltzmann
equation, which, as discussed at the beginning, involves
the dephasing of the wave function. For times much short-
er than ttot, the transport is essentially ballistic, which
means that in crystalline semiconductors the accelera-
tions are described by the equation

h%
dk

dt
¼ � eF ð21Þ

where F is the electric field and h% k is the crystal momen-
tum. This equation becomes invalid at extremely short
times, as described in Ref. 20, but is applicable under most
circumstances. Neglecting the basic thermal motion of the
electrons (due to TL), this means that all electrons are ac-
celerated in the direction of the force and gain speed ac-
cording to Eqs. (18) and (21). Since all electrons move in
the same direction, the average velocity is very large com-
pared to the thermal case where electrons move in all di-
rections and have just a small average drift velocity on top
of the thermal motion. In high electric fields, and with
high values of Tc, the thermal velocity (pointing randomly
in all directions) can be as high as 108 cm/s, while the sat-
urated drift velocity is (in silicon) a factor of 10 below this
value. A visualization of these facts is given in Fig. 6.

The range between the high-velocity ballistic transport
and the low-velocity diffusive transport is called the range
of velocity overshoot. Imagine transport in a semiconduc-
tor switched on at time t0¼0 by application of a high field
F. The electrons are then accelerated ballistically for about
100 fs and may reach a velocity well above 107 cm/s (the
value of the saturated velocity in silicon and other impor-
tant semiconductors). Then, as time goes on, scattering

Figure 5. Electrons in a material with lower conduction band
edge (e.g., GaAs) neighboring two layers with higher conduction
band edge (e.g., AlAs) accelerated by a force F0. The electrons gain
energy and are scattered and then transfer out of the central ma-
terial layer, thus exhibiting real-space transfer.
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events randomize the velocity to all directions, which
leads, typically after a picosecond or so, to the saturated
average velocity. At the times in between, the velocity is
higher and exhibits the overshoot. In GaAs these effects
are accentuated by the changes in effective mass at high
energy, and the overshoot can be considerable [8]. This is
shown in Fig. 7.

A similar effect is also achieved for transport in short
semiconductor sections sandwiched in between contacts.
As soon as the electrons enter the semiconductor from the
contact, they are accelerated by high electric fields into the
overshoot or even the ballistic regime and leave the semi-
conductor, entering the second contact, before scattering
can randomize their motion. Thus the velocity in short
semiconductor diodes can overshoot the saturated value
(now for all times), which in some devices gives a speed
advantage [22].

2.5. Changes of Carrier Concentration and Hot Electrons:
Impact Ionization

Up to now, all the conductivity changes we have discussed
have arisen from changes in the carrier velocity and a re-
distribution of charge carriers in energy. The total number
of electrons or holes was not affected by hot-electron ef-
fects. There exists, however, an important phenomenon
that causes considerable changes of conductance because
of changes in the total number of charge carriers. This is
the occurrence of impact ionization, the exact inverse of
the Auger effect [3]. A heated electron in the conduction
band (the same can be argued for holes) gains energy from
the applied electric field and the collides with an electron
in the valence band, lifting this electron up to the conduc-
tion band, with the net result of two conduction electrons

and a hole. The primary electron and the secondary elec-
tron plus hole all now contribute to the conduction, and
the electronic current density j therefore increases with
time according to the equation

dj

dt
¼ at j ð22Þ

This increase of current with time also gives rise to a spa-
tial increase of the current as

rj¼ arj ð23Þ

The coefficient ar is in general a matrix. However, for a
constant electric field impact ionization is mostly isotropic
and ar is a scalar [12,23].

We will concentrate, in the following on the theory of at.
The theory of ar proceeds very similarly, and one can
almost always use atvd¼ ar, where vd is the average (drift)
velocity of the electrons. The multiplication of electrons
(and holes) with time depends physically on two quanti-
ties. One is the actual ionization probability, that is, the
probability for an electron with given energy to create an

Figure 6. Schematic of the development of average drift velocity
versus time, assuming that a high electric field F is suddenly ap-
plied at t¼0. The electrons are accelerated to high velocities and
high average drift velocities. Their random velocity (indicated by
arrows pointing in all directions) is at first small but is steadily
increased because of randomizing scattering. At a certain point
the average drift velocity approaches a maximum. From here on
the random component of the velocity increases because of the
very strong scattering at the high energies that the charge car-
riers now have, and the average drift velocity decreases. Finally,
steady state is reached, where the scatterings and accelerations
balance each other. The large random arrows indicate then a high
electron temperature, and the drift velocity is saturated
(at 107 cm/s in silicon).

Figure 7. Overshoot of electrons injected with certain wavevec-
tors kx in the x direction and with certain energies E0 into GaAs. A
field F subsequently accelerates them and leads to velocity over-
shoot (19).
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electron–hole pair. This probability per unit time is called
the impact ionization rate RI. The second quantity is the
actual probability of having such an electron at a given
energy, which is, of course, given by the distribution func-
tion. at is then the average product of these two probabil-
ities.

at¼

Z 1

�1

dkRIf
Z 1

�1

dkf

ð24Þ

The calculation of RI involves the quantum mechanics of
three particles (two electrons, one hole) in two different
bands (conduction and valence) with different (Bloch)
wavefunctions and E(k) relations. Even using the approx-
imate ‘‘golden rule’’ of time-dependent perturbation theory
involves then a difficult numerical simulation with multi-
ple integrations. Most of the theories of the past are there-
fore oversimplified and of very limited use, including the
formula derived by Keldysh [24]. The only theory in rea-
sonably close agreement with experiments is the Monte
Carlo integration of the ‘‘golden rule’’ formulae by Kane
[25], the result of which is shown in Fig. 8.

An even greater numerical problem is the calculation of
the distribution function entering Eq. (24). The reason is
that RI starts to become appreciably large only at rela-
tively high energies, as shown in Fig. 8. Typically, in sil-
icon, ionization becomes important only for electron
energies of 3 eV above the conduction band edge. If this
were the average electron energy, it would correspond to a
temperature of 24,000 K, which is seldom reached before
catastrophic damage occurs. Therefore it is the high-energy

tail of the distribution function that matters for impact
ionization. This high-energy tail depends sensitively on
the band structure and also on spatial and temporal
changes of the electric field and can be reliably obtained
only from a full-band solution of the Boltzmann equation
such as the full-band Monte Carlo [12]. An example of the
distribution at high energies is given in Fig. 9 for a con-
stant electric field. Figure 9 also shows the phonon scat-
tering rate in silicon at room temperature as a function of
conduction band energies. Not that this rate becomes of
the order of 1014 s� 1 at energies above 1.5 eV.

A discussion of all of these complexities and the corre-
sponding results for ar are given in Refs. 15 and 27. The
best results are obtained for theories of RI á la Kane and

Figure 8. Impact ionization rate at (multiplied by h% ) as a function
of conduction electron energy according to the theory of Kane [25].
(Reprinted with permission, r 1967 by the American Physical
Society.)

Figure 9. Electron energy distribution as a function of electron
energy (in the conduction band), according to Ref. 24, for various
constant electric fields. Also shown is the electron–phonon scat-
tering.

Figure 10. Theoretical electron impact ionization coefficients at
versus 1/F for constant electric fields F and various materials af-
ter Bude and Hess [28]. Solid line—GaAs; dashed line—InAs;
dotted–dashed line—InP; dotted line—Ga0.43In0.57As. The elec-
tron ionization coefficient for silicon is roughly a factor of 2 above
the coefficient of GaAs. The hole ionization coefficients of GaAs
and InP are close to the electron ionization coefficients, while the
hole ionization coefficient for silicon is much below the curve for
electrons (factors of 410). (Reprinted with permission, r 1992 by
the American Physical Society.)
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for distributions from full-band Monte Carlo integrations
of the Boltzmann equation (25). Typical theoretical results
of ar are shown in Fig. 10.

The presence of layers of different semiconductors, as
occurs in quantum-well structures and superlattices, adds
another dimension to the science and engineering of im-
pact ionization and has been discussed extensively in the
literature. Examples are given in Refs. 29 and 30.

A simplified approach of great usefulness and para-
metrized expressions for ar have been derived by Baraff
and others using his theory [7,31]. These are excellent for
estimates and for an appreciation of contributory physical
parameters. Note, however, that all the simplified analyt-
ical expressions given in most textbooks for the threshold,
phonon scattering mean free path, and other para-
meters are quantitatively incorrect and cannot replace
the integration of Boltzmann’s equation, including the
band structure.

3. HOT ELECTRONS IN DEVICES

The special status of hot electrons in semiconductor devices
arises from the time and space dependences of electric field
and carrier concentrations. These dependences require
special care in the theory of average velocity (overshoot,
real-space transfer, and transport including abrupt inter-
faces) and impact ionization. The nonlocality of these ef-
fects deserves special attention [32]. Consistency with
Gauss law also needs to be satisfied. In fact, numerical
solutions of Poisson’s equation are a fixed part of any pre-
dictive device simulation. The field of hot electrons in de-
vices is therefore a vast one and cannot be reviewed within
this limited space. For a general appreciation the reader is
referred to discussions of Gunn devices, IMPATT diodes,
hot-electron diodes and transistors, real-space transfer
devices, and avalanche photodiodes in Ref. 18. All of these
devices are based on hot-electron effects. Many of the most
important devices, such as metal–oxide–semiconductor
field-effect transistors (MOSFETs), involve hot electrons
in their operation. Often, hot electrons are felt to cause
great disadvantage because they reduce speed (current
and velocity saturation), lead to degradation and aging of
devices [33], and can cause various instabilities (e.g.,
through negative differential resistance). However, there
are two counts in favor of hot electrons in devices that
have led to the continual involvement of hot electrons in
chip technology. For one, hot electrons lead to a large scat-
tering rate by phonons as discussed above. This large rate
gives rise to dephasing of the wavefunction on the length
scale of 0.003 mm. Therefore it is possible to reach feature
sizes down to 0.1 mm without major transitions from clas-
sical to quantum transport. The second point in favor of
hot electrons arises from the need for aggressive designs,
particularly with respect to switching speed. One needs to
use the highest possible current densities, and this means in
semiconductors also high electric fields. Frequent predic-
tions that hot-electron effects will be scaled away soon
have therefore often not come true. Since hot-electron eff-
ects are important in so many devices and of such variable

consequences, we will discuss here only major effects that
appear in many variations.

3.1. Hot Electrons in Field-Effect Devices

Field-effect transistors exhibit a large number of hot-elec-
tron effects. It has been known since the 1960s [34] that
velocity saturation is important in these devices. The sat-
uration was at first only encountered close to the drain, in
the so-called pinchoff region [7]. As the device sizes de-
creased, the velocity saturation spread all over the chan-
nel, at least for the highest drain voltages used [7]. This
effect reduces some of the figures of merit of the transis-
tors (as, e.g., the transconductance) and was therefore
seen as an unwelcome side effect; it was simulated by use
of Eqs. (16) and (15) or similar equations but with space-
dependent electric fields. This local dependence on a vary-
ing electric field is, of course, valid only if the field varies
so slowly that the transport is always diffusive without the
nonlocal velocity overshoot or ballistic components. These
latter effects become important for transistor channel
length of the order of 0.1mm [20]. Then the overshoot ef-
fects counteract and undo part of the velocity saturation
and generally contribute to higher device speed. This has
been proved in MOSFETs, as discussed in Ref. 20.

The documentation of overshoot effects in silicon-based
devices is a nontrivial task, since they always appear in
connection with velocity degradation in other regions of
the devices, and they are small (around a factor of 2 for TL

¼ 300 K). Overshoot effects are larger in III–V compound
field-effect transistors such as metal–semiconductor tran-
sistors (MESFETs). Ordinary MESFETs exhibit much
scattering in the conducting channel due to the charged
donors or acceptors, in addition to the always present
scattering by the polar optical phonons [3,7]. The over-
shoot effects are therefore more pronounced in modula-
tion-doped field effect transistors (MODFET), which
contain the dopants in a layer of a different semiconduc-
tor (e.g., AlGaAs) neighboring the channel (e.g., GaAs) as
described in Ref. 35. These transistors exhibit, therefore, a
significant speed advantage over MESFETs, as shown by
numerous works [36,37]. Typical values of the overshoot in
such devices, as deduced from Monte Carlo simulations,
correspond to those shown in Fig. 7. We note that real-
space transfer can, of course, be also of importance in
these devices and may reduce some of their advantages.

Impact ionization is an important limiting factor in
field-effect transistors, since its presence usually will dis-
turb device operation. The theory of impact ionization in
devices proceeds along the lines discussed above. Howev-
er, nonlocal effects are of great significance because of the
presence of rapidly varying electric fields in the conduct-
ing channels of field-effect devices. One then needs to allow
for dead spaces of the ionization [32,38].

As discussed above, the probability of impact ionization
is very small for electron energies below a certain energy
in the conduction band. Of course, the minimum energy
the electron needs is the energy of the gap EG. Even above
this energy, the threshold for significant ionization is often
not reached for energies of 2 or 3 times EG, as can be seen
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from Kane’s results in Fig. 8. This energy needs to be
reached to start significant ionization.

With a space-dependent electric field F(z) in the z di-
rection, the electron needs to traverse a certain distance d
to reach effective threshold. Typically d can be obtained
from an equation such as

Z d

0
FðzÞdz¼ cEG ð25Þ

where c is a constant determining the effective threshold
(normally of the order of 2). Over such a distance, ioniza-
tion cannot occur, even if the electric field is very high.
Ionization in very short field-effect transistors with highly
peaked electric fields is therefore smaller than one would
expect from an integration of the ionization probability
over all fields not counting the dead space of length d. This
explains the fact that ionization is not a function of the
local electric field alone (nonlocality).

Anisotropies of impact ionization, which have not been
found for constant electric fields [23], can occur when bal-
listic acceleration over short distances is important, main-
ly because of anisotropies of the effective threshold [39].
These further complicate the simulation of impact ioniza-
tion in devices. It is the conviction of this author that a
quantitative understanding of impact ionization in devices
is possible only with a full-band solution of the Boltzmann
equation consistent with the solution of Poisson’s equa-
tion, as can be done with various simulation tools [13,14].
Some of the controversies in the literature can be tracked
to oversimplified simulation.

The hot-electron effects discussed above are reversible
in the sense that after turning off the electric fields, the
hot electrons cool down to the ambient temperature within
picoseconds without any structural changes of the crystal
lattice. However, hot electrons can also cause structural
changes. A particularly well-known hot-electron degrada-
tion occurs at the MOSFET interface between the silicon
and the silicon dioxide [33]. This damage is linked to the
breaking of silicon–hydrogen bonds that are always pre-
sent at this interface. A clear proof was given by damage
measurements involving the isotope deuterium [40].
When the silicon–hydrogen complex was replaced by sili-
con–deuterium, a much-reduced hot-electron degradation
of MOSFETs was found, which has the beneficial effect of
increasing the device lifetime [41]. A large framework of
experimental and theoretical contributions to this area
exists in the literature and is reviewed in Ref. 42.

3.2. Hot Electrons in Quantum-Well Laser Diodes

Hot electrons in quantum-well laser diodes have an origin
and consequences different from what they have in field-
effect devices. The electrons here are not heated by the
electric field but by other electrons propagating into the
quantum well and exhibiting suddenly high kinetic ener-
gy as shown in Fig. 11. These electrons, originating from
outside the well, can now transfer their energy in essen-
tially two ways to the electrons in the quantum well. For
one, they can transfer the energy through direct electron–
electron interaction (electron–hole interactions can also be

important in laser diodes because of the presence of both
electrons and holes with approximately equal density).
The incoming electron beam therefore heats the quantum-
well electrons. Another pathway of energy transfer is by
polar optical phonons. Electrons at high energies in the
quantum wells emit polar optical phonons (within about
10�13 s). These phonons cannot propagate out of the quan-
tum well and decay relatively slowly (typically within 3–
10 ps). The phonons therefore accumulate, giving rise to a
nonequilibrium (heated) phonon distribution. The quan-
tum-well electrons at low energy can then in turn absorb
phonons and heat up themselves. This gives rise to a non-
equilibrium electron temperature Tc.

A completely consistent calculation of these effects has
been made [43] and shows that the modulation of electron

Figure 12. Modulation response of quantum-well laser diodes for
various driving currents corresponding to the power indicated: (a)
theory without hot-electron effects—the agreement with experi-
ments is weak, particularly at higher power levels; (b) theory in-
cluding hot-electron effects (temperatures indicated above curves)
shows excellent agreement with experiments [38].

Figure 11. Electron propagating over a semiconductor hetero-
junction and acquiring significant kinetic energy (in the GaAs).
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density in quantum-well laser diodes is always accompa-
nied by a modulation of the electron temperature and
therefore influences the laser performance and modula-
tion response sensitively through very small temperature
rises. While filed-effect devices operate at electron tem-
peratures of several thousand kelvins caused by the heat-
ing of the electric field, laser diodes cease to operate for
dynamic electron heating of a few kelvins, as shown in
Fig. 12, which depicts the modulation response of a typical
semiconductor laser diode. The static heating is also im-
portant in lasers and degrades their performance. For the
static case electron temperatures around 100 K above
room temperature may be tolerated—still much less
than the Tc values reached in field-effect devices.
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HIGH-FREQUENCY BROADCASTING

KIM ANDREW ELLIOT

High-frequency (HF) broadcasting, more commonly
known as shortwave broadcasting, employs the long-dis-
tance capabilities of skywave propagation for transmis-
sions over long distances. HF is used for international
broadcasting. Some international broadcasters addition-
ally use the mediumwave broadcast band (standard AM)
to reach audiences in nearer target countries. HF is also
used for domestic broadcasting in countries with large re-
motely populated regions (e.g., Russia, China, Canada, Aus-
tralia) and in tropical countries, where the effectiveness of
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mediumwave broadcasting is reduced by poor soil conduc-
tivity and static from lightning.

International HF broadcast stations generally transmit
in a number of languages, including the language of the
broadcasting country, plus a selection of major world lan-
guages or languages of countries of particular interest to
the broadcasting country. For example, the Broadcasting
Service of the Kingdom of Saudi Arabia has international
HF transmissions in Arabic, Bambara, Bangali, Indone-
sian, Persian, Somali, Swahili, Turkmen, Turkish, and
Urdu—languages of major Islamic populations. Unlike do-
mestic radio, which remains on the air throughout the day,
international HF broadcasts in a particular language usu-
ally have a duration of a half-hour to 90 min because most
international radio stations have a limited number of
broadcasters proficient in each language. The fluid nature
of the ionosphere also requires that frequencies be chan-
ged several times during the day.

1. HISTORY

1.1. Early Years

By the 1920s, the establishment of voice modulation and
the discovery of the long-distance properties of the HF
frequencies enabled the development of HF broadcasting.
In 1927 the Philips company in the Netherlands estab-
lished a permanent high-frequency broadcasting station
to send programs to the Dutch colonies [1]. Soon after,
Britain and France began HF broadcasts to their colonies.

During the 1930s, Italy and Germany conducted the
first sustained use of radio for international propaganda.
Italy transmitted in Arabic to the Middle East in an at-
tempt to turn opinion in that region against the British.
Germany broadcast to German communities abroad, add-
ing Spanish, Portuguese, and English to the Americas,
and other languages to other targets. The British Broad-
casting Corporation (BBC) reacted by supplementing its
Empire Service with broadcasts in many of the same lan-
guages already transmitted by Germany and Italy [2].

1.2. World War II

Axis broadcasting during World War II had two main strat-
egies. One involved attempts to convince neutral countries
to remain neutral or to join with the Axis. The second was
to demoralize or confuse the civilian populations or armed
forces of countries that had already joined the war against
the Axis powers [3]. The BBC countered the Axis broad-
casts with a more factual presentation of news. This was
also largely the policy of the Voice of America (VoA), created
by the United States government in 1942 by consolidating
the several private HF broadcast stations that existed in
the United States before the war [4].

1.3. The Cold War Years

At the end of World War II, there was a sudden reduction
in the amount of international HF broadcasting. However,
the advent of the Cold War led to a growth of international
broadcasting that was sustained through the 1980s. The
Soviet Union’s Radio Moscow set the pace with an increas-

ing number of transmitters, transmission hours, and
broadcast languages through the Cold War years. All oth-
er communist countries, and even some Republics of the
Soviet Union, maintained their own international radio
services. China’s Radio Peking (later, Radio Beijing, and
now Voice of China) and its ally Radio Tirana (Albania)
were among the largest HF broadcast operations.

From the West, Voice of America and BBC overseas
broadcasts expanded. In 1953, West Germany created its
Deutsche Welle, which grew to be one of the major inter-
national radio services. Also in the early 1950s, the United
States created Radio Liberation, later Radio Liberty, di-
rected to the Soviet Union, and Radio Free Europe direct-
ed to the other communist countries of Europe. These
stations were later merged to form Radio Free Europe/
Radio Liberty, Inc.

1.4. The Post–Cold War Period

Radio Moscow, which led the expansion of international
broadcasting after World War II, also led the post–Cold
War reduction of international broadcasting. In 1990, Ra-
dio Moscow broadcast in 61 languages. In 1998, its suc-
cessor, Voice of Russia, had 33 language services. Western
broadcasters also reduced some of their operations and
shifted operations from direct HF broadcasts to rebroad-
casting within the target country (rebroadcasting is de-
scribed later). Radio Free Europe/Radio Liberty moved
from Munich to Prague. The station closed its Hungarian
service and began privatization of its Czech and Polish
services. Voice of America HF broadcasts in Russian were
reduced from 16 h per day in 1989 to 6 h per week in 1998.

Many of the HF transmitters active during the Cold
War are now leased to religious and other radio program-
mers. In 1997, BBC sold its UK-based HF broadcast trans-
mitters to Merlin Communications International Ltd.,
which leases the transmitters back to the BBC. Merlin
leases spare transmitter time, as do Deutsche Telekom in
Germany, Sentech in South Africa, and the transmission
companies in many of the former Soviet republics.

Other countries have been considering the future of
their international radio services in the post–Cold War
era. In late 1996, the Canadian government announced
that Radio Canada International would be closed. Public
and political support kept the station on the air. In 1997,
the Australian government planned to close Radio Aus-
tralia, the international service of the Australian Broad-
casting Corporation. After much debate, Radio Australia
remained on the air, but its operations were reduced by
about half. Its broadcasts in Cantonese, Thai, and French
were dropped, and its main HF transmission site near
Darwin was put into mothballs.

The United States has created new international
broadcasting services that reflect the shift from the old
U.S.–Soviet Cold War theater. Radio Martı́ to Cuba began
broadcasting in 1985. Radio Free Asia was inaugurated in
1997, transmitting to China, Tibet, North Korea, Vietnam,
Laos, Cambodia, and Burma (now Myanmar). Congress
has allocated funds for new Radio Free Europe/Radio Lib-
erty broadcasts to Iran and Iraq and for a new Radio De-
mocracy for Africa to be operated by the Voice of America.
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The use of HF for domestic broadcasting has receded in
recent decades. For example, the 1973 World Radio TV
Hand book listed about 250 stations in the 90-m tropical
broadcast band (3200–3400 kHz). The 1998 issue of the
Handbook lists about 150 stations in that same band [5].
However, investment in domestic HF broadcasting contin-
ues in some countries. In 1994, the Zimbabwe Broadcasting
Corporation revived its domestic HF broadcasting by putting
the first of four new 100 kW HF transmitters into service.

2. PRESENT BROADCASTING ACTIVITY

International radio broadcasting can be divided into three
broad types: government-funded, religious, and commer-
cial. Government-financed stations comprise, by far, the

largest share. According to the 1998 World Radio TV Hand-
book [5], some 85 national governments operate interna-
tional radio stations. Most religious international stations
are Protestant evangelical, but there are also Catholic and
Islamic stations. Commercial HF international broadcast-
ing has not been successful in selling spot advertisements
because of a lack of audience ratings data, but a number of
stations make some profit by selling blocks of time to re-
ligious and special-interest organizations.

Table 1 shows the top forty international radio stations
by frequency hours.

2.1. International Broadcasting from the United States

The United States originates every type of international
HF broadcasting. The Voice of America is a government

Table 1. International Radio Broadcasters: Top 40 Stations Ranked by Program Hours per Weeka

Country Station Typeb Hours per Week

1 USA Trans World Radio R 939
2 United Kingdom BBC World Service G 929
3 China China Radio International G 893
4 USA Voice of America G 870
5 USA Far East Broadcasting Co R 809
6 Germany Deutsche Welle G 708
7 USA WWCR C 672
8 USA World Harvest Radio R 665
9 Iran Voice of the Islamic Republic of Iran G 637
10 USA Adventist World Radio R 618
11 USA WYFR—Family Radio R 616
12 Egypt Radio Cairo/Voice of the Arabs G 587
13 USA Radio Free Europe/Radio Liberty G 553
14 Russia Voice of Russia G 539
15 Ecuador HCJB—Voice of the Andes R 534
16 India All India Radio G 497
17 Japan NHK World G 457
18 USA High Adventure Ministries R 443
19 France Radio France Internationale G 415
20 North Korea Radio Pyongyang G 378
21 Turkey Voice of Turkey G 375
22 Netherlands Radio Netherlands G 369
23 Israel Kol Israel G 356
24 USA WJCR Worldwide R 336
25 Vatican City Vatican Radio R 333
26 Romania Radio Romania International G 332
27 South Korea Radio Korea International G 322
28 Bulgaria Radio Bulgaria G 315
29 USA WEWN—Worldwide Catholic Ratio R 301
30 Finland YLE Radio Finland G 295
31 Australia Radio Australia G 280
32 Switzerland Swiss Radio International G 270
33 Spain Spanish Foreign Radio G 255
34 Taiwan Radio Taipei International G 252
35 Greece Voice of Greece G 234
36 Vietnam Voice of Vietnam G 231
37 Italy RAI International G 218
38 Ukraine Radio Ukraine International G 203
39 Poland Polish Radio Warsaw G 200
40 Cuba Radio Havana Cuba G 195

aThis table shows program hours rather than frequency hours. Many religious broadcasters transmit in a language on only one frequency. Government-

funded international broadcasters use more than one HF frequency per language broadcast, and as such they may have a better change of delivering an

audible signal in the target country or countries. Hours per week include mediumwave and HF transmissions. Program hours reflect simultaneous trans-

mission in more than one language. (Source: BBC Monitoring, World Media Unit.)
bStation types: G—government-funded; R—religious; C—commercial.
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agency (at present part of the U.S. Information Agency)
that broadcasts worldwide in 51 languages. Radio Free
Europe/Radio Liberty and Radio Free Asia (to China and
the other communist countries of Asia, plus Burma) are
U.S. government–financed corporations that focus their
programming on the domestic affairs of their target coun-
tries. The United States also has more than 20 private
HF broadcast stations. Some, such as WEWN, World-
wide Catholic Radio in Birmingham, Alabama, are
purely religious operations. Others, such as WWCR
in Nashville, sell time to religious and special-interest
program producers.

2.2. Clandestine Broadcasting

A special category of government-funded HF broadcasting
is clandestine broadcasting [6]. These are stations that do
not reveal the location of their transmitters or studios.
Clandestine stations accompany most wars and revolu-
tions and are used by opposition groups (genuine or con-
trived by unfriendly countries) to provide an alternative to
state-controlled domestic media. Often, a clandestine
station claims to be operating from within the target coun-
try, as the voice of the people of that country, but actually
is transmitting across boundaries. During World War II,
the Germans transmitted a ‘‘station debunk’’ on HF to
the United States. The station attempted to represent
itself as a voice of disenchanted Americans. More
recently, opposition groups have been relying less on secret
transmitters. Instead, they increasingly lease time from

commercial shortwave transmission companies or dissem-
inate their messages via the Internet. In addition to po-
litical clandestine stations, low-powered hobby pirate HF
stations are also active, especially in Europe and North
America.

2.3. Transmitters and Relays

HF broadcasting requires a significant investment in
transmitters and antennas. In the 1990s, HF transmit-
ters typically have power from 100 to 500 kW. Large di-
rectional antenna systems are necessary to focus power to
the desired target (Fig. 1). Major transmitter manufactur-
ers include Thomcast (France) and Continental (USA, re-
cently merged with Telefunken of Germany).

Despite the long-distance capabilities of HF, attempts
to broadcast halfway around the world are generally dis-
appointing. As such, major international radio stations
have established relay stations outside their home coun-
tries. Until the 1970s, the signals reached the relays by
way of HF single-sideband feed transmissions. The signal
received by the audience was never better than the weak-
est HF link. Now, with satellite feeds, transmissions from
HF relays begin with a studio-quality signal. A more re-
cent variation of HF relays is transmitter exchanges in
which two international stations use each other’s trans-
mitters. China Radio International (Beijing) exchanges
transmitter time with Radio Canada International, Radio
France International, Spanish Foreign Radio, Swiss Radio
International, and Voice of Russia.

Figure 1. High-frequency broadcast antenna
arrays at the Voice of America’s Edward R.
Murrow transmitting station near Greenville,
NC. Guyed masts up to 100 m support arrays of
folded dipoles in front of wire reflecting
screens. (Courtesy of USIA International
Broadcast Bureau.)

1984 HIGH-FREQUENCY BROADCASTING



3. FREQUENCY ASSIGNMENTS

Table 2 shows the HF frequencies allocated for broad-
casting. Channels within these bands are spaced 5 kHz
apart, that is, 9505, 9510, 9515, and so on. Administra-
tions register frequencies with the Radio Communica-
tions Bureau of the International Telecommunications
Union that HF broadcast stations within their jurisdic-
tions intend to use. The ITU has a number of procedures
for resolving interference. Also useful in preventing -
interference are frequency coordination meetings held
periodically among many international HF broadcasting
stations.

Many stations escape interference by broadcasting on
frequencies outside (but usually near) the allocated HF
broadcast bands. This ‘‘out of band’’ broadcasting is al-
lowed by a provision of the ITU regulations, if users of
communications services for which the frequencies are
primarily allocated do not complain of interference.

4. PROGRAM CONTENT

HF broadcasters transmit a variety of programs, including
news, current affairs analyses and commentaries, cultural
and special-interest programs, and music. The most im-
portant distinction in programming is propaganda versus
a balanced and objective presentation of news and infor-
mation. One of the pivotal decisions in international
broadcasting was that of the BBC not to follow the Axis
broadcasters’ propagandistic approach but to maintain
the BBC domestic broadcasting policy of (mostly) balanced
and factual reportage.

A propagandistic approach to international broadcast-
ing would include one-sided news and current affairs re-
porting in conjunction with commentaries that are direct
attempts to persuade the audience to a certain political
viewpoint. This approach, created by the Axis broadcast-

ers before and during World War II, was followed by the
international broadcasting of the Communist stations
through the 1980s. Propaganda continues to exist—Radio
Havana and Radio Pyongyang are two notable examples—
but it is less prevalent now that many former communist
countries and other dictatorships are experimenting with
democracy.

The decision to broadcast balanced, objective news cor-
responds to the main motivation to listen to foreign broad-
casts. Generally, persons seek out foreign broadcasts to
get the news and information they want, especially about
their own countries and regions, which they cannot get
in reliable form from their domestic media. The most
important evidence that a balanced presentation of news
and information has been more successful than propa-
ganda is that Radio Moscow, during its decades of domi-
nance in terms of broadcast hours, number of languages,
and kilowattage, generally had audiences no larger than
about 10% the size of those for the BBC World Service or
the Voice of America [8]. The international broadcasters of
the Western democracies have determined that even if
news is embarrassing or negative to their own govern-
ments, it attracts audiences and counters the misinforma-
tion, disinformation, and withheld information of the
state-controlled media in authoritarian countries.

The use of HF broadcasting to transmit music has al-
ways been a matter of debate. Some maintain that HF is
too unreliable for the enjoyment of music. Many listeners,
however, have depended on shortwave for the types of
music they wish to hear, but cannot receive from radio
stations in their own countries. Willis Conover’s jazz pro-
grams on the Voice of America are an important example.

One of the most important programming functions of
HF broadcasting is to provide news, information, and en-
tertainment to compatriots living abroad. Virtually all in-
ternational radio stations transmit in their own languages
for emigrants or citizens living or studying in other coun-
tries. Often this programming consists of relays of domes-
tic radio programming. This programming fulfills a
need—information about the homeland in the language
of the homeland—unmet by the domestic broadcasting in
the countries where the expatriates live. In 1998, Radio
Portugal dropped the last of its foreign-language broad-
casts (except for Tetum, a language spoken in former Por-
tuguese East Timor), in favor of a schedule devoted almost
exclusively to broadcasts in Portuguese for Lusophone
communities worldwide.

5. THE AUDIENCE

Most government-funded international radio stations
conduct little or no audience research. They exist largely
as a matter of national obligation. So the documentation
of an audience is not as vital as for a commercial station,
which must provide statistics about its audience to sell
advertising.

The largest audience research office is operated by the
BBC World Service. The Voice of America, Radio Free
Europe/Radio Liberty Inc., Deutsche Welle, and Radio
France International also have significant audience

Table 2. HF Frequencies Allocated by the International
Telecommunications Union for Broadcasting

Frequencies (kHz) Meter Band Notes

2300–2495 120 For domestic broadcasting in
tropical regions; actually in
the ‘‘medium frequency’’
(300–3000-kHz) range

3200–3400 90 For domestic broadcasting in
tropical regions

3900–4000 75 Europe and Asia only
4750–5060 60 For domestic broadcasting in

tropical regions
5950–6200 49
7100–7300 41 Eastern Hemisphere only
9500–9990 31
11,650–12,050 25
13,600–13,800 22
15,100–15,600 19
17,550–17,900 16
21,450–21,850 13
25,670–26,100 11
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research offices. No global estimate of the number of all
international HF broadcast listeners has been attempted
because of the impossibility of conducting research in all
countries. The best benchmark of the size of the interna-
tional radio audience is the audience size of the most pop-
ular international broadcaster. The BBC estimates that
138 million people listen to BBC World Service at least
once a week. This is a conservative estimate because it
does not include countries where BBC is unable to com-
mission surveys. Although the estimate includes all lis-
tening by way of the BBC’s own HF, mediumwave, and FM
transmitters, most of the World Service audience still lis-
tens via HF [9].

In general, the main predictor of audience size is the na-
ture of the domestic media. Countries that have media that
are deficient because of government control, poor econo-
mies, or both have the largest international radio audiences.

Some international radio stations cite the volume of
audience mail as evidence of an audience. However, there
is no reliable way to determine the size of an audience
from the number of letters received. Audience mail is more
useful to determine audience reaction to programming
and reception quality.

A statistic commonly cited in the international broad-
casting profession is the existence of 600 million short-
wave radios worldwide. This originates from a 1986 study
by the Academy for Educational Development [10]. How-
ever, an accurate and up-to-date estimate is difficult be-
cause of the many radios and ‘‘boomboxes’’ that contain
perfunctory shortwave bands. There is no doubt a high
mortality rate among these appliances. Radios with short-
wave coverage have become less prevalent in general mer-
chandise stores, even in developing countries [11]. In these
countries, there is a shift from the number of models with
mediumwave and one shortwave band toward those with
mediumwave and an FM band.

The quality of shortwave radios varies widely. The typ-
ical shortwave available and affordable in a developing
country would be a single-conversion model containing a
mediumwave band, one or two shortwave bands, and, in-
creasingly, an FM band. Tuning is across large segments
of the HF spectrum, from, say 4–12 MHz or 3–22 MHz.
Broadcast stations are crowded into the small dial spaces
that correspond to the HF broadcast bands. A step up in
quality and increasingly available in developing countries
are multiband radios that tune only the segments of the
HF spectrum devoted to broadcasting, plus mediumwave
and FM. This affords better band spread and station sep-
aration. Portable shortwave radios with digital frequency
readout are less available and more expensive in the de-
veloping countries, but they are favored among consumers
in the industrialized countries. The highest level receiver
is the communications receiver, a tabletop model usually
costing from $700 to more than $2000. These have digital
frequency readout and many technical features that facil-
itate the reception of marginal signals.

Many of the users of high-end communications receiv-
ers are ‘‘DXers.’’ DXers are a significant segment of the HF
broadcast audience, especially in industrialized countries.
The term ‘‘DX’’ comes from the old radiotelegraph abbre-
viation for ‘‘distance.’’ DXing listeners try to receive as

many stations as possible in as many countries as possi-
ble. They verify their reception of these stations by send-
ing reception reports and receiving a QSL (another
radiotelegraph abbreviation for ‘‘confirmation’’) card.

6. PROBLEMS OF HF BROADCAST RECEPTION

Good, reliable reception of HF broadcasts is limited by the
nature of the ionosphere. Conditions of the ionosphere
vary day-to-day in weatherlike fashion. They also vary in
accordance with the eleven year sunspot cycle. During
ebbs in the sunspot cycle, frequencies above, roughly,
12 MHz are less useful for long distance broadcasting.
Nearer the peaks of the cycle, the higher HF frequencies
become useful, and the lower frequencies remain so. This
gives the many international radio broadcasters more
room to distribute themselves and avoid interference.

One impediment to good reception is the tendency of
many international radio stations to exceed the capabili-
ties of HF. Stations that do not have relay stations or ex-
change agreements may attempt to send their signals to
target countries halfway around the world. These at-
tempts generally produce poor results and, in the process,
cause interference in areas short of the target.

Most of the problems of HF reception are of human
rather than ionospheric origin. There are too many broad-
cast stations for the number of frequencies available. De-
spite some ITU regulation, many stations commence use
of frequencies with impunity. As already mentioned, short-
wave signals are usually heard outside their target areas.
They are not causing interference ‘‘on paper,’’ but in
reality they are. Interference can be cochannel or adja-
cent-channel. Theoretically, short-wave stations do not
broadcast to the same target on channels less than
10 kHz apart. However, stations 5 kHz apart are heard
on any shortwave radio. Often typical inexpensive short-
wave radios cannot separate strong signals on adjacent
channels.

6.1. Jamming

Most interference is not intentional. Intentional inter-
ference is known as jamming. Jamming dates back
before World War II. During the Cold War, the Soviet
Union maintained an intensive program of jamming the
broadcasts of Radio Free Europe, Radio Liberty, the Voice
of America, the BBC World Service, and other Western
stations. The jamming usually consisted of a raucous
buzzing noise. This would be accompanied by a Morse
code identifier used by Soviet engineers to track the
performance of their jamming transmitters. Because of
the tendency of HF signals to be heard better over long
distances than shorter distances, skywave jamming is not
completely effective in blocking transmissions from
abroad. The Soviets remedied this by ringing major cities
with HF transmitters close enough to propagate ground-
wave signals within these cities. Soviet jamming ended
in 1989, a manifestation of Mikhail Gorbachev’s glasnost
policy.

Today, China is the country most actively engaged in
jamming. China interferes with the broadcasts of the Voice
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of America, the U.S. Radio Free Asia, BBC World Service,
and transmissions from Taiwan. In addition to noise jam-
ming China transmits overmodulated audio from its do-
mestic radio programs on the frequencies of these external
broadcasts. Cuba, North Korea, Vietnam, and Burma
(Myanmar) are also presently of recently jamming exter-
nal broadcasts. Jamming is also often heard from a num-
ber of Middle Eastern countries.

7. PROSPECTS FOR HF BROADCASTING

A number of new media technologies are now vying
with HF to transmit broadcasts over long distances and
across national boundaries. These media are satellite
broadcasting, the Internet, and rebroadcasting. Radio
was the original medium of international broadcasting
because only radio could travel long distances and across
national boundaries. New media allow text, graphics,
video, and the traditional audio. Most international broad-
casters are maintaining most of their efforts in their tra-
ditional radio medium. Nevertheless, they will have to
decide which medium is most appropriate for each of
their broadcasting missions. Since the 1970s or so, inter-
national radio broadcasts have consisted largely of news,
commentaries, and current affairs talks, with a minimum
of production. Such content might more efficiently be
transmitted as text.

7.1. Satellite Broadcasting

With terrestrial broadcasting, radio developed first, then
television. In satellite broadcasting, television has already
started, but direct satellite radio systems for domestic and
international use are still in development. WorldSpace
Corporation of Washington, DC is planning to launch the
first of its three direct radio broadcasting satellites in late
1998. The WorldSpace system will transmit radio broad-
casts to small receivers in Africa, the Middle East, Asia,
the Caribbean, and Latin America. Each WorldSpace sat-
ellite will have three beams, each with a capacity of 96
AM-quality channels. The company plans to provide
transmissions services for both international and domes-
tic radio broadcasting.

Many international radio broadcasters are already
using audio subcarriers of direct-to-home television
satellite systems. This is most prevalent on the Astra sat-
ellite television system in Europe. World Radio Network
of London combines the programs of several interna-
tional radio stations into 24 hour services, using subcar-
riers of Astra in Europe and other satellites in other parts
of the world.

7.2. The Internet

Now the advent of RealAudio and other audiostreaming
software it possible for persons to receive foreign broad-
casts via the Internet. Audio fidelity is usually not even
AM-quality, but reception is more reliable than via HF. An
important advantage of Internet audio is that a listener
can hear a specific program, say, a weekly half-hour pro-

gram about science, at any convenient time, rather than
having to be at the radio at the scheduled time of the pro-
gram. Some international broadcasters also present ‘‘live’’
streams of their 24-h schedule. The BBC World Service in
English is available via Broadcast.com, a commercial
World Wide Web service.

At present, however, computers with Internet access
are much less common in homes than are shortwave radios,
especially in the developing countries, where audiences for
international radio are largest. Also, access to certain
World Wide Web sets can be interdicted. The Chinese gov-
ernment controls Internet gateways in that country and
currently blocks access to some foreign news-oriented sites,
including those of the Voice of America and the Cable News
Network. Inbound electronic mail is more difficult to stop,
and now the Voice of America has a Mandarin-language
e-mail news service delivered to computer users in China.
This service uses the most popular software in China to
convert from ASCII to Chinese characters.

7.3. Rebroadcasting

Now many international broadcasters use satellites to
feed complete programs of brief reports to radio sta-
tions in the target country, which rebroadcast this content
to local audiences. When given the choice, listeners certain-
ly prefer to hear foreign broadcasts via a nearby FM or
mediumwave transmitter than by way of a distant and
unreliable HF signal. Rebroadcasting also facilitates
international television because terrestrial television
transmission is limited to relatively short distances and
direct-to-home satellite opportunities are still limited
and expensive.

To some extent, however, rebroadcasting is a self-ne-
gating enterprise. The fact that a country could allow for-
eign broadcasts to be transmitted from its own territory
indicates that the country tolerates a free and diverse do-
mestic media environment. This reduces much of the in-
centive to listen to foreign broadcasts, whether via local or
external transmitters. At present, there is no rebroadcast-
ing (at least of news and current-affairs programs) in some
of the most important target countries for international
radio such as China, Nigeria, Indonesia, India, and Cuba.
During crises, private radio stations are also sometimes
banned from rebroadcasting international programs or
are themselves taken off the air. The Voice of America,
BBC, and Radio France International have experienced a
temporary loss of local rebroadcasting during turbulent
periods in the Democratic Republic of the Congo, Liberia,
Niger, and other countries.

7.4. Digital HF Broadcasting

In the 1980s, it was widely assumed that satellites would
replace HF as the medium for international broadcasting.
Two events in the 1990s have caused international broad-
casters to temper their optimism about the new technol-
ogies. BBC World Service Television was broadcast to East
Asia, including China, as part of the Star TV service of the
AsiaSat satellite. The English-language television service
was accompanied by a Mandarin-language translation on
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an audio subcarrier. Media entrepreneur Rupert Murdoch
purchased Star TV in 1994. Murdoch, pursuing media op-
portunities in China, yielded to Chinese government pres-
sure and removed BBC World Service Television from
the Star TV beam, which reached most of China. BBC’s
Arabic Television Service was shut down in 1996 when the
Saudi-owned Orbit Radio and Television Network, which
beamed the service into the Middle East, objected to BBC’s
coverage of Saudi domestic affairs.

Therefore, international broadcasters are reconsider-
ing the future of HF for international broadcasting. The
main incentive for listening to foreign broadcasts is to get
news that the audience wants but cannot get from their
domestic state-controlled media. Therefore international
broadcasting must rely on noninterdictable, direct-to-
home media. HF is not encumbered by the politicocom-
mercial links which affect the owners of satellite trans-
ponders. And HF transmissions are not as easy to block as
World Wide Webpages.

A coalition of international radio broadcasters and
manufacturers of HF transmitters and shortwave receiv-
ers have formed Digital Radio Mondial (DRM) to develop a
system for digital broadcast transmission on HF and in
the mediumwave and longwave broadcast bands [12].
The DRM inaugural meeting was held, remarkably, in
China at Guangzhou City in March 1998. A DRM state-
ment proclaims that HF digital broadcasting will allow
listeners to hear ‘‘shortwave programs free of fading and
interference.’’ This will require new and, at least initially,
more expensive receivers. It remains to be seen if
digital transmission will overcome the degradations of
HF reception. An important question is whether digital
HF transmission will help overcome or facilitate attempts
by authoritarian governments to block broadcasts
from abroad.
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FURTHER READING

A description of international and domestic radio broadcasting in
all countries, including schedules for HF broadcasts in all broad-
cast languages, is in the annual World Radio TV Handbook, pub-
lished until 1998 by Billboard Publications. Beginning with the
1999 issue, the book will be published by WRTH Publications,
Milton Keynes, UK (editor@wrth.demon.co.uk).

Schedules of English-language HF broadcasts, plus reviews
of receivers and other information for the listener is in Lawrence
Magne, ed., Passport to World Bank Radio, International
Broadcasting Services Ltd., Penns Park, PA (http:www.passport.
com).

Schedules and general articles about HF broadcasting and oth-
er radio topics are contained in Monitoring Times magazine, pub-
lished monthly by Grove Enterprises, Brasstown, NC (http://
www.grove-ent.com). Schedules and information are also pub-
lished in the monthly Journal of the North American Shortwave

Association (http://www.anarc.org/naswa). English-language
HF broadcast schedules are updated weekly by FineWare.

A comprehensive compilation of news about and schedules of
world broadcasting stations, including HF broadcasting, is con-
tained in the World Media and Schedules publications of BBC
Monitoring, Reading, England (marketing@mon.bbc.co.uk).

A listing of most of the world’s HF broadcast transmitters by
country, location, manufacturer, power, date of inauguration, and
(if applicable) decommission, is in L. Maes, Transmitter Docu-
mentation Project, 5th ed., Rijkevorsel, Ludo Maes, Belgium, 1998
(http://www.ping.be/tdp). A comprehensive discussion of HF re-
ceivers is F. Osterman, Shortwave Receivers Past and Present:

Communications Receivers 1942 to 1977, 5th ed., Universal Radio
Research, Reynoldsburg, OH, 1998 (http:www.universal-radio.

com).
General descriptions and the history of international broad-

casting include D. R. Browne, International Broadcasting: The
Limits of the Limitless Medium, Praeger, New York, 1982; H. L.
Childs and J. B. Whitton, eds., Propaganda by Short Wave,
Princeton Univ. Press, 1942; M. Nelson: War of the Black Heav-
ens: Western Broadcasting in the Cold War, Syracuse Univ. Press,
1997; C. J. Rolo, Radio Goes to War: The ‘‘Fourth Front,’’ Putnam,
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1. INTRODUCTION

Transmission lines are used to guide electromagnetic
waves from one place to another. They are used for a
wide range of applications, and different types of lines are
suitable for different applications. The power transmission
lines that supply electricity do not transmit signals, but
just the power required to run the various electrical de-
vices. As a result, power lines are designed to minimize
the various losses incurred in traversing great distances.
There are also transmission lines that carry high-frequen-
cy signals varying in a nonrepetitive fashion for commu-
nication purposes. These are called high-frequency
transmission lines. The impetus in the design of such
lines is to maximize the operable frequency bandwidth
and minimize the attenuation of the signals. The former
preserves the quality of the signal being transmitted,
while the latter increases the spacing between repeater
stations, reducing the cost of transmission. Transmission
of signals is not limited to physically long lines. Trans-
mission lines are also used to send signals within a com-
puter or to feed an antenna from its source.

1.1. Historical Perspective

The earliest device to use electrical transmission lines was
the telegraph. The first message was sent by Morse in the
year 1844. By the year 1866, a cable was laid across the
Atlantic Ocean, making it possible to send messages
across continents. A few years later, with the invention
of the telephone, transmission lines with a wider band-
width were employed. By 1890, as electricity became more
important, power lines were developed to transmit power
from the generators to the consumers. These lines which
use just a simple wire to transmit signals are referred to
as single-wire transmission lines.

The first experiments involving two-conductor trans-
mission lines were carried out by Heinrich Hertz [1] to-
ward the end of the nineteenth century. His experiments
with the coaxial line demonstrated the validity of the elec-
tromagnetic theory of Faraday and Maxwell [2]. In 1897,
Lord Rayleigh [3] proved mathematically that it is possi-
ble to transmit waves through a hollow waveguide of rect-
angular or circular cross section. A different type of wave
propagation based on surface waves was analyzed by

Sommerfeld in 1899 [4]. This work was extended to
analyze wave propagation along dielectric cylinders by
Hondros and Debye in 1910 [5]. Marconi was the first to
demonstrate wireless communication by sending signals
across the Atlantic Ocean in 1901. The primary function of
transmission lines in wireless communication is in trans-
ferring the signal from the transmitter to the antennas.

With the development of the radar in the 1930s, the
frequency of the signals were approaching the gigahertz
range. At these frequencies, the hollow waveguides pro-
vide a more practical, low-loss way of transferring energy.
Even though it was theoretically proved that it was pos-
sible to transmit waves through a hollow waveguide, no
experimental results were forthcoming until the year
1936. It was then that two men, George C. Southworth
and Wilmer L. Barrow, independently demonstrated wave
transmission through the waveguide [6]. The period dur-
ing World War II saw a steady growth in both theoretical
and experimental work on transmission lines and wave-
guides as practical communication devices.

After World War II, rectangular waveguides became
the dominant waveguiding structure. However, as engi-
neers sought components with larger bandwidths, other
structures were investigated. The next major milestone in
the history of transmission lines was the development of
the microwave printed circuit [7,8]. The microstrip line
was introduced to alleviate the bandwidth problem since
its fundamental mode operated at all frequencies. The
ease of fabrication was another attractive feature of the
microstrip line.

By the 1970s, most long-distance communication lines
were simple two-conductor transmission lines. As the de-
mand for high capacity and long-distance transmission
systems increased, optical fibers were developed to re-
place the existing copper wire system [9]. Optical fibers
had a much wider bandwidth than did the simple coaxial
line since they operated at optical frequencies. Their in-
herent low loss also made it possible to achieve a much
higher repeater spacing than conventional copper-based
transmission lines.

1.2. Comparison of Transmission Lines

Several factors need to be considered when choosing a
transmission line for a particular application. The most
important factors to be considered when comparing trans-
mission lines are

1. Frequency range and bandwidth

2. Attenuation

3. Power-handling capability

4. Ease of fabrication

Since there is no single transmission line that gives the
optimal performance in all these areas, the line that has
the best tradeoff for the given application must be chosen.
For low-frequency applications like power transmission, a
simple wire can be used to connect the source and the re-
ceiver. The frequency range of such lines is limited to low
frequencies because they start radiating energy as the
frequency is increased. At higher frequencies, the field is*Corresponding author
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usually transmitted using coaxial lines that consist of a
wire inside a cylindrical outer conductor. The outer con-
ductor acts as a shield to minimize radiation losses. Such
coaxial lines can be used to send signals up to a few giga-
hertz. Even though the coaxial lines have large bandwidth,
they suffer from high attenuation and low power-handling
capability. A hollow metallic waveguide is more efficient at
high frequencies because of its high power-handling capa-
bility and low attenuation. However, unlike coaxial lines,
waveguides have a much smaller bandwidth.

It is also possible to transmit energy through dielectric
slabs and rods, without any conducting walls. Such wave-
guides are referred to as open or dielectric waveguides. For
example, an optical fiber is a dielectric waveguide. As their
name suggests, they operate at optical frequencies. Since
they operate at such high frequencies, they have a very
large bandwidth. They also tend to radiate energy at dis-
continuities and bends.

The last transmission line to be discussed in this sec-
tion is the microstrip. A microstrip line consists of a thin
metallic strip placed on top of a dielectric substrate that is
supported from below by a conducting plate. Just like the
coaxial lines, microstrip has a large bandwidth but suffers
from high attenuation and low power-handling capability.
But their primary advantages are their ease of fabrication
and integration with complicated microwave circuits. The
properties of the various transmission lines discussed

above are summarized in Table 1. Some of them are illus-
trated in Fig. 1.

1.2.1. Two-Conductor Transmission Line. Different
types of two-conductor transmission lines are available
for different applications. The simplest of them is the
single-wire transmission line with Earth acting as the
implicit ground plane. Such lines are useful for low-fre-
quency applications. At higher frequencies, the radiation
losses make it impractical to use a single wire transmis-
sion line. At such frequencies, it is desirable to use a
coaxial line that consists of a wire surrounded by an ex-
ternal cylindrical conductor. The outer conductor acts as a
shield that prevents radiation losses. The principal mode
of operation in such lines is the TEM mode: a mode in
which both the electric and the magnetic fields are per-
pendicular to the direction of wave transmission. The
TEM mode can propagate at all frequencies, giving the
coaxial line a large bandwidth. Besides the coaxial line,
there also exists the two-wire balanced line that consists
of two identical lines placed next to each other. The twist-
ed-pair transmission line is another type of two-conductor
transmission line. In these lines, two insulated wires are
twisted together and encased, along with other similar
pairs, inside a metallic sheath. These lines are popular for
transmission of both analog and digital data. The twisting
in the wire reduces low-frequency interference, and the

Table 1. Comparison of Transmission Lines

Type Advantages Disadvantages

Single-wire transmission lines High power, inexpensive Low-frequency range, lossy
Coaxial lines Large bandwidth, small size Low power, high attenuation
Hollow waveguides Low attenuation, high power Limited bandwidth, large size
Optical waveguides Large bandwidth, low loss Radiate at bends, low power
Microstrip lines Large bandwidth, ease of fabrication Low power, high attenuation

 

+

Coaxial Line Rectangular Waveguide Circular Waveguide

Optical Waveguide Stripline Microstrip Line

Two-wire Balanced

  Line (Twin Line)

+

+

Ridged Waveguide

εr

+

εr
ε1 ε2

Figure 1. Cross-sectional view of typical transmission line structures.
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use of different twist lengths in adjacent pairs reduces
crosstalk. The bandwidth of such twisted-pair lines used
in transmission of digital signals is presently around
6 MHz.

1.2.2. Hollow Waveguides. Hollow waveguiding struc-
tures are more efficient at transmitting high-frequency
signals. A simple hollow waveguide is a hollow metallic
cylinder filled with air or any dielectric medium. Such
waveguides, unlike coaxial lines and other simple trans-
mission lines, do not have a central conductor. As we shall
see later, these waveguides cannot support the TEM
mode. Instead, the wave propagates by bouncing between
the perfectly conducting walls. The modes inside a hollow
waveguide can be classified into TE and TM modes. In a
TE mode, the electric field is transverse to the direction of
propagation. In TM modes, it is the magnetic field that is
transverse to the direction of propagation. The TE and TM
modes are decoupled from each other. Any arbitrary field
distribution within the waveguide can be expressed as a
linear combination of a TE component and a TM compo-
nent. Typically the field inside the waveguide is a combi-
nation of several modes. For each waveguide mode, there
is a critical frequency below which the waveguide will not
propagate that mode. This critical frequency, also known
as the cutoff frequency, is inversely proportional to the size
of the waveguide cross section. Therefore, to propagate
low-frequency signals, the waveguide must be made big-
ger. This tends to restrict the bandwidth of the signal in a
waveguide.

1.2.3. Open Waveguides. The simplest form of an open
waveguide is the dielectric slab waveguide. It consists of a
dielectric coating on top of a ground plane. To simplify the
analysis of such a structure, the coating is usually as-
sumed to have an infinite width with no field variation
along that direction. For the wave to propagate within a
dielectric waveguide, its permittivity should be higher
than the permittivity of the surrounding medium. The
wave is then guided by total internal reflection. As in the
case of hollow waveguides, the field inside a dielectric slab
waveguide can also be decomposed into TE and TM modes.
However, the field is not localized to the waveguiding
structure. Since these waveguides are not enclosed by
conducting walls, there exists a residual field outside the
slab waveguide. The field outside the guiding structure
decays exponentially, and hence the energy is localized to
the waveguide.

Apart from the slab waveguides, there also exist circu-
lar and rectangular dielectric waveguiding structures.
The optical fiber is a simple and very popular example of
a circular dielectric waveguide. It has a dramatic impact
on modern telecommunications. Dielectric waveguides are
also very important in integrated optics and at the shorter
millimiter-wave frequencies. Unlike the closed wave-
guides, the TE and TM modes are coupled to each other
in circular and rectangular open waveguides; thus, none of
the modes are strictly TE or TM. Instead, the EH notation
is sometimes used to denote a mode whose TE component
dominates over its TM component, and vice versa for the
HE notation.

1.2.4. Microstrip Lines. Microwave integrated circuit
(MIC) transmission lines in general and microstrip lines
in particular have become popular for high-frequency ap-
plications because of their ease of fabrication and large
bandwidth. Moreover, they can be easily integrated with
microwave and millimiter-wave integrated circuits. A mi-
crostrip line consists of a thin metallic strip on top of a
dielectric substrate backed by a ground plane. The dielec-
tric substrate material needs to have a low-loss tangent
and a relatively large dielectric constant. The principal
mode of operation is not strictly TEM since the dielectric
does not uniformly surround the conducting strip. In-
stead, the fundamental mode is an approximation to the
TEM mode and is commonly referred to as the quasi-TEM
mode. Microstrip lines can be desiged for frequencies
ranging from a few gigahertz, or even lower, to many
tens of gigahertz.

2. PROPAGATION IN GUIDING STRUCTURES

When the transmission lines [10–16] are small in terms of
the wavelengths of the transmitted signal, they can be
satisfactorily analyzed in terms of circuit theory parame-
ters, such as currents and voltages. In this case, the line is
treated using a distributed circuit model. However, as the
frequency increases and the operating wavelength be-
comes comparable with the dimensions of the transmis-
sion line, a more general analysis is necessary. The most
general approach to study the energy propagation along
transmission lines is based on Maxwell’s equations. By
solving the associated boundary-value problem defined by
the geometry and material of the transmission line, one
can, in principle, completely characterize the electrical
properties of the transmission line. In many cases, an an-
alytical solution is not possible, requiring the use of nu-
merical techniques.

In this section, we shall describe the basic properties of
the electromagnetic fields on a transmission-line structure
using Maxwell’s equations, and discuss how they can give
rise to the concepts of current and voltage along the trans-
mission line.

If the regions between the conductors in the transmis-
sion line are filled with a homogeneous material, it can
support purely transverse electric (TE), transverse mag-
netic (TM), or transverse electromagnetic (TEM) modes. A
TE wave is such that the electric field E is everywhere
transverse to the direction of propagation, which will be
assumed to be the z axis. This is equivalent to saying that,
in the TE mode, the E field is completely confined to the
transverse plane (cross section) of the waveguide. Analo-
gously, for the TM wave, the magnetic field H is transverse
to z, and for the TEM wave, both fields are transverse to z.
If the wave is TEM, it is customary to say that the wave-
guide is operating in the transmission-line mode. (Note:
The term transmission line is occasionally reserved for
structures that support the TEM mode. Here, we consider
transmission lines as any structure capable of guiding
waves; hence, the terms waveguides and transmission
lines are used interchangeably.) It can be shown that a
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hollow waveguide cannot support a TEM wave. For the
transmission-line mode to exist, there needs to have at
least two conductors (one of them can be a ground plane).
In our analysis, we will assume harmonic fields and adopt
the e� iot time convention.

2.1. TE and TM Modes

Because the fields of a general uniform transmission
line can be decomposed into TE and TM types, we can
characterize the TE wave with the ẑz component of the
magnetic field or Hz, since Hza0 for this type of wave.
Similarly, we can characterize the TM wave with the ẑz
component of the magnetic field or Ez since Eza0 for this
type of wave.

We shall first derive the equations governing the Ez

and Hz components of the fields in a uniform transmission
line with a general geometry filled with a homogeneous
material.

We start from Maxwell’s equations

r�E¼ iomH ð1Þ

r�H¼ � ioeE ð2Þ

and let

E¼Esþ ẑzEz; H¼Hsþ ẑzHz ð3Þ

where the subscript s represents the transverse to z
components. Substituting Eq. (3) into Eqs. (1) and (2),
we have

rsþ ẑz
@

@z

� �
� ðEsþ ẑzEzÞ¼ iomðHsþ ẑzHzÞ ð4Þ

rsþ ẑz
@

@z

� �
� ðHsþ ẑzHzÞ¼ � ioeðEsþ ẑzEzÞ ð5Þ

where rs stands for the transversal part of the nabla
operator:

rs � x̂x
@

@x
þ ŷy

@

@y

Equating the s components of Eqs. (4) and (5), we have

rs� ẑzEzþ
@

@z
ẑz�Es¼ iomHs ð6Þ

rs� ẑzHzþ
@

@z
ẑz�Hs¼ � ioeEs ð7Þ

Substituting for Es from Eq. (7) into Eq. (6), we have

o2meHs¼

� ioers� ẑzEzþ
@

@z
ẑz� rs� ẑzHzþ

@

@z
ẑz�Hs

� �
ð8Þ

Using the vector identities ẑz�rs� ẑz¼rs, ẑz� ẑz�
Hs¼ �Hs, and assuming that the field has e�ikzz

dependence, so that ð@2=@z2Þ ! �k2
z ; we can rewrite

Eq. (8) as

Hs¼
1

k2 � k2
z

@

@z
rsHzþ ioeẑz�rsEz

� �
ð9Þ

where k2
¼o2me. By the same token, we have

Es¼
1

k2 � k2
z

@

@z
rsEz � iomẑz�rsHz

� �
ð10Þ

The factor kz is called the propagation constant. Equations
(9) and (10) allow us to derive all the other components of
the field in a waveguide once we know the z components of
the field.

If we equate the ẑz components of Eqs. (4) and (5), we
have

rs�Es¼ iomHz ð11Þ

rs�Hs¼ � ioeEz ð12Þ

Substituting Eqs. (9) and (10) into Eqs. (11) and (12), we
have

ðr2
s þ k2

s ÞHz¼ 0 for TE waves ð13Þ

ðr2
s þ k2

s ÞEz¼0 for TM waves ð14Þ

where k2
s ¼k2 � k2

z : Therefore, Hz and Ez satisfy a two-di-
mensional scalar wave equation, also known as the re-
duced-wave equation. Once Ez and Hz are solved for from
Eqs. (13) and (14), we can derive all the other field com-
ponents using Eqs. (9) and (10).

2.2. TEM Mode of a Transmission Line

For TEM waves, both Ez and Hz are zero. According to Eqs.
(9) and (10), Hs and Es will be nonzero only if kz¼ k.
Therefore, all TEM waves, or TEM modes in a waveguide,
have eikz dependence, where the propagation constant in
the guiding structure is equal to that in free space. Fur-
thermore, from Eqs. (11) and (12), we conclude that, for
TEM waves

rs�Es¼ 0; rs�Hs¼ 0 ð15Þ

These equations state that both the Es and Hs are irro-
tational fields in the xy plane. Any irrotational field can be
written as the gradient of a scalar function, as in the case
of the electrostatic field E¼ �rf, where f is the electric
potential. In other words, Es is electrostatic in the xy
plane while Hs is magnetostatic in the xy plane. Hence, we
can let

Es¼ � rsfsðx; yÞe
ikz; Hs¼ � rscsðx; yÞe

ikz ð16Þ
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Since r .Es¼ 0 and r .Hs¼ 0 in the waveguide, fs and cs

satisfy Laplace’s equations

r2
sfsðx; yÞ¼ 0; r2

scsðx; yÞ¼ 0 ð17Þ

If we have perfect electric conductors, the boundary con-
ditions are n̂n�Es¼0, and n̂n .Hs¼ 0 on the metallic sur-
faces. These boundary conditions translate to

fs¼ constant ð18Þ

n̂n .rscs¼
@

@n
cs¼ 0 ð19Þ

Equation (18) is known as the Dirichlet boundary condi-
tion, while Eq. (19) is the Neumann boundary condition.
The constants in Eq. (18) are the potentials on the con-
ductors, which may differ for different conductors.

At this point, it seems that fs and cs are decoupled, and
hence, the electric field and the magnetic field are inde-
pendent of each other. This could not be true, as the cou-
pling is expressed in Eqs. (6) and (7) (if we set Ez¼Hz¼ 0
for discussing TEM modes). Hence, the coupling of the
fields is only through the ẑz variation of the fields:

@

@z
ẑz�Es¼ iomHs ð20Þ

@

@z
ẑz�Hs¼ � ioeEs ð21Þ

Furthermore, from these equations, we deduce that Hs

and Es are mutually orthogonal in the TEM mode. Since
the fields have eikz dependence, we conclude that

ẑz�Es¼

ffiffiffi
m
e

r
Hs¼ ZHs ð22Þ

if we assume that the wave is propagating in only one di-
rection, then Z is also known as the intrinsic impedance of
the medium, and all TEM waves satisfy Eq. (22).

We can integrate Eq. (20) about a line contour around
one of the conductors that made up the transmission line
to obtain

@

@z

I

C

ẑz�Es .dl¼ iom
I

C

Hs .dl ð23Þ

By Ampere’s law, we have
H

C Hs .dl¼ I; the total current
on one of the conductors. For the left-hand side, we have

I

C

ẑz�Es .dl¼ �

I

C

dl . ẑz�rsfs

¼ �

Z

S

dSẑz .rs� ẑz�rsfs:

ð24Þ

The second equality follows from Stokes’ theorem. Using
ẑz .rs� ẑz�rsfs¼r

2
sfs¼ 0; we have

I

C

ẑz�Es .dl¼ �

Z

S

dSr2
sfs ð25Þ

r2
sfs¼ � r=e; the right-hand side of Eq. (25) evaluates to

Q/e, where Q is the total charge per unit length on one
conductor. Hence, Eq. (25) becomes

I

C

ẑz�Es .dl¼
Q

e
ð26Þ

Therefore, Eq. (23) becomes

d

dz
Q¼ iomeI ð27Þ

Since the transverse field is purely static, we can define Q
¼CV, where C is the capacitance per unit length and V¼
V1�V2. Hence, Eq. (27) becomes

d

dz
V ¼ io

me
C

I ð28Þ

Since me/C has the dimension of henries per meter, we can
define L¼ me/C, an inductance per unit length, and Eq.
(28) becomes

dV

dz
¼ ioLI ð29Þ

With manipulations similar to ẑz� (21), we obtain

dI

dz
¼ ioCV ð30Þ

Equations (29) and (30) are the telegraphist equations for
a transmission line, which can also be derived from a cir-
cuits viewpoint.

Since the fields, and hence the voltage and current,
have eikz dependence, where k¼o

ffiffiffiffiffi
me
p
¼o

ffiffiffiffiffiffiffi
LC
p

; we deduce
either from Eq. (29) or (30) that

V

I
¼

ffiffiffiffi
L

C

r
¼Z0 ð31Þ

if the wave is propagating only in the positive z direction.
Z0 is also known as the characteristic impedance of a
transmission line. Since C and L are dependent on the
geometry of the transmission line, Z0 is a geometry-de-
pendent impedance. This is unlike Z, the intrinsic imped-
ance. It can be easily shown from Eqs. (29) and (30) that

d2V

dz2
þo2LCV ¼ 0 ð32Þ

d2I

dz2
þo2LCI¼ 0 ð33Þ
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which are one-dimensional scalar wave equations, whose
solutions are given by

VðzÞ¼V þ eikzþV�e�ikz ð34Þ

IðzÞ¼ Iþ eikz � I�e�ikz ð35Þ

These constants are related through Vþ /Iþ ¼V� /I� ¼Z0.
The velocity of the wave on the line is given by

v¼
1
ffiffiffiffiffi
me
p ¼

1ffiffiffiffiffiffiffi
LC
p ð36Þ

The time-average energy stored per unit length in a trans-
mission line for a single propagating wave is given by

hWei¼
1

4
e
Z

S

Es .E
�
sdS¼

1

4
e
Z

S

ðrsfsÞ
2dS ð37Þ

hWmi¼
1

4
m
Z

S

Hs .H
�
sdS¼

1

4
m
Z

S

ðrscsÞ
2dS ð38Þ

where /WeS and /WmS are the time average energy
stored in the electric field and the magnetic field, respec-
tively. Using the fact that r . (frf)¼ (rf)2

þfr2f, we can
write

hWei¼
1

4
e
I

C1 þC2

f
@

@n
fdl¼

1

4
ðV1 � V2ÞQ¼

1

4
CV2 ð39Þ

where V¼V1�V2, Q¼CV. This equation could also be
derived from circuits theory. As we have shown before,
jEsj ¼

ffiffim
e

p
jHsj; hence the time-average energy stored in the

magnetic field is

hWmi¼ hWei¼
1

4
CV2 ð40Þ

Since V2¼Z2
0I2¼ L

C I2; and me¼LC; we can also write

hWmi¼
1

4
LI2 ð41Þ

Equation (41) can also be established by circuit theory. It
also establishes our definition of L as an inductance per
unit length.

The time-average power flow down a transmission line
is given by

hPi¼
1

2
<e

Z

S

dSẑz . ðEs�H�s Þ ð42Þ

Since Hs¼
ffiffiffiffiffiffiffiffiffiffiffi
ðe=mÞ

p
ẑz�Es from Eq. (22), we have

hPi¼
1

2

ffiffiffi
e
m

r Z

S

dSjEsj
2¼ 2vhWei¼ vhWeþWmi ð43Þ

Hence, the time-average stored energy /WeþWmS mov-
ing at velocity v contributes to power flow. Equation (43) is
also valid for non-TEM modes and more general (but loss-

less) situations, if v is replaced by vg, the group velocity.
The group velocity is defined as vg¼ (dkz/do)� 1. In the
TEM case, kz¼k¼o

ffiffiffiffiffi
me
p

; so that vg¼ v. The group velocity
is the velocity of energy propagation in a waveguide, and it
is also the signal velocity. Equations (29) and (30) can be
also derived from a simple circuits model assuming dis-
tributed inductances and capacitances along the line.

2.3. Lossy Transmission Lines

To characterize a lossy transmission line, we replace the
series impedance per unit length � ioL by � ioLþR, and
the shunt admittance per unit length � ioC by � ioCþG,
where R is the series resistance per unit length in the
conductor, while G is the shunt conductance per unit
length in the dielectric insulator. The series resistance re-
sults from the finite conductivity of the (imperfect) con-
ductors, while the shunt conductance results from the
imperfect insulation of the dielectrics. Usually, the series
resistance is a much more important attenuation factor
than the shunt conductance.

Figure 2 illustrates the distributed circuit model for the
transmission line. Together with L and C, R and G con-
stitute the primary transmission-line constants. In con-
trast, the velocity of propagation v and the characteristic
impedance of the line Z0 are usually called secondary con-
stants. The telegraphist equations then become

dV

dz
¼ ðioL�RÞI¼ � ZI ð44Þ

dI

dz
¼ ðioC�GÞV ¼ � YV ð45Þ

The characteristic impedance is now

Z0¼

ffiffiffiffi
Z

Y

r
ð46Þ

while the propagation constant becomes

k2¼ � ðioL� RÞ ðioC�GÞ;

k¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LC 1þ
iR

oL

� �
1þ

iG

oC

� �s
ð47Þ

Hence k is complex and the wave eikz is attenuating. More-
over, with loss, even if the primary constants are indepen-
dent of frequency, the secondary parameters will be
frequency-dependent.

Note that, strictly speaking, when we have a lossy
transmission line due to conductor losses, a pure TEM
wave cannot exist. This is because the axial current flow
meets a resistance, and hence, an axial component of the
electric field is necessary now to drive a current in the con-
ductor. Therefore, the field is only quasi-TEM. However, the
conductor loss can be regarded as a small perturbation of
the perfect conductor case, and the electromagnetic field
in the lossy line will not differ much from that of a
lossless case.
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The shunt conductance G in a lossy line can be found as
follows. If the capacitance per unit length between two
conductors is given by the formula

C¼ eK ð48Þ

where K is a geometry-dependent factor, the shunt admit-
tance would be given by Y¼ � ioC¼ � ioeK. If now the
dielectric medium is lossy so that e¼ e0 þ (is/o), then the
shunt admittance is given by

Y ¼ � ioe0K þ sK ð49Þ

Hence, we identify G¼ sK. Note that the derivations in
Eqs. (20)–(30) hold true even if e is complex. For this rea-
son, Y in Eq. (33) is exact.

The series resistance R can be found by calculating the
resistance of the conductor in a perturbative manner
when it is lossy. The skin effect will confine the current
to flow only on the surface of the conductor. Since the skin
depth in a conductor is d¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=oms

p
, the current is con-

fined to flow in a thinner region at higher frequencies,
hence increasing this series resistance.

Another way of calculating transmission-line loss is via
a perturbation argument and the use of energy conserva-
tion. If a transmission line is lossy such that k¼ k0 þ ik00,
and

V; I � eik0z�k00z ð50Þ

then, the power flow in a line, which is proportional to
|V|2 or |I|2, is

P � e�2k00z ð51Þ

By energy conservation, we obtain

dP

dz
¼ � Pd¼ � 2k00P ð52Þ

where Pd is the power dissipated per unit length on the
line. Therefore, the attenuation constant k00 can be derived
to be

k00 ¼
Pd

2P
ð53Þ

if we know Pd. We can assume P to be close to that of a
lossless line in using Eq. (53) in a perturbative concept.

2.4. Distributed Parameters

From Eqs. (34) and (35), the impedance of a lossless trans-
mission line at any given point is given by

ZðzÞ¼
VðzÞ

IðzÞ
¼Z0

eikzþG0e�ikz

eikz � G0e�ikz
ð54Þ

where G0¼V� /Vþ is the reflection coefficient, which can
be found by using a known value of Z(z) at some point on
the line. For instance, if the line is terminated with a load
ZL at z¼ 0, then Z(0)¼ZL and, substituting in Eq. (54), we
have

G0¼
ZL � Z0

ZLþZ0
ð55Þ

Furthermore, the line impedance can be written at any
location along the line

ZðzÞ¼Z0
ZLþ iZ0 tan bz

Z0þ iZL tan bz
ð56Þ

with zo0, while the reflection coefficient everywhere
along the line (generalized reflection coefficient) G(z) is
given by Eq. (55) with ZL substituted by Z(z) above. The
representation of the variation of the normalized imped-
ance along the line with the angle of the generalized re-
flection coefficient, that is, the relation

G¼
Z� Z0

ZþZ0

for all Z, such that Re[Z]Z0, in the G plane, is called the
Smith chart [17,18]. It provides a useful graphical aid to
the analysis of transmission-line and matching problems
that are otherwise cumbersome if treated in analytical
form.

The addition of two waves, Vþ and V�, propagating in
opposite directions gives rise to a standing-wave pattern
along the line. The ratio of the minimum and maximum
values of the voltage of the standing-wave pattern defines

L

C

∆l << λ 

R

G

L R

C G

L R

C G

Figure 2. Distributed equivalent circuit representation of a transmission line supporting the TEM
mode. Each section Dl is modeled by a resistance R per unit length (O/m), an inductance L per unit
length (H/m), a capacitance C per unit length (F/m), and a conductance G per unit length (G/m).
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the voltage standing-wave ratio (VSWR), given by

VSWR¼
1þ jG0j

1� jG0j
ð57Þ

Transmission lines are usually designed to maximize
transmission and minimize reflection over the frequency
band of interest. Therefore, in practical design situations,
we have VSWRC1.

2.5. Transformation Matrices

In a circuit, a transmission line may interact with other
transmission lines, either by design, as in microwave in-
tegrated circuits (MICs), or as a result of undesired effects,
as in closely packed, high-frequency circuit interconnec-
tions [19,20] on computer boards. We use the term cou-
pling when such property is desired, or planned by design
[21,22]. Coupled integrated transmission lines form the
basic building blocks for a series of passive microwave el-
ements such as filters and directional couplers [15]. In the
case of an undesired interaction, we usually employ the
term crosstalk. In both cases, one can analyze the N-trans-
mission-line problem as a general microwave circuit con-
sists of many ports. A convenient way to characterize an
N-port network is to describe the network in terms of
impedance matrices or admittance matrices. For example,
if the N-port network can be characterized by a voltage–
current pair at each port (flowing into), then a column
vector of voltages can be defined and also a column vector
of currents. We can express a relationship between the
voltages and the currents as

V¼

V1

V2

..

.

VN

2

6666664

3

7777775
¼

Z11 Z12 � � � Z1N

Z21 Z22 � � � Z2N

..

. ..
. . .

. ..
.

ZN1 ZN2 � � � ZNN

2

6666664

3

7777775

I1

I2

..

.

IN

2

6666664

3

7777775
¼ �ZZ . I ð58Þ

By the same token, we can express

I¼ �YY .V ð59Þ

where �YY is the admittance matrix, which define the Y pa-
rameters. For reciprocal circuits, it can be shown that �ZZ
and �YY are symmetric matrices, so that there are only three
independent matrix elements in a two-port network. For
lossless circuits, it can be shown that these matrices have
pure imaginary elements.

For high frequencies, however, it is more pertinent to
think about waves. Then, at each port, we can define an
incident and a reflected wave. For instance, we can define
an incident voltage wave Vþ and a reflected voltage wave
V�. A relationship can then be express between the re-
flected waves at all the ports to the incident waves at all

the ports. This constitutes the scattering matrix:

V¼

V�1

V�2

..

.

V�N

2

6666664

3

7777775
¼

S11 S12 � � � S1N

S21 S22 � � � S2N

..

. ..
. . .

. ..
.

SN1 SN2 � � � SNN

2

6666664

3

7777775

V þ1

V þ2

..

.

V þN

2

6666664

3

7777775
¼ �SS .Vþ

ð60Þ

It can be proved that the matrix �SS has to be symmetric
for reciprocal circuits, and that it has to be unitary if the
circuit is lossless. The Sij are called scattering or simply
S-parameters. S parameters are very important in the
characterization of a microwave circuits. CAD (computer-
aided design) packages for the analysis of complex net-
works are usually based on the availability of S parame-
ters (or Y parameters) for each of their building blocks
(such as the transmission lines).

When one needs to cascade a series of two-port net-
works, it is more convenient to work with chain matrices
or transmission matrices. A voltage–current transmission
matrix, usually called an ABCD matrix, relates the volt-
age and current at one port to the voltage and current at
the second port.

Written explicitly, we have

V1

I1

" #
¼

A1 B1

C1 D1

" #
V2

I2

" #
ð61Þ

Notice that in the convention for the ABCD matrix, the
current at port 2 is flowing out of the port rather than into
the port. In this manner, if we have a second transmission
matrix of a second network that relates V2, I2 to V3, I3

namely

V2

I2

" #
¼

A2 B2

C2 D2

" #
V3

I3

" #
ð62Þ

then, when these two networks are cascaded together, the
resultant transmission matrix is the product of the two
matrices

V2

I2

" #
¼

A1 B1

C1 D1

" #
A2 B2

C2 D2

" #
V3

I3

" #
ð63Þ

For a two port network, it can be shown that

A¼
Z11

Z12
; B¼

Z11Z22 � Z2
12

Z12
ð64aÞ

C¼
1

Z12
; D¼

Z22

Z12
ð64bÞ

for a reciprocal network. It is also readily verified that

AD� BC¼ 1 ð65Þ
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for this case. Hence, the determinant of a chain matrix is
always 1 for a reciprocal network.

3. HOLLOW WAVEGUIDES

In this section, we will focus on a typical class of high-fre-
quency transmission line, the hollow waveguide [10,23].
Hollow waveguides are specially useful in low-loss and
high-power systems, such as the feeding system of an an-
tenna. Hollow waveguides do not support a TEM mode,
and the analysis of the previous section deriving the cir-
cuit parameters (line and voltage) along the line in terms
of the TEM fields does not apply in this case. The absence
of a TEM mode in a hollow waveguide can be proved by
contradiction as follows. If we assume that it does, then
the magnetic field H¼Hs has to end on itself due to the
absence of magnetic charges. It is clear that

H
C Hs .dlO0

about any closed contour following the magnetic field
lines. This is clearly in violation of Eq. (15) for a TEM
mode, which implies that if

H
Hs .dl¼0 if C does not en-

close any conducting current. These two results are con-
tradictory, implying the absence of a TEM mode in a
hollow waveguide.

3.1. Rectangular Waveguides

The rectangular waveguide is the most commonly used
hollow waveguide. It is illustrated in Fig. 3. By adjusting
the aspect ratio, a to b, of the waveguide, one can obtain a
good bandwidth for single-mode propagation (the aspect
ratio of 1

2 is used in most practical waveguides). Further-
more, the analysis of this waveguide is the simplest.

3.1.1. TE Modes (H Modes). A TE mode in a rectangular
waveguide is characterized by Hz satisfying Eq. (13) with
the requisite Neumann boundary condition. An Hz that
will satisfy Eq. (13) with (@/@n)Hz¼ 0 on the waveguide
wall is

Hz¼H0 cos
mp
a

x
� �

cos
np
b

y
� �

eikzz ð66Þ

where k2
s ¼ ðmp=aÞ2þ ðnp=bÞ2; kz¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

s

p
: This last re-

lation is called the dispersion relation. A dispersion rela-
tion gives the propagation constant as function of
frequency: kz¼ kz(o). The transverse fields can be found
using Eqs. (9) and (10). The mode becomes evanescent or

nonpropagating when k2
s > k2, that is, when kz becomes

imaginary. Since k2
¼o2me, the cutoff frequency (i.e., the

frequency below which the mode is evanescent) is given by

omn;c¼
1
ffiffiffiffiffi
me
p

mp
a

� �2
þ

np
b

� �2
� �1=2

ð67Þ

The corresponding mode is usually labeled as TEmn (or
Hmn) mode. Note that this is in marked contrast for the
case of TEM propagation. For the TEM mode, no cutoff
frequency exists. The wavelength of a wave at oc in the
medium denoted by m, e is the cutoff wavelength:

lmn;c¼
2

½ðm=aÞ2þ ðn=bÞ2�1=2
ð68Þ

In waveguide conventions, a is assumed larger than b.
Then, the dominant mode (fundamental mode) with the
lowest cutoff frequency is the m¼ 1, n¼ 0 mode, also
known as the TE10 mode (or H10 mode). The TE00 mode
is nonexistent because, otherwise, ks¼ 0, and Es and Hs

would diverge from Eqs. (9) and (10) when ks-0. The
waveguide usually operates at those frequencies where
only the fundamental mode can propagate.

3.1.2. TM Modes (E Modes). A TM mode in a rectangu-
lar waveguide is characterized by Ez satisfying Eq. (14)
with the requisite Dirichlet boundary condition. An Ez

that will satisfy Eq. (14) with Ez¼ 0 on the waveguide wall
is

Ez¼E0 sin
mp
a

x
� �

sin
np
b

y
� �

eikzz ð69Þ

where k2
s ¼ ðmp=aÞ2þ ðnp=bÞ2; kz¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

s

p
: The TMmn

mode has the same cutoff frequency as the TEmn mode.
However, when either m¼ 0, or n¼ 0, the mode does not
exist since Ez¼ 0 then. Therefore, the lowest TM mode is
the TM11 mode with a cutoff frequency above that of the
TE10 mode. Given the z components of the fields, all other
field components of a waveguide can be derived.

3.2. Circular Waveguides

Certain modes of a circular waveguide have less attenu-
ation from wall loss compared to a rectangular waveguide.
Hence, circular waveguides are sometimes preferred over
a rectangular waveguide. The geometry of a circular hol-
low waveguide is illustrated in Fig. 4.

3.2.1. TE Modes (H Modes). The Ez component of a TE
mode satisfies Eq. (13) in cylindrical coordinates

1

r
@

@r
r
@

@r
þ

1

r2

@2

@f2
þ k2

s

� �
Hz¼ 0 ð70Þ

with the boundary condition that (@/@r)Hz¼0, r¼a,
where a is the radius of the waveguide. If we assume
that Hz has e7inf, sin nf or cos nf dependence, where n is
an integer, we can replace @2/@f2 by �n2. The solution of

y

b

z

a
x

Figure 3. Geometry of a rectangular hollow waveguide.
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Eq. (70) then becomes

Hz¼H0JnðksrÞe�infþ ikzz ð71Þ

where Jn is the Bessel function. We require that (@/@r)Hz

¼ 0 at r¼a, implying that

J0nðksaÞ¼ 0 ð72Þ

with kz¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

s

p
: If the mth zero of J0nðxÞ is defined to be

bnm such that J0nðbnmÞ¼ 0; then the values of possible ks

are

ks¼
bnm

a
ð73Þ

The subscript n denotes the orders of the Bessel function
Jn(x) and the circular harmonic e7inf. The subscript m
denotes the mth zero of J0nðxÞ discounting the zero at the
origin. The corresponding mode is usually denoted as the
TEnm mode. Cutoff occurs when k¼o

ffiffiffiffiffi
me
p

oks: From the
tabulated data for bnm, it follows that the TE11 modes cor-
responding to the first zero of J1(x) have the lowest cutoff
frequency. The cutoff frequency for the TEnm mode is given
by

onm;c¼
1
ffiffiffiffiffi
me
p

bnm

a
ð74Þ

and the corresponding cutoff wavelength is

lnm;c¼
2p
bnm

a ð75Þ

3.2.2. TM Modes (E Modes). Similar to a TE mode, the
Ez component of a TM mode has e7inf dependence, satis-
fying the equation

1

r
@

@r
r
@

@r
�

n2

r2
þ k2

s

� �
Ez¼ 0 ð76Þ

with the boundary condition Ez(r¼a)¼ 0. Hence

Ez¼E0JnðksrÞe�infþ ikzz ð77Þ

with Jn(ksa)¼ 0. If we denote the mth zero of Jn(x) by anm,
then ks has possible values of

ks¼
anm

a
ð78Þ

where the subscript n denotes the order of the Bessel
function Jn(x) and the subscript m denotes the mth zero of
Jn(x), discounting the zero at the origin. The correspond-
ing mode is known as the TMnm mode. The cutoff frequen-
cy of the TMnm mode is given by

onm;c¼
1
ffiffiffiffiffi
me
p

anm

a
ð79Þ

and the corresponding cutoff wavelength is

lnm;c¼
2p
anm

a ð80Þ

From the tabulated data for anm, it follows that the lowest
TM mode is the TM01 mode, but it has a higher cutoff fre-
quency compared to the TE11 mode.

It can also be shown that the TE01 mode has the lowest
loss at high frequencies. The TE01 is axially symmetric
with E¼ f̂fEf: An interesting property of this mode is that,
contrary to other modes, the loss decreases monotonically
as frequency increases.

The transverse field components of a circular wave-
guide are easily obtained given the axial components. One
disadvantage of circular waveguides is that, because of its
circular symmetry, the wave polarization on the transver-
sal plane may change as the wave propagates, as a result
of small perturbations. One way to combat this problem is
to employ elliptical waveguides [24].

3.3. Other Closed Waveguides

If a metallic waveguide has an arbitrary cross section
whose shape does not fall on any of the curvilinear coor-
dinates, one has, in general, to resort to numerical tech-
niques to find the modes and dispersion curves. These will
be discussed later. Among these other waveguides, ridge
waveguides are commonly used [25,26]. They are attrac-
tive because the frequency range of their dominant mode
exceeds that of a rectangular waveguide of same external
dimensions (the cutoff is lowered). The tradeoff is for an
increased loss from the walls.

When a uniform waveguide is filled with inhomoge-
neous materials [27], the guided modes of the structure
cannot be decomposed into TE and TM waves, except for
some very special cases. In other words, the Ez and Hz

components of the fields are always coupled together. Such
modes are also called the hybrid modes. This coupling can
be shown from Maxwell’s equations [10]. The fact that the
Ez and Hz waves are in general coupled at a dielectric in-
terface is also known as the depolarization effect.

y

ρ

z

x
φa

Figure 4. Geometry of a cylindrical hollow waveguide.
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In general, inhomogeneous filled waveguides can be
used to make variable phase shifters and attenuators. If
the inhomogeneity filling the waveguide is nonreciprocal
(like ferrite), then isolators, gyrators, and attenuators can
be made.

An example of inhomogeneous filled waveguide is the
dielectric-slab-loaded waveguide. The dispersion relation
for this structure can be easily derived using the trans-
verse resonance condition [10].

4. OPEN WAVEGUIDES

In an open waveguide [28–32] a wave is guided along a
structure, but the field is not enclosed completely in the
structure—the field extends to infinity. However, the field
decays exponentially away from the guiding structure;
hence, the energy of the wave is still localized around the
guiding structure. The guiding structure is often filled
with inhomogeneous medium. Therefore, many properties
of inhomogeneously filled waveguides are also true in
open, inhomogeneously filled waveguides.

4.1. Dielectric Waveguides

An example of an open waveguide is a dielectric slab
waveguide. The waveguide is made with dielectric coat-
ing on a ground plane, or in the case of optical thin-film
waveguides, it is a coating of an optically more dense
medium on top of an optically less dense substrate, as
illustrated in Fig. 5.

Because of the symmetry of the geometry, we can de-
compose the field inside such a waveguide into TM and TE
types [33]. The mode is guided by total internal reflection.
This is possible only if e14e0 and e14e2. At total internal
reflection, the fields in regions 0 and 2 are evanescent, and
hence they decay exponentially away from the structure.
Therefore, most of the energy of the mode is still trapped
and localized in the vicinity of the structure.

If a TM wave is in a dielectric slab, we can write the
field in region 1 as

H1¼ ŷy½A1eik1xxþB1e�ik1xx�eikzz ð81Þ

Equation (1) has the physical meaning that the wave in
region 1 is representable as bouncing waves. At x¼0, the
upgoing wave is the reflection of the downgoing wave;
hence, we have

A1¼RTM
12 B1 ð82Þ

where RTM
12 is the TM reflection coefficient at the 1–2 in-

terface. If there are subsurface layers, RTM
12 could be the

generalized reflection coefficient that includes subsurface
reflections. Otherwise, it is just the single interface, Fres-
nel reflection coefficient for a TM wave. At the upper in-
terface at x¼d, we require that the downgoing wave be a
reflection of the upgoing wave:

B1e�ik1xd¼RTM
10 eik1xdA1 ð83Þ

For nontrivial A1 and B1, Eqs. (82) and (83) imply that

1� RTM
10 RTM

12 e2ik1xd¼ 0 ð84Þ

This is the guidance condition, sometimes known as the
transverse resonance condition for TM modes in a dielec-
tric slab, with

RTM
ij ¼

ejkix � eikjx

ejkixþ eikjx
; kix¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

i � k2
z

q
ð85Þ

Because of Eq. (85), the guidance condition expressed by
Eq. (84) can be expressed entirely as a function of kz. We
can solve Eq. (84) either graphically or numerically on a
computer. Once the value of kz that satisfies Eq. (84) is
found, it can be used in Eq. (82) or (83) to find a relation-
ship between A1 and B1. The fields in region 0 and 2 can be
found easily:

H0¼ ŷyTTM
10 A1eik1xdþ ik0xðx�dÞ þ ikzz ð86aÞ

H2¼ ŷyTTM
12 B1e�ik2xxþ ikzz ð86bÞ

In other words, the field in region 0 is a consequence of the
transmission of the upgoing wave in region 1, while the
field in region 2 is a consequence of the transmission of the
downgoing wave in region 1. In the above, Tij is a trans-
mission coefficient with

TTM
ij ¼ 1þRTM

ij ð87Þ

In order for a mode to be trapped, the field has to decay
exponentially in the x direction. Therefore, k0x and k2x

have to be purely imaginary. In other words, we can find
the values of kz for guidance only in the ranges kz4k0 and
kz4k2.

For a symmetric waveguide where regions 0 and 2 are
the same, the first few modes of the waveguides are as
sketched in Fig. 6. These modes are, in general, better

Region 0

Region 1

Region 2

x

d

y
z

ε0

ε1

ε2

ε1> ε2

ε1> ε3

Figure 5. Geometry of a dielectric slab waveguide.
The electromagnetic field is guided by total internal
reflection. This is possible only if e14e2 and e14e3.
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trapped when the contrast is high between region 1 and
regions 0 and 2, or when the frequency is high. We can
study the guidance of a TE mode that is the dual of a TM
mode in a similar fashion.

By a further manipulation of Eq. (84), and using the
definition of Fresnel reflection coefficients, Eq. (84) can be
written as

a0x
d

2
¼

e0

e1
k1x

d

2
tan

k1xd�mp
2

� �
ð88Þ

where
a0x¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

z � k2
0

q
; k1x¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

1 � k2
z

q
; and m¼ 1;2; 3; 4; . . . : The

left-hand side of Eq. (88) can be expressed in terms of
the k1xd variable

d

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

z � k2
0

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðk2
1 � k2

0Þ
d

2

� �2

�
k1xd

2

� �2
s

ð89Þ

which is the equation of a circle. Equation (88) can hence
be solved graphically by plotting both sides of Eq. (88) as a
function of k1zd.

A mode in a dielectric has a part of its energy outside
the waveguide and inside the waveguide. Hence, the
group velocity of the mode is between that of the slab re-
gion and the outer region. When the frequency is very low,
the mode is weakly evanescent outside the dielectric slab
and the group velocity of a mode is closer to that of the
outer region because most of the energy of the mode is
outside the waveguide. When the frequency is high, the
mode is strongly evanescent outside and most of the en-
ergy of the mode is trapped inside the slab. Hence, the
group velocity of the mode is close to that of the dielec-
tric slab.

The TM0 mode has no cutoff, since continuity of the
slope and field amplitude can be satisfied for all frequen-
cies, and yet the field is evanescent outside. This is not
true of the higher-order modes. For high frequencies, the
higher-order modes are well trapped inside the dielectric
waveguide. When the frequency is lowered, however, the
field may cease to be evanescent outside the dielectric

slab. At the frequency when the field becomes constant
outside, we have the cutoff. At frequencies lower than the
cutoff frequency, the mode leaks energy to outside the slab,
it becomes a leaky mode and is not guided at all.

Many other configurations of dielectric waveguides are
possible. Dielectric waveguides found many applications
in the millimiter-wave and optical frequency ranges. One
problem of these waveguides is the radiation loss incurred
at bends and discontinuities. This can be minimized by
utilizing a higher dielectric constant, but at the expense of
a much smaller size of the structures, which leads to man-
ufacturing problems. Analytical solutions in general are
not available for these structures, and a numerical anal-
ysis is necessary to find the modes and dispersion rela-
tions. Moreover, in these structures, the TE and TM modes
are coupled by the boundary conditions at the dielectric
boundaries. For this reason, none of the modes are strictly
TE or TM, and the EH notation is used to denote a mode
whose TE component dominates over its TM component,
and vice versa for the HE notation.

A very popular geometry of dielectric waveguides is the
circular dielectric waveguide, which is discussed next.

4.2. Circular Dielectric Waveguide

The geometry of a circular dielectric waveguide is illus-
trated in Fig. 7. An optical fiber is a kind of circular di-
electric waveguide. Usually, an optical fiber has a
protective cladding as well. In the ensuing analysis, we
will ignore the protective cladding, letting b-N.

In order for a mode to be guided, we require that
e1m14e2m2. In other words, the light velocity in the core
region has to be slower than the light velocity in the clad-
ding. The field outside the core region is evanescent for a
guided mode. Therefore, letting b-N affects the guided
mode slightly, especially if the mode is tightly bound to the
core; hence, it is a good approximation.

In the optical fiber modes, except for the axisymmetric
modes, the TE and TM fields are coupled to each other by
the boundary conditions as in an inhomogeneously filled
waveguide. The z components of the field are solutions to

Hy

Hy Hy

Hy

TM0 Mode

TM2 Mode TM3 Mode

TM1 Mode

−d/2 −d/2

−d/2
−d/2

d/2
x

d/2
x

d/2
x

x
d/2

Figure 6. Field distribution for different
modes in a dielectric slab waveguide. The
amplitude scale is arbitrary. The TM0

has no cutoff frequency, but the other
modes have a finite cutoff frequency.
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the wave equation in cylindrical coordinates for each of
the homogeneous regions.

We will analyze next the circular dielectric waveguide
using the weakly guided approximation [34]. The weakly
guided approximation is quite useful in analyzing optical
fibers, since the dielectric constant contrast from core to
cladding is usually very low.

4.3. Weakly Guided Approximation

Starting from Maxwell’s equations, we can derive the vec-
tor wave equations governing electromagnetic fields in an
inhomogeneous waveguide

r� m�1
r r�E� o2m0e0erE¼0 ð90aÞ

r� e�1
r r�H� o2m0e0mrH¼ 0 ð90bÞ

where mr¼ m(r)/m0¼ f1(r), and er¼ e(r)/e0¼ f2(r). If we find a
solution to Eq. (90a), the solution to the dual problem is
obtained by letting E-�H, H-E, mr-er, er-mr. Howev-
er, if f1(r)af2(r), the dual problem corresponds to a differ-
ent waveguide with mr¼ f2(r) and er¼ f1(r). In order for a
dual problem to be itself, we require that f1(r)¼ f2(r). If
this is the case, then a mode and its dual are degenerate.
Therefore, we can associate every mode in a waveguide
with a dual mode. However, f1(r)¼ 1 usually, while
f2(r)a1; therefore, a mode is not exactly degenerate with
its dual.

However, in the case of a weakly guided dielectric
waveguide, er-1; hence, a mode is nearly degenerate
with its dual. Furthermore, we can show that the vector
nature of the wave is unimportant. If mr¼ 1, we can re-
write Eqs. (90a) and (90b) as

r�r�E� o2m0e0erE¼ 0 ð91aÞ

r�r�H� ðr lnerÞ�r�H� o2m0e0erH¼ 0 ð91bÞ

where r ln er¼rer/er is the effect of the polarization charg-
es at the dielectric interface. If the transverse and longi-
tudinal components of Eqs. (91a) and (91b) are extracted,
the following equations ensue:

r2Esþrs½rs ln er .Es� þ k2Es¼ 0 ð92aÞ

r2Ezþ ikzðrs ln erÞ .Esþ k2Ez¼0 ð92bÞ

r2Hsþ ðrs ln erÞ� ðrs�HsÞþ k2Hs¼ 0 ð93aÞ

r2Hzþ ðrs ln erÞ� ðrs�HzÞþ ðrs ln erÞ

� ðẑzikz�HsÞ þ k2Hz¼ 0
ð93bÞ

In the limit when er-1, and o-N, the polarization
charge terms in Eqs. (92a) and (93a), which are propor-
tional to the first derivative of the field, can be ignored
with respect to the other terms, yielding

r2Esþ k2Es¼ 0 ð94aÞ

r2Hsþ k2Hs¼ 0 ð94bÞ

In other words, the wave guidance problem by a fiber of
weak contrast in the high-frequency limit reduces to a
scalar problem.

In the limit when the contrast er-1, the wave that
propagates in the fiber is a TEM wave where Ez¼ 0. When
er41, we see from Eq. (92b) that EzB|Es|/o. Therefore,
when o-N, then |Ez|5|Es|. By the same token,
|Hz|5|Hs| when o-N. Therefore, when the contrast
is very low, and the frequency is very high, the mode is
quasi-TEM, and rs

.EsE0 and rs
.HsE0.

Equations (94a) and (94b) are equivalent to

ðr2þ k2Þf¼0 ð95Þ

where f is either Ex, Ey, Hx or Hy.
For example, if we assume cylindrical geometry, we can

let

f¼
AJnðk1rrÞeinfþ ikzz; roa

BKnða2rÞeinfþ ikzz; r > a

(
ð96Þ

The boundary conditions for f at the interface where k2
¼

o2m0e0er displays a step discontinuity is

f1¼f2 ð97aÞ

n̂n .rf1¼ n̂n .rf2 ð97bÞ

These boundary conditions are derivable from Eq. (95)
alone.

Imposing these boundary conditions at r¼a for the
weakly guided dielectric waveguide, whose field is given

z

2a

Core Cladding

b

φ

x ρ

ε1,µ1 ε2,µ2 ε0,µ0

y

Figure 7. Geometry of a circular dielectric waveguide. To obtain
a guided mode, the dielectric constant in the core should be great-
er than in the cladding, e14e2. The field is guided by total internal
reflection. An optical fiber is an example of circular dielectric
waveguide. In this case, the contrast between the dielectric con-
stants e1 and e2 is usually very low.
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by Eq. (96), we have

AJnðk1raÞ¼BKnða2aÞ ð98aÞ

AK1rJ0nðk1raÞ ¼Ba2K 0nða2aÞ ð98bÞ

which yields

k1rJ0nðk1raÞ

Jnðk1raÞ
¼

a2K 0nða2aÞ

Knða2aÞ
ð99Þ

Using the recurrence relationship that J0nðxÞ¼ �
Jnþ 1ðxÞþ

n
xJnðxÞ; and that K 0nðxÞ¼ � Knþ 1ðxÞþ

n
x KnðxÞ; we

can transform this to

k1rJnþ 1ðk1raÞ

Jnðk1raÞ
¼

a2Knþ 1ða2aÞ

Knða2aÞ
ð100Þ

Similarly, using the recurrence relationship that
J0nðxÞ¼Jn�1ðxÞ–ðn=xÞJnðxÞ; and K 0nðxÞ¼ � Kn�1ðxÞ– ðn=xÞ
KnðxÞ; we have

k1rJn�1ðk1raÞ

Jnðk1raÞ
¼ �

a2Kn�1ða2aÞ

Knða2aÞ
ð101Þ

We can solve Eq. (11) graphically. The modes thus found
are collectively designated the LPnm mode. The lowest or-
der mode is the LP01 mode (where LP stands for ‘‘linearly
polarized’’). These LP modes can be shown to be a linear
combination of the EH and HE modes mentioned before.

The term ‘‘weakly guided dielectric waveguide’’ is a
misnomer. When V is large, a mode can be tightly bound as
demonstrated by the phase velocity approaching that of a
core. Also, Ex and Ey are not independent of each other
since rs

.Es¼ 0. The same statement applies to Hx and Hy.

5. MICROWAVE INTEGRATED CIRCUITS (MIC)
TRANSMISSION LINES

With the advent of integrated circuits at microwave and
millimiter-wave frequencies, microwave integrated circuit
(MIC) transmission lines have become increasingly im-
portant [15]. They are easily integrated with other micro-
wave integrated circuits, and have a low cost and better
reproducibility/reliability than do conventional lines.
Some examples are shown in Fig. 8. Not presented on
this figure but also representative of MICs lines are the
stripline and the inverted microstrip line [11]. Along with
some configurations of dielectric waveguides for millimiter
waves and integrated optics [29,32], such transmission
lines belong to a class usually called planar transmission
lines because the characteristics of these lines can be de-
termined from the dimensions on a single plane.

5.1. Quasi-TEM Approximation

The usual integrated circuits waveguiding structures can-
not support a TEM mode (an exception is the stripline,
whose design data can be determined exactly from an
electrostatic analysis for the TEM mode), for if they do, the

phase-matching condition will be violated at the interface
between the inhomogeneities (i.e, between the two dielec-
trics). This is because a TEM wave has the same phase
velocity of the medium in which the wave is traveling.

However, if the wavelength under consideration is
much larger than the transverse structure of the wave-
guide, we can show that the fundamental mode of such a
structure is almost TEM or quasi-TEM. A ‘‘fundamental’’
mode is the mode that is propagating when o-0 or l-N.
The analysis under such assumptions is usually called
quasistatic analysis.

We can write Maxwell’s equations by separating out the
transverse and longitudinal components as

rs�Es¼ ikZHz ð102Þ

rs�Hs¼ � ikZ�1Ez ð103Þ

@

@z
ẑz�Es � ẑz�rsEs¼ ikZHs ð104Þ

@

@z
ẑz�Hs � ẑz�rsHz¼ � ikZ�1Es ð105Þ

where Z¼
ffiffiffiffiffiffiffi
m=e

p
: For a structure whose dominant trans-

verse dimension is much smaller than the wavelength, the
transverse variation of the field would be more rapid than
the longitudinal variation. The x and y variations will vary
on the length scale of d. To emphasize this fact, we can
perform a coordinate stretching transformation by letting

x¼ dx0; y¼ dy0 ð106Þ

Under such a coordinate stretching transformation, we
obtain

rs !
1

d
r0s ð107Þ

Equations (104) and (105) become

ikzdẑz�Es � ẑz�r0sEz¼ ikZdHs ð108Þ

ikzdẑz�Hs � ẑz�r0sHz¼ � ikZ�1dEs ð109Þ

εr εr

εr εr

Microstrip Line

Coplanar Waveguide Coplanar Strips

Slot Line

y

x
z

Figure 8. Cross-sectional view of different kinds of microwave
integrated circuit (MIC) waveguides.
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where we have assumed eikzz dependence of the field.
When d/l-0, then kd-0. Since kz¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

s

p
ok; we

also expect kzd-0, when d/l-0. Therefore, in the long-
wavelength limit, we obtain

ðEz; ZHzÞ � OðkdÞðEs; ZHsÞ ð110Þ

In other words, |Ez|5|Es|, |Hz|5|Hs|, implying that
the field is quasi-TEM. Therefore, we can write Eqs. (102)
and (103) as

rs�Es¼ 0 ð111Þ

rs�Hs¼ 0 ð112Þ

Taking the divergence of Eqs. (104) and (105) and making
use of Eqs. (111) and (112), we have

rs . eEs¼ 0 ð113Þ

rs . mHs¼0 ð114Þ

Consequently, the transverse field of a quasi-TEM mode is
essentially static. For this reason, the waveguide can be
analyzed as if a TEM mode were propagating on it. We can
solve the electrostatic problem to find the line capacitance
C of the line. The line inductance L can be obtained by
solving the magnetostatic problem. Then, kz, the axial
wavenumber, can be found by

kz¼o
ffiffiffiffiffiffiffi
LC
p

ð115Þ

The preceding analysis indicates that when the wave-
length is long, the axial variation of the field is slow com-
pared to the transverse variation. The transverse
variation of the field has to be such that the field can
match the boundary condition on the metallic conductors,
which is much smaller in dimension than the wavelength.
Hence, the transverse variation of the field must balance
itself, resulting in Eqs. (111) to (113), which are the static
equations.

5.2. Capacitance and Effective Dielectric Constant of MIC
Lines

We shall discuss how the line capacitance of a MIC line,
such as a microstrip line, can be found. For other MIC
lines, the analysis follows in a similar manner [15]. There
is no closed-form solution for such a class of problem.
When er¼ 1 (i.e., the conductors are surrounded by homo-
geneous space and no dielectric interface is present), the
structure supports the TEM mode and one may solve such
problems by conformal mapping (as in the stripline case)
[35]. When h/w51, the problem can be solved by asymp-
totic matching [36]. However, to get an accurate value of C
for all w/h, a numerical analysis is preferable.

To find the line capacitance of the MIC line, one can
first solve for the charge distribution on the line. Then, the
capacitance can be easily found from the equation Q¼CV,
where Q is the total charge per unit length on the line and
V is the voltage applied between the strip and the ground

plane. To find the charge distribution, we can first formu-
late an integral equation governing the charge distribu-
tion, and then solve it by numerical techniques [37].
Approximate closed-form formulas for Ceff as a function
of line geometry and substrate material are also available
[38,39]. A potential f can be defined such that Es¼ �rsf
and r2

sf¼ 0; because Es is an electrostatic field in the
long-wavelength limit.

To find L, we make use of the fact that if er¼ 1, a pure
TEM mode propagates on the MIC line. In this case

kz¼ k0¼o
ffiffiffiffiffiffiffiffiffiffiffi
L0C0

p
ð116Þ

Therefore, L0 can be found once C0, the line capacitance
with er¼ 1, is known. C0 can be also found by solving an
integral equation. Since L0 remains unchanged when
era1, we have

kz¼

ffiffiffiffiffiffi
C

C0

s

k0 ð117Þ

An effective relative dielectric constant can be defined such
that

eeff ¼
C

C0
ð118Þ

which is a function of frequency. The physical meaning for
eeff is simple. It is the dielectric constant with which one
can fill the space homogeneously around a MIC line to
yield the same line capacitance as the inhomogeneously
filled line.

A characteristic impedance can also be defined as

Z0¼

ffiffiffiffiffiffi
L0

C

r
¼

ffiffiffiffiffiffiffiffiffiffi
m0e0

C0C

r
¼

Za
0ffiffiffiffi
er
p ð119Þ

where Za
0 is the characteristic impedance of the air-filled

line.
For the most commonly employed geometries and ma-

terials, closed-form empirical formulas for eeff and Z0 are
available for design purposes and easy incorporation into
CAD algorithms [39].

5.3. Frequency-Dependent (Full-Wave) Theory of MIC Lines

The quasi-TEM model triumphs in predicting the value of
kz or the phase velocity in the long-wavelength limit. How-
ever, kz is in general frequency-dispersive. To obtain a kz

that is valid at high frequencies as well (above a few GHz),
we need to solve the full-wave solution to the MIC line
problem. Approximate closed formulas (some essentially
empirical formulas, backed up by accurate characteriza-
tions) for the frequency-dispersive eeff(o) (and hence, kz

and C) as a function of the static eeff, geometry, substrate,
and frequency are available [39]. These formulas are use-
ful for CAD applications, but have a number of drawbacks,
such as being applicable to only a specific class of MIC
lines (e.g., those based on alumina substrates) and some-
times requiring accurate static (TEM) data.
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On the other hand, numerical methods [37] are the only
means of solving the full-wave problem for the general
microwave and millimiter-wave transmission-line prob-
lem. This is also true for integrated optics waveguides.
With the advances in computer technology, these methods
have become increasingly important. The most popular
numerical methods include the finite-difference and finite-
difference time-domain (FD and FDTD) methods, the
transmission-line method (TLM), the finite-element meth-
od (FEM), the boundary-element method (BEM), the
method of lines (MoL), the method of moments (MoM),
the beam propagation method (BPM), the effective index
method, and the spectral domain approach. There is no
such a thing as the best universal numerical method avail-
able. Each of these methods has its advantages and lim-
itations and is best suited for some given applications.
Each has its own variations and improvements. For a dis-
cussion of each and example applications, the reader is
referred to the texts by Sorrentino [37] and Huang and
Kong [40].
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1. INTRODUCTION

Superconductors, as opposed to normal or conventional
conductors, have the ability to conduct electrical current
with very small resistance, very small power loss, very
small generation of heat, and greatly reduced noise levels.
The resistance is very small but finite at microwave fre-
quencies and is truly zero at DC. Superconductivity was
first understood as a very-low-temperature phenomenon
and was explained by John Bardeen, Leon Cooper, and
Robert Schrieffer in what has become known as the BCS
theory. According to this theory, at a particular low tem-
perature, called the transition temperature or critical tem-
perature (Tc), the electrons in certain materials pair up
and form a single quantum state, acting like a frictionless
fluid, and become superconducting.

While conventional low-temperature metallic super-
conductors have been known since the beginning of the
twentieth century, the extremely high cost of refrigeration
has limited their use in many applications. Until 1986 re-
searchers could not identify any materials that could be-
come superconducting with a critical temperature higher
than 23 K. The materials discovered up to that time, which
had critical temperatures lower than 23 K, were common-
ly known as low-temperature superconductor (LTS) mate-
rials. A new era in superconductivity began in 1986 with
the discovery of a new class of ceramic materials that are
superconductive at temperatures as high as 125 K. Re-
ferred to as high-temperature superconductor (HTS) ma-
terials, these materials enerally have significant
advantages over LTS materials because they can be cooled
at economically and commercially feasible temperatures.

Superconductivity is certainly a multidisciplinary field.
It spans almost the entire realm of electrical engineering
including microwave, power, electronic, and power and
computer engineering [1]. In microwave applications, the

HTS technology offers major breakthroughs in perfor-
mance of components and subsystems. Light weight, small
volume, and high performance, which are the properties of
the superconducting technology, are also the main drivers
in the design and construction of microwave systems. The
feasibility of using this technology to design microwave
components such as filters, multiplexers, receivers, delay
lines, couplers, antennas, and phase shifters with superior
performance has been already demonstrated. A review of
progress since 1990 is given in three IEEE-MTT Special
Issues on HTS microwave applications published in 1991
[2], 1996 [3], and 2000 [4]. Three books have also been
published on microwave superconductive devices [5–7].

Although the quest for room-temperature superconduc-
tor materials goes on, the quality of today’s materials is
adequate for the development of advanced superconduc-
tive systems with superior RF performance for wireless
and space applications. In this article we provide first a
brief historical overview summarizing the key develop-
ment milestones of the technology. We discuss the basic
material characteristics, highlighting the unique features
that are relevant to microwave applications. We then cov-
er the progress to date in various microwave applications
of high-temperature superconductivity.

2. HISTORY AND PHENOMENA OF
SUPERCONDUCTIVITY

The history of superconductivity can be divided into two
eras. The first era started with H. Kamerlingh Onnes, a
Dutch physicist, who successfully liquefied helium in the
early twentieth century at around 4.2 K. While investi-
gating the effect of such low temperatures on the proper-
ties of various metals in 1911, Onnes observed that the
ohmic resistance for mercury vanishes at about 4 K. He
made the same discovery with lead and tin shortly after.
The progress in understanding superconductivity and in
developing superconductors with transition temperatures
higher than 4 K was agonizingly slow. By switching from
single elements to alloys, researchers were eventually able
in 1941 to raise the transition temperature to 15 K, for
niobium nitride. It took, however, more than 30 years to
further raise the transition temperature to 23 K with the
discovery of the niobium germanium alloy in 1973. A
number of systems already use low-temperature super-
conducting devices. A comprehensive review of the appli-
cations of low temperature superconductivity is given in a
special issue published in January 1973 in the Proceed-
ings of the IEEE. The LTS materials are still being used
today in various applications. It was not until 1957 that a
theory finally emerged to give an acceptable microscopic
picture explaining why metals become superconductors at
low temperatures. Three physicists at the University of
Illinois, John Bardeen, Leon Cooper, and Robert Schrief-
fer, introduced what is now known as the BCS theory,
named after the initial letters of their surnames. The the-
ory was criticized from the start for failing to provide pre-
dictions that match experiments. Numerous revisions and
even quite different models were proposed.
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The second era commenced in 1986 with the
discovery of a new class of superconducting materials
with a then recordbreaking temperature of 35 K by Alex
Muller and George Bednorz of IBM Zurich. The com-
pound was a ceramic with a complex structure: an oxide
of lanthanum, barium, and copper. Muller and Bednorz
were awarded the 1987 Nobel Prize in Physics for their
discovery.

Early in 1987, Paul Chu and his colleagues at the Uni-
versity of Houston reported the real breakthrough in high-
temperature superconductivity (HTS), a yttrium–barium–
copper–oxide compound (YBa2Cu3O7) with a transition
temperature of 94 K. The material is commonly known
as YBCO. These new materials operate well at 77 K, al-
lowing the use of liquid nitrogen rather than liquid heli-
um. Liquid nitrogen is much cheaper and denser and has
a heat vaporization that is 60 times larger than that of
liquid helium. The ability to use liquid nitrogen rather
than liquid helium reduces the cost of cooling by a factor
of 1200.

In December 1987, Hiroshi Maeda’s group at Tsukuba
laboratories in Japan reported the bismuth–strontium–
calcium–copper–oxides (BiSrCaCuO), which have a Tc of
110 K. The next breakthrough was announced in February
1988 at the World Congress on Superconductivity in Hous-
ton. Zhengzhi Sheng and Allen Hermann from the Uni-
versity of Arkansas reported success with a thallium
compound (TiBaCaCuO) having a transition temperature
of 120 K.

In 1993, Paul Chu’s group at the Texas Center for Su-
perconductivity at the University of Houston announced
the discovery of a mercury compound HgBaCaCuO having
a transition temperature of 161 K. For the first time, su-
perconductors could conceivably be cooled by the house-
hold coolant Freon, which exists in liquid form at 147 K.
The stability of this compound is still however, in ques-
tion since it was developed in a procedure that involves a
static pressure of 150,000 atm. It is believed that chemical

substitution may be used to achieve the same result the
high pressure is now achieving. Figure 1 summarizes the
history of the superconductor materials.

Shortly after the discovery of the YBCO materials at
temperature near 90 K, scientists and engineers became
very interested in the prospects of employing the HTS
technology in the design of microwave components and
subsystems. The U.S. Naval Research Laboratory (NRL)
established a program known as the ‘‘high-temperature
superconductivity space experiment’’ (HTSSE) in 1989.
This program was a major catalyst to the development
of microwave superconductivity. It consisted of two
phases: the focus of the first-phase HTSSE-I (1989–1992)
was to develop microwave HTS components such as res-
onators and filters [8], while the focus of the second
phase HTSSE-II (1992–1996) was to develop advanced
HTS subsystems [9]. More than 30 organizations from
the United States, Canada, and Europe provided devices
and subsystems to the HTSSE program [8–11]. The
results obtained from this comprehensive research pro-
gram did conclusively demonstrate that viable and robust
HTS subsystems could be developed, fabricated, and
cryogenically packaged for both ground and space appli-
cations [11].

In addition to the HTSSE program, several other
focused programs were led by government agencies in
the United States, Japan, Canada, and Europe on advanc-
ing HTS microwave technology. In particular, the U.S.
Defense Advanced Research Projects Agency (DARPA),
which sponsored several research programs in this
field [12].

Another key factor that helped advance the develop-
ment of HTS microwave devices was the rapid progress
of the wireless industry in the 1990s. Several startup
companies emerged in the United States, Europe, and
Japan since the mid-1990s [13–16] with a focus on the
commercialization of HTS microwave devices for wireless
applications.
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3. CHARACTERISTICS AND THEORIES OF
SUPERCONDUCTORS

Superconductors have unique characteristics that differ
from those of normal conductors. A much lower loss can be
obtained with superconductors corresponding to lower RF
losses. The surface resistance of superconductor materials
at microwave frequencies is typically two orders of mag-
nitude smaller than that of normal conductors. While the
surface resistance of a normal conductor varies with fre-
quency as (f)1/2, that of superconductors varies with fre-
quency as (f)2 [7]. This frequency dependence is seen
experimentally and can be easily deduced from theory.

Superconductors have a surface resistance that is de-
pendent on the applied field. The dependence is more pro-
nounced at high levels of fields, leading to nonlinearities
and generation of intermodulation products. The nonlin-
earity exists even at low power levels but is more pro-
nounced at high power levels. Such nonlinear
characteristics have a negative impact on the power-han-
dling capability of microwave superconductive devices
[17–21]. The same nonlinear characteristics, however,
were exploited to develop novel HTS devices such as mix-
ers [7] and nonlinear transmission lines (NLTLs) [22]. An-
other characteristic of superconductor materials is that
they have frequency-independent penetration depth that
determines field penetration into the materials rather
than the skin depth of normal conductors.

There are two other unique characteristics of super-
conductor material: the Meissner effect and flux quanti-
zation. The Meissner effect relates to the superconductor’s
ability to expel magnetic field; specifically, superconduc-
tors are perfect diamagnets. This characteristic makes it
possible to suspend a magnet in midair over a piece of su-
perconductor. The Meissner effect also implies that the
transition to the superconducting state is sensitive to the
magnetic field, and for increasing magnetic fields the flux
first penetrates into and then ultimately destroys the
superconducting state. Correspondingly, a superconduct-
ing transmission line can be driven into the normal
state by a sufficiently large current that exceeds the
critical current Jc.

The flux quantization relates to the phenomenon that
magnetic field generated from a current circulating in a
superconducting loop is quantized. The unit of quantiza-
tion is known as the fluxon, or flux quantum and is given
by 2.07 � 10� 15 Wb. The characteristic of flux quantiza-
tion makes it possible to build extremely sensitive mag-
netometer devices capable of measuring extremely low

levels of magnetic fields. Such magnetometers are known
as superconductor quantum interference devices (SQUIDs)
[23]. Table 1 summarizes the differences between super-
conductors and normal conductors.

For microwave applications, the two most important
parameters of HTS materials are the surface resistance Rs

and the critical current density Jc, which represents the
maximum current that can be carried by the supercon-
ductor before switching to the normal state. There are
several techniques available to measure these two param-
eters [5–7]. Typical values for Rs and Jc for HTS thin films
are 100–200mO and 106 A/cm2, respectively.

The HTS thin films are deposited on a low loss dielec-
tric substrate and are processed using standard photo-
lithographic techniques. The most widely used substrate
is lanthanum aluminate (LaAlO3) with a dielectric con-
stant of er¼ 24 and a loss tangent of tan d¼ 3 � 10� 5. One
challenge with the LaAlO3 substrate is that its crystal
structure exhibits twining, which makes the substrate ef-
fectively inhomogeneous. This can affect the ability to set
the frequency correctly in narrowband filter applications.
Another commonly used substrate for HTS films is mag-
nesium oxide (MgO) with er¼ 9.5. MgO does not suffer
from twining problems, but on the other hand it does not
offer the same miniaturization, which the LaAlO3 sub-
strate offers, because of its high dielectric constant. Sap-
phire substrates have also been used with various buffer
layers to provide the appropriate lattice match to HTS
films. However, the surface resistance Rs and current den-
sity Jc are inferior to films on LaAlO3 or MgO substrates.

Dielectric materials typically exhibit a considerable im-
provement in loss tangent tan d on cooling to cryogenic
temperatures. For example, high-purity sapphire (er¼ 9.4)
at X-band frequencies exhibits tan d of 10� 5 at 300 K and
tan d of 10�7 at 77 K [24]. MgO and LaAlO3 exhibit a
similar loss tangent improvement at cryogenic tempera-
tures [25] as compared to room-temperature operation.
This is considered a fringe benefit of operating at cryo-
genic temperatures.

The HTS films are deposited on 2- and 3-in. wafers,
which can vary in substrate thickness from 0.010 to 0.1 in.
(standard substrate thicknesses are 0.01 and 0.02 in.). The
HTS films are typically deposited either by laser ablation
or by sputtering techniques [26]. Currently, 2- and 3-in.-
diameter wafers with HTS films on one or both surfaces
are commercially available from various sources at prices
that are almost one-tenth the prices of the early 1990s.

The BCS theory deals with superconductors from a mi-
croscopic point of view. Two other well-known theories

Table 1. Differences between Superconductors and Normal Conventional Conductors

Characteristic Normal Conductor Superconductor

Surface resistance at 77 K and f¼5 GHz 5 mO (Cu) 0.1 mO (TBCCO)
Frequency dependence of surface resistance (f)1/2 (f)2

Field dependence of surface resistancea Constant RspH2

Field penetration Skin depth (d) Penetration depth (l)
Meissner effect Not applicable Applicable
Magnetic flux quantization Not applicable Applicable

aThe dependence on magnetic field H is very weak at low levels of H.
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were developed to deal with the macroscopic properties of
superconductors: the London theory [27] and Ginzburg–
Landau (GL) theory [28]. These two theories have been
used in conjunction with Maxwell’s equation to model the
electromagnetic characteristics of superconductive micro-
wave devices [29–31]. The London theory is based on the
two-fluid model [27], which assumes that the current in
superconductor is carried by two parallel pathways, one of
the normal electrons and one of the superconducting elec-
trons whose densities are a function of temperature. The
London theory has been successful in explaining several of
the characteristics of superconductor materials. It does
not however, take into consideration the field dependence
of the constituent parameters of the superconductor ma-
terials. The GL theory, on the other hand, is a more com-
prehensive macroscopic theory that accounts for field
dependence allowing the characterization of the nonlin-
ear behavior of the superconductive materials.

4. HTS MICROWAVE FILTERS

Microwave filter networks represent a critical and sub-
stantive portion of any communication system. Such a
system, whether wireless or satellite, requires filters to
separate the signals received into channels for amplifica-
tion and processing. The phenomenal growth in the tele-
communications industry has brought significant
advances in filter technology as new communication sys-
tems emerged, demanding equipment miniaturization
while requiring more stringent filter characteristics. The
emergence of the HTS technology has offered the possibil-
ity, for the first time, to build filters that can compete with
traditional waveguide and dielectric resonator filters not
only in size but also in Q (quality factor).

Figure 2 illustrates a pictorial comparison between mi-
crowave filters realized using rectangular single-mode
waveguide technology, circular dual-mode waveguide
technology, dielectric resonator technology, and super-
conductor technology [32]. Two types of superconductive
filters are included in this figure: one using the hybrid

DR/HTS technology and the other based on HTS thin-film
technology. All filters have the same order and are de-
signed to operate at the same center frequency of 4 GHz. It
is clear that a significant reduction in size and mass can be
achieved with the use of HTS technology.

In addition to size and mass reduction, HTS filters also
offer improvement in the in-band insertion loss. The un-
loaded Q of a microwave resonator in general can be writ-
ten as Qu¼ (Rs/GþF tan d)� 1, where G is a factor
determined by the resonator’s geometry, which typically
increases as the resonator dimensions increase, while F is
a factor determined by the fraction of the electrical energy
of the cavity stored in the dielectric materials; Rs is the
surface resistance and tan d is the loss tangent of the di-
electric material. It is clear that reducing either Rs or tan d
or both of them can increase the unloaded Qu. Three main
types of HTS filter are reported in the literature:

1. HTS thin-film planar filters

2. Hybrid dielectric/HTS filters

3. HTS thick-film-coated filters

In both HTS thin-film planar filters and thick-film-
coated filters, the Q improvement is attributed mainly to
the reduction of Rs by replacing normal metals with HTS
materials. On the other hand, the improvement in Q in
hybrid dielectric/HTS filters is attributed to the reduction
of Rs as well as to the reduction of the loss tangent of the
substrate due to cooling.

4.1. HTS Thin-Film Planar Filters

Planar filters such as stripline, microstrip, and coplanar
line filters have been known since the mid-1970s [33].
These filters, however, have very limited applications be-
cause of their low Q values. Effectively any known planar
filter configuration can be realized in HTS technology by
replacing metal films with HTS films. This in turn would
increase the filter Q value by several orders of magnitude.
For example, a half-wavelength microstrip resonator
made of gold films on lanthanum aluminate substrate
would typically have an unloaded Q value of 400. Replac-
ing the gold films with HTS films while using the same
substrate would provide an HTS resonator with an un-
loaded Q value of B30,000.

The emergence of the HTS technology has created the
opportunity for more innovation in planar filter configu-
rations. Several novel filter configurations have been pro-
posed allowing the realization of quite advanced filter
functions [34–38]. Figure 3 illustrates a packaged HTS
10-pole elliptic function self-equalized planar filter. The
basic building block of this filter is a dual-mode lumped-
element resonator, which makes it easy to create elliptic
and self-equalization functions [39].

The emergence of several commercial computer soft-
ware packages for simulation and design of planar circuits
in the early 1990s played a key role in advancing the de-
velopment of HTS planar filters. Even though these com-
mercial packages do not factor in the physical
characteristics of the superconductor materials, theyFigure 2. A comparison between various microwave filters.
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have been successfully used in the design of planar HTS
filters, particularly for low-power applications.

4.2. Hybrid Dielectric/HTS Filters

For the conventional dielectric resonator shown in Fig. 4a,
the tangential electric field of the HEE11 mode vanishes at
the plane z¼ 0 [40]. As a consequence, introducing a con-
ducting wall at this plane will only slightly perturb the
field distribution of this mode. Thus the size of the dielec-
tric resonator filter operating in the HEE11 mode may be
reduced by supporting the resonator directly on a con-
ducting surface (image plate) as shown in Fig. 4c. With the
use of dielectric support that fills the whole cavity, further
size reduction can be achieved as shown in Fig. 4d.

A normal-conducting image plate, however, significant-
ly degrades the Q of the resonator, which in turn makes
the approach unfeasible for high-Q applications. On the
other hand, if the image plate is replaced by a surface
made of high-temperature superconductor materials, the
original unloaded resonator Q will be only slightly affect-
ed, allowing the use of this resonator structure to realize
compact size filters with a superior loss performance for
cryogenic applications [41,42]. The reduction in size is at-
tributed to the use of the image plate, while the improve-
ment in loss performance is attributed to the use of the

HTS image plate as well as to the increase in the unloaded
Q of the dielectric resonator as the temperature is lowered
from 300 to 77 K.

Several hybrid DR/HTS filters, which utilize the con-
cept illustrated in Fig. 4, were built and tested [21,38,
41,43]. Figure 5 shows a detailed configuration of an eight-
pole hybrid DR/HTS filter [29]. The filter consists of four
dielectric resonators operating in image-type dual modes.
The resonators are supported inside the filter housing
using two blocks made of low-loss low-dielectric constant
ceramic materials. The HTS material is in the form of

Figure 3. A 10-pole HTS thin-film filter.
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small wafers (0.5 � 0.5 in. at C band), which are diced
from a standard 2-in. HTS thin film deposited on 0.02-in.-
thick wafer of LaAlO3. The HTS films are kept in contact
with the dielectric resonators using springs and metallic
plates bolted to the filter housing. A detailed description of
this type of filter is given in [44].

The drawback of hybrid DR/HTS filters is the mechan-
ical design complexity. These filters do, however, have
several advantages over their counterparts HTS thin-film
planar filters:

1. No etching is required for the HTS material. Etching
may reduce the power-handling capability of the
HTS material and degrade its surface resistance.
The design also eliminates the need to deposit gold
contacts, which are required for thin-film filters.
Also there is no need to generate circuit and contact
masks.

2. In patterned thin-film filters, a good portion of the
HTS material is wasted as a result of the etching
process, while in hybrid DR/HTS filters the wafer is
diced into small pieces called ‘‘shorting [short-cir-
cuiting] plates.’’ The wafer is used efficiently.

3. The filter has a good spurious performance. The im-
age plate helps not only in reducing the filter size
but also in eliminating spurious modes, making it
possible to design filters of this type with a spurious-
free window of more than 2 GHz width centered at a
frequency of 4 GHz.

4.3. HTS Thick-Film-Coated Filters

Melt-processed YBCO thick films were used to coat three-
dimensional structures for microwave applications
[45,46]. YBCO thick films typically have a current densi-
ty of 2000 A/cm2 and a relatively low value of surface re-
sistance of approximately 0.5 mO (5 GHz at 77 K). The
feasibility of constructing a thick-film YBCO 5.66-GHz
cavity resonator operating in TE011 modes with unloaded
Q values of 715,000 at 77 K has been demonstrated [47].
Measured results of cavities operating at 10 and 7.5 GHz
have also been reported [48]. However, the TE011 cavities
are too bulky to be used at frequencies below B1–2 GHz.
At lower frequencies, two resonator structures have been
proposed for thick-film coating: coaxial resonators and
split-ring resonators [49]. Thick-film coaxial resonators
have found limited use because of the need to coat all sur-
faces in the cavity to achieve reasonably high Q values. On
the other hand, the split-ring resonator has been adopted
by Illinois Superconductor Corporation to manufacture
thick-film HTS filters for wireless applications [51].

Figure 6 illustrates a 3-pole HTS filter employing split-
ring resonators coated with HTS thick films. Coupling be-
tween resonators is achieved through the use of irises to
provide the right coupling between resonators. Details on
this type of filter can be found in Ref. 50.

5. CRYOGENIC RECEIVERS

A layout of a typical receiver is shown in Fig. 7. In addition
to signal amplification, the receiver typically provides fre-

quency conversion to the transmit band. It consists of an
input filter, a low-noise amplifier (LNA), an oscillator, and
a downconverter. The input filter limits the noise band-
width and provides a high rejection of out-of-band signals.
The insertion loss of this filter is a very critical parameter
since it adds directly to the overall noise figure of the re-
ceiver. In most applications, these filters are typically built
using high-Q filter structures to minimize the insertion
loss. For example, a C-band input filter in satellite receiv-
ers is typically configured as a cascade of a waveguide
lowpass filter and a waveguide bandpass filter. An HTS
filter with a similar performance would have 1

16th the mass
and 1

100th the volume of the conventional C-band wave-
guide input filter. It will also provide a 50% reduction in
insertion loss.

The LNA benefits from cryogenic operation in two ways
[51,52]. The use of HTS-matching structures results in
decreased loss at the input of the LNA, which directly im-
proves the attainable noise figure. Additionally, a fringe
benefit of operation at 77 K is the reduction in the inherent
noise of the active component. The improvement is more
pronounced at high frequencies. Table 2 summarizes the
typical measured noise figure results of C-band and Ka-
band LNAs. The oscillator could also benefit from using
HTS technology by employing high-Q HTS resonator as
the frequency-determining element. The benefit in this
case would be phase noise reduction. However, cooling the
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Figure 6. A three-pole filter employing split-ring resonators
coated with HTS thick films.
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remaining oscillator components will have a negligible
impact on overall oscillator performance while adding a
large heat load on the system. Therefore the use of cryo-
genic technology has been limited in most applications to
the input filters and the first LNA stage.

6. HTS DELAY LINES

Delay lines are useful devices in realizing transversal fil-
ters for analog signal processing applications. Current
technologies for delay lines include surface acoustic
wave (SAW) devices and electromagnetic coaxial cables
in the form of coils. However, the small acoustic wave-
length and the minimum achievable linewidth limit the
SAW delay devices to low-frequency applications. Electro-
magnetic coaxial transmission lines with much larger
wavelengths can yield much higher frequency limits. On
the other hand, coaxial delay lines are bulky and have
high insertion losses. Often the use of amplifiers and
equalizers is necessary to restore the original signal.

Superconducting delay lines [53–55] offer the highest
bandwidth with the lowest loss in highly compact designs.
Several HTS planar transmission lines such as striplines
and microstrip and coplanar lines could be used to realize
delay lines. The high dielectric constant of lanthanum
aluminate substrates (er¼ 24) allows a significant amount
of delay to be placed on a single substrate, while the low

conductor loss of the HTS material keeps insertion loss
to a minimum. Figure 8 illustrates a delay line realized
using an HTS coplanar delay line [56]. A 100-ns HTS de-
lay line of this type measures 90 � 96 � 12 mm. A 100-ns
delay line realized using RG-141 cables would have a
length of 70 ft. Even with a cryocooler, the size and
weight reductions offered by the HTS technology are
very attractive.

7. ANTENNA AND BEAMFORMING NETWORKS

High-temperature superconductors offer new opportuni-
ties for the designers of antenna systems. Examples in-
clude antenna-matching elements, feed networks,
microstrip antennas, and superdirective arrays [57–59].
In particular, beamforming networks can benefit from
HTS technology in areas of both insertion loss reduction
and miniaturization. The current designs for beamform-
ing networks use either multilayer stripline technology or
coaxial technology. The stripline designs are compact in
size but exhibit very high insertion loss. The coaxial de-
signs, on the other hand, exhibit low loss but are known to
be very heavy and bulky.

Figure 9 illustrates a layout of an HTS 8 � 8 Butler
matrix designed to operate at L band [59]. The matrix
consists of folded thin-film 901 hybrids and delay lines.
The size of the overall matrix is 75 � 50 � 12 mm. The
HTS Butler matrix is two orders of magnitude smaller
than its coaxial counterpart.

8. WIRELESS APPLICATIONS

Mobile communication systems require improved sensi-
tivity and selectivity to support the constant growth in
services, increased coverage, and larger numbers of
subscribers. Several companies have taken advantage of

Table 2. Measured Noise Figure Results ofKa-Band and
C-Band LNAs

Measured Noise Figure

Component At 300 K (dB) At 77 K (dB)

Ka-band LNA 3.1 0.8
C-band LNA 1.0 0.25

Figure 8. A layout of an HTS delay line. Figure 9. An 8 � 8 HTS Butler matrix.
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technical innovations in cryoelectronics to address these
improvements. Cryoelectronic solutions have matured to
the point where numerous field trials under the auspices
of both RF equipment manufacturers and PCS carriers
have been proved to be successful [60–63].

The performance of wireless base stations can be con-
siderably enhanced by incorporating cryogenic LNAs with
high-temperature superconductor filters. The HTS tech-
nology presents a viable solution of realizing small-size
high-order filters with low insertion loss. The overall size
of multiple HTS transceiver chains, including the associ-
ated cryocooler, is considerably less than that of an equiv-
alent conventional transceiver.

The capacity and coverage of a base station receiver are
determined primarily by the receiver selectivity and sen-
sitivity on the up-link and in part by the base station
transmitter power of the downlink. The selectivity can be
significantly increased with the use of high-order filters as
shown in Fig. 10. However, high-order filters, built using
conventional technology, would exhibit a very high pass-
band insertion loss, resulting in a reduced signal-to-noise
ratio and hence degrading the sensitivity performance of
the receiver.

A significant improvement in receiver sensitivity can
be achieved by designing the receiver to operate in a cryo-
genic environment. This virtually eliminates thermal
noise from the LNA and potentially improves the filter
loss performance. Although conventional dielectric reso-
nator filters can be cooled with some improvement in per-
formance, integrated receivers of this type are too large for
towertop mounting.

The low resistance of the HTS materials makes it pos-
sible to use the planar thin-film technology to provide HTS
filters that are two orders of magnitude smaller in size
than conventional dielectric resonator filters. This signif-
icant reduction in physical size makes valuable space
available for other required electronic components, en-
abling service providers to enhance the utilization of ex-
isting base stations instead of developing additional base
stations. In addition, miniaturization can decrease deploy-
ment costs for new base stations, as less real estate is re-
quired to support base station. Figure 11 illustrates a
comparison between a conventional transceiver and an
HTS transceiver [63].

9. SPACE APPLICATIONS

The mass, volume, and power consumption of payload
electronic equipment are significant contributors to the
overall cost of space systems. HTS technology offers the
potential of large reductions in mass and volume of elec-
tronic equipment, leading to significant cost reduction of
satellite systems [39,64,65]. Today’s space segment repre-
sents a market of many billions of dollars for commercial
and military applications and is growing. HTS technology
has the potential to accelerate the development and im-
plementation of new advanced satellite systems. It also
represents the potential of performance enhancements of
strategic defence communications systems.

Mass reductions have a dramatic impact on the
economics of a satellite program because launch costs
are related to satellite weight. Similarly, mass reductions
can be exploited to increase the capacity (by adding pay-
load electronics) or extending operational life (by increas-
ing station maintenance fuel). As a result, market factors
have constantly been pushing hardware suppliers to re-
duce mass and size of their products.

The current technology for satellite input multiplexers
is the dielectric resonator technology. A 60-channel HTS

Cryogenic package

HTS Filter LNA

Interference signal

Interference signalDesired signal
Noise level

PP

f f
Cryogenic receiverConventional receiver

Figure 10. A cryogenic package consisting of an HTS filter
and an LNA.

Figure 11. A comparison between a conventional dielectric res-
onator transceiver (left) and an HTS transceiver (right).
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multiplexer was built [39] to duplicate the requirements of
the Intelsat 8 C-band dielectric resonator multiplexer. The
channel filters are 10-pole self-equalized planar HTS thin-
film filters of the type shown in Fig. 3.

Figure 12 illustrates the overall 60-channel HTS mul-
tiplexer, while Fig. 13 shows the experimental results of
four channel HTS filters having bandwidths of 34, 41, 72,
and 112 MHz, which meet the bandwidth requirements of
the Intelsat 8 program. More than 50% reduction in mass
and 50% reduction in size were achieved with the use of
HTS technology [39]. It should be mentioned that the re-
ductions in mass and size include the cryogenics (two
cryocoolers for redundancy).

There have also been efforts dedicated to the develop-
ment of high-power HTS output multiplexers [43,65].
Figure 14 illustrates the layouts of a four-channel super-
conductive C-band output multiplexer and a similar
conventional waveguide output multiplexer. For the con-
ventional C-band multiplexer, both the channel filters and
the manifold are built using the waveguide technology. For
the superconductive multiplexer, the channel filters are
hybrid DR/HTS filters, while the manifold is realized us-
ing coaxial technology. The superconductive multiplexer

occupies less than 5% of the volume of the waveguide
multiplexer (without the cryocooler).

The potential advantages of using HTS technology in
the design of output multiplexers are mass and volume
reduction as well as insertion loss improvement. The in-
sertion loss improvement can translate into improvement
in satellite EIRP or reduction in the DC power required for
power amplifiers. However, the mass penalty of the cur-
rently available cryocooler and associated electronic con-
troller may overshadow any advantages gained with the
use of HTS technology for high-power-output multiplexer
applications [43].

10. CRYOCOOLER TECHNOLOGY AND
CRYOPACKAGING

Several cryocooler techniques exist that could meet the
temperature needs for microwave HTS devices and sub-
systems. These techniques can be divided into two main
categories: open-cycle and closed-cycle [66]. The open-cy-
cle techniques include cooling with a stored cryogen such
as liquid nitrogen or through Joule–Thomson gas expan-
sion. Open-cycle coolers are bulky and dissipate materials,
requiring frequent fillup of the cryogen or compressed gas.
Therefore, they are ideal for laboratory environments or in
applications where regular equipment maintenance is
possible.

Closed-cycle coolers are self-contained refrigerators
that consume only electrical power, requiring no mainte-
nance over the designed lifetime. Closed-cycle cryocoolers
have been primarily developed for infrared devices and
military applications. The main design considerations for
a closed-cycle cryocooler are DC power consumption, size,
and reliability. In particular, the reliability of the cryo-
cooler remains the primary barrier to the widespread com-
mercial acceptance of superconducting devices.

In addition to the cryocooler, it is also essential to pro-
vide a cryopackage with a means to mechanically and
thermally attach the HTS microwave device to the cold
head of the cryocooler within an evacuated enclosure,
while providing electrical and RF cabling through the en-
closure. One major challenge is to ensure low loss in the

Figure 12. A 60-channel HTS multiplexer integrated with cryo-
coolers.
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electrical connections without allowing too much heat to
travel from the outside room-temperature environment to
the HTS component. It is difficult to find commercially
available RF cables that can reasonably meet the two con-
ditions described above. For example, having a cable with
low conduction heat load requires the use of a small-di-
ameter cable. On the other hand, small-diameter cables
typically have a high RF insertion loss. The choice of the
RF and electrical connections to the package has a major
impact on the size and cooling power of the cryocooler.
Another major design issue is to guarantee that the en-
closure maintains its vacuum over the operational lifetime
of the system. Cryopackging is typically one of the main
issues in the design of microwave HTS subsystems.

11. CONCLUSIONS

The HTS technology offers the potential of large reduction
in mass and volume of microwave equipment. It could also
provide performance discrimination not attainable with
other technologies. The technology has grown very fast
and merged with commercial and defense applications.
This article has presented a summary of the main HTS
microwave applications. I strongly urge newcomers to the
field to continue reading about the subject to understand
more about the potential challenges and limitations of this
revolutionary technology.
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HISTORY OF WIRELESS COMMUNICATION

PATT LEGGATT

In the earlier decades of the nineteenth century, magnetic
and electric forces were believed to act instantaneously at
a distance, a view prevalent in continental Europe and
especially in Germany. But the obvious philosophical
difficulties inherent in instantaneous action at a distance
made this concept less acceptable to a few in the United
Kingdom in general and to Michael Faraday in particular.
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1. FARADAY’S WAVES

In 1831 Faraday conducted a series of experiments on the
magnetic effects of electric currents, during which he
made his important discovery of electromagnetic induc-
tion, whereby an electric potential was induced in a
conductor subjected to a changing magnetic field. In the
course of these experiments, Faraday came to the conclu-
sion that magnetic and electrostatic forces were not in-
stantaneously effective at a distance but required a finite
time for their transmission. We know now that electro-
magnetic energy is transmitted at the speed of light, but
while continuing his experiments into 1832, Faraday had
no means of detecting or measuring the very small time
intervals necessary to confirm his theories. Furthermore
he suggested, with remarkable intuition, that transmis-
sion of such forces took the form of some kind of wave
motion. To establish his prior claim to the notion of wave
motion, Faraday deposited a written statement in a sealed
envelope with the Royal Society in 1832. The envelope was
finally opened more than 100 years later in 1937 by the
then-president of the Royal Society, and found to contain,
inter alia, the following words: ‘‘I am inclined to compare
the diffusion of magnetic forces from a magnetic pole to the
vibrations upon the surface of disturbed water, or those of
air in the phenomenon of sound.’’

Faraday, the son of a blacksmith, was a brilliantly
imaginative experimenter and theoretician but had only
self-taught scientific education and no knowledge of
mathematics. Because of this, his theories were regarded
with some disdain by many contemporary scientists.
However, there was one young mathematician, James
Clerk Maxwell, who was most impressed by Faraday’s
concepts of magnetic fields and lines of force as set out in
his paper ‘‘Experimental researches in electricity,’’ read to
the Royal Society in 1851.

2. MAXWELL’S ANALYSIS

Maxwell already had an interest in this area, triggered
while he was at Cambridge by the ideas of William
Thomson, afterward to become Lord Kelvin; and Maxwell
determined to submit Faraday’s concepts to detailed
mathematical analysis. As his studies continued, he con-
centrated his attention on the possible nature of the
medium through which electromagnetic forces could be
propagated, wishing to devise a mechanical model exhi-
biting appropriate characteristics. This was a complex
task, but by about 1862 he came up with a system of
very minute rapidly spinning eddies or vortices, each
surrounded by a layer of even more minute particles
revolving in a direction opposite to that of the vortices
themselves.

The vortices, with their outer layers of particles, could
interact with one another in a manner analogous to a train
of gear wheels, so that energy imparted to one vortex
would be transferred to others and so progress through
the medium.

Maxwell devised this mechanical model as one that
could exhibit the sort of behavior necessary to embrace

Faraday’s concepts of lines of force and wavelike transmis-
sion of energy; but it was a convenient model only, and he
was not so fanciful as to suggest that it represented
anything much related to reality. Nevertheless it served
his purpose of enabling rigorous mathematical analysis,
culminating in his 1864 paper to the Royal Society, ‘‘A
dynamical theory of the electro-magnetic field.’’ One of
Maxwell’s main hopes had been to derive the electromag-
netic nature of light and heat, and this was triumphantly
achieved in particular by one of the consequences of his
theories, that electromagnetic wave propagation would
travel at a velocity very close to the value for the speed
of light that had been experimentally determined by
others at the time.

3. THE MAXWELLIANS

Maxwell’s analysis was deeply mathematical, making use
of Hamiltonian quaternionic calculus and high-order dif-
ferential equations, and at the time of his final publication
in 1873, there were very few physicists with the intellec-
tual ability to understand it. There were only three of
note: Oliver Lodge and Oliver Heaviside in England, and
the Irish professor George Francis FitzGerald of Trinity
College, Dublin.

In 1873 Oliver Lodge, then a student at University
College, London, attended a lecture by Maxwell at a
meeting of the British Association and obtained a copy of
his Treatise published in that year. Lodge did not study
this closely until 1876, but when he did he quickly came to
realize that Maxwell’s equations implied not only the
electromagnetic nature of light and heat but also that
there could be a whole spectrum of radiation with wave-
lengths both above and below those of visible light. Lodge
was probably the first to appreciate that such electromag-
netic waves could perhaps be generated electrically; and
in 1879, after Maxwell’s death, he began to give serious
attention to this possibility.

FitzGerald too was studying Maxwell’s theories at
about this time and, in a paper to the Royal Dublin Society
in 1882, suggested that electromagnetic radiation of about
10 wave-length could be generated by discharging a con-
denser (Leyden jar) through a circuit of very low resis-
tance and low inductance. Furthermore, he clarified
Maxwell’s analysis to the extent of showing that the
equations also led to the laws of reflection and refraction
that had already been developed in the wave theories of
light.

Another physicist who contributed significantly in this
way was Oliver Heaviside, now best remembered for his
1902 theory of a reflecting ionized layer in the upper
atmosphere, which, when physically verified some 20
years later, was named after him. Heaviside was a first-
class mathematician and was already interested in Max-
well’s papers. He reformulated much of the analyses in
appreciably simpler terms, changing Maxwell’s rather
convoluted systems into notation of his (Heaviside’s) own
devising. He developed his own operational calculus and
vector algebra and although contemporary mathemati-
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cians found it difficult to grasp at first, it is in this form
that Maxwell’s equations are familiar to students of today.

These three adherents and interpreters of the equa-
tions called themselves Maxwellians. They were scien-
tists, and what was crucial to them was that the
electromagnetic radiation implicit in the equations indi-
cated that the unsatisfactory theories of instantaneous
action at a distance could be discarded. While the theore-
tical analyses were their prime interest, they naturally
hoped for experimental verification of the real existence of
such radiation, and it was Lodge who pursued this most
effectively.

4. OLIVER LODGE

Oliver Lodge was born in Staffordshire, England in 1851,
the son of a pottery merchant. He received his scientific
education at University College, London and while there
attended a lecture by James Clerk Maxwell showing that
oscillatory electrical discharges resulted in electromag-
netic wave radiation propagating with the velocity of light.
This fired Lodge with an abiding interest in what was
eventually to become wireless.

Lodge quickly rose to be an eminent physicist, gaining
his D.Sc. degree in 1877 and being appointed Professor of
Experimental Physics at the University College of Liver-
pool in 1881. In 1887 he was elected Fellow of the Royal
Society, the highest honor in British science, and he was
knighted as Sir Oliver Lodge in 1902. He died at age 89 in
1940.

In 1887 Lodge undertook a series of investigations into
lightning discharges and protection against them. He
found by experiment that lightning flashes were oscilla-
tory and followed this up with further experiments invol-
ving spark discharges from Leyden jars. In early 1888 he
developed a famous experiment that he called the recoil
kick. This involved generating oscillations by discharge of
a Leyden jar capacitor into a long pair of wires and
observing that a much greater spark would occur at the
end of the wires when they were of a suitable length. He
correctly surmised that this was due to a standing-wave
pattern along the wires with a voltage anti-node at the
end. Furthermore, he understood that this condition
would be satisfied when the wires were a half-wavelength
long (or a multiple of this) and was thus able to determine
experimentally the wavelength of the oscillations.

It can be seen therefore that he was conversant with
the principles of resonance and tuning—or syntony as he
called it—saying in 1888, ‘‘The natural period of oscilla-
tions in the wires will then agree with the oscillation
period of the discharging circuit, and the two will vibrate
in unison, like a string or a column of air resounding to a
reed.’’

Although his experiments were largely confined to
oscillations along wires, Lodge knew well that the electro-
magnetic waves were propagated in the space surround-
ing the wires rather than in the wires themselves. He
knew also, being familiar with Clerk Maxwell’s mathema-
tical analysis, that the waves would be radiated into space
and travel at the speed of light.

Thus we can see that Lodge had demonstrated experi-
mentally the existence of electromagnetic waves as pre-
dicted by Maxwell’s equations. But he had dealt only with
waves guided along wires, since he had not then devised
any means of detecting such radiation in free space.

In fact Lodge was not the first to observe electromag-
netic waves along wires. In 1870 Wilhelm von Bezold
observed such phenomena, detecting the waves by pat-
terns formed by dust particles under the influence of
electrostatic fields. However, he did not relate these ob-
servations to Maxwell’s theories and his work attracted
little notice.

5. HEINRICH HERTZ

At the same time that Lodge was undertaking his experi-
ments, there were even more effective investigations being
carried out by Heinrich Hertz in Germany. Hertz, the son
of a lawyer, was born in February 1857. He turned
eventually to science with a year’s course at Munich,
transferring in 1878 to the University of Berlin. Here he
studied under Professor von Helmholtz, who gave much
encouragement to one he recognized as an outstanding
pupil. Finally, having been awarded his doctorate, Hertz
was appointed assistant professor at the Physics Institute
of Berlin in 1880.

Hertz had been brought up in the ‘‘instantaneous
action at a distance’’ school of thought, but fairly early in
his career he was introduced to Maxwell’s theories by
professor von Helmholtz, who encouraged him to attempt
experimental proof of Maxwell’s postulated displacement
current in air or empty space. Hertz did not immediately
take this up, but he was intrigued by the possibility that
the concepts of displacement currents and electromag-
netic waves could fundamentally change action at a dis-
tance theories.

A few years later he had been appointed professor at
the Technical High School at Karlsruhe and found there in
a collection of old physical apparatus a pair of Knock-
enhauer spirals, flat coils wound in wooden frames. Ex-
perimenting casually with these, he noticed that
discharging a Leyden jar through one of the coils gave
rise to a small spark across the open terminals of the other
some distance away. This revived his earlier interests, and
he began to devote effort to theoretical clarification of
Maxwell’s equations. He became increasingly convinced
that the equations could indeed give the true explanation
of electric and magnetic field phenomena, and by 1884 he
wrote ‘‘I think we may infer without error that if the
choice rests only between the usual system of electromag-
netics and Maxwell’s, the latter is certainly to be pre-
ferred.’’ But the physical existence of electromagnetic
waves, and especially their finite velocity of propagation,
needed to be established by practical demonstration, so
Hertz undertook a series of experiments culminating in
the famous ones of 1887/88 that proved the point beyond
all doubt. It is true that others before him had, rather
accidentally, observed electromagnetic radiation, notably
Mahlon Loomis in the United States in 1872 and David
Hughes in England in 1879, but neither of them under-
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stood what was happening or were familiar with Max-
well’s work.

Hertz’s investigations into the subject had involved
generation, detection, and measurement of waves in free
space, rather than along wires. Lodge generously ac-
knowledged that Hertz experiments were superior to his
own and a more convincing proof of the validity of Clerk
Maxwell’s theories.

After his experiments Hertz undertook further theore-
tical interpretation and development of the Maxwell con-
cepts, much helped by his correspondence with
FitzGerald, Lodge, and Heaviside, which revealed signifi-
cant earlier work by these Maxwellians that he had not
previously heard of. Hertz’s papers in 1890 were particu-
larly important in the field of theoretical physics and were
influential in setting the scene for the later achievements
of Lorentz and Einstein. Hertz died in 1894 at the early
age of 36.

Hertz was not primarily an experimentalist seeking to
demonstrate the existence of electromagnetic waves. He
was a theoretical physicist who conducted his famous
experiments as a means of justifying his firm conclusion
on a matter of fundamental scientific importance. The
waves were not important to Hertz for their own sake;
he saw them simply as affording proof that Maxwell’s
equations gave the true picture and that hitherto accepted
theories of action at a distance must therefore be regarded
as obsolete.

The three Maxwellians, Lodge, FitzGerald, and Heavi-
side, were of a like mind. They were satisfied with the fact
that Hertz had experimentally demonstrated the real
existence of electromagnetic radiation, and neither they
nor Hertz himself concerned themselves with any possible
practical applications such as communication.

Someone soon did, however; Richard Threlfall, as pre-
sident of the Australasian Association for the Advance-
ment of Science, proposed in 1890 using Hertzian waves
for communication purposes. But no one else saw this as a
practical proposition at the time, the range of a few yards
achieved by Hertz in his Karlsruhe laboratory not seem-
ing to offer very much.

6. WIRELESS TELEGRAPHY BEGINS WITH MARCONI

Five or six years went by with nothing very significant
happening until Hertz’ death in 1894. But ironically, this
was one further event involving Hertz that had a most
profound impact, for in that year the 20-year-old Gu-
glielmo Marconi, on holiday in the Italian Alps, read an
obituary describing the work of Hertz. He was immedi-
ately inspired to consider whether Hertzian waves might
not form the basis of a wireless telegraph communication
system, and dedicated himself to this idea for the rest of
his life.

At the end of his holiday Marconi returned to the
family home in the Villa Griffone near Bologna, and at
once commenced experiments in his attic workshop, where
he had long since occupied himself with the electrical
devices that had fascinated him from boyhood.

It is a well-known story how Marconi improved his
apparatus and techniques to achieve greater and greater
ranges during 1894/95; how he came to England in 1896 to
make further progress; and how he spanned the Atlantic
with the letter ‘‘S’’ in Morse in 1901. This story need not be
told again here, but Marconi’s relationship with Oliver
Lodge is perhaps less well known and may usefully be
described.

7. LODGE AND COHERERS

Although it was Hertz who first contrived to demonstrate
the existence of electromagnetic waves in free space and
that they exhibited reflection and refraction in the same
way as light, it is true to say that Lodge knew and
understood as much or more about the nature and beha-
vior of the waves than did anyone else in the latter years of
the nineteenth century.

As already mentioned, Lodge was thoroughly conver-
sant with resonance and tuning, and he also well under-
stood the principles underlying radiation from antennas of
various configurations. Although he knew that waves
must be radiated into free space, he lacked any means of
detecting them; and it was use of the crude, but just
adequate, resonant sparkgap detector that enabled Hertz
to effect his splendidly successful experiments.

But in 1889, the year after Hertz’ demonstrations,
Lodge made a discovery that was to prove a crucial step
forward on the path to a practical wireless communication
system. During his investigations into lightning and the
analogous effects of spark discharges from Leyden jars,
Lodge observed that two iron spheres or other metal
surfaces very close together would at times fuse together
to form a conducting path when subjected to a Hertzian
wave pulse. He called this arrangement a coherer, saying
that it formed ‘‘an astonishingly sensitive detector of
Hertzian waves.’’ Later, in 1893, he was made aware of
the work of Edouard Branly in France, who had observed
similar cohering effects with a glass tube filled with metal
filings. Lodge immediately tried this for himself and found
it very much more sensitive than his own iron spheres. In
fact the phenomenon of coherence resulting from nearby
spark discharges had been independently noticed by
others some years earlier, including Guitard in 1850,
Varley in 1866, and Onesti in 1874; but these predecessors
had not in fact ascribed the effects to Hertzian waves, and
neither had Branly in his 1890 experiments. In 1902
Lodge, in conjunction with Alexander Muirhead, invented
a new form of coherer in which a knife-edged steel wheel
grazed the surface of a small pool of mercury covered with
a film of oil: an incoming radio pulse ruptured the thin oil
film and allowed low-resistance contact between the steel
and the mercury. This type of coherer was at least as
sensitive as any other and a good deal more stable in
operation.

Lodge did not at the time attempt to put his coherers to
practical use, but Marconi used a filings version in his
early apparatus. It was this, plus the use of elevated
antennas and connection to Earth, which enabled Marconi
to develop and steadily improve his equipment to the point
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where it could be seen as a workable wireless communica-
tion system.

8. LODGE VERSUS MARCONI

Marconi came to England in 1896 as a young man of
nearly 22, with little theoretical knowledge of wireless
principles but full of enthusiasm and dedication. He had a
flair for publicity and in December gave a demonstration
to members of the public, carrying a blackbox around the
audience that rang a bell whenever a key at the end of the
hall was depressed. Representatives of the press were
present, and the next day Marconi was headline news,
hailed as the inventor of wireless. In fact Marconi was
always quite modest and did not claim to be an inventor
but rather that he ‘‘took up others people’s ideas and
inventions and improved them.’’ But Lodge, and other
scientists who had made significant contributions in the
field, was naturally indignant about the adulation of a
young Italian upstart: Lodge may thus be forgiven his
testy comment in later years that ‘‘It was stale news to me
and to a few others,’’ but he then added more generously,
‘‘But whereas we had been satisfied that it could be done,
Marconi went on enthusiastically and persistently till he
made it a practical success.’’

Another area of interplay between Marconi and Lodge
was tuning. As already mentioned, Lodge had a full
understanding of the principles of resonance and tuning
and in May 1897 he applied for a patent on his syntony
ideas.

Tuning, and the resultant ability to separate one
transmission from another, was of course a vital necessity
for the development of Marconi’s wireless system and he
tried many different circuit arrangements with gradually
increasing success. Finally in 1900 his famous ‘‘four
sevens’’ patent was granted. It may appear strange that
he was granted this patent when Lodge had registered his
some years earlier; but it seems that it was not considered
that one infringed the other, and it was ruled in court that
the two were complementary rather than duplications.
Nevertheless the existence of Lodge’s patent was seen as
an embarrassment by the Marconi Company, especially
when its validity was extended in 1911 by a further 7
years. Accordingly, the Marconi Company negotiated with
Lodge and bought his patent for a considerable sum.

9. THE LODGE–MUIRHEAD SYNDICATE

Another source of rivalry was the appearance of the
Lodge–Muirhead Syndicate with a competing wireless
telegraphy system. Although Lodge was basically unin-
terested in commercial exploitation of his Hertzian wave
experiments and discoveries, such a venture was sug-
gested to him by Dr. Alexander Muirhead after he had
attended one of Lodge’s lectures in 1894. This eventually
resulted in formation of the Lodge–Muirhead Syndicate in
which Lodge provided the scientific ideas and Muirhead—
a very able telegraph engineer—the design of practical
equipment.

By 1903 the Syndicate was ready with a well-designed
and effective system incorporating the Lodge steel–mer-
cury coherer, but they found themselves up against the
Marconi Company’s monopoly of coastal stations in the
United Kingdom that it had negotiated with Lloyds of
London from 1901, and the company’s contracts with
many shipping lines for exclusive use of Marconi equip-
ment and operators.

Faced with this situation, the Syndicate could find only
limited markets in the military field and in a few overseas
countries. So despite its technical excellence, the Lodge–
Muirhead system was not a commercial success and was
wholly bought out by the Marconi Company in 1911,
together with the Lodge tuning patent referred to pre-
viously.

10. CONTINUOUS-WAVE TELEGRAPHY

Early radiotelegraphy was effected by spark trains pro-
duced as Morse signals by a telegraph key. The spark-
induced oscillation bursts making up a dot or dash were
randomly phased.

It was realized that continuous wave trains could be
advantageous in offering narrower bandwidth transmis-
sion and hence the possibility of more precise tuning of
transmitter and receiver, and various developments were
undertaken to achieve this. The first was Marconi’s syn-
chronous spark discharger wherein multiple sparkgaps on
a rotating disk ensured that the oscillations from one gap
would be so phased as to continue the oscillations from the
preceding gap, giving a reasonable approximation of a
continuous wave.

An alternative approach was the Poulsen system, based
on earlier work by Duddell, using the negative resistance
characteristic of an arc to generate continuous oscillation
in a parallel resonant circuit. This was quite widely used
by the German Telefunken company for a radiotelephone
system, but was not always successful due to the difficulty
of maintaining a steady arc discharge.

Another alternative was the high-frequency alternator.
Difficulties here arose from the very high rotational
speeds necessary to produce even quite modest radio-
frequencies; but Ernst Alexanderson of American General
Electric designed very successful machines capable of
100 kHz at powers of hundreds of kilowatts. A later
development in Germany was the Goldschmidt HF, alter-
nator, which reduced the need for excessive rotational
speed by an ingenious system of frequency multiplication
within the machine. With suitable coils and pole pieces,
and moderate speed, the rotor could produce a frequency
of perhaps 15 kHz; this would be induced in the stator,
setting up a rotating field therein. The stator field was
arranged to rotate in the direction opposite that of the
rotor, so that an oscillation of double the frequency, 30 kHz
was induced in the stator and 30þ 15¼ 45 kHz in the
rotor. This 45 kHz was selected by a tuned filter resulting
in a frequency of 60 kHz in the stator; the latter frequency
was applied to the aerial for transmission. The Gold-
schmidt patents were bought up by the Marconi Company
in 1913.
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A difficulty with any of these machines was to maintain
very precise alternator rotational speed, since even a
small fluctuation would seriously detract from the poten-
tial for exact frequency stability and receiver selectivity.
Particularly difficult was avoidance of speed changes with
electrical load when the Morse key was operated; and this
was compensated to some extent by a subsidiary key
contact adjusting the alternator driving motor field
when the key was depressed.

A final problem was that a continuous wave would by
itself produce no sound in receiver headphones. To render
Morse signals audible required the wave to be modulated
at audiofrequency. Crude modulation could be provided by
a ‘‘ticker,’’ a chattering contact that broke up the contin-
uous wave into audiofrequency groups. A better solution
was to modulate the signals with a frequency about 1 kHz
different from the main carrier to produce an audible
‘‘beat’’ note. This was achieved by Fessenden’s heterodyne
arrangement or by Goldschmidt’s tonewheel.

11. RADIOTELEPHONY

Most early workers were content to communicate in Morse
code telegraphy, but Reginald Fessenden, a Canadian
working in the United States, considered radiotelephony
much preferable. In 1900 he achieved speech transmission
over a distance of 1 mi using a spark transmitter with a
spark repetition frequency of 10,000/s. But modulating
speech on a spark signal has been memorably described as
‘‘like printing a newspaper on a roll of stair carpet,’’ and
articulation and background noise were very unsatisfac-
tory.

Fessenden realized that a continuous wave carrier was
necessary for satisfactory speech modulation, and he
initially experimented with arc-based oscillators, but
found a HF alternator more satisfactory. On Christmas
Eve 1906, and again on New Year’s Eve, he successfully
transmitted speech and music from his Brant Rock station
using a HF alternator. Remarkably, his experimental
speech transmissions shortly before these two events
were heard by chance at Fessenden’s receiving station at
Machrihanish in Scotland.

In the very early years of the twentieth century the
only radiowave detector was the coherer; but this, which
was an ON/OFF device, was suitable only for reception of
Morse transmissions. Fessenden sought a continuously
operating detector that would be suitable for demodulat-
ing speech signals on a continuous-wave carrier, and in
1903 invented his ‘‘liquid barretter,’’ an electrolytic gas
generator that did indeed respond continuously to the
amplitude of a received carrier. This was used in conjunc-
tion with his 1906 speech and music transmissions,
although by this time the Marconi magnetic detector
was also in use and capable of amplitude demodulation,
as were Fleming’s diode of 1904 and the crystal detectors
introduced by Braun, Austen, Pickard, Pierce, and
Dunwoody from 1906.

Lee de Forest developed an arc-based radio telephone
in 1907/08, which was supplied in some quantity to the
U.S. Navy.

12. VACUUM TUBES

On the basis of Thomas Edison’s discovery in 1883 of
unilateral conduction or electric current between an in-
candescent filament and an adjacent ‘‘plate’’ electrode,
John Ambrose Fleming in England devised his ‘‘oscillation
valve’’ in 1904. In 1906 de Forest introduced a third ‘‘grid’’
electrode between filament and plate, thus inventing the
triode tube: but he had little understanding of the operat-
ing principles of his invention, and it was the detailed
studies of Howard Armstrong and Irving Langmuir that
developed it into a reliable and practical device by 1915.

Also in 1915, Armstrong developed the regeneration
principle and hence the triode oscillator, and this finally
fulfilled the need for convenient and stable generation of
continuous radiofrequency oscillations that could readily
be amplitude modulated for radiotelephony applications.
Furthermore, the triode could be configured as a sensitive
detector of such signals.

Thus was opened the way to modern electronics and, a
few years later, to entertainment broadcasting of speech
and music.
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HORN ANTENNAS
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University of British Columbia
Vancouver, British Columbia
Canada

A ‘‘horn’’ antenna is a length of conducting tube, flared at
one end, and used for the transmission and reception of
electromagnetic waves. For an efficient transition between
guided and radiated waves, the horn dimensions must be
comparable to the wavelength. Consequently horns are
used mostly at centimeter and millimeter wavelengths. At
lower or higher frequencies they are inconveniently large
or small, respectively. They are most popular at micro-
wave frequencies (3–30 GHz), as antennas of moderate di-
rectivity or as feeds for reflectors or elements of arrays.

Since acoustic horns have been in use since prehistoric
times, the design of horns as musical instruments was a
highly developed art well before the appearance of the first
electromagnetic horns. This occurred shortly after Hertz
in 1888 first demonstrated the existence of electromag-
netic waves. Experimenters placed their sparkgap sources
in hollow copper tubes (Figs. 1a, 5a). These tubes acted as
highpass filters for microwave and millimeter-wave radi-
ation from the open end. In London in 1897 Chunder Bose
used rectangular conducting tubes with ‘‘collecting fun-
nels,’’ or pyramidal horns (Fig. 1d) in his demonstrations
at 5 and 25 mm wavelengths [1]. Thus the electromagnetic
horn antenna was introduced but this early beginning of
microwave invention closed with Marconi’s demonstration
that longer wavelengths could be received at greater dis-
tances. Horns were too large to be practical at those wave-
lengths, and it was almost 40 years before microwave
horns reappeared with the need for directive antennas for
communications and radar. Horns alone were often not
sufficiently directive but combined in an array or with a
lens (Fig. 4a), or more often a parabolic reflector (Figs. 4b,
4c) highly directive antenna beams are obtained.

1. RADIATING WAVEGUIDES AND HORNS

Horns are normally fed by waveguides supporting only the
dominant waveguide mode. For a rectangular waveguide
(Fig. 1a) with TE01 mode propagation only, these dimen-
sions in wavelengths l are l/2oaol and bEa/2. Open-
ended waveguides have broad radiation patterns, so when
used as a feed for a reflector, there is substantial spillover,
or radiation missing the reflector and radiation directly
backward from the feed. To increase the directivity of a
radiating waveguide and its efficiency as a reflector feed,
for example, its aperture dimensions must be enlarged, for
the beamwidth of an aperture of width abl is proportion-
al to l/a radians.

This waveguide enlargement by a flare characterizes
horns. The aperture fields of a horn are spherical waves
originating at the horn apex (Fig. 2). The path from the
horn apex to the aperture plane at a distance x from the
aperture center of a horn of slant length ‘ is

r¼ ðð‘ cos aÞ2þ x2Þ
1=2
	 ‘ cos aþ

x2

2‘ cos a
ð1Þ

a

b

(a)

a

b

(b)

b

a

(c)

b

a

(d)

lE

lH

lE

lH

Figure 1. (a) Open-ended rectangular waveguide; (b) E-plane
sectoral horn; (c) H-plane sectoral horn; (d) pyramidal horn.
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when x5‘ cos a. Thus the phase variation in radians
across the aperture for small flare angles a is appro-
ximately kx2=ð2‘Þ, where k¼ 2p/l is the propagation
constant. This quadratic phase variation increases with
increasing flare angle, thus reducing directivity
increase due to the enlarged aperture dimension. It is
convenient to quantify aperture phase variation by the

parameter

s¼
‘ð1� cos aÞ

l
	

d2

8l‘
; d5‘ ð2Þ

which is the approximate difference in wavelengths be-
tween the distance from the apex to the edge (x¼d/2) and
the center (x¼ 0) of the aperture. The radiation patterns of
Figs. 3a, 3b [2] show the effect of increasing s on the E- and
H-plane radiation patterns of sectoral and pyramidal
horns. The main beam is broadened, the pattern nulls
are filled, and the sidelobe levels are raised over those for
an in-phase aperture field (s¼0). With large flare angles
radiation from the extremities of the aperture can be so
out of phase with that from the center that the horn di-
rectivity decreases with increasing aperture width.

The adverse effects of the flare can be compensated by a
lens in the aperture (Fig. 4a), but because that adds to the
weight and cost and because bandwidth limitations are
introduced by matching the lens surfaces to reduce reflec-
tions, it is seldom done. Instead, a combination of aperture
width and flare length in wavelengths is chosen that pro-
vides maximum axial directivity or minimum beamwidth.
This is an ‘‘optimum’’ horn design. To achieve higher di-
rectivity or narrower beamwidth for a given aperture
width, a longer horn is required.

d

x

x

0

��

l

Figure 2. Effect of horn flare on the aperture field phase of a
horn.
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Figure 3. Universal radiation patterns of sectoral and pyramidal horns flared in the (a) E and (b)
H planes. The parameter s¼b2=8l‘E in (a) and a2=8l‘H in (b); 2ps/l is the maximum phase dif-
ference between the fields at the center and the edge of the aperture. (Copyright 1984, McGraw-
Hill, Inc. from Love [2].)
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Sectoral horns (Figs. 1b, 1c) are rectangular wave-
guides flared in one dimension only. The incident wave-
guide mode becomes a radial cylindrical mode in the flared
region of the horn. Since radiation pattern beamwidths
are inversely proportional to aperture dimensions in
wavelengths, sectoral horns have beams that are narrow
in the plane containing the broad dimension. Such fan-
shaped beams may be useful for illuminating elongated
parabolic reflectors or parabolic cylinder reflectors.

A pyramidal horn (Fig. 1d) is flared in both waveguide
dimensions and so is more adaptable both as a reflector
feed and on its own. The forward radiation pattern may be

calculated quite accurately from Kirchhoff diffraction the-
ory for all except small horns. The TE01 rectangular wave-
guide mode yields an aperture field uniform in one
dimension (in the E plane) and cosinusoidal in the other
(the H plane). A comparison of parts (a) and (b) of Fig. 3
shows that this results in a higher sidelobes in the E plane
and, for a square aperture, a narrower beam. Pyramidal
horns are relatively easily constructed, and for all except
small horns their axial gain can be predicted accurately.
Consequently, they are used as gain standards at micro-
wave frequencies; that is, they are used to experimentally
establish the gain of other microwave antennas by com-
paring their response to the same illuminating field.

Most of the preceding remarks on open-ended rectan-
gular waveguides and pyramidal horns also apply to open-
ended circular waveguides and conical horns (Figs. 5a,
5b). For propagation of the lowest-order mode (TE11) only
in a circular waveguide, the interior diameter must be
0.59loao0.77l. This mode has a uniform aperture field
in the E plane and a cosinusoidal distribution in the or-
thogonal H plane. This appears, modified by a quadratic
phase variation introduced by the flare, in the aperture
field of the horn. Consequently the E-plane radiation pat-
tern of the horn is narrower, but with higher sidelobes
than the H-plane pattern and the radiated beam is ellip-
tical in cross section. In addition, cross-polarized fields
appear in pattern lobes outside the principal planes.

2. HORN FEEDS FOR REFLECTORS

Many refinements to horns arise from their use as efficient
feeds for parabolic reflectors, particularly in satellite and
space communications and radio astronomy. The phase
center, where a horn’s far radiation field appears to orig-
inate, must be placed at the focus of the reflector (Fig. 4b).
This phase center is within the horn on the horn axis and
depends on the flare angle and aperture distribution. For
both rectangular and conical horns the position of the
phase center is not the same in the E and H planes, or
planes containing the electric and magnetic field vectors,
respectively. A phase center can be calculated from the
average of the positions of the E- and H-plane phase cen-
ters or determined from the position of the feed that max-
imizes the gain of the reflector antenna.

For efficient aperture illumination the feed horn radi-
ation pattern should approximately match the shape of
the aperture, and illuminate it essentially uniformly and
with minimal spillover, or radiation missing the reflector.
Pyramidal horns may seem suitable for rectangular aper-
tures because their beams are rectangular in cross section,
and conical horns may seem a natural choice for a circular
aperture, but efficient aperture illumination is not ob-
tained in either case, because their principal plane pat-
terns differ. Both horns have high E-plane pattern
sidelobes and low H-plane sidelobes. A dual (TE11/TM11)-
mode conical horn provides equal E- and H-plane beam-
widths and equally low sidelobes, and is an efficient feed
for a circular aperture over a narrow frequency band (see
Love [3], p. 195; Ref. 3 also contains reprints of most ear-
lier significant papers on horn antennas). A broadband

f

f

f

(a)

(b)

(c)

Figure 4. (a) Horn aperture field phase correction by a lens;
(b) parabolic reflector fed by a horn; (c) horn reflector antenna
(f¼focal length of the lens or reflector).
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solution achieves an axisymmetric beam with annular
corrugations on the interior surfaces of a conical horn
(Fig. 5c). These produce a horn aperture field distribution
that is approximately cosinusoidal across the conical horn
aperture in all directions and hence an axisymmetric ra-
diation pattern with low sidelobes. Such corrugations in
the E-plane interior walls only of a pyramidal horn will
produce a cosinusoidal E-plane aperture distribution, and
consequently similar E-plane and H-plane radiation pat-
terns for a square horn aperture.

A feed for a small circular reflector that is more easily
constructed than a corrugated conical horn but with a less
axisymmetric radiation pattern, is an open-ended circular

waveguide ringed by a recessed disk of approximately
quarter-wavelength-deep corrugations (Fig. 5d). These
corrugations suppress backradiation from the feed and
so improve the aperture illumination over that of a simple
open circular waveguide [3, pp. 181, 226]. Combined with
dual-mode excitation, this arrangement provides a simple
and efficient feed for a front-fed paraboloidal reflector.

3. RADIATION FROM APERTURES

The far-field radiation pattern of an aperture can be cal-
culated exactly from the Fourier transform of the tangen-
tial fields in the entire aperture plane. Either electric or
magnetic aperture fields may be used but for apertures in
space, a combination of the two gives the best results from
the usual assumption that aperture plane fields are con-
fined to the aperture and negligible outside it. This aper-
ture field is assumed to be the undisturbed incident field
from the waveguide. For apertures with dimensions larger
than several wavelengths, a further simplifying assump-
tion usually made is that the aperture electric and mag-
netic fields are related as in free space.

3.1. Rectangular Apertures

With the abovementioned assumptions, at a distance
much greater than the aperture dimensions, the radiated
electric field intensity of a linearly polarized aperture field
Ex(x, y, 0) in the coordinates of Fig. 6a is

Eðr; y;fÞ¼Aðr; y;fÞ
Z b=2

�ðb=2Þ

Z a=2

�ða=2Þ
Exðx; y; 0Þe

jðk1xþ k2yÞ dx dy

ð3Þ

Here

k1¼ k sin y cosf

k2¼ k sin y sinf

)
ð4Þ

and

Aðr; y;fÞ¼ j
e�jkr

2lr
ð1þ cos yÞðbyy cos f� bff sin fÞ ð5Þ

is a vector defining the angular behavior of the radiation
polarization for an aperture in space. For an aperture in a
conducting plane, it is more accurate to use

Aðr; y;fÞ¼ j
e�jkr

lr
ðbyy cos f� bff sin f cos yÞ ð6Þ

which, since it is based on the aperture plane electric
fields only, fully satisfies the assumption of a vanishing
tangential field in the aperture plane outside the aperture.
Consequently radiation fields of open-ended waveguides
and small horns can be calculated accurately from (3) with
(6) if they are mounted in a conducting plane. Clearly (5)
and (6) differ significantly only for large angles y off the
beam axis.

(b)

(c)

(d)

(a)

a

l

a

Figure 5. (a) Open-ended circular waveguide; (b) conical horn;
(c) corrugated horn; (d) circular waveguide with corrugated
flange.
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If the aperture field is separable in the aperture coor-
dinates—that is, if in (3), Ex(x, y, 0)¼E0E1 (x)E2 (y), where
E1(x) and E2(y) are field distributions normalized to E0,
the double integral is the product of two single integrals

Eðr; y;fÞ¼Aðr; y;fÞE0F1ðk1ÞF2ðk2Þ ð7Þ

where

F1ðk1Þ ¼

Z a=2

�ða=2Þ
E1ðxÞe

jk1y dx ð8Þ

F2ðk2Þ¼

Z b=2

�ðb=2Þ
E2ðyÞe

jk2y dy ð9Þ

define the radiation field.

4. OPEN-ENDED WAVEGUIDES

4.1. Rectangular Waveguides

With the TE10 waveguide mode the aperture field

Exðx; y; 0Þ¼E0 cos
py

a
ð10Þ

in (7) yields the following equations for (8) and (9):

F1ðk1Þ ¼ b

sin
k1b

2

� �

k1b

2

ð11Þ

F2ðk2Þ¼a

cos
k2a

2

� �

p2 � ðk2aÞ2

0
BB@

1
CCA ð12Þ

This defines the radiation pattern in the forward hemi-
sphere � p/2oyop/2, 0ofo2p. If the aperture is in
space, then (5) is used for Aðr; y;fÞ, but this is not an ac-
curate solution since the aperture dimensions are not
large. Rectangular waveguides mounted in conducting
planes use (6) for Aðr; y;fÞ in (7), which then accurately
provides the far field. The pattern has a single broad lobe

with no sidelobes. For large apertures plots of the normal-
ized E-plane (f¼ 0) and H-plane (f¼ p/2) patterns of (7)
appear in Figs. 3a and 3b for those of a horn with no flare
(s¼ 0), but without the factor (1þ cos y)/2 from (5) or cos y
from (6).

4.2. Circular Waveguides

The dominant TE11 mode field in circular waveguide pro-
duces an aperture field distribution, which in the aperture
coordinates r0;f0 of Fig. 6b is

Eðr0;f0Þ ¼E0 brr0
J1ðkcr0Þ

kcr0
cos f0 þ bff0J01ðkcr0Þ sin f0

� �
ð13Þ

where J1 is the Bessel function of the first kind and order,
J01 is its derivative with respect to its argument kcr0, and
kca/2¼1.841 is its first root; E0 is the electric field at the
aperture center (r0 ¼0). Since (13) is not linearly polar-
ized, its use in (3) provides only part of the total radiated
far field. The total field

Eðr; y;fÞ ¼ jkaE0J1ð1:841Þ
e

r

�jkr byy cos f
J1

k0a

2

� �

k0a

2

8
>><

>>:

þ bff sin f cos y
J01

k0a

2

� �

1�
k0a

3:682

� �2

9
>>>=

>>>;

ð14Þ

in which k0 ¼ k sin y.
In the E and H planes (f¼ 0 and p/2) the cross-polar-

ized fields cancel and the patterns shown in Fig. 14a are
similar to those of (11) and (12), respectively, but with
slightly broader beams and lower sidelobes for the same
aperture dimensions. As with rectangular waveguides,
open-ended circular waveguide apertures are insufficient-
ly large for (14) to represent all the radiated fields accu-
rately. In the principal planes (f¼ 0, p/2), it can give a
reasonable approximation for the copolarized fields but
fails to accurately represent the cross-polarized field
patterns in f¼p/4. This is evident from a comparison of
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Figure 6. Coordinates for radiation from
(a) rectangular and (b) circular apertures.
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numerical results from approximate and exact solutions
[4, p. 233].

5. PYRAMIDAL AND SECTORAL HORNS

5.1. Radiation Patterns

A pyramidal horn fed by a rectangular waveguide sup-
porting the TE10 mode has an incident electric field in the
aperture of Fig. 6a that is approximately the mode distri-
bution modified by a quadratic phase variation in the two
aperture dimensions:

Exðx; y; 0Þ¼E0 cos
py

a

� �
exp �jk

x2

2‘E
þ

y2

2‘H

� �� �
ð15Þ

With (15), Eq. (3) becomes

Eðr; y;fÞ¼Aðr; y;fÞE0I1ðk1ÞI2ðk2Þ ð16Þ

where (5) is used for Aðr; y;fÞ and

I1ðk1Þ¼

Z b=2

�ðb=2Þ
exp �j

px2

l‘E
� k1x

� �� �
dx ð17Þ

I2ðk2Þ¼

Z a=2

�ða=2Þ
cos

py

a

� �
exp �j

py2

l‘H
� k2y

� �� �
dy ð18Þ

The E-plane (f¼ 0) and H-plane (f¼ p/2) radiation pat-
terns are, respectively

Eyðr; yÞ
Eyðr; 0Þ

¼
1þ cos y

2

I1ðk sin yÞ
I1ð0Þ

ð19Þ

Eyðr;yÞ
Eyðr; 0Þ

¼
1þ cos y

2

I2ðk sin yÞ
I2ð0Þ

ð20Þ

These integrals can be reduced to the Fresnel integrals

CðuÞ � jSðuÞ¼

Z u

0
e�jðp=2Þt2

dt ð21Þ

which are tabulated and for which computer subroutines
are available. For example, we obtain

I1ðk sin yÞ
I1ð0Þ

¼
e

2

jðp‘E=lÞ sin2 y Cðu2Þ � Cðu1Þ � j Sðu2Þ � Sðu1Þ½ �

CðuÞ � jSðuÞ

ð22Þ

with

u¼
bffiffiffiffiffiffiffiffiffiffi

2l‘E
p ð23Þ

u2
1¼ � u�

ffiffiffiffiffiffiffiffi
2‘E

l

r
sin y ð24Þ

Figure 3a shows plots of the magnitude of (22) for various
values of the E-plane flare parameter s¼ b2=8l‘E, while

Fig. 3b shows corresponding plots of |I2(k sin y)/I2 (0)| for
the H-plane flare parameter s¼a2/8l‘H . For no flare
(s¼ 0) the patterns are those of a large open-ended rect-
angular waveguide supporting only the TE10 mode. The
effect of the flare is to broaden the mainbeam, raise the
sidelobes, and fill the pattern nulls. For larger values of s,
there is enhanced pattern beam broadening and eventu-
ally a splitting of the mainbeam on its axis.

These curves also represent the radiation patterns
of the E/H-plane sectoral horns of Figs. 1b and 1c. For
an E-plane sectoral horn ð‘H !1Þ, the E-plane pattern is
given by (19) and the H-plane pattern approximately by
(12). For an H-plane sectoral horn ð‘E !1Þ, the E-plane
pattern is given approximately by (11) and the H-plane
pattern by (20).

In comparing parts (a) and (b) of Fig. 3 it is evident that
E-plane beamwidths of a square aperture are narrower
than H-plane beamwidths. For horns of moderate flare
angle and optimum horns the E-plane half-power beam-
width is 0.89l/b radians and the H-plane half-power
beamwidth is 1.22l/a radians. E-plane patterns have min-
imum sidelobes of �13.3 dB below peak power, while
H-plane pattern minimum sidelobes levels are �23.1 dB.

The universal patterns of Fig. 3 can also be used to
predict the approximate near-field radiation patterns of
horns by including the quadratic phase error; which is a
first-order effect of finite range r. This is done by including

exp �j
p
rl
ðx2þ y2Þ

� �
ð25Þ

in (15). Then the near-field principal plane patterns of a
pyramidal horn are given by (17) and (18) with ‘E; ‘H re-
placed by

‘0H ¼
r‘H

rþ ‘H
ð26Þ

and

‘0E¼
r‘E

rþ ‘E
ð27Þ

These near-field effects are analogous to decreasing the
flare length of a horn with a fixed aperture width. The
mainbeam broadens, nulls are filled in, and sidelobes rise.

5.2. Limitations and Extensions

Results from (16) do not apply to small horns and are lim-
ited to the forward direction (yo901). They are most ac-
curate on and around the beam axis (y¼ 0), becoming
progressively less accurate as y increases. The simplest
method for extending the analysis is by the uniform geo-
metric theory of diffraction [e.g., 3, p. 66], which provides
the edge-diffracted fields in the lateral and rear directions,
which receive no direct illumination from the aperture.
Only the edges normal to the plane of the pattern contrib-
ute significantly to the E-plane pattern, but the rear
H-plane pattern requires contributions from all four ap-
erture edges and so is difficult to calculate this way.
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While the geometry of the pyramidal horn defies rigor-
ous analysis, numerical methods have been used with
some success for open waveguides and small horns. For
larger horns this approach becomes computationally in-
tensive, but some results from Liu et al. [5] are shown in
Fig. 7 and compared with measurements and approximate
computations. Their numerical computations and mea-
surements by Nye and Liang [6] of the aperture fields
show that higher-order modes need to be added to the
dominant mode field of (15) and that the parabolic phase
approximation of (1) improves as the aperture size in-
creases.

5.3. Gain

Pyramidal horns are used as gain standards at microwave
frequencies because they can be accurately constructed
and their axial directive gain reliably predicted from a
relatively simple formula. The ratio of axial far-field
power density to the average radiated power density

from (16) yields

G¼G0REðuÞRHðv;wÞ ð28Þ

where G0¼ 32ab/(pl2) is the gain of an in-phase uniform
and cosinusoidal aperture distribution. The reduction of
this gain due to the phase variation introduced by the E-
plane flare of the horn is

REðuÞ¼
C2ðuÞþS2ðuÞ

u2
ð29Þ

where the Fresnel integrals and their argument are de-
fined by (21) and (23). Similarly the gain reduction factor
due to the H-plane flare of the horn is

RHðv;wÞ¼
p2

4

½CðvÞ � CðwÞ�2þ ½SðvÞ � SðwÞ�2

ðv�wÞ2
ð30Þ
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where

v

w
¼ �

affiffiffiffiffiffiffiffiffiffiffi
2l‘H

p þ
1

a

ffiffiffiffiffiffiffiffi
l‘H

2

r
ð31Þ

A plot or RE and RH in decibels as a function of the pa-
rameter 2d2=l‘, where d is the appropriate aperture di-
mension b or a and ‘ the slant length ‘E or ‘H, respectively,
is shown in Fig. 8. Calculation of the gain from (28) is ac-
curate to about 70.1 dB for 22 dB standard gain pyrami-
dal horns: optimum horns with dimensions of at least 5l.
For 18-dB-gain horns, the accuracy is about 70.2 dB, and
for 15-dB horns, 70.5 dB. Since optimum gain pyramidal
horns have an aperture efficiency of approximately 50%,
the gain is approximately

G¼ 0:5
4p

l2
ab ð32Þ

For an E-plane sectoral horn ‘H !1 and RH(v, w)!1 the
axial gain is then GE¼G0RE(u), an inaccurate formula
because aperture dimension a is less than a wavelength. A
result that includes the fact that aperture electric and
magnetic fields are not related by free-space conditions
and that interaction occurs across the narrow aperture of
the horn is

GE¼
16ab

l2
ð1þ ðlg=lÞ

REðu
0Þ exp

pa

l
1�

l
lg

� �� �
ð33Þ

where

u0 ¼
bffiffiffiffiffiffiffiffiffiffiffiffi

2lg‘E

p ð34Þ

and

lg¼
lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ðl=2aÞ2
q ð35Þ

is the guide wavelength. The accuracy of (33) is compara-
ble to that of (28) for the horns of similar b dimension.

The gain of an H-plane sectoral horn, obtained by let-
ting ‘E !1 so that REðuÞ ! 1, is GH¼G0RH(v, w). It
probably is reasonably accurate, but there appears to be
no experimental evidence available to verify it.

The near-field gain of pyramidal and sectoral horns can
be calculated from the preceding expressions by replacing
‘E and ‘H by (26) and (27), respectively.

6. CONICAL HORNS

The aperture field of a conical horn fed by a circular wave-
guide supporting the TE11 mode is approximately

Eðr0;f0Þ exp
�jkr02

2‘

� �
ð36Þ

where Eðr0;f0Þ is given by (13) and ‘ is the slant length of
the horn. Numerical calculation of the radiation patterns
is necessary. In the example of Fig. 9 [7] with a flare angle
a¼ 51 and aperture width a¼ 4l, the E-plane (f¼ 0)
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Figure 8. E- and H-plane flare and near-field gain reduction fac-
tors RE and RH of pyramidal and sectoral horns in decibels.
(Copyright 1981, IEE, from Jull [11].)
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H-plane � � � � cross-polarization. (Copyright 1994, IEE,
from Olver et al. [7].)
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pattern is narrower than the H-plane (f¼ p/2) pattern as
in square rectangular horns. The cross-polar (f¼ p/4) ra-
diation pattern peak level is –18.7 dB relative to the copo-
lar pattern peak levels, a level typical of conical horn
apertures large than about 2l. Smaller conical horns can
have more axisymmetric patterns. E- and H-plane pat-
terns have equal beamwidths for an aperture diameter a
¼ 0.96l, and cross-polarized fields cancel for a¼ 1.15l.
This makes small conical horns efficient as reflector feeds
and as array elements with high polarization purity.

Larger conical horns are similar to rectangular horns
in their lack of axial pattern symmetry. Optimum gain
conical horns have an aperture efficiency of about 54% and
half-power beamwidths in the E and H planes of 1.05l/a
and 1.22l/a radians, respectively, for aperture diameters
of more than a few wavelengths.

7. MULTIMODE AND CORRUGATED HORNS

Lack of axisymmetric radiation patterns make rectangu-
lar and conical horns inefficient reflector feeds. Conical
horns also have unacceptably high cross-polarization lev-
els if used as reflector feeds in a system with dual polar-
ization. Multimode and corrugated horns were developed
largely to overcome these deficiencies. In a dual-mode
horn in [3, p. 195], this is done by exciting the TM11

mode, which propagates for circular waveguide diameters
a41.22l, in addition to the TE11 mode, which propagates
for a40.59l. The electric field configuration of these
modes in a waveguide cross section is shown in Figs. 10a
and 10b. Added in phase and in the right proportion,
cross-polarized and aperture perimeter fields cancel, while
the copolar fields around the aperture center add, yielding
the aperture field configuration of Fig. 10c. These mixed
mode fields are linearly polarized and taper approximate-
ly cosinusoidally radially across the aperture. This yields
the essentially linearly polarized and axisymmetric radi-
ation patterns desired.

Partial conversion of TE11 to TM11 fields can be effected
by a step discontinuity in the circular waveguide feed, as

in Fig. 10d, or by a circular iris or dielectric ring in the
horn. The TM11/TE11 amplitude ratio depends on the ratio
of waveguide diameters, and the relative phase of the
modes depends on the length of larger-diameter circular
waveguide and the horn. This dependence limits the fre-
quency bandwidth of the horn to about 5%. A multimode
square pyramidal horn has similarly low sidelobe levels in
its E- and H-plane radiation patterns because of an es-
sentially cosinusoidal aperture distribution in both E and
H planes [2]. This is achieved by excitation of a hybrid
TE21/TM21 mode either by an E-plane step discontinuity
or by changes in the E-plane flare. With their bandwidth
very limited, dual-mode horns have largely been replaced
by corrugated horns in dual-polarization systems, except
where a lack of space may give an advantage to a thin-
walled horn.

Corrugated horns have aperture fields similar to those
of Fig. 10c and consequently similar radiation patterns,
but without the frequency bandwidth limitations of the
multimode horn. This is achieved by introducing annular
corrugations to the interior walls of a conical horn. There
must be sufficient corrugations per wavelength (at least 3)
that the annular electric field Ef is essentially zero on the
interior walls. The corrugations make the annular mag-
netic field Hf also vanish. This requires corrugation
depths such that short circuits at the bottom of the
grooves appear as open circuits at the top, suppressing
axial current flow on the interior walls of the horn. This
groove depth is l/4 on a plane corrugated surface or a
curved surface of large radius. For a curved surface of
smaller radius, such as near the throat of the horn, the
slot depths need to be increased; for example, for a surface
radius of 2l, the depth required is 0.3l. Usually slots are
normal to the conical surface in wide-flare horns but are
often perpendicular to the horn axis with small flares. To
provide a gradual transition from the TE11 mode in the
waveguide to a hybrid HE11 mode in the aperture, the
depth of the first corrugation in the throat should be about
0.5l so that the surface there resembles that of a conduct-
ing cone interior. Propagation in corrugated conical horns
can be accurately calculated numerically by mode match-
ing techniques. The aperture field is approximately

Exðr0Þ ¼AJ0ðkcr0Þ exp
�jkr02

2‘

� �
ð37Þ

where kca/2 is 2.405, the first zero order Bessel function
J0; ‘ is the slant length of the horn; and A is a constant.
This aperture field is similar to that of Fig. 10c, and the
resulting E and H patterns are similarly equal down to
about � 25 dB. Some universal patterns are shown in
Fig. 11. Cross-polarization fields are also about � 30dB from
the axial values, but now over a bandwidth of 2–1 or more.

Broadband axisymmetric patterns with low cross-po-
larization make corrugated horns particularly attractive
as feeds for reflectors. Low cross-polarization allows the
use of dual polarization to double the capacity of the sys-
tem. Another notable feature for this application is that
the position of the E- and H-plane pattern phase centers
coincide. Figure 12 shows the distance of the phase center

(d)

(a)
TE11

(b)
TM11

(c)
0.85 TE11+ 0.15 TM11

Figure 10. Excitation of axisymmetric linearly polarized aper-
ture fields in a stepped conical horn. (Copyright 1984, McGraw-
Hill, Inc. from Love [2].)
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from the horn apex, divided by the slant length, of small
flare angle conical [8] and corrugated [9] horns for values
of the phase parameter s given by (2). For a conical horn
the E-plane phase center is significantly farther from the
aperture than the H-plane phase center. Thus, if a conical
horn is used to feed a parabolic reflector, the best
location for the feed is approximately midway between
the E- and H-plane phase centers. With a corrugated
horn such a compromise is not required, so it is inhe-
rently more efficient.

Corrugated horns may have wide flare angles, and their
aperture size for optimum gain decreases correspondingly.

For example, with a semiflare angle of 201, the optimum
aperture diameter is about 8l, whereas for a semiflare
angle of 701 it is 2l. Wide-flare corrugated horns are some-
times called ‘‘scalar horns’’ because of their low cross-po-
larization levels.

For radio astronomy telescope feeds and other space-
science applications, efficient corrugated horns have been
made by electroforming techniques for frequencies up to
640 GHz. Their axisymmetric radiation patterns with very
low sidelobe levels resemble Gaussian beams, which is of-
ten essential at submillimeter wavelengths.

8. PROFILE HORNS

Most corrugated horns are conical with a constant flare
angle. Figure 13 shows a profile conical horn in which the
flare angle varies as on a sine-squared or similar curve
along its length. This arrangement provides a horn short-
er than a conical corrugated horn of similar beamwidth,
with a better impedance match due to the curved profile at
the throat and an essentially in-phase aperture field dis-
tribution due to the profile at the aperture. Consequently
the aperture efficiency is higher than that of conical cor-
rugated horns. The phase center of the horn is near the
aperture center and remains nearly fixed over a wide fre-
quency band. Radiation patterns of a short profile horn
similar to that of Fig. 13, but with hyperbolic profile
curves, are shown in Fig. 14 [10]. A Gaussian profile curve
has also been used. All produce patterns similar to those of
a Gaussian beam, such as is radiated from the end of an
optical fiber supporting the HE11 mode. The performance
of this small horn as a feed seems close to ideal, but larger-
profile horns may exhibit higher sidelobe levels due to ex-
citation of the HE12 mode at the aperture.

9. HORN IMPEDANCE

Antennas must be well matched to their transmission
lines to ensure a low level of reflected power. In micro-
wave communications systems levels below � 30 dB are
commonly required.
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The impedance behavior of a horn depends on the mis-
match at the waveguide/horn junction and at its aperture.
For an E-plane sectoral horn, reflections from these dis-
continuities are comparable in magnitude, and since they
interfere, the total reflection coefficient oscillates with fre-
quency and the input voltage standing-wave ratio (VSWR)
may vary from 1.05 at high frequencies to 1.5 at the lowest
frequency. With E-plane sectoral horns aperture reflection
is much stronger than junction reflection, so their VSWRs
increase almost monotonically with decreasing frequency.
An inductive iris in the waveguide near the E-plane horn
junction can match its discontinuity. A capacitive iris may
be similarly used for an H-plane sectoral horn. Aperture
reflections in these horns may be matched with dielectric
covers.

Pyramidal horns of sufficient size and optimum design
tend to be inherently well matched to their waveguide
feeds because the E/H-plane aperture and flare disconti-
nuities partially cancel. For example, a 22-dB-gain horn
has a VSWR of about 1.04 and an 18 dB horn a VSWR of
less than 1.1.

Conical horns fed by circular waveguides supporting
the dominant TE11 mode have an impedance behavior
similar to that of pyramidal horns of comparable size fed
by rectangular waveguides. The waveguide/horn disconti-
nuities of both horns may be matched by an iris placed in
the waveguide near the junction. A broader bandwidth
match is provided by a curved transition between the in-
terior walls of the waveguide and the horn. Broadband
reduction of aperture reflection may be similarly reduced
by a curved surface of a few wavelengths’ radius. Such
‘‘aperture-matched’’ horns also have lower sidelobe levels
and less backradiation in their E-plane patterns than do
conventional pyramidal and conical horns. Their H-plane
flare patterns are affected little by such aperture matching
because the electric field vanishes at the relevant edges.

For dual-mode and corrugated horns there are also
negligible fields at the aperture edges and hence little dif-
fraction there. Corrugated horns with initial groove

depths near the throat of about a half-wavelength and
which gradually decrease to a quarter-wavelength near
the aperture, as in Fig. 13, are well matched at both throat
and aperture. For most well-designed corrugated horns a
VSWR of less than 1.25 is possible over a frequency range
of about 1.5–1. Dual-mode horns using a step discontinu-
ity as in Fig. 10d may have a VSWR of 1.2–1.4. If an iris is
required for a match, the frequency bandwidth will, of
course, be limited. Conical and pyramidal horns using
flare angle changes to generate the higher-order modes
can have VSWRs less than 1.03 and require no matching
devices.

BIBLIOGRAPHY

1. J. F. Ramsay, Microwave antenna and waveguide techniques
before 1900, Proc. IRE 46:405–415 (1958).

2. A. W. Love, Horn antennas, in R. C. Johnson and H. Jasik,
eds., Antenna Engineering Handbook, 2nd ed., McGraw-Hill,
New York, 1984, Chap. 15.

3. A. W. Love, ed., Electromagnetic Horn Antennas, IEEE Press,
Piscataway, NJ, 1976.

4. R. E. Collin, Antennas and Radiowave Propagation, McGraw-
Hill, New York, 1985.

5. K. Liu, C. A. Balanis, C. R. Birtcher, and G. C. Barber, Anal-
ysis of pyramidal horn antennas using moment methods,
IEEE Trans. Anten. Propag. 41:1379–1389 (1993).

6. J. F. Nye and W. Liang, Theory and measurement of the field
of a pyramidal horn, IEEE Trans. Anten. Propag. 44:1488–
1498 (1996).

7. A. D. Olver, P. J. B. Clarricoats, A. A. Kishk, and L. Shafai,
Microwave Horns and Feeds, IEE Electromagnetic Waves Se-
ries, Vol. 39, IEE, London, 1994.

8. T. Milligan, Modern Antenna Design, McGraw-Hill, New
York, 1985, Chap. 7.

9. B. MacA. Thomas, Design of corrugated horns, IEEE Trans.
Anten. Propag. 26:367–372 (1978).

10. R. Gonzalo, J. Teniente, and C. del Rio, Very short and
efficient feeder design from monomode waveguide, IEEE

(b)(a)

0

20

40

60
90° 45° 0

�

45° 90°

0

−20

−40

dB

−60
90° 45° 0

�

45° 90°

Figure 14. (a) Far field radiation patterns of TE11 mode and (b) radiation patterns of a profile
corrugated horn of aperture a¼15.8 mm and length L¼26.7 mm at 30 GHz (- - - - - E-plane, ____
H-plane yy cross-polarization). (Copyright 1997, IEEE, from Gonzalo et al. [10].)

HORN ANTENNAS 2031



Antennas and Propagation Soc. Int. Symp. Digest, Montreal,
1997, pp. 468–470.

11. E. V. Jull, Aperture Antennas and Diffraction Theory, IEE
Electromagnetic Waves Series, Vol. 10, IEE, London, 1981.

HTS FILM GROWTH
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Thin films of superconductors are of interest primarily for
electronics applications. High-performance superconduct-
ing thin films are essential, for example, for high-frequen-
cy passive devices and Josephson junction circuits. Thin
films are also important for fundamental studies of super-
conducting materials, where specially designed experi-
ments can take advantage of the thin-layer geometry
and the capability of layering various combinations of ma-
terials, as well as lithographically defining fine features in
them. Additionally, there is currently growing interest in
using thin-film deposition technology for deposition of
thick films on polycrystalline substrates for power appli-
cations.

In the decade since the discovery of high-temperature
superconductivity (HTS) in cuprate compounds, thin-film
materials have played an important role in the evolution
of this field. The discovery of HTS has led to a rapid de-
velopment of many different thin film deposition tech-
niques. HTS thin films are now routinely made in
hundreds of laboratories around the world, and thin-film
research is actively pursued in areas such as new super-
conducting materials and epitaxial oxide heterostruc-
tures. More recently, advances in deposition processes
have brought about the synthesis of larger-area HTS
films, making fabrication less expensive and allowing for
high-throughput manufacturing of single-superconduct-
ing-layer films.

In this article, we review the physical vapor deposition
(PVD) techniques most frequently used for HTS thin-film
synthesis. Chemical vapor deposition techniques are re-
viewed in another article of this encyclopedia. Here, we
review only the methods and issues that are relevant for
film deposition. This does not cover the details of the film
growth processes, nor the physical properties of HTS films
and their applications. The reader is referred to other ref-
erences for a more complete discussion of HTS thin films
and their applications [1,2].

1. MATERIALS

The HTS material of choice for applications is still YBa2-

Cu3O7 (YBCO), the first cuprate discovered to supercon-
duct above 77 K. There are several compelling reasons
why this material is still the most suitable for many of the
applications. Some of the fundamental ones are its smaller
conduction anisotropy, higher superconducting critical

currents in a magnetic field, and greater chemical stabil-
ity than in other HTS compounds. However, the most im-
portant reason is the ease of fabricating high-quality,
single-phase YBCO thin films.

In this review, YBCO will be considered the canonical
high-Tc superconductor, and the discussion will be limited
to this example, partly for reasons of conciseness and
partly because of the prominence of this compound in
the HTS community. Additionally, unless otherwise men-
tioned, one is generally considering growth of c-axis-ori-
ented films, i.e. where the CuO2 layers are parallel to the
substrate.

Table 1 reviews the HTS compounds and methods used
to date to prepare these thin films. For a review of mate-
rials, we refer the reader to Refs. 2 and 3. There has been a
substantial effort related to Bi–Sr–Ca–Cu–O thin films
(2212 and 2223 phases) by a variety of techniques, partic-
ularly in Japan. Some industrial work in the United
States has also focused on Tl–Ba–Ca–Cu–O (mostly
2212), primarily for passive electronics applications. One
of the obvious reasons for looking at these other com-
pounds is their higher critical temperatures. Neverthe-
less, the advantages of YBCO have been hard to surpass,
particularly at temperatures below 65 K. Substantial thin-
film work has also been devoted to La–Sr–Cu–O, Nd–Ce–
Cu–O, Hg–Ba–Ca–Cu–O, and infinite-layer compounds,
mostly driven by academic interest in basic properties of
these HTS materials.

2. THERMODYNAMIC ISSUES

Film growth is inherently a nonequilibrium process. Nev-
ertheless, thermodynamic stability is important as a driv-
ing force for the reactions taking place during growth.
HTS compounds possess large unit cells that can have ad-
ditional complications, such as a wealth of metal atom de-
fects and oxygen nonstoichiometries. These complex
structures require temperatures for formation close to
their melting points, typically (0.8–0.9) Tm, much higher

Table 1. HTS Materials Systems, Methods Used to
Fabricate Thin Films, and Applications of the Thin Films

Material Tc (K)

Thin-Film
Deposition
Technique Applications

Y(R)BaCuO 123 85–95 In situ: sputtering,
PLD, evapora-
tion, MOCVD;
ex situ

RF devices,
Josephson
Junctions

BiSrCaCuO
2201, 2212, 2223

10–115 In situ: sputtering,
PLD, evaporation

Josephson
junctions

TlBaCaCuO
1201, 1212, 1223,
2201, 2212, 2223

20–125 1212: in situ
sputtering;
ex situ

RF devices

HgBaCaCuO 95–133 Ex situ
1201, 1212, 1223

LaSr(Ba)CuO 20–40 In situ
NdCeCuO 20–30 In situ
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than is usual for growth of epitaxial metals and semicon-
ductors. The intricacies of film growth and the thermody-
namics of phases produced are certainly not sufficiently
well understood at present. Below, we summarize some of
the key thermodynamic issues as they are currently ac-
cepted.

2.1. Oxygen Stability

HTS compounds are oxides and, as such, require the pres-
ence of oxygen during synthesis. Although it is technically
possible to deliver oxygen through the substrate, in prac-
tice, oxygen is delivered as a gas impinging on the growth
surface together with the cation species. Figure 1 shows
the pressure–temperature thermodynamic stability dia-
gram for the bulk YBCO compound. One can see from the
diagram that a certain minimum pressure must be main-
tained for the stability of YBCO. Below that oxygen pres-
sure, depicted by the line labeled d1, the YBCO compound
is not stable and will decompose. For the typical temper-
atures during film formation, this translates into a min-
imum oxygen pressure of about 100 mPa (1 mtorr). At
higher oxygen pressures, there is another decomposition
line for YBCO, labeled d2, seldom not reached during in
situ growth of thin films. During cooldown of films to room
temperature, this second decomposition is seldom ob-
served because it is strongly limited by diffusion kinetics.
However, the stability diagram also implies that the
YBCO compound is metastable at room temperature and
pressure. In fact, most HTS compounds are believed not to
be thermodynamically stable at lower temperatures. Ref-
erences 4 and 5 have a more detailed discussion of the
YBCO stability lines. Hammond and Bormann [6] argued

that growth of thin films is optimal close to the high-tem-
perature thermodynamic decomposition line of the com-
pound. In fact, the empirical data confirm this, as can be
seen also in Fig. 1, where successful film growth regions
are denoted. For processes that possess a more reactive
form of oxygen, such as atomic oxygen or ozone, the equiv-
alent decomposition line is shifted compared with that in
Fig. 1. Such activated oxygen species have been proven
helpful for growth of YBCO when the total pressure is
lower than about 1 Pa (10 mtorr).

2.2. Compositional Phase Diagram

The HTS compounds contain typically three to five differ-
ent metal species in addition to oxygen. Some of these
materials are line compounds (and this is presumed to be
the case for YBCO) and, as such, do not accept a solid so-
lution of atoms in their chemical formula. This means that
one will always be synthesizing a number of phases in
addition to the desired HTS material. For YBCO, the
Gibbs phase rule implies two other compounds as impu-
rity phases. Figure 2 shows the present understanding of
the ternary phase diagram for Y–Ba–Cu oxides at the low
oxygen pressures relevant for in situ thin-film growth
[7,8]. The corners of the triangles define the phases which
will be present for any composition in that triangle.

There are some caveats to the description given above.
First, as already stated, film growth is not an equilibrium
process, and therefore metastable phases could be formed
during synthesis. Second, the HTS material that is formed
during film growth may not be, and probably is not, ex-
actly like the bulk material. This has now been well doc-
umented in the literature for YBCO films. In fact, it is also
fairly well established that YBCO film growth does not
match exactly the thermodynamic phase diagram shown
in Fig. 2. In particular, the Y2BaCuO5 phase has not been
observed in in situ–grown films. On the other hand, CuO
and Y2O3 second phases are commonly observed in YBCO
films prepared close to 1:2:3 stoichiometry and are not
predicted by the phase diagram.
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Figure 1. Thermodynamic stability diagram for YBCO in oxygen
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regimes where in situ film growth for YBCO has been reported
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Figure 2. Thermodynamic ternary phase diagram for Y–Ba–Cu
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3. EPITAXY

Due to the significant anisotropy of the HTS materials, the
easy direction for electrical current flow is in the ab plane,
along the Cu–O2 planes. For devices which require current
to flow parallel to the substrate, the growth direction of
the HTS films has to be in the c-axis direction. In order to
achieve c-axis-oriented growth, good epitaxial growth of
all grains is necessary. Furthermore, a high-angle, in-
plane grain boundary of two c-axis-oriented grains has
been found to behave as a superconducting weak link.
This implies that one needs to align all grains in the plane
of the substrate as well as out of the plane. The require-
ments of in-plane epitaxy are very well illustrated in the
case of yttria-stabilized zirconia (YSZ) substrates where
the YBCO films grow in the c direction, but the c axis
grains can have two major different orientation in the ab
plane, 451 apart [15]. In the case of applications that re-
quire the current flow to be perpendicular to the sub-
strate, a-axis growth has been implemented. Many
multilayer Josephson devices have been tried in this
way; a-axis growth is typically initiated with a lower sub-
strate temperature, which in turn reduces the mobility of
ions necessary for the c-axis growth. Because of the lower
growth temperature, films are formed that are structur-
ally less perfect. To overcome this problem, many workers
have used a technique of starting growth at a lower tem-
perature for a-axis nucleation, making a template, and
then raising the temperature for the remainder of film
deposition [16].

3.1. Substrates

The most frequently used substrate for fundamental re-
search is SrTiO3 because of its good thermal and lattice
constant match with most HTS materials. However, high
dielectric loss, small wafer size, and high cost of SrTiO3

render it unfavorable for technological applications. La-
AlO3 has emerged as an alternative to SrTiO3 as a low-loss
perovskite substrate, although its critical dielectric prop-
erties are not under complete control. MgO substrates, on
the other hand, have an even lower loss for microwave
applications. However, the reproducibility of the MgO sur-
face quality has been a problem in the earlier days, but
more recently, the surface quality has improved. For ap-
plications where very low loss is required, MgO is the best
HTS substrate at present. MgO and LaAlO3 are commer-
cially available in wafer sizes larger than 5 cm (2 in.).
More conventional substrates such as Si and sapphire
have been used and found to be incompatible with thick
HTS thin films, mainly due to microcracking in the HTS
films resulting from the thermal expansion mismatch be-
tween the substrates and the HTS materials. The maxi-
mum thickness of YBCO one can grow without significant
microcracking is about 50 nm on Si and about 600 nm on
sapphire. Table 2 lists the substrates most commonly used
today for growth of HTS films. References 17 and 18 more
extensively discuss HTS-compatible substrates and buffer
layers.

In most cases, excellent epitaxial alignment can be
achieved by depositing oxide buffer layers, such as CeO2,

before HTS growth. The CeO2 buffer layer has been found
to suppress the unwanted a-axis nucleation for the c-axis
growth on substrates such as SrTiO3 and LaAlO3. On sub-
strates such as YSZ and r-plane sapphire, the CeO2 buffer
layer promotes in-plane alignment of each c-axis grain,
thereby eliminating potential high-angle grain bound-
aries. Infact, by using an appropriate buffer layer and a
seed layer, one can create a process to produce 451-angle
grain boundaries in a controlled fashion. On Si substrates,
the YSZ buffer layer was found to grow epitaxially and to
be very effective in preventing chemical reaction between
HTS materials and Si.

3.2. Ion-Beam-Assisted Deposition

More recently, a new technique, ion-beam-assisted depo-
sition (IBAD), has been implemented to grow HTS layers
on polycrystalline substrates. By bombarding the growing
film surface with an ion beam incident at a specific angle
to the substrate, one is able to achieve partial in-plane
crystalline alignment of the deposited material where the
substrate has none. Iijima et al. [19] first utilized this
technique to grow in plane textured zirconia buffer layers
on substrates made of polycrystalline Ni-based alloys.
YBCO was then deposited by PLD. Due to the absence of
high-angle grain boundaries in YBCO, the critical cur-
rents attained are much higher than without the IBAD
process. Other groups, including the one at Los Alamos
National Laboratory, has followed on this work and
achieved critical currents over 106 A/cm2 at 77 K [20].
More recently a group at Stanford University has demon-
strated very good IBAD results with 10 nm thick MgO
films [21]. While more development is needed to establish
whether the IBAD process is a viable one for large-scale
applications, it certainly opens up a whole new range of
substrate materials for HTS film growth.

4. FILM GROWTH METHODS

Most of the methods currently employed for fabrication of
HTS thin films involve formation of the cuprate crystal
structure during film deposition. These are usually called
‘‘in situ processes,’’ and they will represent most cases cov-
ered in this review. Chemical vapor deposition processes,
which are also in situ growth, are covered in another

Table 2. Substrates and Buffer Layer for HTS Thin Films

Substrate Orientation Buffer Layer

SrTiO3 (1 0 0) None
Ceo2

LaAlO3 (1 0 0) CeO2

Pseudocubic None
Mgo (1 0 0) None

SrTiO3

YSZ (1 0 0) CeO2

Y2O3

Al2O3 ð1 1 0 2Þ CeO2

MgO
Si (1 0 0) YSZ/Y2O3

YSZ/CeO2
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chapter of this volume. Historically, the processes that
were developed first, required a postdeposition anneal, or
simply postanneal, in order to crystallize the material.
Such methods are now less frequently utilized, since they
are not well suited for fabrication of multilayer structures
and are thus technologically more limiting. However, they
are still used for compounds such as TlBaCaCuO or
HgBaCaCuO, where the in situ processes are often im-
practical because of the required high vapor pressures of
Hg and Tl. Finally, there are other processes such as sol-
gel, plasma spray deposition, and liquid-phase epitaxy
that are generally used for fabrication of thick films (thick-
er than 1 mm); these also will not be covered in this brief
review.

4.1. Postanneal Growth Methods

In the postanneal, or ex situ, growth process, the metallic
elements are deposited on a substrate in the correct com-
position as an amorphous or multilayer film, usually in
compound form with oxygen and possibly fluorine. Subse-
quent annealing in air or oxygen at a high temperature,
typically Z8501C for YBCO, forms an epitaxial film of the
desired HTS phase [9]. A very commonly used postanneal
method for growth of YBCO films is achieved by using
BaF2 in the precursor film. Water is then required in the
annealing step in order to eliminate the fluorine and start
the HTS growth process. Since the critical growth step
takes place separately from deposition, the actual tech-
nique used to deposit the layers is of secondary impor-
tance. Sputtering and evaporation are typically used.

Ex situ methods have initially focused on synthesis un-
der atmospheric oxygen pressure and correspondingly
high temperatures. This region of phase space is depicted
in Fig. 1 with the rectangle in the upper left corner. Later
work has shown that lower-temperature ex situ growth
can also be achieved if the oxygen pressure is reduced at
the same time (see also the lower rectangle in Fig. 1). Such
films grown under lower oxygen pressures were observed
to have properties closer to the in situ grown films [10,11].

4.2. In situ Growth Methods

Dominant methods is use today for physical vapor depo-
sition of HTS are sputtering and laser ablation [also re-
ferred to as pulsed-laser deposition (PLD)]. Both of these
methods are most commonly done from a single target and
as such, became rather popular mostly because they are
relatively simple to implement and fairly reproducible in
the films they produce. In addition, targets for PLD are
relatively inexpensive and easy to fabricate, and hence,
the technique is well suited for investigation of many dif-
ferent materials. Less widespread today, but currently
growing in popularity, are coevaporation and molecular
beam epitaxy. After the initial slow start in contending
with a sufficiently oxidizing environment in high vacuum,
evaporation methods have now emerged as an established
way to grow high-quality HTS films.

The following is a list of in situ physical vapor deposi-
tion techniques used for deposition of HTS compounds,

which will be covered in this review:

1. Sputtering

On-axis magnetron

Off-axis magnetron

Inverted cylindrical magnetron

Ion-beam sputtering

2. Laser ablation

On-axis

Off-axis

Laser-MBE

3. Evaporation

Flash evaporation

Reactive coevaporation

Reactive–MBE

For more discussion on various PVD techniques, we also
refer the reader to Refs. 12–14.

5. SPUTTERING

Sputtering is a very commonly used technique for metal
deposition in semiconductor and magnetic storage indus-
tries. As such, it was applied early on to HTS materials.
The first event of significance was the use of a single com-
posite target, which became commonplace for HTS mate-
rials because of the inherent difficulty of reproducing the
metal atom stoichiometry. The major complication com-
pared to more conventional sputtering of metals is the en-
ergetic negative-ion (oxygen) bombardment of the
substrate, due to the ionic nature of the oxide target.
This causes resputtering and degradation of the sample.
This has been recognized even before the advent of HTS
and has been fully investigated by Rossnagel and Cuomo
[22]. Two types of solution emerged: (1) Using a higher gas
pressure in order to thermalize the energetic species [23]
and (2) off-axis sputtering, where one eliminates the high-
energy particles coming directly from the target [24,25].
Figure 3 shows a schematic of the two processes. Other
variations include on-axis unbalanced-magnetron sputter-
ing [26] and inverted cylindrical magnetron (ICM) sput-
tering [27].

(a) (b)

Sputtering
target

Substrate

Figure 3. Schematic for the (a) on-axis and (b) off-axis sputter
deposition processes.
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The energies of ejected atoms from the sputtered tar-
gets are in the range of tens of electron volts, and they get
scattered by the background Ar and O2 gas. The angular
distribution of each cation species is different, and the
sweet spot for the proper cation composition is relatively
small. In order to cover a 5-cm (2-in.) Wafer uniformly
from a single 5-cm target in an off-axis geometry, one has
to resort to some sort of scanning method, such as rotation
of the wafer. The deposition rate is very low, not only be-
cause the deposition rate for oxides is much lower than for
metals but also because of the off-axis geometry. It takes
several hours to deposit a few hundred nanometers of film.
Larger targets and a number of sputter guns depositing
simultaneously have been used at several laboratories to
increase the deposition rate. When all the deposition con-
ditions are optimum, sputtering has demonstrated a ca-
pability to produce YBCO films of excellent crystallinity
and surface condition. However, the deposition conditions
have to be changed as the targets erode, because the
changing target surface geometry results in a different
plasma distribution. In addition, the substrate heating
method for off-axis sputtering is not as simple as in the
case of the off-axis laser ablation or evaporation, which
will be described later.

6. LASER ABLATION

Laser ablation, or pulsed-laser deposition (PLD), is a rel-
atively new technique that gained much popularity be-
cause it is ideally suited for deposition at a high oxygen
pressure. The relative ease of this technique in depositing
multicomponent oxides (and nitrides) has made it espe-
cially effective in exploring new materials for HTS elec-
tronics, such as epitaxial dielectrics or barrier layers. A
short-wavelength (170–260-nm) excimer laser is focused
onto a rotating target of the material to be deposited. Un-
der the energy of the laser beam (0.1–2 J per pulse), the
matter emitted from the target forms a plume that carries
it to the substrate at supersonic velocities. In general, a
higher gas pressure is required during laser ablation, due
to the very high energy of the vaporized material from the
surface of the target. The laser plume glows brightly from
the target, and deposition is usually done near the end of
the plume, about 5 cm away (see Fig. 4). Again, as in the
case of sputtering, the various species scatter differently,
and therefore the sweet spot of the deposition process is
relatively small, usually one to two centimeters, depend-
ing on the geometry. The deposition rate per laser pulse
ranges from a fraction of an angstrom to a few angstroms.
The technique was found to be fairly reproducible from the
early days and has been used extensively for research and
development purposes since 1989. Even though other
techniques are potentially more manufacture-friendly, la-
ser ablation is still very actively used for prototyping de-
vices made up of several complex materials, such as
superconductors, ferroelectric oxides, and magnetic ox-
ides.

A particular problem associated with PLD is the depo-
sition of micrometer-sized droplets, so-called boulders, on
the grown film. These particles originate at the target and

are emitted from the action of the laser pulse. A variety of
procedures have been utilized to reduce this problem, so
that the boulder density can be very low in the best films.
Such procedures include target preparation (such as fre-
quent polishing), defocusing the laser spot, mechanically
chopping the plume, and spatially filtering the beam.

Although PLD can produce high deposition rates (up to
tens of nanometers per second), the area on which one
deposits is small. A straightforward way to increase the
deposition area is to scan wafers over the plume either by
moving the substrate vertically and horizontally or by ro-
tating the substrate. This method has been tried in several
laboratories and is still pursued. Another scheme utilizes
a rotating cylindrical target with a linear laser profile to
obtain larger deposition areas.

Another major difficulty of these techniques is uniform
heating of large wafers. Most of the heating methods for
small-area laser ablation have been to mount a substrate
on a heated metal surface with silver paste, which is dif-
ficult to extend to larger sizes. In order to overcome this
difficulty of heating a large wafer, an off-axis laser ablation
technique has been developed (see Fig. 4b). A large wafer
(5–8 cm) can be mounted parallel to the direction of the
plume inside a relatively simple blackbodylike heater. The
deposition takes place when the atoms collide with the
background pressure and are scattered to the surface of
the wafer. By rotating the wafer and selecting an appro-
priate pressure for the geometry, a fairly uniform deposi-
tion was achieved over 5-cm wafers. This technique allows
for simultaneous deposition on both surfaces of the wafer,
which is an important benefit for microwave applications
requiring a ground plane. A drawback of this technique is
its low deposition rate because of the off-axis geometry.
Typical conditions for deposition of a 5-cm wafer resulted
in a deposition rate about a factor of 10 lower than for the
on-axis deposition.

By using laser fluence just enough to evaporate a few
atomic layers of the target in a low-oxygen environment
(less than 10�2 PaE10–4 torr) and at the same time using
a sequence of metal or metal oxide targets, one can obtain
a process similar to molecular-beam epitaxy (MBE) by
evaporation, here called ‘‘laser MBE.’’ Some in situ diag-
nostic tools can then be used to characterize the growth of

(a) (b)

Ablation
target

Laser
beam

Substrate

Figure 4. Schematic for the (a) on-axis and (b) off-axis laser ab-
lation processes.
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the materials. This technique has mainly been used to
grow artificially layered superconducting materials, such
as the infinite-layered superconductor [28,29].

7. EVAPORATION AND MOLECULAR-BEAM EPITAXY

Deposition of HTS thin films by evaporation follows a tra-
dition of such deposition of metal films. The added com-
plexity here is the required partial pressure of oxygen
during growth. One can distinguish several variations in
the evaporation approaches: flash evaporation, reactive
coevaporation of metals, and sequential deposition by
MBE. Except for the first process, these evaporation tech-
niques utilize individual metallic sources. However, in at-
tempting to control individual sources, two difficulties
arise. One is the need for very fine control of individual
sources, including development of species-specific sensors.
The second is the need to work at a low enough pressure to
minimize beam scattering and at the same time achieve
the highly oxidizing thermodynamic conditions required
for the growth of these compounds. For an in situ process,
one is confined to work at a pressure of molecular oxygen
above 100 mPa (1 mtorr) or to use a more reactive form of
oxygen supply than molecular oxygen.

7.1. Flash Evaporation

The simplest approach to evaporation of HTS materials is
to evaporate the compound in small batches, namely, in
flashes of evaporant material. Since the material does not
melt congruently, it is not possible to establish a contin-
uously constant rate of metal fluxes, but for short enough
intervals, one can average out the compositional varia-
tions. Usually, the evaporant material is a powder of
YBCO located in a feed mechanism that drops small quan-
tities onto an evaporation source [30]. In most cases, the
films require a postannealing treatment to oxidize the film
sufficiently, since the fast deposition does not allow for
sufficient incorporation of oxygen. This method is at
present less significant.

7.2. Reactive Coevaporation

Historically, the first attempts to make films by evapora-
tion utilized a high molecular oxygen pressure. The prob-
lems associated with a high background oxygen pressure
are rate control of the individuals species and the degra-
dation of the sources. In order to circumvent this difficulty,
several approaches were taken. One was to accommodate
a high differential pressure between the sources and the
sample by introduction of nozzles in close proximity to the
sample. Another method is to utilize a more reactive spe-
cies for oxygen incorporation, such as atomic oxygen or
ozone.

The evaporation technique allows one to tune the com-
position of the film by adjusting the relative rates of the
sources. Several groups have worked over the past years
on developing process control for coevaporation and study-
ing YBCO film properties as a function of metal atom
composition. Figure 5 shows SEM micrographs of films
with various metal compositions. The general finding is

that films that are grown slightly Y- and Cu-rich have
better performance than films with exactly 1 : 2 : 3 stoic-
hiometry. This is true for a majority of in situ techniques
and not just evaporation. The reasons for this are still not
completely clear—in particular, whether it is a materials
issue or a process control issue. It is known that super-
conducting properties of films degrade significantly as one
goes into the Ba-rich composition. It is possible that pro-
cess fluctuations around the desired metal atom stoic-
hiometry are responsible for degradation of films close to
1: 2: 3 composition.

Probably the most technologically significant advance
in HTS thin-film evaporation has been the large-area
heater developed for coevaporation by the group of
H. Kinder at the Technical University of Münich (Germany)
and depicted in Fig. 6. They used a blackbody-type rotat-
ing-disk heater, similar to the one used by others in PLD
deposition, but they added an oxidation pocket [31]. This
heater has a narrow slit that allows for a differential pres-
sure between the oxidation pocket and the rest of the
chamber of about 1000:1. The deposition and the oxidation
processes are therefore separated, and a low pressure in
the chamber improves the stability of thermal evaporation
sources. Uniform YBCO films were grown on wafers up to

Figure 5. Morphology of YBCO films as a function of their com-
position during reactive coevaporation.

Oxidation pocket

Deposition zone

Sealing slit

O2

Figure 6. Schematic of the heater for large-area HTS deposition
by evaporation.
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20 cm in diameter using this technique. More importantly,
this method is significantly more cost-effective and has
higher throughput than any of the other PVD processes.

7.3. Molecular-Beam Epitaxy

In general, one can distinguish between reactive molecu-
lar-beam epitaxy (MBE) approaches to HTS film deposi-
tion and mere reactive evaporation by the lower
background pressure of the former technique. Another
difference is that MBE deposition is usually done sequen-
tially rather than simultaneously. Typically, MBE systems
have multiple sources with individual shutters, as well as
some in situ monitoring tools (see Fig. 7). Reference 32 has
a thorough discussion of relevant issues is reactive MBE of
HTS films. The work by a number of groups in this field
has focused on careful atomic layering to produce very
smooth films, as well as customized growth of new mate-
rials and heterostructures containing these phases. The
reactive MBE technique also lends itself to careful control
of chemical doping of these materials, an issue that is
very important for the superconducting properties of the
cuprates.

7.4. In situ Monitoring Diagnostics

Evaporation and, especially, MBE, with their inherent low
background pressure, lend themselves well to vacuum
techniques for in situ deposition monitoring and film di-
agnostic tools such as reflection high-energy electron dif-
fraction (RHEED). RHEED has been shown to be
particularly helpful in controlling deposition of Bi–Sr–
Ca–Cu–O films, where the growth occurs in blocks of sub-
unit cells, but where many similar phases are possible.
RHEED has been less helpful to date in the growth of
YBCO, which occurs in blocks of unit cells and where in-
tergrowths are more difficult to tailor, due to the higher
stability of the primary phase. Terashima and coworkers
[33] have shown that growth of YBCO can exhibit oscilla-

tions in the RHEED pattern commensurate with unit cell
deposition, suggesting that growth proceeds in a unit-cell-
by-unit-cell fashion, rather than in smaller building
blocks. More recently, RHEED has also been extended to
high-pressure processes such as PLD [34].

Another area of technological development has been in
the use of optical absorption techniques for measurement
and control of atomic fluxes. Both hollow-cathode lamp
systems [35] and tunable diode lasers [36] have been used
to monitor fluxes in situ in close proximity to the sub-
strate. Such monitoring of individual fluxes is a prerequi-
site for careful control of HTS growth.

8. CONCLUDING REMARKS

In spite of a wealth of research, growth of cuprate films
has remained a complicated matter. This is due to the
materials’ rather complex multicomponent crystal struc-
tures. They are prone to a variety of defects and growth
morphologies. Much work still remains to be done until
films are better understood and more reproducible.

As already described, HTS films are now routinely
made with out-of-plane as well as in-plane alignment on
single-crystalline substrates. Aligned films are still not
routine on polycrystalline substrates, but there has been
progress in this area as well. This has been manifested in
high critical currents in films, particularly for YBCO. Typ-
ical critical currents in good quality YBCO films are over
2� 106 A/cm2 at 77 K and above 107 A/cm2 at low temper-
atures. There has been much work in characterizing de-
fect structures, but a good understanding of their
influence on physical properties is still lacking. One
growth structure that seems to be nearly ubiquitous in
YBCO films is the spiral, which forms during growth and
at the core of which is a screw dislocation [36]. Figure 8
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Figure 7. Schematic for the reactive MBE process used in HTS
film growth.

Figure 8. An STM image of a laser ablated YBCO film, showing
spiral growth structures. (Image courtesy of Prof. Darrell
Schlom.).
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shows a scanning tunneling microscopy (STM) image of a
surface of a YBCO film with a spiral. Steps in this image
have a height of one unit cell of YBCO. Such spirals have
been identified as contributing of pinning of vortices, im-
portant for high critical currents.

Maximally oxygen-doped YBCO bulk materials, made
at higher temperatures than thin films, have a supercon-
ducting transition temperature of 92 K and a resistivity of
35 mO � cm at 100 K. Although having nominally the same
crystal structure as the bulk material, YBCO films often
have different electronic properties. For example, lower Tc

(85–90 k) and expanded c-axis lattice constants (1.170–
1.172 nm) are frequently found in thin films. Additionally,
flux-pinning centers appear to be highly dispersed in in
situ–grown films of YBCO, although the structural origin
of these centers has not yet been identified. It is important
to have a close feedback loop between film deposition and
structural and electrical characterization in order to fur-
ther improve HTS films.

Technology for deposition and monitoring of HTS thin
films has developed significantly since the late 1980s. At
the same time, the materials understanding of film nucle-
ation, growth, and oxide interfaces has started to unfold.
Together, these developments in the future will bring new
capabilities for HTS film growth.
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1. INTRODUCTION

To meet the increasing demand for enhanced waveguide
components and antennas in wireless terrestrial and
satellite-based communications, and for radar applica-
tions, accurate and efficient CAD tools are required. Due
to efforts during the 1990s—the decade of global 3D
electromagnetic (EM) field solvers—the task of accurate
analysis of components can be considered as being largely
solved. Current challenges for CAD software relate to a
new quality of efficiency and speed that allow direct, fast
component optimizations in order to meet desired specifi-
cations within reasonable timeframes.

Many approaches to improve the efficiency of EM-based
field solvers have been reported so far, such as reduced-
order models (ROMs) applied for finite-element (FE) [1] or
finite-difference (FD) [2] methods, fast multipole and
adaptive integral methods (FMM, AIM) for method-of-
moment (MoM) solutions of scattering and microstrip
circuit problems [3–10], or combined subgrid conformal
techniques for FD methods [11,12].

The issue discussed in this article is the utilization of
advanced hybrid MM/FE/MoM/FD techniques, which ty-
pically can go beyond the efficiency possibilities of the
involved single methods.

In computational electromagnetics, the idea of combin-
ing different variations to ‘‘hybrid techniques’’ or ‘‘hybrid
methods’’ to expand their capabilities is not new.

Hybrid techniques have already been utilized long ago
for handling electromagnetic scattering and radiating
problems for large structures [7,13,14]. Examples are
the combination of MoM with an ‘‘asymptotic’’ method
[e.g., geometric theory of diffraction (GTD)], [7,13–16], or
the combination of FE with the boundary integral equa-
tion method [7,17,18].

We apply in our article the ‘‘hybrid’’ notation for
combining the fast mode-matching (MM) method with
EM-based space or surface discretization methods, such

as the finite-element (FE) and finite-difference (FD) meth-
ods and the method-of-moments (MoM), to combine the
efficiency of the MM with the flexibility of the FE, MoM,
and FD techniques.

Due to its efficiency, the mode-matching (MM) method
[19–45] has been widely employed for designing wave-
guide components, where modal expansions can be de-
rived analytically. For structures that are not separable in
Cartesian, cylindrical, or elliptical coordinate systems,
FE, FD, or MoM techniques provide the desired flexibility.
However, because of rather high requirements concerning
central processing unit (CPU) time for the CAD of compo-
nents using pure FE, MoM, or FD methods, for reasonably
fast optimizations of typical industrial components, which
often require a high number of iterations to meet given
specifications, more efficient techniques are desirable. A
very effective approach for solving this problem utilizes
hybrid methods based on MM/FE/MoM/FD techniques,
hence retaining the specific advantages of all proven EM
methods while largely avoiding their disadvantages.

Hybrid mode-matching/method-of-moment (MM/MoM)
techniques have been applied for horn antennas for a long
time [46,47], where the inner horn structure is calculated
by the MM method and the radiation problem is solved by
MoM [46–50]. Hybrid MM/FE techniques have been intro-
duced more recently for the analysis of dual-mode filters
[51–53]. In these applications, the cross section eigenvalue
problem of arbitrarily shaped homogeneous waveguide
structures (e.g., cross-iris) is solved by a 2D FE method
while the MM is applied for the calculation of the scatter-
ing parameters at the discontinuities with arbitrary con-
tour. The full-wave combination of all discontinuities is
achieved by the generalized scattering matrix (GSM). A
more detailed overview on the MM/FE method is given in
Ref. 54. More recent applications describe the MM/FE
CAD of waffle-iron, evanescent-mode, and combline filters
[55–57], of coaxial feeds [58,59], and the analysis of some
discontinuities [60,61]. Modal expansion FDTD and trans-
mission-line matrix (TLM) techniques have been proposed
[62,63], and a hybrid MM/FD-FD method has been pre-
sented [64]. The extension of hybrid methods to MM/FE/
MoM and MM/FE/FD has been presented [65,66], and
hybrid techniques exploiting the full efficiency and flex-
ibility spectrum of MM/FE/TransFE/MoM/FD methods
have been introduced [67,68].

In this article, we describe the recent state of the art of
hybrid MM/FE/MoM/FD techniques employed for the
rigorous, efficient CAD and optimization of waveguide
components, coupled horns, and waveguide slot array
antennas, and discuss some typical applications and ad-
vanced aspects. Representative application examples will
demonstrate the versatility and computational speed of
these hybrid methods. Their accuracy is verified by avail-
able measurements or reference calculations.

2. THEORY

2.1. MM/FE Method

A very large class of waveguide components in microwave
techniques is typically composed of stepwise homogeneous
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waveguide sections (Fig. 1). Because of its high numerical
efficiency, the mode-matching (MM) CAD technique has
long been advantageously applied for the design of corre-
sponding components such as for iris or metal-insert-
coupled filters, junctions, couplers, diplexers, multiplex-
ers, polarizers, transformers, and orthomode transducers
[19–45]. An overview of many of the earlier research work
in MM techniques is given in Ref. 36.

The basic principle of the MM technique can be eluci-
dated at a step discontinuity (Fig. 1). Matching the
tangential E- and H-field components along the trans-
verse surface of the general step discontinuity, which is
assumed to be located at z¼0, yields the relation between
the incident and scattered modal wave amplitude coeffi-
cients a and b

ffiffiffiffiffi
ZI

i

q
ðaI

i þ bI
i Þ¼

X1

j¼ 1

Cij

ffiffiffiffiffiffiffi
ZII

j

q
ðaII

j þ bII
j Þ i¼ 1 � � �1

X1

i¼ 1

Cij

ffiffiffiffiffiffi
YI

i

q
ðaI

i � bI
i Þ ¼

ffiffiffiffiffiffiffi
YII

j

q
ðaII

j � bII
j Þ j¼ 1 � � �1

ð1Þ

where Z¼ 1/Y are the modal wave impedances and Cij are
the elements of the frequency independent coupling ma-
trix

Cij¼

Z

SII

Z
eIT

i eII
j dS¼

Z

SII

Z
hIT

i hII
j dS; ð2Þ

e and h are the transversal eigenvectors

e¼

uz .rtC TE modes

�rtC TM and TEM modes

8
<

:

h¼uz .e

ð3Þ

with uz the unit vector in the z direction, and the
potentials C are solutions of the 2D Helmholtz equation

r2
t Cþ k2

c ¼ 0 ð4Þ

in case of TE and/or TM modes, with the separation
condition

k2
c þ b2

¼ k2 ð5Þ

where jb¼ g is the propagation factor and k the free-space
wavenumber; r2

t ¼r
2 � ð@2=@z2Þ denotes the transversal

Laplace operator. For TEM modes, C are solutions of the
Laplacian equation

r2
t C¼ 0 ð6Þ

The potentials C are suitably normalized

ZZ

S

rT
t CiriCidS¼ 1 ð7Þ

The Dirichlet and Neumann boundary conditions
are

CTM¼0 GE
@CTM
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@CTE
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CTEM
i ¼

constO0 GE;i

0 else GE

8
<

:
@CTEM

@n
¼ 0 GM ðith TEM modeÞ
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where G denotes an electric (E) or magnetic (M)
wall. Equation (1) is represented in form of a matrix
equation

aIþbI
¼VðaII

þbII
Þ

VT
ðaI � bI

Þ¼aII � bII

V¼ ½
ffiffiffiffiffiffi
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�½C�½
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�
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p
¼diagð

ffiffiffiffiffiffi
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p
Þ

ffiffiffiffiffi
ZI

p
¼diagð

ffiffiffiffiffi
ZI
p
Þ

ð9Þ

which can be solved with regard to the amplitudes of
b in order to yield the generalized scattering matrix
(GSM)

b¼Sa ð10Þ

In case of rectangular, circular, circular coaxial, and
elliptical waveguide discontinuities, the cross section ei-
genvectors required for the MM technique are given

y

z

aI

aII

bI

Metallic wall
SI−SII

bII

Figure 1. Step discontinuity between two homogeneous wave-
guides.
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analytically [19–45]. For more general cross sections,
the corresponding eigenvalue problem has to be solved
numerically, where formulations by a 2D FE method
[52–57] are preferred, leading to a fast convergent direct
solution without requiring search algorithms that are
usually necessary for cross section field matching [69] or
for boundary integral equation techniques [70].

2.1.1. 2D FE Scalar Approach (Nodal Elements) for
Waveguides with Ideally Conducting Boundaries. Nodal
function expansion of scalar potentials achieves—accord-
ing to the author’s experience—the most efficient approach
(and free of spurious modes) for metallic boundaries and
homogeneous cross sections, such as for typical waveguide
discontinuities shown in Fig. 1.

A standard generalized matrix eigenvalue problem for
the considered waveguide cross sections of more general
shape is obtained [51,52] as follows

½K� k2
c M�C
!
¼ 0 ð11Þ

where

KJK ¼

Z

O

Z
rtNJrtNKdO

MJK ¼

Z

O

Z
NJNKdO; C

!
¼ðC1;C2; � � � ;CNÞ

T

and the potentials C
!

are approximated by their nodal
values CK and first-order Lagrangian interpolation poly-
nomials NK(x, y) by

Cðx; yÞ 	
X

K

CKNK ðx; yÞ ð12Þ

The generalized eigenvalue problem (11) is transformed
into standard form by a Cholesky separation technique,
and is solved iteratively by the Lanczos algorithm after
suitable preconditioning, which includes the boundary
problem for the TEM wave of coaxial sections as a special
case.

Matching the transverse fields at the common interface
of the general waveguide step discontinuity leads to the
corresponding generalized scattering matrix (GSM)
[52,54], which achieves the stable, reliable, and efficient
full-wave combination of all involved parts.

2.1.2. Line Integral Formulation of Coupling Inte-
grals. The frequency independent coupling integrals of
the MM technique can be formulated in terms of line
integrals by using the common definitions of the trans-

versal eigenvectors [54]
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II

@n
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I

GII

CI @C
II
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dc TM� TEM;TEM� TEM

0 TEM� TM

ð13Þ

In case of degenerate modes (kcI¼ kcII), an adequate
expression for the limiting case kcI-kcII is formulated.

Line integral formulations (13) of coupling integrals
are applied for discontinuities, which consist—at least at
one port side—of waveguides providing analytical expres-
sions for the eigenvectors. The accuracy is nearly identical
to the corresponding area integral formulations, and there
is a slight reduction in calculation time concerning the
individual coupling integrals.

However, for discontinuities of waveguides with arbi-
trary cross section on both sides, where the eigenvectors
are numerical solutions of the corresponding 2D FE
eigenvalue problem, the accuracy of line integral calcula-
tions can typically be one order of magnitude lower than
for results using area integral formulations. This is due
mainly to errors caused by finite discretization in the
numerical approximations of the line integral contour.
Moreover, the factor ð1� k2

cI=k
2
cIIÞ, which occurs in the

line integral formulations (13), can increase the error still
further, since the determination of eigenvalues kc is also of
only limited accuracy. Hence, in such cases, in contrast to
the opinion presented in Ref. 61, area integral formula-
tions [54] are preferable.

2.1.3. 2D FE Vector Approach (Edge Elements) for Inho-
mogeneous Cross Sections. For inhomogeneous cross sec-
tions, such as for waveguide structures containing
dielectrics (Fig. 2), triangular edge elements for transver-
sal field expansion are preferred because of their useful
features such as eliminating spurious modes (which can
occur at inhomogeneous cross sections containing dielec-
trics), closely approximating material boundaries, and
reducing effects of singularities.

Following the approach in Refs. 71 and 72, we expand
the vector field within a triangular edge element (Fig. 2)
as

Ee
¼
X3

i¼ 1

Ne
i Ee

i ð14Þ
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where Ee
i denotes the tangential field along the ith edge

and N the normalized vector function

Ne
i ¼ le

i ðL
e
irLe

j � Le
jrLe

i Þ ð15Þ

where li is the length of ith edge and Lj(x, y) the area
coordinate of the jth node [71]. The Ritz procedure [71] is
applied to formulate the generalized eigenvalue problem,
which is reduced to tridiagonal form by the Lanczos
procedure [72,73]. The system of equations arising in
each Lanczos iteration step is solved by sparse matrix
Cholesky decomposition using the minimum-degree algo-
rithm [73].

It should be noted that in contrast to the opinion
expressed in Ref. 60, for homogenous cross sections (con-
taining only metallic boundaries), the scalar nodal ele-
ment approach [52,54] achieves the most efficient
formulation for this kind of problem.

2.2. MM/Transfinite FE Method for Planar Waveguides with
Arbitrary Contour

Many waveguide components (such as a T-junction with
septum, Fig. 3) are planar in the H or E plane with
arbitrary contour. Instead of solving the complete struc-
ture by the transfinite element (TransFE) method [74], for

such components, a hybrid MM/TransfiniteFE method is
applied [67], which combines again the efficiency and
flexibility advantages of the involved methods. For the
planar element under consideration, the 2D Helmholtz
equation can be expressed by an adequate functional [74].
Its solution area is subdivided into an inner region to be
discretized and the port region. The fields are approxi-
mated by a suitable set of basis functions, which are
solutions of the Helmholtz equation in either the H or in
the E plane. Assuming that the fields at the ports are
expressed in terms of normalized forward- and backward-
traveling modes, an expression containing the modal S
parameters can be derived. The resulting equation system
is solved by the iterative biconjugate gradient (BCG)
procedure.

2.3. MM/MoM Method for Apertures and Arbitrarily Shaped
3D Waveguide Discontinuities

For horn antenna structures with arbitrarily shaped outer
contour, and for arbitrary 3D metallic N-port waveguide
structures (Fig. 4), a hybrid MM/MoM is advantageously
applied [46–50,76]. Enforcing the continuity of the tan-
gential magnetic field at the aperture(s) in the usual way
[75–78] yields the following equation for the magnetic
surface current density M

Hi
t¼HI

tfMgþHII
t fMg ð16Þ

where Hi
t denotes the tangential magnetic field incident

from the waveguide side(s), and HI
t, HII

t are the tangential
fields in regions I and II, respectively (Fig. 4) caused by
the magnetic surface current density.

For the solution of (16), the MoM is employed. The
magnetic surface current density on the aperture surface
is approximated by Q linear independent basis functions
Mq on Sa

MðrÞ¼ Z0

XQ

q¼1

VqMqðrÞ ð17Þ

where Vq are the expansion coefficients and Z0 denotes the
free-space impedance. Introducing a set of P¼Q linear

Figure 2. Step discontinuity to waveguide with inhomogeneous
cross section (circular waveguide containing dielectric cylinder);
mesh; vector basis function for a triangular element.

Figure 3. Planar waveguide structure with
arbitrarily shaped contour solved by the MM/
transfinite FE method. Example: T junction
with septum.
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independent test functions Wp on Sa results in a system of
linear equations, which leads to the elements of the modal
admittance matrix for region I [46,50,76].

Calculation of the admittance matrix for region II is
based on the Kirchhoff–Huygens principle. The electro-
magnetic field is calculated using the magnetic surface
current densities on Sa and the electric surface current
densities on Sa and Sb:

MðrÞ¼
�n�EðrÞ r on Sa

0 r on Sb

(
ð18aÞ

JðrÞ¼n�HðrÞ r on Sa and Sb ð18bÞ

For numerical calculations, the electric field integral
equation (EFIE) is preferred:

EðrÞ¼ � rot

Z

S

Mðr0ÞG0ðr; r
0ÞdS0

þ
1

joe0
rot rot

Z

S

Jðr0ÞG0ðr; r
0ÞdS0

ð19Þ

Advantages include the possibility of direct applicability
of numerically available eigenvectors ei in region I as
basis functions �uz�ei for the magnetic surface current
density. In (19), G0 is the free-space Green’s function, and
the electric surface current densities are expanded in

JðrÞ¼
XS

s¼ 1

IsJsðrÞ r on Sa and Sb ð20Þ

For the electric surface current densities, the Rao–
Wilton–Glisson (RWG) basis functions [79] for triangular
patches are chosen, which yields the required high flex-
ibility. The Galerkin method is applied for the numerical
solution [46–50,76], which results in the modal admit-
tance matrix of region II.

Using the orthonormality of the eigenvectors, the fol-
lowing expression for the scattering coefficients is derived
[50,76]

sij¼ � Z0

XQ

q¼ 1

AiqVqj � dij ð21Þ

where Vqj is the expansion coefficient for the basis function
Mq for excitation with mode j, dij is the Kronecker delta,
and

Aiq¼

Z

S

Mq . ðẑz�eiÞdS ð22Þ

2.4. MM/FD Method

For arbitrary 3D structures containing dielectric material,
such as the example of Fig. 5, the MM/finite-difference
(FD) method is applied. When calculating the structure as
a whole, the FD time-domain (FDTD) method is used;
when combining parts with the MM, the FD frequency
domain (FDFD) method is preferred[109].

Microwave structures, such as filters and feeds, often
include dielectric 3D objects of arbitrary shape, as well as
areas of rather different field intensities. Hence, the
numerical effort for the FD computation can be high for
accurate results if no additional refinement approaches
are utilized. Several subgrid techniques have been re-
ported [11,12,80–84]. Whereas usual subgrids mostly ty-
pically require additional interpolations schemes at the
grid interfaces that can reduce flexibility, the literature
[11,12,64,80,81,108,109] presents an efficient direct sub-
grid method without interpolation.

For the corresponding CAD applications described in
this article, the direct subgrid FD technique is generalized
to include both arbitrarily curved metallic and dielectric
surfaces by a formulation based on combining the subgrid
with a locally conformal FD algorithm [85] and with a
modified intersection approach [86] for arbitrary dielectric

(a) (b)
n

ẑ

J−n

n

−M
M

I

II

II

(3)

(1)

(2)

Sb

Sb

Sa

S 3
a

S 1
a

S 2
a

I

I

I

Figure 4. Definitions of regions I and II for the investigated horn
and arbitrarily shaped 3D waveguide structures.

Figure 5. Arbitrary 3D structures containing dielectric material.
Example: Lateral coax feed with dielectric coating and compensa-
tion posts.
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boundaries. The high flexibility of this mesh generator is
characterized by the fact that all three techniques can be
combined [12] arbitrarily, also at one cell if necessary. For
the FDTD, S-parameters are extracted via the matrix
pencil method [87,88,105] which reduces the number of
involved timesteps as compared with more standard
methods.

2.5. Multilevel Fast Multipole Algorithm (MLFMA) and
Adaptive Integral Method (AIM)

Matrix equations for N unknowns resulting from MoM
solutions [e.g., Eqs. (16)–(20)] require O(N2) operations
when applying standard MoM solutions by using an
iterative solver [6,7]. Hence, for a high number of un-
knowns arising in large-scale problems, such as slot
arrays, it is imperative to apply fast integral equation
solvers, such as the multilevel fast multipole algorithm
(MLFMA) or the adaptive integral method (AIM). The
MLFMA allows matrix vector products to be effected in
O(N log N) operations [3–7,10,89]. Applications of MLFMA
have been restricted mainly to scattering problems so far.
MLFMA applications to apertures with an electric field
integral equation (EFIE) approach have been introduced
in Refs. 90 and 91; a combined field integral equation
(CFIE) MLFMA solution for coupled apertures was pre-
sented more recently [92,93].

Fast integral solvers based on the adaptive integral
method (AIM) have proved appropriate for large-scale
problems [94–98]. The method retains the advantages of
the conjugate-gradient fast Fourier transform (CGFFT)
technique allowing matrix vector products to be effected in
O(N log N) operations as well as flexible modeling techni-
ques involving adequate basis functions [97]. Applications
of AIM have been restricted mainly to scattering problems
and microstrip antennas [94–97]. Initial investigations of
the applicability of the AIM method to aperture radiating
problems, such as slot arrays, have been presented more
recently [98,113].

For application to, for example, the slot array problem
(Fig. 6), the formulation is subdivided into three calcula-
tion steps. In the first step, the MoM is applied to calculate

the integral equation for the radiating aperture(s)
within the corresponding external (horn or slot array)
structure geometries. The eigenvectors of rectangular and
circular apertures are analytically given or can be calcu-
lated for arbitrarily shaped apertures by the FE approach
[51,54].

In the second step, the AIM is utilized for the efficient
solution of the matrix–vector product. The third step
comprises the calculation of the radiation field by
taking into account the generalized scattering matrix
composed of the complete radiating and feed parts. The
computation scheme for the example of slot arrays is
shown in Fig. 6.

The solution is based on the magnetic field integral
equation (MFIE) setup in the aperture areas of the slot
array [113]:

ẑz�Hinc
þ ẑz�H1f�Mzg¼ ẑz�H2fMzg ð23Þ

For the solution of (23), the magnetic surface current
density is discretized using the aperture eigenvectors ej as
basis functions

Mz¼ � ẑz�
X

j

Mjej ð24Þ

Scalar multiplication by weighting function and inte-
gration over the apertures yields the matrix equation in
the usual form [99]

Z .M¼ I ð25Þ

with

ðZÞij¼

ZZ
wi .H2fMzgdA�

ZZ
wi . H1f�MzgdA;

ðIÞi¼

ZZ
wi . HincdA;

ðMÞj¼Mj

ð26Þ

and the excitation vector

ðIÞi¼ � 2

ZZ
ẑz . ðei�hinc

ÞdA: ð27Þ

The matrix elements can be formulated in their mixed-
potential form, which alleviates the problem with singu-
larities [100]:

ðZÞij¼ �

ZZ
ẑz . ðei�hjÞdA�

2jk

4pZF

ZZ
ei .

ZZ
e�jkR

R
ej
0dA0dA

�
2

jk4pZF

ZZ
ðẑz . rotteiÞ

ZZ
e�jkR

R
ðẑz . rott

0ej
0ÞdA0dA: ð28Þ

The principle of the adaptive integral method [94–98]
consists in the representation of distributed sources by an
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Figure 6. Computation scheme of external and internal cou-
plings of waveguide fed arrays.
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Figure 7. Application of the MM/FE method. Rectangular wa-
veguide with a ridge discontinuity [101]. Waveguide a¼
19.05 mm, b¼9.524 mm; ridge w¼5.08 mm, thickness s¼

1.016 mm, d¼1.905 mm. Measurements [101]. Hybrid MM/FE
method CPU speed 500 frequency points o2 s (2-GHz P4 PC, 41
modes): 4 ms per frequency point.

Figure 8. Accuracy and dynamic range of the MM/FE method.
Optimized C-band waffle-iron filter; built without tuning screws.
CPU speed o0.1 s per frequency point, 2-GHz P4 PC, 152 modes.
[Measured results (boldface return-loss curve in small window)
courtesy of Bosch Telecom (now TESAT Spacecom GmbH), F.-J.
Goertz, D. Wolk, Backnang, Germany, and Dr. D. Schmitt (now
European Space Agency (ESA), Noordwijk, The Netherlands).]

Figure 9. Application of the MM/FE method for direct combina-
tion of FE eigenvector sections. Septum polarizer, dimensions
according to Ref. 102 (waveguide a¼b¼48.26 mm). Power split of
square waveguide orthogonal modes to rectangular waveguide
output ports, H01 return loss, isolation, H10 return loss. Small
window: axial ratio. CPU time 34 s, 500 frequency points, with
o0.1 s per frequency point (14 s for eigenvalue problem of the four
ridge sections, 20 s MM dynamic calculation for the 500 frequency
points), 2-GHz P4 PC, 120 modes.

Figure 10. Extending the MM/FE and MM/MoM methods to
coaxial structures. Typical feed elements for combline filters:
direct post, loop, disk, slope, sheetmetal coupling, transformer
coupling.
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equidistant mesh of point sources. The electric field
strength of the jth wave mode is, for instance, given
by

exj¼
X

n

Lx
jndð r!� r!nÞ;

eyj¼
X

n

Ly
jndð r!� r!nÞ;

ẑz . rottej¼
X

n

Lf
jndð r!� r!nÞ

ð29Þ

The weights for mesh points are determined by the
identity of the moments. For an aperture with a partial
grid of NxNy points, we obtain by the requirement

XNx�1

nx ¼ 0

XNy�1

ny ¼ 0

Lx
nxny
ðxnx
� x0Þ

mx ðyny
� y0Þ

my

¼

ZZ

Apj

exðx� x0Þ
mx ðy� y0Þ

my dA

ð30Þ

80 
 mxoNx ^ 0 
 myoNy

a linear equation system for the weights of the x compo-
nents of the electric field strength in the equivalent source
mesh. For ~rr0 the centerpoint of the aperture leads to
minimum numerical effort, although other choices are
also possible. This equivalent representation is inserted
in (28), and one obtains

ðZAIM
Þij¼ �

2jk

4pZF

X

n

X

n0
Lx

ingð~rrn �~rrn0 ÞL
x
jn0

�
2jk

4pZF

X

n

X

n0
Ly

ingð~rrn �~rrn0 ÞL
y

jn0

�
2

jk4pZF

X

n

X

n0
Lf

ingð~rrn �~rrn0 ÞL
f
jn0

ð31Þ

For this expression, application of the fast Fourier
transformation (FFT) is possible. For the near couplings,
the accuracy of the expression has to be improved by
taking into account corrections due to the method of
moments.

The matrix is not stored explicitly; hence, an iterative
solver has to be applied, which is based on a fast matrix

Figure 11. Milled rectangular combline filter for 2.32 GHz mid-
band frequency without tuning screws. Dimensions (mm): wave-
guide housing a¼22.816, b¼21.729; feed SMA, inner conductor
height 4.5, distance wall to center first post 10.4, posts 8.928�
8.928, heights 20.35 (1st), 19.96 (2nd), distances (post plane to
post plane) 20.47, 23.76 (Mesh refinement in post section factor 5).
CPU time 20 s, 200 frequency points (0.1 s per frequency
point),125 modes, 2-GHz P4 PC. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 12. Advanced optimized WR-38 dual-mode filter utilizing
TE20-mode excitation in oversized cavities [37]. Application of the
MM/transfinite element method for arbitrarily shaped planar
structures. CPU time 60 s for 500 frequency points, 34 modes, 2-
GHz P4 PC. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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vector product

ðZ : MÞi¼ ðZ
MoM : MÞi �
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n

Lf
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X

j

Lf
jmMj

( )( )

n

ð32Þ

3. TYPICAL APPLICATION EXAMPLES

The extremely high CPU speed that can be achieved
by applying hybrid methods is demonstrated by a
simple example, a rectangular waveguide with a ridge
discontinuity (Fig. 7), a structure originally reported in
Ref. 101. The hybrid MM/FE method takes less than 2 s for
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Figure 13. Application of the hybrid MM/MoM method. Com-
pensated magic T, dimensions (mm): waveguide 12.7�25.4, l¼

8.225, d¼3.175, k¼3.556, w¼8.382, t¼0.7937, p¼0, height of
post element 12.7. Structure: triangular mesh. MM/MoM results,
comparison with MM/FE [59] and FDTD [109] results.
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Figure 14. Optimized broadband WR-112 taper/branching ortho-
mode transducer (OMT) with stepped T junction in the branching
region for improved bandwidth behavior. Return loss of both
polarizations. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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500 frequency points (i.e., B4 ms per frequency point, 41
modes, 2-GHz P4 PC), with the time required for the 2D
FE eigenvalue solution included.

The excellent accuracy, high dynamic range, and high
CPU speed achieved by the MM/FE method are demon-
strated by an optimized and measured C-band waffle-iron
filter (WR-229) Fig. 8 for space applications. The filter has
been fabricated without any tuning screws. The advanced
filter utilizing a large gap width for high-power applica-
tions has been optimized by applying the evolution strat-
egy [30,54], and has been multipacting tested with
41.5 kW by the European Space Agency (ESA).

The next example, a septum polarizer (Fig. 9), relates
to a typical MM/FE application, where the ridge sections
(i.e., FE eigenvector sections) are directly connected to
each other. Hence—as outlined in Section 2—for the
corresponding coupling coefficients, calculations via area
integrals are preferred to line integrals in this case. The
dimensions are chosen according to Ref. 102, where cross
section field-matching has been applied for solution of the
eigenvalue problem [103], which is considerably more
time-consuming than applying the MM/FE technique
because of the search algorithm involved in the MM
eigenvalue solution problem.

The MM/FE and MM/MoM methods have been ex-
tended for inclusion of typical coaxial feed structures in
Fig. 10, where TEM mode expressions (Sections 2.1,2.3)
have to be taken into account. This achieves the possibility
of fast CAD and optimization of combline and interdigital
filters/diplexers with rectangular post elements. The rec-
tangular post structure in combline/interdigital filters can
be utilized for low-cost fabrication, such as by computer-
controlled milling techniques [110,112] directly, or the
rectangular structure can be converted into corresponding
circular posts by applying well-known formulas, such as
those in Ref. 111, of identical characteristic impedances
(square/circular rod between two plates). This yields good
starting points for further optimizations by applying, for
example, the MM/FD or MM/MoM methods for circular
posts.

For accuracy and computing speed verification, a sim-
ple direct post-fed four-resonator rectangular combline
filter for 2.32 GHz midband frequency has been optimized
and fabricated by a computer-controlled milling technique
without any tuning screws (Fig. 11). Advanced CAD tools
based on these hybrid techniques [68], allow the corre-
sponding data file to be directly and conveniently loaded
from the graphical output after optimization. Very good

(a)

(b)

0

−10

−30

−40

−50

−60

−70

−80
1.9 1.91 1.92 1.93 1.94 1.95

f in GHz
1.96 1.97 1.98 1.99 2

−20

|S
| i

n 
dB

Scattering parameters of "combcomtoppost_corrugated_23nov03"

Figure 15. Advanced combline filter with rounded cavities and
corrugated reentrant resonators directly optimized toward the
goal of �23 dB return loss: (a) structure; (b) S-parameter results.
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Figure 16. WR-90 H-plane iris seven-resonator filter with
rounded corners, fed by topwall SMA connectors. Optimization
of the whole filter including the effect of the coax feeds. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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agreement between theory and measurements can be
achieved. For the MM/FE calculation, 125 modes have
been taken into account; the CPU speed is 0.1 s per
frequency point on a 2-GHz P4 PC, which underlines,
again, the efficiency of the hybrid MM/FE method also for
this class of filters, making their optimization a straight-
forward task.

An application example for the MM/transfinite FE
method for planar waveguides with arbitrary contour is
the oversized cavity filter shown in Fig. 12. The TE20 mode
excited by offset irises can be controlled to achieve a dual-
mode behavior with stopband poles [37].

The application of the MM/MoM method for 3D wave-
guide structures is demonstrated in Fig. 13 with the
example of a magic T compensated by a post and an iris.
The CPU speed is about 8 s per frequency point on a 2-GHz
P4 PC. Good agreement with reference calculations using
the FDTD method [59] and the MM/FE generalized scat-
tering matrix separation (GSMS) technique [105] can be
achieved. In this way, rather complicated 3D structures,
such as waffle-iron filters with round teeth [76] can be
modeled.

Figure 14 demonstrates the application of the MM/
MoM technique for an advanced broadband taper/branch-
ing orthomode transducer (OMT) with a tapered branch-

ing section. The B20% bandwidth achieved compares well
with the usual 10% of more standard designs [104].

The MM/MoM technique can also advantageously be
applied for more complicated components such as a comb-
line filter with rounded cavities and reentrant resonators
for convenient tuning (Fig. 15).

An application example for the hybrid MM/transfinite
FE/MoM technique with high practical importance is
shown in Fig. 16: a WR-90 H-plane iris filter with rounded
corners, fed by a coax standard 50O subminiature version
A (SMA) connector transition from the topwall. Because of
the high CPU speed (1 s per frequency point, 2-GHz P4 PC,
102 modes), the filter can be directly optimized taking the
effect of the coax feed rigorously into account.

An antenna application example of the MM/MoM tech-
nique is the design of an axially corrugated (‘‘choked’’)

Figure 17. Axially corrugated (‘‘choked’’) horn optimized for broad-
band low cross-polarization. Lower plot shows the peak cross-
polarization level as a function of frequency. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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horn (Fig. 17). Because of the consequent utilization of the
hybrid technique, the CPU speed achieved (B5 s per
frequency point, 3-GHz P4 PC) allows the convenient
direct optimization toward desired broadband low cross-
polarization levels.

Figure 18 shows a traveling-wave slot array antenna
with 21 slots in the broad waveguide wall [106]. The
utilization of the MM/MoM AIM and MLFMM techniques
including the internal coupling provides results that agree
well with measurements reported in Ref. 106 and with
reference calculations using the more standard MoM
spectral-domain technique [107].

4. CONCLUSION

Fast EM-based CAD tools yielding accurate, optimized
designs within adequately short response times are indis-
pensable for solving challenging optimization tasks of
advanced modern microwave and millimeter-wave compo-
nent applications. This goal is achieved by hybrid CAD
techniques, which typically go beyond the possibilities of
single methods, by expanding the capabilities and enhan-
cing the efficiency. The hybrid CAD techniques described
here combine advantageously the efficiency of the mode-
matching (MM) method with the flexibility of finite-ele-
ment (FE), finite-difference (FD), and method-of-moments
(MoM) techniques. Typical application examples demon-
strate their versatility and high calculation speed. The
accuracy is verified by available measurements and re-
ference calculations.
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1. INTRODUCTION

Hybrids and couplers form an indispensable component
group in modern MIC technology. With the inventions of
planar transmission lines such as stripline, microstrip
line, finline, dielectric image line, and their derivatives,
hybrid and coupler technology has undergone a substan-
tial change since the mid-1960s as a result of the rapidly
growing applications of MICs in the electronic warfare,
communications, and radar industries.

Despite the fact that the basic philosophy behind the
operation of such couplers remains the same as in couplers
designed using conventional transmission lines, their an-
alyses and syntheses are quite involved. This is because
most of these lines support hybrid modes due to inhomo-
geneity in configuration. However, the present-day anal-
ysis and synthesis techniques for such hybrids and
couplers are believed to have gained maturity.

This article describes the design aspects of planar hy-
brids and couplers in as self-contained a presentation as
possible within a limited space. In what follows in this
section, we present the basics of hybrids and couplers and
discuss different types of hybrids and couplers and their
applications. The next section describes the design of
matched hybrid ‘‘tees’’ (Ts), hybrid rings, and 901 hybrids.
This is followed by a section on coupled-line couplers, both
the TEM and the distributed types, as well as other mis-
cellaneous types of couplers. The final section includes
various aspects of coupler design, such as losses and im-
provement of directivity.

1.1. Basics of Hybrids and Couplers

A hybrid or a directional coupler can in principle be rep-
resented as a multiport network. In such a network, the

2054 HYBRIDS AND COUPLERS



port into which the electrical power is fed is called the in-
cident port. The ports through which the desired amounts
of coupled power are extracted are called coupled ports,
while the rest of the ports are called isolated ports. Al-
though hybrids and couplers having up to six ports find
applications in many systems, we will restrict ourselves
mostly to discussion of four-port networks without loss of
generality.

Consider the four-port network shown in Fig. 1. If P1 is
the power fed into port 1 (which is matched to the gener-
ator impedance) and P2, P3, and P4 are the powers avail-
able at the ports 2, 3, and 4, respectively (while each of the
ports is terminated by its image impedance), the coupling
coefficient is defined as

C¼ � 10 log
Pn

P1

����

���� n¼ 3; 4 ð1Þ

If port 3 happens to be the desired coupled port, the cou-
pling coefficient is given by

C¼ � 10 log
P3

P1

����

���� dB ð2Þ

If port 4 is the desired uncoupled port, the desired isola-
tion is given by

I¼ � 10 log
P4

P1

����

���� dB ð3Þ

The transmission to the primary port 2 is given by

T¼10 log
P2

P1

����

���� dB ð4Þ

The measure of directivity between the coupled and the
uncoupled ports is given by

D¼ I � C ð5Þ

As a general practice, the performance of a hybrid or a
directional coupler is specified in terms of its coupling, di-
rectivity, and the characteristic impedance at the center
frequency of its band of operation. These data enable the
circuit designer to calculate the structural parameters of
the coupler.

1.2. Types of Hybrids and Couplers

Hybrids use directly connected circuit elements. Couplers
can be parallel-coupled or aperture-coupled.

Figure 2a shows the simplest form of a hybrid. This is
a branchline coupler, consisting of two mainlines coupled
by two 1

4l line sections spaced 1
4l apart, where l is the

wavelength. Such a branchline hybrid can also be in cir-
cular form as shown in Fig. 2b. In either case, the total
length of all the lines is one wavelength.

Figure 3 shows a parallel-coupled coupler. It consists of
two coupled transmission lines. The lines can have any
form depending on the application.

A parallel-coupled line coupler (Fig. 4) can be of two
types: the TEM type or the distributed type. In the former,
the coupled transmission lines support a pure TEM or a
quasi-TEM mode. In the latter, the mode supported by the
coupled lines are non-TEM in nature. While all of these
types of couplers are realized using planar IC technology,
there can be another type of coupler using aperture cou-
pling, through some common ground plane (as used in
conventional aperture-coupled waveguide couplers as
shown in Fig. 5) with two similar or dissimilar types of
planar transmission lines.

1

4

2

3

Figure 1. Four-port network.
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Figure 2. (a) Single-section branchline hybrid; (b) circular form
of branchline hybrid.
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To achieve tighter coupling over a wider bandwidth,
multisections of the previously mentioned couplers can be
cascaded in tandem (to be discussed in a later section).

1.3. Applications

Virtually all kinds of microwave circuits use hybrids or
couplers in one form or another. In general, the areas of
application can be divided into two parts:

1. Passive—tuners, delay lines, filters, and matching
networks (sometimes an array of couplers may be
needed for a desired performance of the network).

2. Active circuits—used mainly as directional couplers
in balanced amplifiers, mixers, attenuators, modu-
lators, discriminators, and phase shifters

2. DESIGN OF HYBRIDS

2.1. 901 Hybrid

The simplest 901 hybrid is the branchline hybrid shown in
Fig. 2a. For a certain input power at port 1, under match
condition, there will be 901 phase difference between the
waves appearing at ports 2 and 3, at the center frequency
at which each arm is exactly a quarter-wavelength long.
This 901 phase difference varies over 751 for a 10%
change in frequency around the center frequency. The
coupling bandwidth is 20%, but its usable bandwidth is
limited to 10%, due to an unacceptable change in the iso-
lation over a bandwidth exceeding 10%. Ideally such cou-
plers can be designed for 3–9 dB coupling.

There are three main arm losses in branchline hybrids:
losses due to the portion of power coupled to the secondary
arm (1) and the power dissipated as a result of dielectric
(2) and conductor (3) losses.

Branchline hybrids can be realized using virtually all
kinds of planar transmission lines, for example, stripline,
microstrip line, slotline, finline, and image line. However,
the basic design principle is extremely simple and the
same in all cases.

The coupling factor is determined by the ratio of the
impedance of the shunt and series arms and is optimized
to meet the proper match over the required bandwidth.

lg

Port 2 Port 4

Port 1 Port 3

Figure 3. Direct-coupled coupler.
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Port 2Port 1

Port 4 Port 3

Line 2

Z
l0

Figure 4. Parallel-coupled line coupler.
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Figure 5. Aperture-coupled couplers: (a) narrow-wall coupling;
(b) broad-wall coupling.
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For 901 hybrids, the following conditions hold good (see
Fig. 2a):

P2

P3
¼

Z0

Zp

� �2

ð6Þ

Z0

Zr

� �2

¼
Z0

Zp

� �2

þ1 ð7Þ

Although the two-branch hybrid is the most fundamen-
tal structure, it has a very narrow bandwidth. This dis-
advantage can be overcome by using multisection hybrids,
but in most cases, planar transmission lines require too
wide a range of impedances for this purpose. These may
sometimes be difficult to realize physically. On the other
hand, very wide linewidths may require unreasonable as-
pect ratios at higher frequencies due to shorter wave-
lengths. The physically unrealizable high-impedance line
can be avoided by using a modified hybrid ring [1].

Complete analytical design techniques for such hybrids
using Chebyshev and Zolotarev [2,3] functions are avail-
able. However, such techniques may sometimes be unsuit-
able for the design of planar circuits because of the wide
impedance range problem, as previously mentioned. Mu-
raguchi et al. [4] presented a computer-aided design tech-
nique that is most suitable for an optimum design.

2.2. Ring Form of Branchline Hybrid

This is a circular ring version of the square 901 hybrid
described in the previous section. Therefore, the discus-
sion of the previous section is equally valid for hybrid
rings. The configuration is shown in Fig. 2b and is partic-
ularly advantageous in the realization of microstrip phase
detectors and balanced mixers, with all ports matched.

2.3. Matched Hybrid T (Ratrace Hybrid)

A matched hybrid T is a special kind of ring form of the
branch-line coupler in which the circumference is an odd
multiple of 3

2l. As a result, the phase response is 01/1801.
The simplest version of a matched hybrid T is shown in
Fig. 6. Ports A–B, B–C, and C–D are separated by 901, and

ports A and D are three quarter-wavelengths away from
each other.

Because of the impedance and the phase relationships
shown in the structure, any power fed into port C splits
equally into two parts that add up in phase at ports B and
D and out of phase of port A. As a result port A is isolated
from the input. Similarly, power fed at port A divides
equally between ports B and D with 1801 phase difference,
and port C remains isolated.

The frequency response of a typical 3
2 wavelength hy-

brid T is shown in Figs. 7a and 7b. It is observed that it
offers around 20% bandwidth in terms of matching, split,
and isolation. Moreover, the 1801 phase relationship is
much more frequency-sensitive than is the 01 phase rela-
tionship. Still, such a response is quite adequate for ap-
plications in mixers, SSB (single-side band) generators,
and other components.

For high-frequency applications, a circumferential
length of 3

2 wavelengths may pose fabricational difficulties
due to unrealizable aspect ratios of the transmission lines.
This problem is overcome by having a ring of circumfer-
ential length of two wavelengths, where ports A and D are
located 5

4l away on the ring.
The design of a hybrid amounts to realizing the re-

quired transmission-line sections with proper phase ve-
locities and characteristic impedances. Direct synthesis
equations can be used in cases of stripline [5], microstrip
[6], suspended microstrip, and inverted microstrip [7],
which support pure TEM or quasi-TEM modes of propa-
gation.

Realizations of the hybrids using non-TEM transmis-
sion lines such as slotline, finline, or image line use iter-
ative techniques with the help of accurate analysis
equations [7–9] depending on the mode of propagation.
However, closed-form design equations are also available.

Microstrip and stripline hybrids have been realized and
successfully used in commercially available microwave-
balanced mixers and other circuit components. Develop-
ment of finline and image-line hybrids are still at the ex-
perimental stage [10].

3. COUPLED-LINE DIRECTIONAL COUPLERS

The hybrids described in the previous sections are inher-
ently of narrow bandwidth. Broadbanding of microwave
couplers is achieved in a number of different ways, de-
pending on the application.

Broadband couplers are either aperture-coupled or par-
allel-coupled. Aperture coupling is used very successfully
in conventional waveguide techniques for realizing direc-
tional couplers with large bandwidths. Although aper-
ture coupling is a convenient way of realizing directional
couplers using two different planar transmission lines,
directional couplers using the same kind of planar trans-
mission lines are realized more efficiently using parallel
coupling.

3.1. Directional Couplers Using Aperture-Coupled Lines

Figure 8 shows a simple two-hole directional coupler. Elec-
tromagnetic energy is coupled from the primary guide to

�/4

�/4 �/4

3�/4

D

A

B

2

Z0

Z0

z0

Z0

Z0

√

C

Figure 6. Hybrid ring.
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the secondary guide due to the field radiated by the excit-
ed electric and magnetic dipoles generated at the holes by
the propagating electromagnetic wave in the primary
guide. The holes are spaced such that the round-trip phase
shift of a wave through them should be 1801. Therefore the
backward-traveling waves in the secondary guide will be
completely out of phase to cancel each other at port 3. If
the coupled lines have the same propagation constant,
then the forward-traveling waves in the secondary guide
will be of the same phase regardless of hole spacing and
are added at port 4.

Such aperture-coupled directional couplers can be re-
alized using various kinds of planar transmission-line
combinations, for example (1) microstrip–microstrip, (2)
microstrip–image line, (3) image line–image line, (4) im-
age line–trough guide, or (5) trough guide–trough guide.
Some possible combinations are shown in Fig. 9.

3.2. TEM Line Directional Couplers

When the center conductors of two coaxial lines support-
ing a pure TEM mode of propagation are brought into
close proximity of each other, electromagnetic energy is
coupled from one line to the other. This property has given
rise to a class of broadband planar directional couplers.
Most such couplers use striplines or microstrip lines that
support pure TEM or quasi-TEM modes, respectively.

Planar TEM-line directional couplers can be either
edge-coupled or broadside-coupled as shown in Figs. 10a
and 10b.

In general, such coupled TEM lines support two modes
that interact to give rise to the coupling. These are the
even and odd modes. Properties of the coupled lines can
be evaluated by suitable linear combinations of even
and odd modes.

V
S

W
R

S
pl

it
Is

ol
at

io
n

1.0
0.7 0.8 0.9 1.0 1.1 1.2 1.3

1.1

1.2

1.3

1.4

1.5

20

30

40

10

20

30

40

50

A

D-B

C-D

C-B

Port C

B

C

D

Normalized Frequency

(a)

P
ha

se
 (

de
g)

0.8 0.9 1.0 1.1 1.2

−10

0

10

−160

−170

−180

−190

−200

Normalized Frequency
(b)

A

B

C

D
B-D Input at A

B-D Input at C

Figure 7. (a) Response curves for 3
2 ratrace magic T (power split and isolation are expressed in

decibels); (b) phase response curves for 3
2 ratrace magic T.

Port 1

Port 3

Port 2

Port 4

Primary
waveguide

(2n−1) 4
�/g

Secondary waveguide

Cancel Add

Figure 8. Schematic of a two-aperture directional coupler.

2058 HYBRIDS AND COUPLERS



TEM-line couplers can be reduced to a two-port net-
work as shown in Fig. 11a. There is a plane of symmetry
that becomes a perfect magnetic wall for the incident sig-
nals of equal amplitude and same phase at ports 1 and 4.

The plane of symmetry becomes a perfect electric wall
for the incident signals of equal amplitude but of exactly
opposite phases at the same ports. Therefore each mode
corresponds to a two-port network as shown in Figs. 11b
and 11c for even and odd modes, respectively. Analysis of
the directional coupler is accomplished by analyzing these
two networks and superimposing the responses as shown
in Fig. 11d.

The S-matrix equation of a Four-port symmetric and
reciprocal network can be written as

b1

b2

b3

b4

2

666664

3

777775
¼

S11 S12 S13 S14

S12 S11 S14 S13

S13 S14 S11 S12

S14 S13 S12 S11

2

666664

3

777775

a1

a2

a3

a4

2

666664

3

777775
ð8Þ

where

S11¼
1

2
ðGeþGoÞ ð9aÞ

S12¼
1

2
ðTeþToÞ ð9bÞ

S13¼
1

2
ðTe � ToÞ ð9cÞ

S14¼
1

2
ðGe � GoÞ ð9dÞ

Evaluation of the even- and odd-mode reflection and
transmission coefficients is done from the corresponding
effective dielectric constants and the characteristic imped-
ances:

Gi¼
AiþBi=Z0 � CiZ0 �Di

AiþBi=Z0þCiZ0þDi
ð10aÞ

Ti¼
2

AiþBi=Z0 � CiZ0þDi
ð10bÞ

where the transmission matrix

Ai Bi

Ci Di

" #
¼

cos yi jZ0i sin yi

j sin yi

Z0i
cos yi

2

4

3

5 i¼ e; 0 ð11Þ

Knowing Z0,e, ye, Z0,o, yo, and Z0 and the system charac-
teristic equation, we can calculate the performance of the
directional coupler using (9) and (10).
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3.2.1. Coupled TEM Line. For coupling between the
purely TEM lines shown in Fig. 12, we have the follow-
ing special case

ye¼ yo¼ y ð12Þ

which means equal, even-, and odd-mode phase velocities,
and

Z0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z0;eZ0;o

p
ð13Þ

Ge¼ � Go¼
j½ðZ0;e=Z0;oÞ

1=2
� ðZ0;o=Z0;eÞ

1=2
� sin y

S
ð14Þ

where

S¼ 2 cos yþ j
Z0;e

Z0;o

� �1=2

þ
Z0;o

Z0;e

� �1=2
" #

sin y ð15Þ

Substitution of (14) and (15) into (9) gives

S11¼ 0 ð16aÞ

S12¼Te ð16bÞ

S13¼ 0 ð16cÞ

S14¼Ge ð16dÞ

Such couplers, known as backward-wave couplers, are in
general a quarter-wavelength long at the center frequency
or y¼ 1

2p.
From (13) and (14) the coupling coefficient is given by

C¼ � 20 log jS14j ¼ � 20 log
Z0;e � Z0;o

Z0;eþZ0;o

����

���� dB ð17Þ

Moreover, for a system impedance Z0 of 50O, the matching
condition (condition for a perfect input match) gives

Z2
0¼Z0;eZ0;o ð18Þ

Therefore, for a specified coupling C the design equations
become

Z0;e¼Z0
1þ 10�c=20

1� 10�c=20

� �1=2

ð19aÞ

Z0;o¼Z0
1� 10�c=20

1þ 10�c=20

� �1=2

ð19bÞ

Once Z0,e and Z0,o are known, the physical dimensions of
the coupler can be obtained using the equations for cou-
pled TEM transmission lines [6,20].

3.2.2. Coupled Quasi-TEM Line. In coupled quasi-TEM
lines, for example, in microstrip, the odd-mode phase ve-
locity is different from the even-mode phase velocity.
Therefore, the condition given by (12) does not hold
good. However, for weak couplings, (12) can be assumed
to be approximately true. Hence the designer may go
ahead and determine the initial design using (17)–(19).
However, as the coupling gets tighter, the previous equa-
tions tend to be less valid. In such a case, the condition for
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input matching becomes

Z0¼
Z0;e sin yeþZ0;o sin yo

Z0;e sin yoþZ0;o sin ye

� �1=2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Z0;o;Z0;e

p
ð20Þ

and the electrical length at the center frequency is

y¼
1

2
ðyeþ yoÞ¼

2p
l0

ffiffiffiffiffiffi
eee
p
þ

ffiffiffiffiffiffi
eeo
p

2
l¼ 90� ð21Þ

where l is the physical length of the coupler.
Single-section quarter-wave parallel-coupled line cou-

plers are used extensively in many applications. They are
usually of narrow bandwidth of approximately one octave.
To obtain the desired coupling at the band edges, the cou-
pler has to be designed for overcoupling at the center fre-
quency.

3.2.3. Frequency Response of a Single-Section Cou-
pler. Using the analysis equations (9)–(17), it can be
shown that the frequency response of the coupling coeffi-

cient is given by

C=ðyÞ¼
jC sin yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� C2
p

cos yþ j sin y
ð22aÞ

where C is the midband coupling for a matched, loosely
coupled coupler. The approximate frequency response of a
quasi-TEM coupler is shown in Fig. 13. The response fol-
lows Eq. (22a) when the coupled lines support TEM mode.

The general expression for the directivity or the unde-
sired coupling is given by [11]

D¼
pDð1� jxj2Þ

4jxj

� �2

ð22bÞ

where

D¼
be � bo

bo

x¼
re

1þ r2
e

� �
�

ro

1þ r2
o

� �

re¼
Z0;e � Z0

Z0;eþZ0
ro¼

Z0;o � Z0

Z0;oþZ0

and be and bo are the even- and odd-mode propagation
constants, respectively, D¼ 0 for be¼ bo, that is, for a TEM
coupler.

3.2.4. Multisection Couplers for Wider Bandwidth. For
many applications, the single-section coupler proves to be
of inadequate bandwidth. Therefore, the designer should
have recourse to a multisection design. A multisection
coupler is a cascaded combination of more than one single-
section coupler, each a quarter-wavelength long at the
center frequency of the band. The number of sections to be
used depends on the tolerable insertion loss, bandwidth,
and the available physical space.

Multisection couplers can be either symmetric or asym-
metric around the center section, as shown in Fig. 14.

3.2.5. Symmetric Coupler. The symmetric coupler gives
901 phase difference between the direct and the coupled
output ports under matched conditions. In what follows
we present a direct synthesis technique.

Figure 14a shows a multisection symmetric coupler.
The coupling factor for an n-section symmetric coupler
with weak coupling can be written as [12]

CðyÞ¼
V2

V1

����

����

¼C1 sin ðnyÞþ ðC2 � C1Þ sin½ðn� 2Þy� þ � � �

þ ðCi � Ci�1Þ sin½ðn� 2iþ 2Þy�

þ ðC½ðnþ 1Þ=2� � C½ðn�1Þ=2�Þ sin y

ð23Þ

If the desired coupling response is maximally flat,
then Ci must satisfy a set of 1

2ðn� 1Þ linear equations
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obtained from

drCðyÞ
dyr

� �

y¼ p=2
¼ 0 r¼ 2;4; 6; . . . ;n� 1 ð24Þ

Note that n is always an odd integer.
The design concept is based on the fact that the

backward-coupled wave of a TEM coupler corresponds to
the reflected wave of a quarter-wave filter. Therefore the
designer of a TEM-wave coupler has to synthesize only a
two port in place of a four port with the reflection coeffi-
cient response the same as the desired coupling coefficient
response of the four-port directional coupler.

In terms of the midband VSWR R of the quarter-wave
filter, the coupling coefficient is given by [12]

C0¼
R� 1

Rþ 1
ð25Þ

3.3. Multiconductor Couplers

The interdigital coupler, or multiconductor coupler, in-
vented by Lange [13], has always been a popular compo-
nent in planar circuits. Figure 15 shows a four-element
interdigital coupler, although in certain applications the
number of elements may be greater than four. The coupler
is usually designed for 3 dB coupling and the output phas-
es are in quadrature. Obviously, the best realization is in
the microstrip form.

An interdigital coupler has advantages because of its
small size and relatively large line separation when
compared with the two-coupled line device and has a
much larger bandwidth when compared with branchline
couplers.

Interdigital couplers are used for balanced MIC ampli-
fiers, balanced mixers, and binary power divider trees.

3.3.1. Design of Interdigital Couplers. Kajfez et al. [14]
have described a simplified design technique for the in-
terdigital coupler. The proposed technique serves many
practical purposes but seems to be inadequate for an ac-
curate design. So far the method due to Presser [15]
has been found to be the most accurate and simplest.
Moreover, it has the provision for finite stripthickness
correction.

Consider the layout shown if Fig. 15. The designer is
supplied with the desired coupling coefficient C and the
system characteristic impedance Z0. The length of the
coupled region l has to be a quarter wavelength at the
center of the band.

The main design equations for an N element (N even)
coupler are written as

R¼
Z0;o

Z0;e
ð26aÞ

C¼
ðN � 1Þð1� R2Þ

ðN � 1Þð1þR2Þþ 2R
ð26bÞ

Z¼
Z0;o

Z0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R½ðN � 1ÞþR�½ðN � 1ÞRþ 1�

p

1þR
ð26cÞ

3.4. Distributed-Type Couplers

Distributed-type coupling takes place between two adja-
cent transmission lines supporting purely non-TEM
modes. For example, distributed-type couplers can be re-
alized using two open dielectric waveguides (or image
guides) or finlines.

In general, two distributed-type coupled lines can be
represented as shown in Fig. 16. Under the assumption
that all four ports are matched and the coupling structure
has the length l, the ratio of the fields in the two lines can
be shown to be [16]

EbðlÞ

EaðlÞ
¼ tan ðbe � boÞ

l

2

� �
ð27Þ

where be and bo are the even- and the odd-mode phase
constants, respectively.

Therefore for complete transfer of power from line a to
line b requires

ðbe � boÞ
L

2
¼

p
2

ð28Þ

or

L¼
p

be � bo

ð29Þ

Z0=50 Ω Z0=50 Ω

S
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Figure 15. Lange coupler.
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The scattering coefficients of the structure can be written
as a function of l normalized by L as

jS12j ¼ cos
p
2

l

L

� �����

���� ð30aÞ

jS13j ¼ sin
p
2

l

L

� �����

���� ð30bÞ

Equation (30b) shows that the required length for 3 dB
coupling is one half of L.

The preceding equations are based on the assumptions
that the bent portions of the guides have no effect on cou-
pling. Branch junction effects near the bends are negligible,
but the assumed uncoupled lines zr0 and zZz0 do get cou-
pled. This extra coupling can be taken into consideration by

defining the effective length of the coupler as

leff ¼ lþ
2L

p

Z z0

z0

½beðzÞ � boðzÞ�dz ð31Þ

The integration limit z0 is chosen to be the point at which
the coupling is practically negligible.

From the preceding discussions it appears that the de-
sign of any distributed coupler requires a precise knowl-
edge of the even- and the odd-mode phase constants of the
coupled lines. Figures 16b and 16c show the cross sections
of a coupled finlines and image lines, respectively, as ex-
amples of two commonly used distributed couplers.

3.5. Wilkinson Couplers, Power Dividers, and Combiners

A Wilkinson coupler [17,18] is a special case of couplers
that do not have isolated ports and offer broad bandwidth
and equal phase characteristics at each of its output ports.
Figure 17 shows the schematic diagram of a Wilkinson
coupler. The output port’s isolation is obtained by series
terminating the output ports. Each quarter-wave line has
the characteristic impedance of

ffiffiffi
2
p

Z0 and the output is
terminated by a resistor of 2Z0 O, where Z0 is the system
impedance.

A Wilkinson power divider offers a bandwidth of about
one octave. The typical frequency response is shown in
Fig. 18. An adequately flat response is obtained over more
than one octave band, but at the band edges the isolation
is affected by the load impedance.

The performance of a Wilkinson coupler can be further
improved, depending on the availability of space, by the
addition of a 1

4l transformer in front of the power division
step. The output VSWR of the uncompensated coupler is
better than the output VSWR of the compensated circuit.

3.5.1. Multisection Wilkinson Coupler. The octave
bandwidth of a single-section coupler proves to be inade-
quate in many applications; therefore Cohn [18] proposed
the use of multisections for bandwidth expansion. The
use of multisections makes it possible to obtain a decade
bandwidth.
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A multisection Wilkinson power divider coupler con-
sists of a number of quarter-wave sections with resistive
terminations at the end of every section, as shown sche-
matically in Fig. 19. Larger bandwidth and greater isola-
tion are obtained when a large number of sections are
used.

The characteristic impedances of the sections are ob-
tained from the normalized impedances for 1

4l transformer
sections for a 2–1 transformer. This can be done with the
help of charts in Ref. 5, which presents design curves up to
four sections. Similar figures are also available for higher
numbers of sections. Having obtained the impedance of
each section, we can obtain values of the terminating re-
sistors for each section.

For a two-section divider the values of the terminating
resistors are given by

R2¼
2Z1Z2

½ðZ1þZ2ÞðZ2 � Z1 cot2 fÞ�1=2
ð32aÞ

R1¼
2R2ðZ1þZ2Þ

R2ðZ1þZ2Þ � 2Z2
ð32bÞ

where

f¼
p
2

1� 0:707
f2 � f1

f2þ f1

� �� �
ð32cÞ

and f1, f2 are the upper and lower band edge frequencies of
operation.

3.6. Other Couplers

3.6.1. Tandem Coupler. The design of a multisection
coupler with tight coupling over a broad bandwidth re-
quires some of its sections to have tighter coupling than
the overall coupling. This invariably leads to the physi-
cally unrealizable spacings between the two conductors or
severely reduced directivity due to significant mechanical
discontinuities in the sections. To solve this problem, in a
restricted physical space, various combinations of sym-
metric and asymmetric couplers are tandemed [5,19].
Since in the majority of applications, the tightest coupling
may be 3 dB, two couplers may be connected in tandem to
achieve the goal. Figure 20a shows the symmetric tandem
of two 8.34-dB couplers, while Fig. 20b shows the sym-
metric tandem of two asymmetric couplers. When tande-
med, each 8.34-dB coupler gives an overall coupling of
3 dB. This configuration offers high power-handling capa-
bility and often represents a good choice, provided the
particular application does not require maximum band-
width with very low loss.

Figure 21 shows the configuration of an asymmetric
tandem of symmetric couplers. As in the symmetric tan-
dem of symmetric couplers, the quadrature phase shift is
maintained between the outputs.

As is apparent from the interconnections, the 901 phase
relationship is maintained in the symmetric case, but in
the asymmetric case, the phase relation depends on the
number of sections.

4. DESIGN CONSIDERATIONS

4.1. Losses in Hybrids

The total loss in hybrids can be estimated from the com-
bined dielectric and conductor losses in the individual
lines. These are obtained using closed-form equations for
microstrip- and stripline-type transmissions lines [20].
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For other types of transmission lines, numerical tech-
niques are used [21].

The attenuation due to the even mode ae
c is always less

than that due to the odd mode ao
c. In coupled lines the loss

is given by the average of the losses due to even and odd
modes. In almost all planar coupled lines the conductor
loss greatly exceeds the dielectric loss [20].

As in striplines and microstrip lines, the primary con-
tributors to losses in dielectric-based planar waveguide
couplers are the dielectric loss and the metallic loss. Such
losses are always computed numerically from the associ-
ated field equations [22].

4.2. Directivity Improvement

Because of the inhomogeneity in dielectric structure, the
directivity of microstrip couplers offers a poor bandwidth
resulting from different odd- and even-mode phase veloc-
ities. There are several ways to equalize the phase veloc-
ities, which are described as follows.

4.2.1. Use of a Shield. These structures nearly equalize
even- and odd-mode phase velocities. The cross section of
the structure is shown in Fig. 22. This configuration es-
sentially redistributes the field with a substantial amount
of the field in the air–dielectric medium above the coupled
strips. For d¼h the phase velocities are exactly equal, and
each is equal to

ve¼ vo¼
cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðerþ 1Þ=2
p ð33Þ

Strictly speaking, improvement in directivity is obtained
at the cost of manufacturing difficulties in this case.

4.2.2. Use of Lumped Capacitors. Using lumped capac-
itors at the ends of the coupled section is the simplest way
of achieving equal phase velocities. The structure is shown

in Fig. 23. This effectively increases the odd-mode phase
angle by [16]

Dyo¼2pf0ðC1þC2ÞZ0;o ð34Þ

where f0 is the center frequency of the coupled line.

4.2.3. Use of a Dielectric Overlay. The presence of an-
other dielectric layer of the same permittivity as that of
the substrate reduces the odd-mode phase velocity to a
large extent without considerably affecting the even-mode
phase velocity [23]. Thus, by controlling the thickness and
width of the overlay, the even- and the odd-mode phase
velocities can be equalized within 1% over quite a broad
band. As shown in Fig. 24, the overlay covers the two
strips where the main coupling takes place. The overlay is
bonded with the help of some kind of epoxy. However, this
method is practically cumbersome because of its poor re-
peatability. To overcome this problem a multilayer struc-
ture using different dielectric constants materials has
been proposed [23].

In Isolation

Z(1,3) Z(1,3)Z(1,2) Z(1,2)Z(1,1)

Z(3,1)

-3dB -3dB
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Figure 21. Asymmetric tandem of symmetric coupler.
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IMPATT DIODES AND CIRCUITS

JAMES W. MCCLYMONDS

Raytheon Systems Company

IMPATT (impact avalanche transit time) diodes have the
highest output power of any solid-state device at millime-
ter-wave frequencies. Significant advances have been
made to power-combine these devices efficiently, and IMP-
ATT diode transmitters can now rival the output power
per unit volume of vacuum-tube transmitters. IMPATT
transmitters have several advantages over tubes, partic-
ularly for missile radar applications, so very high-power
transmitters are being developed for several military sys-
tems. IMPATT diodes are also suited for low-cost commer-
cial applications that require the power of only a few
devices.

This article will explain the basic principles for design-
ing IMPATT diode circuits, beginning with the character-
istics of the diodes. General circuit principles will be
discussed, and calculations of amplifier circuit perfor-
mance will be illustrated. The general principles then
will be applied to several types of single-diode circuits.
Last, an approach for building very high-power transmit-
ters with hundreds of diodes will be shown.

Much of the material in this article is drawn from the
author’s personal experience in designing IMPATT trans-
mitters at Raytheon Systems Company. Many of the di-
odes and circuits that will be used for illustrations have
military applications, so exact performance levels and de-
sign details cannot be revealed. However, this article will
provide all the fundamental concepts and guidelines to
design IMPATT transmitters for many applications.

1. IMPATT DIODE OVERVIEW

As a two-terminal device, an IMPATT diode generates ra-
diofrequency (RF) power by causing the RF current to be
approximately 1801 out of phase with the RF voltage [1].
This is accomplished by two current delaying mecha-
nisms, avalanche multiplication and transit-time delay,
which are the basis for the acronym IMPATT.

Figure 1 shows the doping profile N(x) and electric field
profile E(x) of the most common type of IMPATT diode.
The two curves are related by Poisson’s equation in one
dimension:

dE=dx¼ � qNðxÞ=e

The integral of the electric field over distance (i.e., the
area under the curve) is equal to the applied voltage plus
the built-in diode potential.

The thin region in the center of the device is called the
‘‘avalanche zone’’. The field is highest there, and
avalanche multiplication occurs when a sufficient bias

voltage is applied. To the right of the avalanche zone is a
thin spike of n-type doping, which causes a large drop in
the electric field. On the left side of the avalanche zone is a
p-type doping spike that causes a similar drop in the elec-
tric field. These doping spikes confine the avalanche pro-
cess to the thin, high-field avalanche zone.

The IMPATT structure in Fig. 1 also has an n-type drift
zone on the right side of the avalanche zone and a p-type
drift zone to the left. The doping in these regions is chosen
to cause the electric field to slope gradually away from the
center of the device. The right side of the device is bounded
by a heavily doped n-type contact layer, and the left side is
bounded by a p-type contact.

Figure 2 explains how this structure accomplishes the
necessary phase delay between the RF voltage and the RF
current. The upper graph shows a sinusoidal RF voltage
(35 GHz is used in this example) superimposed on a DC
bias. The second graph shows the current that leaves the
avalanche zone in response to the sinusoidal terminal
voltage. Notice that the peak of the avalanche current is
delayed by 901 from the peak of the terminal voltage. This
phase shift occurs because the avalanching process needs
many collisions, each with a very short delay, to generate a
significant current. There are few electrons and holes at
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Figure 1. Doping versus depth and electric field versus depth of
a double-drift IMPATT diode.
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the beginning of the cycle, and most of the positive half of
the RF cycle is needed for the current to grow exponen-
tially to a significant level. In the second half of the cycle,
the electric field is insufficient to sustain the avalanche,
and the current quickly decays until the next cycle.

The pulses of electrons and holes that were generated
in the avalanche zone during the positive half of the RF
cycle flow with constant velocity through the drift zones
during the negative half of the cycle. The motion of the
large bunch of electrons toward the n contact on the right
and the motion of the holes to the left induce the external
current shown in the third graph of Fig. 2. Notice that the
terminal current is flowing primarily during the negative
half-cycle of the terminal voltage (i.e., the diode behaves
as a negative resistance at its operating frequency). This
causes the IMPATT diode to deliver energy to the external
circuit at the frequency of the voltage excitation. The re-
mainder of the bias power that is not converted to RF en-
ergy is dissipated in the diode as heat.

The concept of negative resistance is very useful to the
circuit designer, who must tailor the impedance of the
IMPATT circuit to the impedance of the IMPATT diode to
achieve the desired oscillation or amplification. However,
to those readers who are not accustomed to this concept,
another way to understand the power generation of an
IMPATT diode is to consider the power dissipation in the
diode relative to the applied DC power. The DC input
power is the average DC voltage multiplied by the average
DC current, whereas the power dissipation is the time
average of the product of the instantaneous voltage and

instantaneous current. These quantities are illustrated in
the top and bottom graphs in Fig. 2. The dissipation is
about 80% of the DC input power in this illustration, and
the remaining 20% emerges from the device as RF power
at the frequency of the RF voltage excitation.

Notice in Fig. 2 that the induced current waveform is
not centered at 2701 where the minimum RF voltage oc-
curs. The length of the induced current pulse can be ad-
justed by changing the lengths of the drift zones, and the
highest efficiency occurs when the induced current pulse is
somewhat shorter than 1801.

It is important for a circuit designer to understand that
the impedance of an IMPATT diode is a function of the RF
voltage amplitude. Figure 3 illustrates the terminal volt-
age and induced terminal current at three different voltage
amplitudes. The upper graph shows the small-signal wave-
form conditions where both the current and the voltage are
sinusoidal. The amplitude of the RF current is proportional
to the RF voltage, causing the device impedance (the ratio
of the RF voltage to the RF current) to be insensitive to the
voltage amplitude. With the medium voltage amplitude
shown in the center graph, the current waveform has be-
come distorted, and additional increases in RF voltage will
not result in proportional increases in the RF current.
Then, under the large-signal conditions shown in the lower
graph, the current waveform is nearly a square wave. Ad-
ditional increases in the RF voltage amplitude cannot
cause additional increases in the amplitude of the induced

Te
rm

in
a

l v
o

lta
g

e

0° 90° 180° 270° 360°

A
va

la
n

ch
e

 c
u

rr
e

n
t

0° 90° 180° 270° 360°

In
d

u
ce

d
 c

u
rr

e
n

t

0° 90° 180° 270° 360°

Figure 2. Simplified theory of an IMPATT diode.
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current because the time average of the current waveform
must equal the fixed bias current.

The admittance of the diode at its terminals can be ex-
tracted from these waveforms by computing the amplitude
of the first harmonic of the current waveform and its
phase relative to the RF voltage. Figure 4 shows the con-
ductance and susceptance at the terminals of a 35-GHz
IMPATT diode over the range of RF voltages shown in
Fig. 3. The susceptance includes the fixed-capacitive
susceptance of the diode as well as the portion caused by
the currents in Fig. 3.

Several observations about these curves are important
to an RF circuit designer. Notice that negative conduc-
tance of the diode is considerably lower for high RF volt-
age amplitudes than for small signals. This will cause gain
compression in IMPATT amplifiers. Notice also that the
susceptance of the diode is a function of RF voltage am-
plitude. This will cause the center frequency of an IMP-
ATT amplifier to decrease as the RF signal level increases.
It also causes the gain–frequency characteristic of an IMP-
ATT amplifier to drop more rapidly below the center fre-
quency than on the high side of the center frequency. All
these observations will be discussed later in this article.

The power P that is generated by an IMPATT diode can
be calculated using

P¼ �
1

2
GV2

where G is the chip conductance (a negative quantity) and
V is the RF voltage amplitude.

Figure 4 has tickmarks along the conductance–RF volt-
age amplitude curve in intervals of 1 W. In this example,
the maximum RF power is 12 W at an RF voltage of 16.5 V.
At higher RF voltage amplitudes, other physical effects
begin to affect the induced current waveform, and the out-
put decreases.

A convenient way for the circuit designer to plot this
information is to convert the chip conductance and sus-
ceptance data at each tickmark to chip impedance –ZC as
illustrated in Fig. 5. Notice that the negative resistance of
an IMPATT diode is relatively low, varying in this case
form a small-signal value of –6.4O to a large-signal value
of –0.8O. It is difficult to match low impedance levels like
this over a broad frequency range, so IMPATT amplifiers
are generally used for systems with fractional bandwidths
of 5% or less. Most transmitters require less than 5%
bandwidth, so this is not a significant restriction.

The electrical characteristics shown in Figs. 4 and 5 are
approximations to the properties of a pulsed Ka-band
IMPATT diode. Exact values have not been used because
these devices are useful in military systems. The shapes of
the curves are qualitatively correct, and they will be used
in later sections to explain circuit design principles.

Figure 6 is a cross-sectional drawing of a typical milli-
meter-wave IMPATT diode package. The chip is thermal-
compression-bonded to a diamond heatsink, which gives
the best possible heatsinking. The diamond is imbedded in
a copper puck to facilitate a good thermal contact to the
bottom of the diode package. The chip is surrounded by a
ceramic or quartz insulating ring, and beam leads or
bonding straps connect the top of the chip to the top of
the insulator. A cap is soldered over the top of the ring to
provide mechanical protection and an hermetic enclosure.

Figure 7 is a photograph of a Raytheon device in which
one-half of the ceramic ring is removed to reveal the
internal construction. This type of package can be easily
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inserted or removed from an RF circuit, held in place with
a copper screw for heat removal. The ring is as small as
possible to minimize the electrical transformation through
the parasitic inductances and capacitances of the package.
Low-cost IMPATT diodes at lower microwave frequencies
have a threaded stud in place of the diamond puck.

2. IMPEDANCE MATCHING OF A NEGATIVE-RESISTANCE
DEVICE

An IMPATT diode can be used as a stable amplifier, an
injection-locked oscillator, or a free-running oscillator. The
mode of operation is determined by the load impedance
that the RF circuit presents to the IMPATT chip. This sec-
tion will explain the general principles of IMPATT diode
impedance matching to lay a foundation for later discus-
sions of specific circuits.

2.1. Free-Running Oscillator

Figure 8 contains the IMPATT chip impedance curve –ZC

from Fig. 5 (the ‘‘device line’’) plus a curve of load impe-

dance versus frequency ZL (the ‘‘load line’’). In Fig. 8, we
will assume that the impedance of this 35-GHz diode does
not change appreciably over a frequency range of 2 GHz (a
6% bandwidth). The load line of the circuit ZL crosses the
device line –ZC at 35 GHz near the highest power point on
the device line. At the intersection, the condition for os-
cillation is met:

ZCþZL¼ 0

If the load line is moved vertically, the frequency of
intersection will shift, causing the diode to oscillate at a
new frequency. If the load line is moved horizontally, the
intersection will occur at a different RF output power
level. Moving the load line horizontally also changes the
frequency slightly as a result of the slope of the device
line.

2.2. Injection-Locked Oscillator

Figure 9 is similar to Fig. 8, but the load line is shifted to
the right. The point of intersection occurs at 35.25 GHz on
the load line and at less than full power on the device line.
In the absence of an RF input signal, the diode will oscil-
late in this circuit at 35.25 GHz with an output power of
about 1 W.

If a 35.25 GHz RF input signal is applied, the power PA

that is added by the diode will combine with the RF input
signal PI to produce an RF output signal PO that is larger
than the input signal

PO¼PIþPA

The gain G of the circuit is the ratio of RF output to RF
input

G¼PO=PI

Beam leads
Cap

Chip Ceramic ring

Diamond

Copper

Figure 6. Cross section of an IMPATT diode package.

Figure 7. Photograph of an IMPATT diode package.
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These two equations can be combined to solve for both PO

or PI in terms of PA and G:

PI¼PA=ðG� 1Þ ð1Þ

PO¼GPA=ðG� 1Þ ð2Þ

Figure 10 illustrates a simple equivalent circuit for an
IMPATT amplifier. A more accurate approach to circuit
characterization will be discussed later, but the basic prin-
ciples can be explained more clearly with this simple mod-
el. The model is an LC circuit in series with the IMPATT
chip ZC. The coupling between the resonant circuit and
the external load Z0 is an ideal transformer with a turns
ratio of n.

The input impedance Z at angular frequency o of the
diode and circuit shown in Fig. 10 is

Z¼n2½ZCþ joLþ 1=ðjoCÞ�

This equation can be further simplified by substituting
joXL¼ joLþ 1/( joC), so that

Z¼n2ðZCþ joXLÞ ð3Þ

The voltage reflection coefficient G from an impedance Z in
a transmission line with characteristic impedance Z0 is

G¼ ðZ� Z0Þ=ðZþZ0Þ ð4Þ

Substituting Eq. (3) into Eq. (4) and making a few alge-
braic steps, we obtain

G¼ ½n2ðZCþ joXLÞ � Z0�=½n
2ðZCþ joXLÞþZ0�

¼ ½ðZCþ joXLÞ � Z0=n
2�=½ðZCþ joXLÞþZ0=n

2�

¼ ½ZC � ðZ0=n
2 � joXLÞ�=½XCþ ðZ0=n

2þ joXLÞ�

ð5Þ

The load impedance seen by the diode is
ZL¼ ðZ0=n2Þþ joXL and its complex conjugate is
Z�L¼ ðZ0=n2Þ � joXL. Substituting these quantities into
Eq. (5), we have

G¼ ðZC � Z�LÞ=ðZCþZLÞ ð6Þ

The gain of the amplifier is the square of the magnitude of
the reflection coefficient

G¼ jGj2¼ jðZC � Z�LÞ=ðZCþZLÞj
2 ð7Þ

Equations (1), (2), and (7) can be used to construct
curves of PO versus PI from the data in Fig. 9 using the
following procedure:

1. Choose a value of –ZC on the device line (start at the
left end of the device line) and note the added power
PA.

2. Note the value of ZL from the load line at the fre-
quency of operation.

3. Calculate the gain G using Eq. (7).

4. Calculate the RF input power PI and RF output
power PO using Eqs. (1) and (2).

5. Repeat this calculation for several other values of –
ZC and draw a curve of PO versus PI.

As the choice for –ZC is moved to the right along the
device line toward the intersection of the device line and
the load line, the gain of the circuit increases, and the
calculated input power decreases. When –ZC is chosen to
be the intersection between the device line and the load
line, the gain is infinite, and the RF input power is zero,
which is the free-running oscillator condition. Values of –
ZC that are to the right of the intersection point will not
result in stable operation, and the injection-locked oscil-
lator will ‘‘break lock’’ [2] from the RF input signal and
generate a free-running signal.

Figure 11 shows curves of PO versus PI at five different
frequencies. All the curves were calculated with the same
procedure, but with different values of ZL from the load
line for each of the frequencies. Notice that the curves do
not pass through the origin because of the free-running
oscillation at 35.25 GHz. At frequencies near 35.25 GHz,
PO increases rapidly for small values of PI because the
gain is very high when –ZC is close to ZL [see Eq. (7)]. For
larger values of PI, PO continues to increase but at a slow-
er rate because the gain is steadily decreasing. This effect
is called gain compression.

The diagonal lines in Fig. 11 are contours of constant
added power. At 35.0 GHz, the maximum added power is

PI

Po
Zo

IMPATT
chip

1:nCL

Figure 10. Equivalent circuit for a one-diode IMPATT amplifier.
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12 W, which occurs at an input power of 3 W. For maximum
efficiency, the circuit should be designed to operate near
this point. Notice, however, that the added power of the
circuit is relatively constant over a modest range of input
powers. This makes IMPATT circuits tolerant to being un-
derdriven or overdriven.

The data in Fig. 11 show how an injection-locked IMP-
ATT circuit behaves as a function of RF input power at
several fixed frequencies, and these are called drive
curves. Data points from this graph can be replotted
such that the RF input power is held constant while the
frequency is varied. This is illustrated in Fig. 12, and
these are the frequency response curves of the IMPATT
circuit. There are several interesting observations regard-
ing these curves. First, the curves are not symmetric be-
cause the device line is tilted relative to the load line in
Fig. 9. As the RF input drive is decreased, the circuit be-
comes unlocked at the lower edge of the operating fre-
quency range before it becomes unlocked at the high end
of the band.

Another important observation is that the bandwidth
of the circuit is greater when the RF input power is higher.
When the RF input power is 0.2 W, the gain is high at
35.0 GHz, but it decreases rapidly for other frequencies.
When the RF input power is between 3 and 4 W at
35.0 GHz, the circuit adds about 12 W. At 5 W of RF input,
the diode is overdriven and only 11 W are added. This sat-
uration behavior causes the output power and gain to be
relatively constant over the entire frequency range at the
higher drive levels.

2.3. Stable Amplifier

The mode of operation in Figs. 9, 11, and 12 is called in-
jection-locked, and the circuit is called an injection-locked
oscillator. The gain of an injection-locked oscillator as il-
lustrated in Figs. 11 and 12 will increase if the circuit de-
signer moves the device line in Fig. 9 to the left toward the
maximum added power point along the device line. This
will be accompanied by a corresponding decrease in injec-
tion-locking bandwidth. Conversely, the gain will decrease
and the bandwidth will increase, if the load line is moved
to the right in Fig. 9. If the load line is moved far enough to
the right, there is no intersection between the load line
and the device line. In this case, the IMPATT circuit will
not oscillate if the RF input signal is removed. This type of
circuit is called a stable amplifier.

Figure 13 illustrates relationship between the device
line and the load line for a stable amplifier. The same pro-
cedure that was used earlier to calculate the drive curves
and frequency response curves can be applied to the stable
amplifier case. Figures 14 and 15 illustrate the resulting
graphs. Notice that all the curves in Fig. 14 begin at the
origin because the output of a stable amplifier is always
‘‘locked’’ to the RF input signal. Both figures show that the
gain of the circuit is lower, and Fig. 15 clearly demon-
strates an accompanying increase in bandwidth.

The choice of operating mode—oscillator, injection-
locked oscillator, or stable amplifier—depends on the
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application. A free-running oscillator is useful for gener-
ating a high-power RF signal with a minimum of hard-
ware. For example, a mechanically tuned oscillator is a
good source of RF power for laboratory instrumentation.

An injection-locked oscillator is best for most transmit-
ter applications. Gains of 3–10 dB are typical, and multiple
stages can be cascaded for higher overall gain. If the band-
width requirement is small, fewer stages with higher gain
per stage can be used. The drive curve of an injection-
locked oscillator is very nonlinear (see Fig. 11), and a mul-
tiple-stage transmitter will have many decibels of gain
compression. Therefore, injection-locked oscillators are
used only with frequency-modulated or phase-modulated
signals.

An important application for injection-locked IMPATT
amplifiers is pulsed radar systems. The bias current to
the IMPATT diodes is turned on and off with the same

waveform as the RF input signal. In this way, the IMPATT
amplifier does not generate a free-running signal or noise
while the radar receiver is detecting the reflected signal
from the target. Pulsing the diode bias also reduces the
prime power requirement by the duty cycle of the RF
waveform.

Stable amplifiers are used when a free-running oscil-
lation cannot be tolerated. A stable IMPATT amplifier
might also be chosen for an amplitude-modulated signal
if a modest amount of gain compression is acceptable. The
use of constant voltage bias instead of constant current
bias can be used to produce more linear drive curves [3],
but constant voltage bias can also produce parametric in-
stabilities, which will be discussed in a later section.

2.4. Effect of Load Mismatch

One final note of caution for the circuit designer is to pro-
vide a good external load for the IMPATT amplifier circuit.
In the preceding examples, a perfect matched load Z0 was
assumed. A load impedance other than Z0 will perturb the
circuit impedance seen by the diode, changing the re-
sponse of the amplifier. In practice, an amplifier circuit
will be connected to a circulator to separate the output and
input signals, and circulators have a return loss of about –
25 dB over a 5% bandwidth.

A convenient way to estimate the effect of load mis-
match is to estimate the amplitude of the wave that is re-
flected from the mismatch. This signal will combine with
the intended RF input signal, resulting in a different am-
plitude. The maximum combined amplitude will occur
when the voltage vectors for the two signals are in phase,
and the minimum occurs when they are out of phase. The
engineer should estimate the maximum and minimum
voltage vectors and then calculate the maximum and min-
imum RF input power to the amplifier circuit.

For example, if an amplifier circuit has a gain of 5 dB
and the load to which the circuit is connected has a return
loss of 25 dB, the portion of the amplifier output signal
that is reflected from the load will be 20 dB (a factor of
0.01) below the intended or nominal RF input signal. The
voltage amplitude of a signal is proportional to the square
root of its power, so the voltage amplitude of the signal
that is reflected from the load will be approximately 0.10
relative to the voltage amplitude of the nominal RF input
signal. The maximum RF input occurs when the nominal
input signal and the signal that is reflected from the load
are in phase:

max PI � ð1þ0:10Þ2 nominal PI¼ 1:21 nominal PI

The minimum RF input occurs when the two signals are
out of phase:

min PI � ð1� 0:10Þ2 nominal PI¼ 0:81 nominal PI

It can be seen that even a good external load causes a
modest uncertainty in the RF drive to an amplifier circuit.
Fortunately, the gain compression that is evident in the
drive curves in Figs. 11 and 14 causes the added power of a
high-power IMPATT amplifier to be insensitive to an input
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power range of this size. The early stages of a multiple-
stage amplifier will be more sensitive to load mismatch,
however, because the gains are usually higher, and there
is less gain compression when the diodes are operated at
lower power levels.

3. PARAMETRIC OSCILLATION

The preceding sections of this article have explained how
an IMPATT diode generates negative resistance at the
frequency of operation and how the impedance of the
circuit must be tailored to the device impedance. An IMP-
ATT diode is very nonlinear when the RF voltage is high,
and parametric effects cause it to develop negative resis-
tance over a wide frequency range. This section will
explain the origin of the parametric negative resistance
and how to design an IMPATT circuit to prevent unwanted
oscillations.

3.1. Bias Circuit Oscillation

One source of instability in IMPATT diodes is caused by
the decreased power dissipation that occurs when the RF
voltage across the diode is increased and the device gen-
erates more RF power. The ionization rates in the ava-
lanche zone are higher if the temperature is reduced, so
the DC bias current will increase if the voltage is held
constant. A runaway condition can occur in an IMPATT
oscillator because an increase in the bias current will
cause a further increase in the RF voltage amplitude.
This type of instability can cause oscillation in the bias
input to an IMPATT amplifier or oscillator at frequencies
up to B10 MHz. The effect diminishes at higher frequen-
cies because the thermal time constant of the IMPATT
chip and package are too long to allow the junction tem-
perature to respond to the changes in dissipated power.

Preventing this form of bias oscillation requires a high-
impedance bias current source. When the RF voltage in-
creases incrementally and the dissipated power decreases,
the bias voltage will drop incrementally if the current is
held constant. The RF properties of the diode are relative-
ly insensitive to small changes in the operating voltage, so
there is not a positive-feedback effect as there is in the
case of constant voltage bias. The drop in operating volt-
age that is caused by an increase in RF voltage amplitude
is called the rectification effect or backward-bias effect.

The simplest way to create a high-impedance DC bias
source in the laboratory is to insert a noninductive power
resistor between the bias input of the IMPATT circuit and
a DC power supply. The minimum value of resistance that
is needed for stability will need to be determined experi-
mentally, but 100O is a good starting value. The resistor
should consist of a network of lower power, noninductive
resistors rather than a single, high-power, wirewound re-
sistor. The ‘‘constant current’’ mode of a power supply
should not be used because the response time of the feed-
back loop within the supply is much too long to protect the
diode from a runaway condition.

The primary disadvantage to using a series resistor to
make a high-impedance current source is the amount of

heat that is dissipated in the resistor. A better approach is
to design a constant current electronic bias circuit with a
low-voltage drop (typically 5 V). If a pnp transistor or a
p-channel FET is used for the pass transistor in the bias
circuit, the bias output will come from the collector or
drain and have a relatively high impedance well beyond
10 MHz. If the IMPATT circuit is to be used in a pulsed
radar transmitter, the electronic bias circuit must be de-
signed for both high output impedance and fast switching
speed.

Another effect occurs at high RF voltage amplitudes
when the current leaving the avalanche zone becomes
very low between cycles. In IMPATT diodes that are de-
signed for microwave frequencies such as 10 GHz, the av-
alanche current waveform may reach the saturation
current level. If the RF voltage amplitude is increased
further, the avalanche current cannot drop below the sat-
uration current level. During the positive half of the RF
voltage cycle, the avalanche current builds up too quickly
from this lower bound. This will result in a higher peak
avalanche current and a higher DC current if the bias
voltage is not reduced. This effect is quite strong in low-
frequency devices, and it generates negative resistance to
several gigahertz. However, this mechanism does not exist
in millimeter-wave diodes because there is insufficient
time between RF cycles for the avalanche current to
drop to the ionization current level.

An IMPATT bias circuit must have a high impedance to
several gigahertz to prevent the last type of parametric
oscillation. It is particularly important to have low shunt
capacitance in the bias circuit of the IMPATT circuit and
in the bias supply. There are several comprehensive arti-
cles on this subject from the early years of IMPATT re-
search [4,5]. The principles in these articles can be
adapted to other types of IMPATT circuits.

3.2. Subharmonic Oscillation

Another type of parametric effect that is common in IMP-
ATT circuits is subharmonic oscillation [6–9]. Simply stat-
ed, the IMPATT diode generates broadband negative
resistance as a result of the nonlinear behavior of the
avalanche process. One form of subharmonic oscillation is
a signal at exactly one-half of the fundamental operating
frequency. Subharmonic oscillation can also appear as a
pair of signals whose frequencies add up to the fundamen-
tal frequency.

Subharmonic oscillation is very difficult to prevent be-
cause of the very broad frequency range where it can oc-
cur, so it is usually present in IMPATT amplifiers. A
general approach to minimize the magnitude of subhar-
monic oscillation is to load the bias port of the IMPATT
circuit with a microwave-absorbing material. This load
will absorb some of the RF power at the fundamental, but
the circuit designer can find creative ways to minimize the
lost power.

If the circuit designer uses a high-impedance bias sup-
ply, minimizes the shunt capacitance in the bias circuit of
the IMPATT circuit and in the bias supply, and also loads
the bias port with a microwave absorber, the IMPATT cir-
cuit should behave well.
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4. TYPES OF IMPATT CIRCUITS

All the general principles of IMPATT diode operation and
the RF circuit requirements have been discussed in the
previous section of this article. This section will briefly il-
lustrate several types of IMPATT circuits that meet these
general requirements.

An IMPATT circuit must present a load resistance of
only a few ohms to an IMPATT chip, so a large transfor-
mation is required between the characteristic impedance
of the RF port of the IMPATT circuit and the chip. In a
coaxial transmission line medium, this can be accom-
plished with a coaxial matching transformer as illustrat-
ed in Fig. 16. The low-impedance transformer is created by
reducing the diameter of the outer conductor rather than
increasing the diameter of the inner conductor because
this results in lower parasitic inductance in the mount.
The ‘‘puck’’ style of IMPATT package that was illustrated
in Figs. 6 and 7 can be easily installed and removed from
this kind of diode mount.

The matching transformer (typically 1
8th wavelength

long because of the parasitic reactance of the package
and the mount) is designed to transform the characteristic
impedance of the coaxial line (typically 50O) to the desired
load impedance. Wider bandwidth can be achieved with a
two-section transformer. Bias is applied to the center con-
ductor through a bias tee (not shown), and the RF input
and output signals are separated by a coaxial circulator
(not shown). The circulator should have wide bandwidth to
provide RF loading in the subharmonic frequency range.

The top-hat circuit [15], illustrated in Fig. 17, was used
extensively in the early years for oscillator testing of IMP-
ATT diodes. The diode is mounted in the floor of a wave-
guide cavity (a threaded diode package works well with
this type of circuit), and a top hat resonator is placed on
top of the diode. The region under the top hat is a radial
transmission line that transforms the high impedance of
the waveguide to the low impedance of the chip. The fre-
quency of oscillation is set primarily by the diameter of the
top hat, and the backshort (backward-traveling short cir-
cuit) is adjusted to set the cavity resonant frequency to be
equal to the top-hat frequency. The load resistance that is
seen by the IMPATT diode is set by the spacing between
the top hat and the floor of the waveguide. At millimeter-
wave frequencies, the diameter of the top hat might be
as small as the diameter of the bias pin. An E–H tuner
or slide-screw tuner can be connected to the waveguide
output for fine-tuning. The bias pin contains an RF
absorber for parametric stability.

A very common and useful type of IMPATT circuit is the
rectangular Kurokawa circuit [10], which is illustrated in
Fig. 18. A resonant cavity is formed in a rectangular wave-
guide between the movable short circuit at the right and
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an iris on the left. A coaxial transmission line passes
through the broad walls of the waveguide cavity to which
it is magnetically coupled. An IMPATT diode and a match-
ing transformer are located at one end of the coaxial line,
and an RF absorber is inserted into the other end. The
coaxial transformer is the primary impedance-matching
element, and the load resistance and reactance are con-
trolled by the transformer impedance and length, respec-
tively.

The cavity resonance in the rectangular Kurokawa cir-
cuit causes a significant perturbation in the diode load
impedance near the operating frequency. The movable
short circuit is adjusted to make the cavity resonant fre-
quency correspond to the resonant frequency of the diode
and matching transformer, and the hole diameter in the
iris controls the coupling to the external load. Far from the
operating frequency, the cavity has little effect, and the RF
absorber helps prevent parametric oscillation.

The Kurokawa circuit is very useful for diode testing
because a wide range of load impedances can be achieved
with different matching transformers and irises. The RF
load in the coaxial line absorbs about 25% of the generated
power, but the circuit efficiency can be measured with an
automatic network analyzer so that the RF power of the
diode can be calculated.

The Kurokawa circuit can be modified to be a power
combiner [11] by adding additional coaxial lines as shown
in Fig. 19. The pairs of coaxial lines are separated by
one-half of a wavelength so that the coupling from the
waveguide cavity to each coaxial line is approximately the
same.

A variation of this last circuit type is the cylindrical
Kurokawa circuit illustrated in Fig. 20. The coaxial lines
that contain the diodes are the same as the ones in the rectangular Kurokawa, but the cavity is now cylindrical

instead of rectangular. The RF output port is a coaxial line
in the top of the cavity, and the coupling between the cav-
ity and the external load is adjusted by changing the pen-
etration of the electric field probe.

5. IMPATT CIRCUIT CHARACTERIZATION

The discussion of impedance matching a negative-resis-
tance device used a lossless series resonant equivalent
circuit. In practice, an IMPATT circuit is not lossless, nor
does its impedance vary with frequency as in this simple
model. However, this model is qualitatively correct and
useful for the purposes of illustration.

It is not practical to measure directly the load imped-
ance that is seen by an IMPATT diode because the load
impedance is only a few ohms and the chip location is in-
accessible to a network analyzer. However, those IMPATT
circuits where the diode is mounted in a coaxial transmis-
sion line can be characterized indirectly with a network
analyzer. If the diode and its matching transformer are
removed, a network analyzer with a coaxial input can be
connected to the circuit. After the two-port S parameters
of the circuit are measured, an equivalent circuit for the
matching transformer and the diode package parasitic re-
actance can be used to calculate the load impedance at the
diode chip. Figure 21 illustrates how a network analyzer
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would be used to make this two-port measurement of a
one-diode rectangular Kurokawa circuit.

There is another measurement technique that requires
only one-port network analyzer measurements. Figure 22
shows a rectangular Kurokawa circuit with the diode and
its coaxial transformer removed. These components are
replaced by a coaxial short (circuit) and an outer conduc-
tor spacer to create an offset short. The reflection coeffi-
cient G2 of a load that is attached to port 2 is transformed
to G1 at port 1 by the S parameters of the circuit according
to the equation

G1¼S11þS21S12G2=ð1� S22G2Þ

This equation has three unknowns (S11, S22, and the prod-
uct S21S12) that fully describe the circuit at a single fre-
quency. Different values of G2 are created by three offset
shorts, and G1 is measured for each one. This gives three
simultaneous equations that can be solved for the three
unknowns. More accurate results over a wider range of
circuit impedance can be obtained by using more than
three (typically five to seven) offset shorts and using nu-
merical methods to find a least-squares best fit for the
three unknowns. The procedure to calculate the circuit S
parameters over a frequency range of interest is easily
programmed into a computer that controls an automatic
network analyzer.

Figure 23 illustrates the S22 of a one-diode rectangular
Kurokawa oscillator circuit. The load impedance at the
chip was calculated by referring the S22 data through an
equivalent circuit for the matching transformer and pack-
age parasitic reactance. Notice that the load resistance at
the chip is nearly constant and the reactance increases
linearly with frequency. This impedance-versus-frequency
behavior was the basis for choosing a series-resonant
equivalent circuit in the earlier discussion on impedance
matching. The oscillator circuit efficiency Z is the ratio of
the power that emerges from the oscillator divided by the
power generated by the diode

Z¼ jS21S12j=ð1� jS22j
2Þ

This relationship is used during IMPATT diode oscillator
testing to calculate the RF output power of the diode.

The offset short method for characterizing a circuit has
several advantages and disadvantages compared to a di-
rect two-port network analyzer measurement. The offset
method can be used to characterize a multiple diode com-
biner circuit if all the coaxial ports are electrically iden-
tical. To do this, the coaxial lines are loaded with identical
offset shorts. Network analyzer measurements are taken
for three or more sets of these offset shorts, and the data
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are analyzed as if the combiner were a one-diode circuit.
The offset short method is also preferable for circuits that
operate at high millimeter-wave frequencies where coax-
ial network analyzer measurements are unfeasible or in-
sufficiently accurate. The disadvantage of the offset
method is that it works only when there is good coupling
between the coaxial line and the RF output port. There-
fore, this method cannot be used to characterize most cir-
cuits at frequencies where parametric oscillations occur.

6. TRANSMITTERS USING A COMBINER PLATE

This article has explained the basic principles of IMPATT
circuit design. As a conclusion, a new power combining
technique that uses the IMPATT circuits discussed earlier
will be described.

Many millimeter-wave systems require high-power
transmitters, especially missile radar seekers, so an effi-
cient means for combining hundreds of IMPATT diodes is
needed. In the 1970s and 1980s, cylindrical Kurokawa
power combiners were developed with as many as 60 IMP-
ATT diodes [12]. However, these circuits had limited band-
width, and the failure of one diode would seriously detune
the other devices, resulting in poor graceful degradation.

A new transmitter architecture was invented at
Raytheon in the late 1980s that has been applied with
great success to many frequency ranges and power levels
[13–15]. The basic concept of a combiner plate (16) is
illustrated in Fig. 24. The IMPATT diodes are mounted
in rectangular Kurokawa ‘‘modules,’’ typically with four
devices per module. Many of these modules are then
power combined passively by the combiner plate.

The combiner plate consists of two plates with square
grooves machined on the mating surfaces. The pattern of
grooves is the same on both plates, so a network of rect-
angular waveguides is formed when the plates are mated.
The joint is in the middle of the broad wall of the wave-
guides where no RF current will cross the joint. This re-
sults in very low attenuation within the combiner.

The transmitter is designed to use a binary number of
IMPATT modules in every stage. Magic tee junctions are
built into the waveguide network to split the RF input
power to the modules in a stage and then recombine their
outputs. Exceptionally good port matches (typically
� 30 dB return loss) can be achieved with magic tees, so
the modules can be integrated with the combiner plate
without retuning. This is important for achieving the
manufacturing cost goals for these transmitters. The mag-
ic tees also permit high isolation (typically � 30 dB) be-
tween module ports, so this architecture also has very
good graceful degradation.

The combiner plate is used as the main mechanical
structure of the IMPATT transmitter with most compo-
nents attached to it. The combiner plate is also the ther-
mal heat sink. Water-cooling passages can be machined
into the plate or air-cooling fins attached to the bottom. In
missile applications, the thermal mass of the transmitter
is adequate to maintain a safe temperature for the few
seconds of operation that are required.

The combiner plate architecture has been used to de-
velop very powerful solid state transmitters for military
applications. The performance characteristics cannot be
reported here, but they generate more power in the same
volume as a traveling-wave-tube amplifier. Moreover, sol-
id-state transmitters have lower phase noise, better reli-
ability as a result of graceful degradation, and they do not
need high-voltage electronics.

7. CONCLUSIONS AND FUTURE DIRECTIONS

IMPATT transmitters are emerging as the best technology
for high-power millimeter-wave applications, displacing
even traveling-wave-tube amplifiers. This article has giv-
en an overview of the characteristics of IMPATT diodes, the
operating principles of IMPATT circuits, descriptions of the
most common types of circuits, and how they can be power-
combined to make a high-power, multistage transmitter.

As this technology enters large-scale production, there
will be pressure to reduce the cost to fabricate and assem-
ble these transmitters. Innovations that might result are
hybrid microstrip IMPATT circuits or fully integrated
MMIC IMPATTs with their matching circuits. These new
IMPATT circuits may appear to be radically different from
today’s technology, but they will use the same operating
principles that were described in this article, only they
will be applied to another transmission-line medium.
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1. INTRODUCTION

Generally speaking, RF and microwave circuits and
systems consist of multiple planar and/or nonplanar

transmission-line sections (passive elements) and active
devices (e.g., transistors, diodes) that are interconnected
in an appropriate manner in order to achieve specific high-
frequency signal processing. In some cases, it is also pos-
sible to design a complete microwave system with only
passive components. At lower frequencies (e.g., 300 MHz–
10 GHz), the circuits usually involve lumped elements
such as resistor, inductor, and capacitor to keep circuit
dimensions small. At higher frequencies, the quality of
lumped elements deteriorates rapidly, and mostly distrib-
uted elements are used. In any case, the transmission-line
technique is the foundation for designing such microwave
elements. In a typical microwave circuit or system, the
passive part easily makes up 75% or more of the circuit
real estate area. Because of different electromagnetic sig-
nal processing techniques involved in each component and
also specific requirements for component-to-component
signal transfer or transmission, impedance transformers,
and/or matching networks are always needed.

The purpose of an impedance transformer is to trans-
form a given impedance to a specific value in view of mi-
crowave signal transmission. An impedance-matching
network may consist of more than one impedance trans-
former. Its design goal is to match a given impedance to a
prescribed value over a frequency range of interest to en-
sure maximum power transfer from one place to another
(e.g., from a source to a load). Impedance transformers and
matching networks are perhaps the most important and
most widely used microwave circuit components, which
are usually passive. There also exist in practice active and
electronically tunable impedance transformers and
matching networks for special applications such as broad-
band or multiband systems design. In this case, semicon-
ductor-based monolithic microwave integrated circuits
(MMICs) are a choice of preference. Electrical (active)
and/or mechanical (passive) impedance tuners, for exam-
ple, are widely used in RF and microwave measurement
setups, such as load-pull nonlinear and noise character-
ization systems. Nevertheless, most practical matching
networks are fixed (passive) with respect to the center
frequency, bandwidth of application, and impedance
transformation (impedance ratio). Typical applications in-
clude optimizing return loss between an antenna and a
low-noise amplifier for receiver, realizing low-noise per-
formances in active circuits, providing conjugate complex
matching in amplifier design, and usually matching high-
contrast impedance values between a laser diode and its
microwave driving circuit for optoelectronic applications.

It is imperative to mention that the definition of im-
pedance may vary from one transmission line to another,
and it usually depends on the use or operation of guided-
wave mode such as transverse electromagnetic (TEM),
transverse electric (TE), or transverse magnetic (TM)
mode. Unfortunately, the definition of voltage and current
is rather ambiguous and mode-dependent at microwave
frequencies. As far as single-mode structures are con-
cerned, this problem may be solved easily with specific
definition of impedance that should be consistent for the
entire circuit design. This becomes a quite complex issue
for multimode non-TEM-mode structures, which still
poses a challenge even today in the design of impedance
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transformer and matching network if the classical net-
work synthesis is used with lumped-element network pa-
rameters. This generally requires a full-wave numerical
analysis and optimization of the transformer structures.
In a practical design, the characteristic impedance of the
transformer and matching network depends on the type of
transmission line that dictates its achievable impedance
range. Further, the type of transmission line used gives
preference to either shunt (common voltage) or series
(common current) branch connection in the formulation
of equivalent circuit or network synthesis. In a microstrip
line (MLINE), for example, stubs are best used in shunt–
parallel connections.

A basic block diagram of impedance transformers and
matching networks is shown in Fig. 1. Various design
techniques are available. Techniques based on the Smith
chart are popular in connection with the lumped-element
network approach. Matching networks may be built from
lumped or distributed elements or a combination of both.
In the following, we will begin with the description of an
impedance-matching network with various techniques of
impedance transformers. Practical examples are also
shown to highlight application features of those tech-
niques. A comprehensive comparison is made with respect
to design parameters and practical specifications. Then,
commonly used line-to-line transitions are presented as a
special impedance transformer or transition transformer
because the impedance matching between two different
lines is generally involved in the design. Among such
transitions, balun transformers present a special class of
microwave passive components that converts the funda-
mental guided mode from balanced to unbalanced or vice

versa. This is why it is called balun (balance-to-unbal-
ance). In this case, the impedance may also be trans-
formed in this line-to-line modal conversion. Usually, a
balun structure deals with two different types of trans-
mission-line geometry that are used as input and output of
the circuit. A class of balun structures will be described
and discussed.

2. IMPEDANCE-MATCHING NETWORK

The purpose of an impedance transformer (commonly
called an impedance-matching network) is to transform
an arbitrary load or a specific value of impedance at one
reference plane into a desired value at another reference
plane. Usually in the very beginning, the impedance-
matching network may be handled in the design as an in-
sert part between two circuits or two components although
it is in fact an integrated part of the final circuit. Since the
impedance definition may be ambiguous at microwave fre-
quencies for non-TEM-mode transmission lines or high-
order modes, the following presentation will be limited to
the well-defined impedance cases such as TEM-mode im-
pedance-matching networks. The impedance-matching
process allows a circuit of interest to meet a given re-
quirement, such as to minimize the reflection coefficient,
minimize the noise, or maximize the output power of an
amplifier. The reflection coefficient from a load is given by

G¼
ZL � Z0

ZLþZ0
ð1Þ

where ZL is the load impedance and Z0 is the source im-
pedance of the circuit. The circuit is said to be matched
when the reflection coefficient is equal to zero, G¼ 0. To do
so, the source and load impedances must be equal, or ZL¼

Z0. This condition is the basis for all impedance-matching
networks.

Table 1 shows different kinds of impedance-matching
networks and their principal characteristics. The element
type used, bandwidth, design flexibility, and network
complexity are some of the principal aspects that must
be considered in the choice of a network topology. Two

Port 1 Port 2

Impedance transformer 
or 

Matching Network
Z1 Z2

Figure 1. Basic block diagram of a two-port impedance trans-
former or matching network.

Table 1. Lossless Matching Networks and Their Properties

Matching Network Element Type
Operating
Bandwidth

Network
Flexibility

Network
Complexity

Load
Impedance

Design
Technique

L network Lumped Narrow Low Low Complex Smith chart or analytical
equation

T and P networks Medium Medium Medium Complex Smith chart or analytical
equation

Ladder network Large High High Complex Synthesis method
Single stub Distributed Narrow Low Low Complex Smith chart
Double stub Medium Medium Medium Complex Smith chart
Filter theory Large Large High Complex Synthesis method
Quarter-wave transformer Narrow None Low Real Analytical equation
Multisection transformer Large Medium High Real Synthesis method
Tapered line Large Large High Real Analytical equation
Combination Lumped and

distributed
Small to large Large Low to High Complex Smith chart or Analytical

equation
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different element types are used in (ideally) lossless
matching networks: (1) lumped elements such as induc-
tors and capacitors and (2) distributed elements such as
transmission-line sections and open- and short-circuit
stubs. Seldom do all the networks provide the same band-
width. The general rule is that as the number of elements
used grows, the bandwidth gets wider up to a maximal
value, as will be discussed in Section 2.3. Furthermore,
some networks are more flexible than others. When dif-
ferent configurations are available and different element
values can be used, much freedom is gained to meet the
specifications. On the other hand, this flexibility usually
leads to more complex circuits.

Generally, impedance-matching networks can be divid-
ed into two different categories: complex load-related
matching networks and real load-related matching net-
works. In the former case, a complex load, ZL¼RLþ jXL,
must be transformed into a real load, Z0. The latter case is
generally used to connect two transmission lines with dif-
ferent impedances, Z1 and Z2. The design of these net-
works is achieved with different techniques. The Smith
chart is still the basic tool for the designer. However, an-
alytical equations are available for some designs, and syn-
thesis methods are applied in the design of multisection
matching networks.

2.1. Lumped Elements

With inductors and capacitors, any complex load on the
Smith chart can be transformed into real impedance. The
special case of a straight reactance cannot be matched
with a lossless network. This case will be discussed in
Section 2.3. Commercial off-the-shelf lumped elements are
popular at low frequencies, up to B3 GHz. Beyond this
frequency, parasitic elements are too important to ignore.
For MMIC chip circuits, the frequency limit is largely ex-
tended and some lumped elements are even designed
above 100 GHz.

2.1.1. L Network. The L networks are made up of two
reactances, one in series and one in parallel. There are
eight different configurations, but none of them can be
used to match every load on the Smith chart. However,
there is always more than one choice to match a given
load. The eight configurations and their matching area on
the Smith chart are shown in Fig. 2. The area in gray
shows the locations of loads that cannot be matched with
the respective network.

The simplest way to design an L network is to use the
Smith chart. The method is explained in detail by Gonz-
alez [1, Chap. 2]. Analytical equations are also available

ZL ZL ZL

ZL ZL ZL ZL

ZL

ZLjB

jX

jX

jB

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)  

ZL

Figure 2. Eight different configurations for the L network: series–parallel (a–d) and parallel–
series (f–i). The areas that cannot be matched for a given configuration are shown in gray. Series–
parallel and parallel–series are represented in a more general way by diagrams (e) and (j), where
the gray area on the Smith chart is associated with the analytical equation.
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for this network [2]. In this case, the Smith chart is first
divided in two regions delimited by the circle 1þ jx. If the
normalized load, ZL/Z0, falls inside the circle, the circuit
shown in Fig. 2j is used. The reactance values are then
given by

B¼
XL �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RL=Z0

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

LþX2
L � Z0RL

q

R2
LþX2

L

ð2Þ

X ¼
1

B
þ

XLZ0

RL
�

Z0

BRL
ð3Þ

Equations (2) and (3) indicate that there are always two
different networks available to match a load. These two
possible choices are the circuits shown in Figs. 2f and 2g. If
the normalized load is outside circle 1þ jx, the circuit in
Fig. 2e is used. The reactance values are then calculated
by using the following equation:

X ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RLðZ0 � RLÞ

p
� XL ð4Þ

B¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðZ0 �RLÞ=RL

p

Z0
ð5Þ

Once again, these equations suggest that there are always
two possible configurations to match a load, thus giving
some flexibility to the designer.

2.1.2. T and P Networks. The T and P networks are
shown in Fig. 3. These networks are essentially L net-
works in which one element has been added. There are 16
possible configurations that provide much more freedom
than do the L networks. This freedom can be used to ob-
tain the desired element values or to control the operating
bandwidth. Kuroda’s identities are used to transform an L
network into a T or P network [3]. Furthermore, a T net-
work can be transformed to a P network, or vice versa,
with the following relations:

ZA¼
Z1Z2

Z1þZ2þZ3
Z1¼

ZAZBþZBZCþZAZC

ZC

ZB¼
Z1Z3

Z1þZ2þZ3
Z2¼

ZAZBþZBZCþZAZC

ZB

ZC¼
Z2Z3

Z1þZ2þZ3
Z3¼

ZAZBþZBZCþZAZC

ZA

ð6Þ

Matching a load with a T or P network is usually done
with the Smith chart. However, analytical expressions are
also available for some T networks [3].

2.1.3. Ladder Network. As we have seen, adding an
element to the L network increases the degree of freedom
in the design. This freedom can be used to improve the
bandwidth. As more elements are added, the bandwidth
can be increased, but there is a limit, as we will see in
Section 2.3. To design a ladder network, synthesis
methods should be applied. As in the design of filters, But-
terworth or Chebyshev frequency responses can be syn-
thesized for the ladder networks. The technique details
are presented in detail in Ref. 4, and are not reproduced
in this article.

2.2. Distributed Elements

Most matching networks working at microwave frequen-
cies are designed with distributed elements. Transmis-
sion-line sections are easy to fabricate and very flexible,
presenting low-loss characteristics. The basic building
blocks of distributed matching networks are transmis-
sion-line sections, open- and short-circuits stubs. These
stubs are theoretically equivalent because a quarter-
wavelength line can transform a stub from its open state
to its short counterpart and vice versa. In practice, both
circuits are quite different from each other. It is not always
possible or easy to manufacture a circuit having both
stubs with a given technology. With the MLINE technol-
ogy, for example, an open circuit is easier in the imple-
mentation. This is not the case for the rectangular
waveguide, where only the short circuit is usable. In all
cases, if both stubs are available, the one that requires the
shortest physical length should be used in order to min-
imize the loss and also possibly maximize the bandwidth.

2.2.1. Single-Stub Network. The single-stub network is
the most common way to match a load, which has 2 de-
grees of freedom, namely, the linelength and the stub
length. The topology shown in Fig. 4 is a single parallel
stub network. The Smith chart is the usual tool in the de-
sign of this circuit, and the method has been explained in
many references [1,2,4] and will not be repeated here. The
network can also be designed with analytical equations.
With the parallel stubs, it is easier to work with admit-
tance. The first segment, going from the load to the
stub, has admittance equal to Y0 and an electrical length
equal to y1. The admittance looking into the input of the

ZL ZLZ2

Z3

ZA

ZB

Z1

 

ZC

Figure 3. The T and P matching networks.

Z0

Z0

ZL

�1

�2

YB

YA  
Y0

Figure 4. A single-stub matching network.
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transmission-line section is

YA¼GAþ jBA¼Y0
YLþ jY0 tan y1

Y0þ jYL tan y1
ð7Þ

The electrical length y1 must be chosen so as to match the
real part of the admittance: GA¼Y0. Then, a parallel stub
of admittance Y0 and electrical length y2 is added to cancel
out the reactive part. The admittance looking into the in-
put of this stub, for the open/short-circuit case, is

Open circuit: YB¼ jBB¼ jY0 tan y2

Short circuit: YB¼ jBB¼ � jY0 cot y2

ð8Þ

The electrical length y2 must be selected to cancel out the
reactive part; thus BB¼ �BA and yields

YAþYB¼Y0 ð9Þ

An analytical solution for y1 and y2, given in terms of ZL

and Z0, is found in Ref. 2. Parallel stubs are easy to design
using MLINE. However, there are some transmission
lines such as coupled lines, where a serial stub is easier
to design. The design steps to match a load are the same
when working with a serial stub as with a parallel one,
but Eqs. (7)–(9) are calculated with impedance instead of
admittance.

2.2.2. Double-Stub Network. With a single-stub net-
work, the length between the load and the stub is a vari-
able related to the value of the load. In some cases it is
better to have the stub at a fixed position, for example, in
the case of designing a tunable matching network in
which the stub length is easier to change than its posi-
tion. This can be done by using two stubs. The double-stub
matching network is widely used to design tuners. The
circuit is shown in Fig. 5 with two parallel stubs. Serial
stubs are also used in the same way. This type of network
cannot match all the loads on the Smith chart. There is
always a blind zone that is impossible to match. To min-
imize this area, the distance between the two stubs must
be kept as short as possible. This distance is, however,
limited by the physical size of each stub. Furthermore,

spacing close to 0, l/2, and their multiples are too fre-
quency-sensitive to be of interest. In practice, spacing
equal to l/8, 3l/8, or 5l/8 is usually chosen. The double-
matching technique makes use of the Smith chart or an-
alytical equations in finding the length of each stub [2].

2.2.3. Filter Theory for Designing Matching Networks. As
can be seen in Section 2.1, increasing the number of ele-
ments make it possible to design matching networks with
a wider bandwidth. In the same way, multisection distrib-
uted-element networks are usually used to improve the
bandwidth. Filter synthesis techniques are also applied in
the design of such circuits. The reader is referred to Ref. 3
for a complete explanation of the synthesis method.

2.2.4. Quarter-Wave Transformer. All the matching
networks presented in the preceding sections can be
used to match a complex load. Another class of matching
networks is used only to match real loads, presented be-
low. Although those circuits seem limited, they are used
largely to connect two transmission lines of different im-
pedances and to design various transitions. The most com-
mon network applied to adapt two real impedances is the
quarter-wave transformer, as shown in Fig. 6. The imped-
ance looking into the input of the quarter-wave trans-
former is

ZIN¼
Z2

m

Z2
ð10Þ

To match both lines, one should have ZIN¼Z1. The quarter-
wavelength line impedance must be

Zm¼
ffiffiffiffiffiffiffiffiffiffiffi
Z1Z2

p
ð11Þ

The bandwidth for this circuit is related to the line impe-
dance at the input and at the output. The closer they are,
the wider the bandwidth is. It becomes infinite when the
impedances are equal.

2.2.5. Multisection Transformer. With only one section,
the bandwidth is limited. As we increase the number of
sections, a wider bandwidth is obtained. The multisection
transformer can be synthesized with the well-established
Butterworth or Chebyshev frequency response. Imped-
ance values for various numbers of sections have already
been tabulated [2,4]. The normalized impedance value of
each section is available for many Z2/Z1 ratios.

2.2.6. Tapered-Line Transformer. If we increase the
number of sections to the infinite, a tapered line is formed.
However, it has an infinite length, which is not of practical

Z0

Z0

ZL

�2 Z0
�1

�/8, 3�/8, 5�/8

Figure 5. A double-stub matching network.

�/4

Z1 Z2Zm

Figure 6. A quarter-wavelength transformer.
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value. The tapered line of finite length is still an excellent
matching circuit. The simplest taper is the linear one, and
it requires very little calculation, but does not provide a
wide bandwidth. Exponential taper increases the band-
width and is still easy to design. Many other tapers have
been proposed, such as in the triangular [2], cosine-
squared, and parabolic configurations [5]. With all these
tapers available for the design, one may wonder which one
is the best. The taper proposed by Klopfenstein [6] is op-
timum in the sense that it provides the shortest length for
a given reflection coefficient. However, the Klopfenstein
taper presents a step at both ends. Sometimes, these steps
are undesirable because they generate high-order modes
and radiation loss. The taper proposed by Hecken then
becomes optimum [7]. For a desired reflection coefficient,
this profile provides the shortest length for a taper with-
out steps.

Although there are many different tapers, the design
technique is fundamentally the same for all of them. Let
us begin with a topology shown in Fig. 7. The tapered line
design is always done at the lowest frequency of interest.
In the first step, the impedance variation as a function of
the position Z(z) is formulated. The impedance variations,
for the most common tapers, are listed in Table 2. Know-
ing the impedance, one can evaluate the reflection coeffi-
cient as a function of the taper length using the following
equation:

G¼
1

2

Z L

z¼ 0

e�2jbz d

dz
ln

ZðzÞ

Z1

� �
dz ð12Þ

Analytical values for the linear [8], the exponential [2], the
triangular [2], the Klopfenstein [6], and the Hecken [7]
tapers have been obtained and they are available in the
literature. If we know the reflection coefficient for an ar-
bitrary length, we can find the minimum length providing
a desired reflection coefficient. With this length L and the
equations in Table 2, the impedance variation as a func-
tion of the position z is then calculated. The impedance
taper must then be transformed to a physical taper. Com-
puting the impedance at several points and then finding
the physical dimensions from this impedance is the stan-
dard method used to generate the dimensions of the taper.
The number of points must be large enough to obtain a
smooth and continuous taper.

2.3. Fano’s Criterion

In Sections 2.1.3 and 2.2.3, a multielement network that
was used to improve the bandwidth was described. How-
ever, what is the maximum achievable bandwidth? Bode’s
[9] work and Fano’s [10] work have answered this
question. For a lossless matching network, the reflection

coefficient and the bandwidth are related to each other by
the following equation

Z 1

0

ln
1

jGðoÞj
do � K ð13Þ

where K is a constant related to the load. Equation (13)
shows that the area under the reflection coefficient is
smaller or equal to a constant K. The value of K for the
RC and RL loads is tabulated in Table 3, where o0 is the
center frequency of the matching bandwidth. Several ob-
servations can be made from this equation: (1) a perfect
matching, G¼0, can be obtained at only a finite number of
frequencies. It is impossible to have a perfect matching
over a frequency band; (2) the bandwidth can be increased
at the expense of the reflection coefficient—bandwidth and
reflection coefficient are exchangeable quantities when
matching a load; and (3) if the load is purely resistive,
for example, the capacitance is equal to zero in a parallel
RC network; the value of K goes to infinity. Thus, multi-
section or the tapered-line transformers have an infinite
theoretical bandwidth. However, the number of section or
the length also increases to infinity. Finally, if the quality
factor is infinite, for example, the resistance is infinite in
the parallel RC network, the value of K is equal to zero. A
reactive load cannot be matched with a lossless network.
Incidentally, if the quality factor of the load increases, the
maximum area under the reflection curve decreases.

L

Z1 Z2

z0

Z(z)

Figure 7. Impedance transformer design with the tapered line.

Table 2. Tapered-line Impedance Z as a Function of
Position z (with Taper Length L)

Taper Z(z)
Linear ZðzÞ¼Z1þ

z

L
ðZ2 � Z1Þ

Exponential ZðzÞ¼Z1eaz

a¼
1

L
ln

Z2

Z1

� �

Triangular ZðzÞ¼Z1e2ðz=LÞ2 lnðZ2=Z1Þ for 0 � z � L=2
ZðzÞ¼Z1eðð4z=LÞ�ð2z2=L2Þ�1Þ lnðZ2=Z1Þ for L=2 � z � L

Cosine-squared ZðzÞ¼Z1 cos2 az

a¼
1

L
cos�1 Z2

Z1

� �

Parabolic ZðzÞ¼
ffiffiffiffiffiffi
Z1

p
þaz

� �2

a¼
1

L

ffiffiffiffiffiffi
Z2

p
�

ffiffiffiffiffiffi
Z1

p� �

Klopfenstein lnðZðzÞÞ¼
1

2
lnðZ1Z2Þþ

G0

cosh A
A2f 2

z

L
� 1;A

� �

A¼ cosh�1 G0

Gm

� �
; G0¼

Z2 � Z1

Z2þZ1

fðx;AÞ ¼ � fð�x;AÞ¼

Z x

0

I1 A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� y2

p� �

A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� y2

p dy

I1(x)¼first-kind modified Bessel function
Gm¼maximum desired reflection coefficient

Hecken lnðZðzÞÞ¼
1

2
lnðZ1Z2Þþ

1

2
ln

Z1

Z2

� �
c 2

z

L
� 1;B

� �

B¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðbLÞ2 � 6:523

q

cðx;AÞ ¼ � cð�x;AÞ¼
B

sinh B

Z x

0
I0 B

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� y2

p� �
dy

I0(x)¼first-kind modified Bessel function

b¼propagation constant at lowest frequency
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2.4. Other Types of Impedance Transformer and
Matching Networks

There are many other variations of matching networks. A
single transmission line can be used as a matching net-
work with proper impedance and length [11]. With this
technique, however, only 25% of the Smith chart can be
matched. This region can be increased up to 75% if two
serial transmission lines instead of a single one are used
[12]. Analytical expressions are available for design of the
required length and impedance [13]. There are also a
broad range of combinations between different matching
networks. A quarter-wavelength line can be used with
parallel stubs [14]. The respective advantages of lumped
and distributed matching networks can also be combined
[15]. The coupled line provides the same behavior as does
a quarter-wavelength transformer [16]. The hybrid cou-
pler is also a basic building block to design matching net-
works in a single section [17] or a multiple section [18].
Special impedance-matching networks, some of which
have more recently emerged with respect to the develop-
ment of novel RF and microwave technologies, are de-
scribed below.

2.4.1. Tunable Matching Networks. The matching net-
works that we have presented so far are used to match a
fixed load. Sometimes, the impedance of the load changes
and a tunable matching network becomes necessary. Tun-
able matching networks can be divided into two catego-
ries: adaptative tunable matching networks and selective
tunable matching networks. In the former case, the tun-
able matching network makes it possible to keep a good
matching over a variable condition. This variation may
come from manufacturing tolerance, temperature change,
aging effects, and interaction with the surroundings
(detuning effects), to name only a few examples. In the
latter case, the matching network is used to select an ap-
propriate value, such as a frequency band in a filter, a
particular gain in an amplifier, an operating frequency in
an oscillator, or a beaming angle in a scanning beam an-
tenna. Such a tunable matching network is then an effec-
tive tool to accomplish critical tasks. The adaptative or
selective networks are mostly designed using three cate-
gories of elements: varactor diodes, RF microelectrome-
chanical systems (MEMS), and ferrite or ferroelectric
materials. Principal characteristics of these elements are

briefly explained as follows. Ferrites have been widely
used and are well documented in the literature and thus
are not included here.

2.4.1.1. Varactor Diode Techniques. Semiconductor di-
odes are used to create variable-capacitance components
such as varactors. When a reverse voltage is applied to the
diode, a depletion region is created whose thickness can be
tuned electronically, thus modifying the capacitance. Var-
actor diodes have been widely used as tuning elements for
more than 40 years. This is a very mature technology with
a wide range of commercially available components. The
principal limitation in a varactor diode is its low quality
factor, which suffers from high series resistance of the di-
ode junction.

2.4.1.2. RF MEMS Techniques. RF MEMS technology
has generated significant interest [19–21]. Generally,
MEMS are made up of two parts: a mechanical part and
an electrical part. The mechanical part contains a mobile
section that creates the tuning capability controlled by the
electrical part. In the design of a tunable matching net-
work, MEMS are used for variable capacitors, which in-
clude parallel-plate and interdigital capacitors. Generally,
the tuning range is large with a relatively low voltage.

2.4.1.3. Ferroelectric Techniques. The integration of
ferroelectric material such as barium strontium titanate
(BST) involving the design of tunable microwave devices
is relatively new [22]. Different from the techniques
described in Sections 2.4.1.1 and 2.4.1.2, a ferroelectric
circuit achieves its tuning capability by modifying its
dielectric permittivity with respect to an externally ap-
plied electric field. In addition, an unusually high dielec-
tric constant of the ferroelectrics can be used to
miniaturize the circuits, which are of critical importance
for tunable matching networks at lower microwave fre-
quencies such as the emerging software-defined radio.
Metal–insulator–metal (MIM) capacitors are the most
common variable devices based on this technology. Other
solutions are studied, such as double-stub variable match-
ing networks [23].

2.4.2. Active Matching Networks. When a broadband
matching network is required, the above-described pas-
sive matching networks are not always the best solutions.

Table 3. K Values for RC and RL Networks

Load Type

R C

R

C

 

R L

 

R

L

K ¼
p

RC
K ¼po2

0RC K ¼
po2

0L

R
K ¼

pR

L
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The size of the structure may be prohibitively large be-
cause of wavelength limitations, which may pose a chal-
lenging problem in the design of MMICs in spite of
lumped-element techniques. On the other hand, the pas-
sive impedance matching may also be loss-limited for
some applications. In the design of a RF driving circuitry
for multioctave broadband direct modulation with a very-
low-impedance laser, it is rather difficult to use a passive
matching network. In this case, an active matching net-
work becomes necessary, which may be made of transis-
tors or MMIC chips. FET transistors operating in a
common gate provide a good input match over a wide
bandwidth, which has been used, for example, to design
multioctave amplifiers [24,25]. Details related to the ac-
tive matching techniques are beyond the scope of this ar-
ticle, and some references may be found in Ref. 26.

3. TRANSMISSION-LINE TRANSITIONS

The above-described matching techniques allow for a
high-quality connection between two different impedance
circuits or components of the same microwave transmis-
sion structure such as MLINE and waveguides. However,

the connection may be required between two circuits or
components made of different transmission structures. In
this case, the transmission-line transitions should be
used, which possibly involve mode conversion and imped-
ance matching. As we discussed earlier, the impedance
definition may vary from line to line, suggesting that the
design of such transition structures is much more in-
volved. These transitions are essential for a wide range
of microwave circuits such as mixer, filter, and antenna
feeder. In most practical cases such as the connection of
active elements to low-loss/high-quality waveguide com-
ponents, the transitions play a vital role in maintaining
the performance of the whole circuit.

The design of a transition between two different trans-
mission structures depends on the electromagnetic field or
modal configuration of each structure [27]. If the electro-
magnetic fields or modes have similar profiles, an imped-
ance taper can be designed such that the shape of one
transmission line is gradually altered so to physically match
that of the other transmission line, as detailed in Section
2.2.6. This seems to be the best option in terms of the in-
sertion loss and bandwidth. If those electromagnetic fields
or modes are incompatible, an electromagnetic (noncontact)
coupling technique between the two structures is preferred.
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In the following, we begin by classifying the principal
transmission structures used in the design of RF, micro-
wave, and millimeter-wave circuits. Then, we will show
different examples of transitions design illustrating pla-
nar-to-planar transitions and planar-to-nonplanar transi-
tions. We will discuss differences among impedance taper
transitions, electromagnetic coupling transitions, and spe-
cial balanced line–unbalanced line (balun) transitions.

3.1. Transmission Structures

To classify the transmission structures (see Fig. 8), three
distinct criteria are used in this article; the first is related
to the possible TEM mode transmission lines or non-TEM-
mode waveguides. The second looks into the structure
whether it is planar or nonplanar. The last one is in con-
nection with balanced and unbalanced topologies, which
apply only to TEM-mode transmission lines. A balanced
transmission line has by definition a transmission line
that has equally distributed resistance, capacitance, in-
ductance, and conductance elements between its conduc-
tors. Usually this means that the two conductors of a
balanced transmission line are of the same size, opposite
to an unbalanced transmission line having a small con-
ductor and a wide ground plane. This also implies that a
metallic sheet could be placed in the middle of a balanced
line without affecting it, which is analog to the electric
symmetry plane (electric wall) that exists in some propa-
gating modes in waveguide. A variety of transmission-line
structures are used in RF, microwave and millimeter-
wave circuits, many of which are simple derivatives of
the basic structures shown in Fig. 8.

3.2. Planar-to-Planar Transitions

Planar-to-planar transitions are very useful in the real-
ization of wideband mixers, printed antennas, measure-
ment setups, and multifunction modules (MFMs).
Examples presented in the following subsequent sections
constitute the most popular ones.

3.2.1. Microstrip Line (MLINE)–CPW Transition. Transi-
tions between MLINE and CPW have been realized in
many ways. For MMIC, a transition between MLINE and
CPW is necessary for measurement purposes with CPW
probes directly in contact with the circuit wafer. A model

for this transition was developed in Ref. 28. For cases
where the MLINE and CPW are placed on opposite sides of
the dielectric substrate, a broadband transition without
via hole was designed by Lin [29]. For cases where both
MLINE and CPW are placed on the same side of the di-
electric substrate, Houdart and Aury [30] have proposed a
transition using the coupling between the ground planes
of the MLINE and CPW. The layout of the transition is
illustrated in Fig. 9. A design approach based on the quasi-
TEM approximation was proposed.

3.2.2. MLINE-to-Twinline Balun. This transition is par-
ticularly useful in the realization of printed dipole anten-
na array [31–33]. Since both transmission lines have a
very similar electromagnetic field orientation, a simple
impedance taper between both the lines can be used as
shown in Fig. 10. The length L is usually equal to a quar-
ter-wavelength in the middle of the band.

3.2.3. Planar Balun Transitions. In the design of a planar
mixer or a planar magic tee, the use of printed Marchand
and/or double-Y baluns is necessary for wideband opera-
tion and high isolation. Trifunovic and Jokanovic [34] pro-
vide an overview of these baluns, which are illustrated in
Fig. 11. Marchand type baluns offer bandpass frequency
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2 3

Figure 9. Topology of the MLINE–CPW tran-
sition proposed in Ref. 30 with its equivalent
model: (1))CPW; (2)) transformer; (3))
MLINE.
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Figure 10. Topology of the MLINE-to-twinline balun.
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response. Double-Y baluns could provide allpass frequen-
cy response. Because of the limitation on the realization of
perfect open and short circuits in planar technologies, the
allpass response begins at DC and is limited to a certain
maximum frequency. This maximum frequency is de-
signed as a function of the length of open and short cir-
cuits of the junction, which in turn depend on the gaps
used in the realization of CPW, slotline, or CPS. Note that
the use of CPW with a slotline or a CPS allows the real-
ization of uniplanar mixer circuits, which is of great im-
portance in MMIC technology.

3.3. Nonplanar-to-Planar Transitions

Generally, the coaxial-line technology is useful up to
65 GHz. Therefore, transitions between a coaxial line
and a planar circuit are very important for circuit mea-
surements and module interconnects. At higher frequen-
cies, transitions between rectangular waveguides and
planar circuits are more appropriate. Three typical appli-
cation examples are described below.

3.3.1. Coaxial Line-to-MLINE Transition. The transition
between coaxial line and MLINE is of critical importance
in the RF industry. Many types of connector layout are
now available for RF and microwave circuit designer. We
can divide the most commonly used connectors into three
basic types: (1) the inline connector, (2) the through-
ground connector, and (3) the top connector (see Fig. 12).

Directly applicable design models are not available for
these transitions. A resonance measurement method was
used to characterize them [35]. The method is accurate
and has been applied to many types of coaxial transition.
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Figure 11. Printed balun topologies.
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Figure 12. Cutaway view of the three basic coaxial line-to-
MLINE transition topologies: (a) inline transition, (b) through-
ground transition; (c) top transition.
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For the through-ground transition, an interesting exam-
ple was illustrated in Ref. 36.

3.3.2. Rectangular Waveguide (RWG)-to-MLINE Transi-
tion. Different strategies have been developed for design-
ing MLINE-to-RWG transitions. The first is an aperture
coupling placed at the end of the RWG [37–40]. The second
is a complex structure consisting of an MLINE-to-RWG
transition through an intermediate ridge waveguide
[41,42]. Another configuration uses a printed quasi-Yagi
antenna placed at the end of the RWG [43]. It seems that
the simplest topology is the use of an MLINE E-plane
probe inside the RWG [44–49]. All topologies are illustrat-
ed in Fig. 13. All these transition geometries provide a
great flexibility in the design process.

Aperture coupling generally tends to be narrowband ex-
cept for the design in Ref. 40, where the use of a waveguide
taper considerably increases the bandwidth. The MLINE–
Ridge–RWG transition provides low loss and very wide
bandwidth. Nevertheless, its construction is difficult and
expensive. The quasi-Yagi antenna transition gives a good
bandwidth with acceptable performance. The E-plane probe
allows a good performance over a wide bandwidth, but a
quarter-wavelength backcavity is necessary in this case.

3.3.3. RWG-to-Slotline (Finline) Transition. The transi-
tion between RWG and slotline can be made wideband and
low-loss [50–52]. Figure 14 illustrates a general topology

of the transition. A simple geometric design approach can
be used for the realization of the transition [51]. On the
other hand, a sophisticated optimization algorithm can be
used for critical applications where the minimum return
loss is required [52].

3.4. Nonplanar-to-Nonplanar Transitions

A large number of useful transitions between nonplanar
structures have been studied and developed. Impedance
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Figure 13. Topology of four different transi-
tions between MLINE and RWG: (a) aperture
coupling [40]; (b) ridge waveguide approach
[41]; (c) quasi-Yagi antenna in the E plane
[43]; (d) E-plane probe [47].
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taper can be used effectively when the electromagnetic
field orientations (mode profiles) between the two wave-
guides are similar. Some types of transition make use of a
small antenna (loop or monopole), while the others use
small-aperture coupling. We illustrate in the following
each type of transition with an example.

3.4.1. Coaxial Line-to-RWG Transition. The geometry of
the transition between coaxial line and RWG can be de-
signed in two ways, as illustrated in Fig. 15. The first is
inline (end-launched) [53,54], meaning that both the co-
axial line and the RWG are on the same axis. The second
topology places the RWG and the coaxial line perpendic-
ular to each other [55]. The geometry of the transition can
be an important criterion of selection in system planning.
Usually, the perpendicular type provides the widest band-
width for the smaller length.

The general topology of inline configuration was de-
scribed by Chan et al. [53]. This transition can provide
wideband operation by using an intermediate ridge wave-
guide section in the transition. The fabrication cost of this
transition limits its application to specific cases.

In the perpendicular configuration using the inner con-
ductor of the coaxial line a quarter-wavelength monopole
antenna is contained inside the RWG. It was found [55]
that the best topology for the transition was to fix d¼ lg/4
at the average frequency of the RWG and to adjust the

dimensions of the monopole for optimum return loss (see
Fig. 15). This provides a VSWR r1.02 over the entire
useful bandwidth of the RWG.

3.4.2. NRD Guide–RWG Transition. The NRD guide is a
special class of low-cost dielectric guide providing superior
performance at millimeter-wave frequencies [56]. The hy-
brid LSM10 mode is the preferred mode of operation be-
cause of its low-loss characteristics. For the measurement
purposes of NRD guide components, a high-performance
transition between NRD guide and RWG was developed in
Ref. 57. Since the TE10 mode of RWG has similar electro-
magnetic field orientations with reference to the LSM10

mode, continuous-impedance tapers [7] are used in the
design of the transition as illustrated in Fig. 16. This
transition is divided into two sections. The first is a tran-
sition between a RWG and a dielectric-filled RWG. The
second is between the dielectric-filled RWG and the NRD
guide.
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INDIUM PHOSPHIDE (InP)

OSAMU WADA

Kobe University
Japan

1. INTRODUCTION

Indium phosphide (InP) and its related ternary and qua-
ternary alloys grown epitaxially on InP substrates form
one of the most important III–V compound semiconductor
families because of their broad applications in electronic,
microwave, optoelectronic, and photonic devices with
high performance and high reliability. This is due pri-
marily to the physical properties intrinsic to this material

system such as the high electron mobility, high saturation
velocity, high thermal conductivity, wide selectivity of the
bandgap energy suitable for optical communication wave-
lengths, and high threshold of optical catastrophic degra-
dation. Also the development of practical devices for both
electronic and optoelectronic systems have pushed the
technical frontiers in material preparation, processing,
device designs, fabrication, and also integration to
extremely high standards. Operation frequency of more
recent InP-based microwave devices is in the range of
100–200 GHz, and operation bit rates of state-of-the-art
electronic and optoelectronic digital devices and integrat-
ed circuits are in the range of 40–100 Gbps. In extension
to these technologies, research is underway to generate
and detect terahertz (THz) waves and also to process op-
tical pulse signals in the femtosecond time domain. Thus
InP-based materials and devices are prerequisite in
establishing technical infrastructure for ubiquitous com-
munication and informatics utilizing electronic, micro-
wave, and photonic technologies. In what follows, we
review first the basic material properties of InP-related
material systems and then current device technologies for
both electronic and photonic applications.

2. GENERAL PROPERTIES OF InP-BASED MATERIALS
AND HETEROSTRUCTURES

InP has, like many other III–V compound semiconductors,
zincblende structure with a lattice constant a of
0.58687 nm. The relationships between the energy gap
Eg and the lattice constant a are summarized in Fig. 1 for
various binary and ternary III–V material systems. A va-
riety of ternary and quaternary alloy systems possessing
lattice parameters the same as that of InP can be grown
on lattice-matched InP substrates without introducing
misfit dislocations. A very wide range of bandgap energy
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variation in this alloy system is extremely useful for de-
vice applications, particularly for optoelectronic devices in
the long-wavelength region covering 1.3–1.55 mm [1,2].
Lattice-mismatched heterointerfaces can be classified
into (1) coherently strained or pseudomorphic interfaces
free of misfit dislocations, in which the thickness of
strained layer is smaller than the ‘‘critical thickness’’ de-
termined from the elastic property of the crystal; and (2)
relaxed interfaces where strain is partially or fully relaxed
with the introduction of misfit dislocations. Quality of he-
terointerfaces is strongly dependent on the crystallo-
graphic nature of the interface as well as the growth
conditions in real interface formation process, including
growth interruption and regrowth. InP-based material are
grown epitaxially on InP substrates usually with (100)-
oriented surfaces using various epitaxial techniques in-
cluding metal organic chemical vapor deposition (MO-
CVD) and chemical-beam epitaxy (CBE) and also
molecular-beam epitaxy (MBE) for non-P-containing ma-
terials [2]. InP substrates used for device fabrication are
in the range of 2–3 in. in diameter, whereas 4-in. substrate
growth technology is available for future high-volume
production.

The choice of alloy system is important not only for the
bandgap energy itself but also for the band discontinuity
or lineup at the heterointerface. Figure 2 shows the band
lineup (type I) for lattice-matched InP/In0.53Ga0.47As and
In0.52Al0.48As/In0.53Ga0.47As heterointerfaces, which are
used most widely for electronic and optoelectronic devic-
es, whereas the lattice-matched InP/In0.52Al0.48As hetero-
interface is of type II staggered lineup [2]. For application
of InP-based heterostructures to electronic and optoelec-
tronic devices, alloy composition must be designed for op-
timizing the band discontinuity for tight carrier
confinement. In the optoelectronic device applications,
the bandgap energy and refractive index must be designed
for the operation wavelength and optical confinement
within heterostructure devices. The maximum conduction
band discontinuity for lattice-matched interfaces is ob-
tained by AlAsSb/InGaAs heterostructure, which can be

useful for cascade lasers and intersubband transition op-
tical modulators and switches, as will be described later.
Another important factor that plays an important role in
heterointerface band lineup is strain. For example, uniax-
ial tensile (compressive) strain is induced to InxGa1� xAs
interfacing to InP when x is less (greater) than 0.53, which
splits the degenerate valence bands at k¼ 0, which causes
the light-hole (heavy-hole) band to lie higher than the
heavy-hole (light-hole) band. Such an effect is critical to
determine the operation wavelength and polarization
properties of optical devices, and also to determine the
carrier transit speed and confinement effect in electronic
devices.

Figure 3 shows velocity–field characteristics for differ-
ent semiconductor materials [3]. Low electric field mobil-
ity, which is defined by the slope of the velocity–field curve
close to the axis, for all III–V compounds exceeds that of
Si. Another significant difference in velocity–field charac-
teristics is in that there is a region of negative resistance
resulting from the electron dynamics and the band struc-
ture. The negative resistance of InP is initiated at a field
much higher than that of GaAs, and correspondingly the
electron saturation velocity is much higher than in GaAs.
This is caused by larger energy separation between G and
L valleys in InP conduction band [3]. InGaAs ternary alloy
shows the highest low-field mobility in excess of
10,000 cm2/V � s and maximum saturation velocity over
2.4� 107 cm/s. For a given class of device structures, this
can result in lower parasitic resistance, higher current-
carrying capacity, and shorter transit time. Unique prop-
erties of InP-based materials include a stable surface
property, which is well known for lasers under age test-
ing to be much more resistant to facet degradation than
for GaAs-based lasers. Low surface recombination velocity
and a lower rate of recombination-enhanced defect forma-
tion are characteristic to this material system. Such ma-
terial properties, together with the higher thermal
conductivity, InP, and related alloys, may also be suitable
for high-power applications.
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3. ELECTRONIC DEVICES AND INTEGRATED CIRCUITS

The most important electronic devices based on InP are
high-electron-mobility transistors (HEMTs) and hetero-

bipolar transistors (HBTs). Significant improvement is
being made in these discrete devices as well as their
monolithic microwave integrated circuits (MMICs). In or-
der to indicate RF and microwave performance of these
devices, characteristic parameters such as ft, fmax, and
noise figure are used. ft is defined as the frequency where
the current amplification gain equals unity, and is basi-
cally determined by the intrinsic device speed. fmax is de-
fined as the maximum oscillation frequency, and is
influenced by parasitic components such as the gate re-
sistance and drain feedback capacitance. Noise figure is
defined by the ratio of noise at the input and output rep-
resented in decibels (dB).

InP-based HEMTs using the In0.52Al0.48As/In0.53-

Ga0.47As 2DEG system were first reported in 1985 [4].
Typical device structure is shown in Fig. 4, together with a
band diagram of the 2DEG heterostructure [5]. The per-
formance of HEMTs has improved rapidly since then pri-
marily by shrinking the device size, particularly reducing
the gate length down to 100 nm and beyond. Pseudomor-
phic heterostructure in which the In composition x40.53
provides lower bandgap energy and enhances the electron
drift velocity, conduction band discontinuity DEc, and also
sheet carrier density, so that extremely high ft data have
been achieved by more recent developments. Figure 5
shows the structure of such a pseudomorphic (x¼ 0.7)
HEMT with a gate length of 25 nm [5]. In reducing the
gate length, it is important to avoid the short-channel ef-
fect by decreasing the gate–channel distance. The gate–
channel distance of only 4 nm has been achieved in this
case by introducing the etch-stop layer technique together
with the electron-beam-processed two-step recess gate
technique. Static I–V and current gain–frequency charac-
teristics are shown in Fig. 6, indicating that ft¼ 562 GHz.
A lattice-matched HEMT with the same structure has ex-
hibited a frequency of 500 GHz [6].
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Figure 4. (a) Typical device structure for InGaAs/InAlAs HEMT;
(b) energy band diagram for InGaAs/InAlAs HEMT.
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Figure 5. Schematic cross-sectional view of InGaAs/InAlAs HEMT (left) and cross-sectional TEM
image around the bottom of the 25-nm-long T-shaped gate. (After A. Endoh et al. [6].) (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Typical application of InP-based HEMT includes milli-
meter-wave communication and remote sensing instru-
ments for Earth atmosphere, radio astronomy, medical
thermography, and target seekers. Millimeter-wave radar
for the automotive collision avoidance system is another
key application of InP HEMT MMICs.

For the application to low-noise amplifiers (LNAs), InP
HEMTs are intrinsically suitable because of their high
transconductance, high ft, and low source resistance. InP
HEMT MMIC, which exhibits 25 dB gain and 3.0 dB noise
figure at 102 GHz, and 12 dB gain and less than 6 dB noise
figure in the range of 170–200 GHz, has been developed
[7]. Also a six-stage coplanar waveguide design MMIC has
demonstrated 20 dB average gain with a noise figure of
o6 dB over a range of 160–215 GHz [7]. A high breakdown

voltage is achieved through composite InGaAs-InP chan-
nel designs, and a single-chip power amplifier has
achieved 16 dB gain and 420 mW output power at
95 GHz with a 20% power-added gain efficiency [7].

Digital ICs based on InP-based HEMTs will be indis-
pensable in developing ultrafast optical communication
systems. Device structure and fabrication technique ade-
quate to achieve uniform threshold characteristics over
the wafer are essential for digital ICs. Chipsets for
40 Gbps (gigabits per second), including multiplexing
(MUX) and demultiplexing (DEMUX) circuits, have been
developed [8]. An IC structure with 100-nm-long gates
fabricated using double-recess and InP-etch stop-layer
techniques is shown in Fig. 7, exhibiting ft ¼ 175 GHz, a
threshold voltage of � 0.58 V, and the standard deviation
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of 36 mV. Figure 8 shows the circuit diagram of a channel
selector and Fig. 9, an ‘‘eye’’ diagram demonstrating error-
free operation at 100 Gbps [9].

Another important class of InP-based electronic devices
is heterojunction bipolar transistors (HBTs). The sche-
matic structure and band diagram of InGaAs/InAlAs
HBTs are shown in Figs. 10a and 10b, respectively.
HBTs have a great advantage in increasing the current
gain by limiting the backward injection of holes into the
emitter with the introduction of a wide-bandgap emitter
as illustrated in Fig. 10b. This allows significant increase
in base doping, resulting in lower base resistance and high
base current operation at high speed. Although the Si bi-
polar has remained very competitive in high-speed appli-
cations not only with the superaligned technology but also
with inclusion of SiGe HBTs, the highest performance has
been recorded by InP-based HBTs. Ultrafast HBTs over
200 GHz are key to next generation analog-to-digital con-
verters and other digital and mixed-signal circuits. The
schematic cross-sectional structure of superscaled double-

heterojunction HBTs (DHBTs) and important factors for
high-speed performance are shown in Fig. 11 [10]. InP-
based DHBTs have achieved a combined ft/fmax of 300/
300 GHz and 21 dB unilateral power gain at 100 GHz
[7,10]. More recent InP-based HBTs involving heavily
C-doped GaAsSb base layers have also shown outstand-
ing performance with ft ¼ 300 GHz [10]. InP-based HBT
MMICs have been developed for a variety of applications,
including an X-band direct synthesizer consisting of 3000
InP HBTs [7].
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Figure 8. Block diagram of 2–1 selector circuit consisting of
0.1-mm-gate InGaAs/InAlAs HEMT IC. (After K. Murata et al. [9].)

Figure 9. 100-Gbps output waveform of a HEMT 2–1 selector IC.
(After K. Murata et al. [9].) (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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4. OPTOELECTRONIC DEVICES AND INTEGRATED
CIRCUITS

Since the development of low-loss optical fibers at
wavelengths 1.3 mm and then 1.55 mm, InP-based quater-
nary alloy systems, particularly the lattice-matched
GaxIn1� xAsyP1� y system, have become indispensable for
light source and photodetector devices for optical commu-
nications. Development of erbium-doped fiber amplifiers
(EDFAs) and the wavelength-division multiplexing
(WDM) technique have improved the throughput and
functionality of optical network greatly and also enhanced
the importance of InP-based optoelectronic devices. Pre-
sent InP-based device development covers many different
directions. Improvement of device performance in WDM
systems and high-speed systems with the bit rate greater
than 40 Gbps is being tackled. Another important direc-
tion is the development of easy-to-use, compact devices at
acceptable cost for further widening the application of op-
tical techniques in communication networks and intercon-
nections within systems. A variety of approaches using
new type of devices such as coolerless (uncooled) Fabry–
Perot (FP) lasers and vertical cavity surface emitting la-
sers (VCSELs), and integration of devices are being de-
veloped using hybrid and monolithic techniques, including
photonic and optoelectronic integrated circuits (PICs and
OEICs) [2,11,12]. Another direction required toward the
next-generation network enabling support of Tbps (tera-
bits per second)-level throughput is the development of
ultrafast devices operating at a bit rate exceeding
100 Gbps, where device operation must be all-optical,

since no electron devices would be able to function at
that rate. Some of the current developments are reviewed
in the following paragraphs.

Figure 12 shows a 1.3-mm-wavelength InGaAlAs/InP
multiple-quantum-well (MQW) distributed-feedback
(DFB) laser with ridge waveguide structure [13]. The in-
troduction of an InAlAs cladding layer provides a large
conduction band discontinuity, and the insertion of a grat-
ing layer in the p-type region eliminates the valence band
notch at the heterointerface, enabling uncooled operation
up to temperatures of 1151C as shown in Fig. 13. Direct
modulation at 10 Gbps has confirmed error-free transmis-
sion over 30 km with 20 ps/nm dispersion.

Figure 14 shows a InGaAsP/InP electroabsorption mod-
ulator (EAM)-integrated DFB laser for 40 Gbps modula-
tion at 1.55mm [14]. A short-length (100-mm) EAM with
ridge waveguide structure with minimized capacitance
has been introduced for widening the modulation band-
width. The EAM quantum-well number, quantum-well
thickness, and detuning against the laser emission wave-
length have been optimized for improving the extinction
ratio. The eye diagram observed at a bit rate of 40 Gbps
demonstrates successful transmission with an extinction
ratio greater than 12 dB over a 2-km-long conventional
single-mode fiber without dispersion compensation fiber
using a drive voltage as low as 3.2 V, as shown in Fig. 15
[15]. Also, a clearly open eye diagram has been observed
after transmission in 80-km nonzero dispersion-shifted fi-
ber with dispersion compensation [14].

The photonic integration technique is useful for integrat-
ing other devices on InP substrates. Multiple-wavelength

Ridge-waveguide

p-electrode

p-InP cladding

p-InAIAs
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n-electrode

L = 200 µm
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p-InGaAsP
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Figure 12. Structure of uncooled 1.3-mm In-
GaAlAs-MQW DFB laser involving a low-resis-
tance (notch-free) grating layer. (After K.
Nakamura et al. [13].)
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sources, in which distributed Bragg reflector (DBR) lasers
with different center wavelengths, an optical coupler, and a
semiconductor optical amplifier (SOA) are integrated, and
multisection tunable lasers, in which an optical gain, tuning,
and phase matching sections are integrated, are typical ex-
amples. Figure 16 illustrates the structure of an InGaAsP/
InP eight-channel multiwavelength laser exhibiting emis-
sion in the 1535–1558 nm wavelength range with high
uniformity, high output power (þ 15 dBm), and high single-
mode suppression ratio (SMSR450 dB) [16].

On the photodetector side, PIN photodiodes (PIN PDs)
and avalanche photodiodes (APDs) have been improved in
performance by using both the optimization of hetero-
structure design and the development of integration and
packaging techniques. Figure 17 shows the structure of an
APD amplifier receiver integrated by using a lensed, flip-
chip structure photodiode (PIN PD or APD) and a Si or
GaAs preamplifier chip [17]. A monolithic lens formed by
the ion etching technique on the InP substrate provides
extremely small junction diameter (10–15mm) but main-
taining a very high quantum efficiency, reducing the over-
all capacitance to improve both the speed and noise
performance. High performance of InGaAs/InP APD is
represented by a gain–bandwidth product in the range of
30–50 GHz. Using such an APD, the hybrid integrated re-
ceiver has shown excellent performance up to 10 Gbps.
Monolithic integration of optical receivers has also been
developed using mainly PIN PDs and HEMT and HBT
amplifier circuits on InP substrates. The more recent PIN/
amplifier OEIC receiver bandwidth is in excess of 30 Gbps
[18], and is promising for application to not only optical
communication systems but also optical interconnections
in high-speed electronic systems.

For application to systems at 40 Gbps and beyond,
the cutoff frequency of the vertical structure photodiode
becomes limited by the carrier transit time, rather than
the CR time constant as described in the previous exam-
ple. Waveguide photodiodes and APDs are being devel-
oped for this reason by adopting a structure such as that
shown in Fig. 18 [19]. A device with optimized structure
(20 mm length) has exhibited a high quantum efficiency
(70%) maintaining a speed sufficient to achieve a record
gain–bandwidth product of 140 GHz as shown in Fig. 19
[19]. Monolithic OEIC receiver has been developed by in-
tegrating a waveguide PIN PD and a 500-nm-gate-length
HEMT cascade amplifier, which has exhibited � 22.7 dBm
at 40 Gbps [20]. More complicated integrated receivers us-
ing OEIC and PIC techniques, including arrayed wave-
guide grating integrated multichannel photoreceivers,
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Figure 14. Schematic structure of InGaAsP/InP electroabsorption modulator (EAM)-integrated
DFB laser for 40 Gbps modulation at 1.55mm. (After H. Kawanishi et al. [14].) (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 15. Eye diagram of 40 Gbps NRZ
(non-return-to-zero) operation of InGaAsP/
InP EAM-integrated DFB laser. (After
H. Kawanishi et al. [15].) (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Figure 16. Structure of wavelength-select-
able light source integrating eight-channel
DFB lasers, multimode interferometer com-
biner, and a semiconductor optical amplifier
on an InP substrate. (After M. Bouda et al.
[16].)
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have been also investigated for application to WDM sys-
tems [2].

5. ULTRAFAST ALL-OPTICAL DEVICES

Toward the development of ultrafast optical transmission
systems with the bit rate beyond 100 Gbps, an optical
time-division multiplexing (OTDM) technique based on
stable, compact all-optical devices is a prerequisite. The
most basic devices required in OTDM systems are ultra-
fast light sources and all-optical switches [21]. Figure 20
illustrates the structure of a monolithic colliding pulse-
mode-locked (CPM) laser, consisting of a pair of optical
gain sections sandwiching a saturable absorber section,
all formed on an InP substrate by MOCVD [22]. To ensure
an extremely high repetition rate (500 GHz) together
with a high extinction ratio, a short (174-mm) cavity
design, and an ultrafast saturable absorber with graded-
index separate confinement heterostructure (GRIN-SCH)
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Figure 18. (a) Schematic structure of waveguide APD fabricated on an InP substrate; (b) cross
sectional structure of waveguide InGaAs/InAlAs APD incorporating very thin absorption and
multiplication layers. (After T. Nakata et al. [19].) (This figure is available in full color at http://
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have been adopted. Laser facets have been coated by
high-reflectivity (85%) mirrors. Figure 21 shows a second-
harmonic generation (SHG) correlation trace of pulses
generated by this laser with bias current 78 mA for two
sections. Averaged output optical power is 1.6 mW, and the
extinction ratio is high, as shown in Fig. 21. Also, low jitter
characteristics have been achieved at 480 GHz by apply-
ing the synchronous optical injection technique using an
external master laser [22].

Ultrafast all-optical switch is another device prerequi-
site for OTDM systems, and a variety of new materials and
devices are being researched currently worldwide. One
promising all-optical switch is the InP-based symmetric
Mach–Zehnder (SMZ) all-optical switch. The basic struc-
ture and operation principle are illustrated in Fig. 22 [23].
The two arms of SMZ switch involve nonlinear wave-
guides, and they are activated (switched on) by a pair of
incoming control light signals with a mutual timeshift of T.
When there is no optical phase difference between two
arms, no output signal is generated at the output port of
the SMZ interferometer. A rectangular pulse can thus be
generated at the output port only during the time interval
T. Such a device has been fabricated by a hybrid integra-
tion technique using two InGaAsP/InP SOAs as nonlinear

elements and a silica-based planar lightwave circuit (PLC),
as shown in Fig. 23. Figure 24 depicts SHG waveforms,
clearly demonstrating 168 Gbps–10.5 Gbps DEMUX opera-
tion at the signal wavelength of 1560 nm (control wave-
length: 1545 nm) [24]. The pulsewidth observed is as
narrow as 1–2 ps, and the switching energy intrinsically
required for control pulses is as low as 50–80 fJ. Error-free
DEMUX operation has also been shown at 336 Gbps–
10.5 Gbps [25].
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Figure 21. SHG correlation trace of monolithic mode-locked
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Other approaches for developing all-optical switches
include application of the intersubband transition (ISBT)
in quantum-well (QW) structure for modulating the ab-
sorption and/or refractive index of a waveguide. Referring
to the QW band diagram illustrated in Fig. 25, ISBT in the
conduction band can exhibit an ultrafast relaxation time
unlimited by the carrier lifetime and high oscillator
strength. A wide tunability range is obtained by design-
ing the well width. Figure 26 shows the structure of ridge
waveguide ISBT switch incorporating 80 periods of
AlAsSb/InGaAs-coupled quantum wells grown on an InP
substrate [26]. In order to achieve operation at communi-
cation wavelengths, an AlAsSb/InGaAs QW, which has a
conduction band discontinuity of 1.6–1.7 eV, has been in-
troduced. Figure 27 shows a pump-probe measurement
result demonstrating basic DEMUX operation for a series
of four input pulses with an equivalent repetition rate of
1 THz. The operation wavelength is 1.55 mm, and the con-
trol energy required is 27 pJ. Further reduction of the

switching energy is necessary for practical application and
the subject of future research [26].

6. SUMMARY

Technologies of InP and related materials have been de-
veloped at very rapid rates since the mid-1980s and have
already been applied to a variety of real-world devices
covering electronic, microwave, and optical areas. This
progress is due primarily to the advantageous properties
of these materials, and also a very strong market pull,
particularly from continuously increasing demands in op-
tical communication systems in the long-wavelength re-
gion. Most of the recorded high performance of transistors,
lasers, photodiodes, and electronic and optoelectronic in-
tegrated circuits has been demonstrated by InP-based ma-
terials. Future development planned for InP-based
material and device technology includes improvement in
operation speed, bandwidth, throughput, and device func-
tions by exploiting novel material physics and device prin-
ciples using, for example, quantum dots and photonic
crystals. Another significant technical challenge to be tar-
geted is the development of low-cost, reliable, easy-to-use
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relaxation time
       (ps)

Interband
relaxation time
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InGaAs

Figure 25. Schematic band diagram showing various transitions
in a single quantum well. Ultrafast relaxation is expected for the
intersubband transition in contrast to the interband transition.
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Figure 26. Structure of ridge waveguide switch incorporating
InGaAs/AlAsSb coupled double quantum wells. (After T. Akiyama
et al. [26].) (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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devices and circuits to provide firm infrastructure for
ubiquitous communications and information processing.
Further progress of integration technology will play an
important role in this direction.
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INTEGRAL EQUATIONS

S. M. RAO

G. K. GOTHARD
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Auburn, Alabama

Mathematics plays a very important role in all the areas of
electrical engineering. Whenever we are asked to develop
a system or address a problem, the first thing we need to
do is to develop a simple model. This simple model often
turns out to be a mathematical model. The mathematical
model lets us study many important aspects of the prob-
lem thoroughly and in an inexpensive manner.

In this article, we deal with an area of mathematics
known as integral equations. We define an equation as an
integral equation when the unknown quantity, specifical-
ly, the quantity to be determined, is under an integral
sign. Integral equations are usually formulated when it is
required to obtain the driving mechanism (input) of a
physical system, given the description of the system along
with the response function (output). For electrical engi-
neers, the physical system may be an electrical circuit, an
electrical machine, or, sometimes, a complex structure
such as a fighter aircraft whose electromagnetic signature
is the quantity of interest. Similarly, in many situations in
electrical engineering, the response function may, simply,
be the voltage at some given terminals or the current
flowing in a wire.

Several methods are used to solve integral equations
[1] using complex mathematics. However, in many prac-
tical situations, these methods are inadequate and, quite
often, we need to resort to numerical methods to solve
these equations. In the following section, we formally in-
troduce integral equations using simple mathematical lan-
guage. We also introduce standard terminology to describe
such equations and describe various types of integral
equations. In Section 2, we describe a general numerical
method, known as method of moments, to solve these
equations. In Section 3, we present a new technique that
makes the method of moments technique computationally
more efficient along with a set of numerical results. Note
that, although the topic of integral equations is really a
mathematical subject, we develop the subject using exam-
ples from electrical engineering and, in fact, from electro-
magnetic theory. It must be clearly understood that this
way of treatment of the subject does not necessarily pre-
clude the application of the techniques discussed in this
article into other areas of engineering.
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1. INTEGRAL EQUATIONS

Mathematically speaking, an equation involving the inte-
gral of an unknown function of one or more variables is
known as an integral equation. One of the most common
integral equations encountered in electrical engineering is
the convolution integral given by

Z
XðtÞHðt; tÞdt¼YðtÞ ð1Þ

where we note that the response function Y(t) and the
system function H(t, t) are known and we need to deter-
mine the input X(t). Of course, if X(t) and H(t, t) are known
and we need to determine Y(t), then Eq. (1) simply repre-
sents a integral relationship that can be performed in a
straight forward manner. We further note that H(t, t) is
also commonly known as impulse response if Eq. (1) rep-
resents the system response of a linear system. In general,
in mathematics and in engineering literature, H(t, t) is
known as Green’s function or the kernel function. We also
acknowledge that, for some other physical systems, Y(t)
and X(t) may represent the driving force and response
functions, respectively.

Next, we note that Eq. (1) is known as integral equation
of first kind. We also have another type of integral equa-
tion given by

C1XðtÞþC2

Z
XðtÞHðt; tÞdt¼YðtÞ ð2Þ

where C1 and C2 are constants.
In Eq. (2), we note that the unknown function X(t) ap-

pears both inside and outside the integral sign. Such
equation is known as the integral equation of second
kind. Further, we also see in electrical engineering yet
another type of integral equation given by

C1

Z
XðtÞHðt; tÞdtþC2XðtÞþC3

dXðtÞ

dt
¼YðtÞ ð3Þ

which is known as an integrodifferential equation.
It may be noted that for a limited number of kernel

and response functions, in Eqs. (1)–(3), it is possible to
obtain the solution using analytical methods. Several
textbooks have been written to discuss the mathematical
aspects of the integral equations from analytical point
of view [2–4]. However, for a majority of practical pro-
blems, these equations can be solved using numerical
methods only. Fortunately, in this day and age, we can
obtain very accurate numerical solutions owing to the
availability of fast digital computers. In the following
section, we discuss a general numerical technique, popu-
larly known as method of moments, to solve the integral
equations (1)–(3).

2. METHOD-OF-MOMENTS SOLUTION

The method-of-moments (MoM) solution procedure was
first applied to electromagnetic scattering problems by

Harrington [5]. Consider a linear operator equation given
by

AX ¼Y ð4Þ

where A represent the integral operator, Y is the known
excitation function, and X is the unknown response func-
tion to be determined. Now, let X be represented by a set of
known functions, termed basis functions or expansion
functions (p1, p2, p3,y), in the domain of A as a linear
combination:

X¼
XN

i¼ 1

aipi ð5Þ

where the ai terms are scalars to be determined. Substi-
tuting Eq. (5) into Eq. (4), and using the linearity of A, we
have

XN

i¼ 1

aiApi¼Y ð6Þ

where the equality is usually approximate. Let (q1, q2,
q3,y) define a set of testing functions in the range of A.
Now, multiplying Eq. (6) with each qj and using the lin-
earity property of the inner product, we obtain

XN

i¼ 1

aihqj;Apii¼ hqj;Yi ð7Þ

for j¼ 1, 2, y, N. The set of linear equations represented
by Eq. (7) may be solved using simple matrix methods to
obtain the unknown coefficients ai.

The simplicity of the method lies in choosing the proper
set of expansion and testing functions to solve the problem
at hand. Further, the method provides a most accurate
result if properly applied. However, for the integral equa-
tion operators, the method generates a dense matrix that
may be expensive in terms of computer storage require-
ments when complex systems are involved. In the follow-
ing subsections, we discuss the application of the method
of moments to some commonly used integral equations in
engineering and science.

2.1. Integral Equations without Derivatives

In this section, we develop simple numerical methods to
solve integral equations (both first and second kind) ap-
plying the method of moments. Further, we restrict our
treatment to integral equations with single independent
variables (one-dimensional) only. The extension to multi-
ple variables is straightforward and hence is not consid-
ered here. The numerical methods are general methods,
and thus applicable to variety of practical problems.

Consider an integral equation given by

Z w

x0 ¼�w

uðx0Þgðx; x0Þdx0 ¼ f ðxÞ x 2 ð�w;wÞ ð8Þ
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in which u(x) is the unknown function to be determined.
For the MoM analysis of such problems, we develop a
numerical scheme known as the collocation method, sub-
domain method, or point-matching method. For this pro-
cedure, we first divide the interval �w to w into N equal
segments of width D as shown in Fig. 1.

The segment centerpoints are given by

xi¼ �wþ ði� 1ÞDþ 0:5D i¼ 1; 2; . . . ;N ð9Þ

Note that while defining Eq. (9), we have divided the in-
terval �w to w into equal segments, although this need
not be the case in general.

The next step in the MoM solution procedure is to de-
fine a suitable set of basis and testing functions. Our re-
search shows that, for this type of problem, namely, the
integral equations with no derivatives, the most conve-
nient and simple set of functions are pulse functions with
unit amplitude as basis functions and Dirac delta distri-
butions (functions) as testing functions. In the following,
we formally define these functions, as shown in Fig. 2,
given by

piðxÞ¼
1 xi �

D
2
� x � xiþ

D
2

0 otherwise

8
<

: ð10Þ

and

qjðxÞ¼ dðx� xjÞ ð11Þ

Here, we emphasize that Eqs. (10) and (11) are by no
means the only set of functions used in practice. It is quite

possible to define a completely different set of functions as
long as these functions satisfy a certain set of conditions
[6–8]. Further, it is also possible to carry out an entirely
different scheme in which the expansion and testing func-
tions are defined over the whole interval without ever di-
viding the solution region into subsections. Such
numerical schemes are known as entire-domain methods.
Entire domain methods are known to be mathematically
unstable [5], which may be overcome by a suitable choice
of testing and basis functions and/or a combination of sub-
domain/entire-domain functions [9]. However, we will not
present the numerical treatment with entire-domain func-
tions in this work since the subject is still in research
stage.

First, we shall consider the testing procedure. Here, we
multiply the Eq. (8) by the testing function qj and inte-
grate over the whole interval to obtain a set of equations
given by

Z w

x0 ¼�w

uðx0Þgðxj; x
0Þdx0 ¼ f ðxjÞ j¼1; 2; . . . ;N: ð12Þ

Observe that, while evaluating Eq. (12), we made use of
the well-known properties of the delta distribution (func-
tion). Also note that Eq. (12) is actually a set of N equa-
tions for each j and that xj represents the value of the
independent variable at the center of the jth subdomain.
Further, observe that we are matching the LHS and RHS
(left- and right-hand sides) of Eq. (12) at points xj for j¼ 1,
2, y, N. Thus, these points are known also as match
points.

Next we consider the expansion procedure. Using the
basis functions defined in Eq. (10), the unknown quantity
u(x) may be written as

uðxÞ¼
XN

i¼ 1

aipi ð13Þ

where the a terms represent the unknown scalar coeffi-
cients. Substituting Eq. (13) into Eq. (12), we have

XN

i¼ 1

ai

Z xi þD=2

x0 ¼ xi�D=2
gðxj; x

0Þdx0 ¼ f ðxjÞ j¼ 1; 2; . . . ;N: ð14Þ

Note that Eq. (14) may be written as a matrix equation,
given by

½Z�½I� ¼ ½V� ð15Þ

where

Zji¼

Z xi þD=2

x0 ¼ xi�D=2
gðxj; x

0Þdx0 ð16Þ

Vj¼ f ðxjÞ ð17Þ

and the column vector [I] contains unknown coefficients a.
Except for certain special cases, the matrix [Z] is a well-
conditioned matrix, and hence the solution of Eq. (15) is

-W W

. . .
x1                  x2                 x3              x4 

.
∆

Figure 1. Match points for the integral equation.

. .
Xi

Xj

Figure 2. Pulse function and delta function.
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straightforward. Also, the integrations involved in Eq. (16)
may be performed either analytically or numerically
depending on the exact nature of the kernel function.

Finally, the numerical method described so far is also
known as the pulse expansion or point-matching method.
In the following, we present an example problem based on
the procedure described so far.

Example 1. Consider an infinitely long conducting strip of
width of 0.1 m located symmetrically at the origin as
shown in Fig. 3. The strip is raised to a potential of 1 V
Note that the reference point (i.e., V¼ 0) is at x¼1 m.
Calculate the charge distribution on the strip.

Solution: Following the basic principles of electrostatics,
an integral equation may be developed, given by

Z 0:05

x0 ¼�0:05
qsðx

0Þ ln jx� x0jdx0 ¼2pe0 x 2 ð�0:05; 0:05Þ ð18Þ

where e0¼ 8.854e� 12 is the permittivity of the surround-
ing medium. Following the numerical procedures de-
scribed so far, we obtain the elements of the [Z] matrix
given by

Zji¼

Z xi þD=2

x0 ¼ xi�D=2
ln jxj � x0jdx0

¼D�
D
2

ln ðxj � xiÞ
2
�

D
2

� �2
�����

�����

� ðxj � xiÞ ln
jxj � xiþD=2j
jxj � xi � D=2j

ð19Þ

and the elements of the [V] matrix are

Vj¼ 2pe0 ð20Þ

In Fig. 4, we present the charge distribution for N equal
to 10, 50, and 100 obtained by solving the integral equa-
tion (18).

2.2. Integral Equations With Derivatives

In this section, we develop simple numerical methods to
solve integrodifferential equations, that is, integral equa-
tions with derivative operators, applying the method of
moments. As before, we restrict our treatment to integral
equations with a single independent variable (one-dimen-
sional) only. The extension to multiple variables is
straightforward and hence is not considered here. The
numerical methods are general methods, and thus appli-
cable to variety of practical problems.

We consider two cases in this section: (1) the first-order
integrodifferential equation and (2) the second-order int-
egrodifferential equation. Obviously, higher-order deriva-
tives may be handled in a similar manner.

2.2.1. First-Order Integrodifferential Equation. Consider
a first-order integrodifferential equation given by

@

@x

Z w

x0 ¼�w

uðx0Þgðx; x0Þdx0 ¼ f ðxÞ x 2 ð�w;wÞ ð21Þ

subject to

Z w

x¼�w

uðxÞdx¼ 0 ð22Þ

Equation (22) is also known as constraining equation. In
variety of situations, constraining equation can be implic-
itly enforced by a proper choice of basis and/or testing
functions. This necessitates a more elaborate construction
of basis/testing functions that, although seeming to be
complicated, result in an efficient numerical solution. It is

X
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-W
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Figure 3. Infinite strip raised to 1 Volt potential.
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Figure 4. Charge density distribution on the infinite strip.
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quite easy to see that a straightforward application of the
method discussed in the previous section, namely, pulse
expansion and point-matching method, results in a N�N
matrix. However, the application of the constraint equa-
tion adds one more column to the [Z] matrix, thus making
the problem an overdetermined system. Further, other
numerical problems, such as stability and nonuniqueness,
set in when MoM is applied blindly. Thus, we develop the
following numerical procedure for this case.

As before, the interval (�w, w) is divided into N equal
segments. But for this case, the match points are labeled
in the following way for mathematical convenience as
shown in Fig. 5.

xi¼ �wþ i�D i¼ 1; 2; . . . ;N � 1 ð23Þ

In order to enforce the constraining equation (22), we let
the basis function to overlap over two subdomains with
positive unit height in the first subdomain and negative
unit pulse in the second subdomain as shown in Fig. 6.

Thus, mathematically, we define the basis function as

piðxÞ¼

1 xi�1 � x � xi

�1 xi � x � xiþ 1

0 otherwise

8
>><

>>:
ð24Þ

and express the unknown quantity u(x) as

uðxÞ¼
XN�1

i¼ 1

aipi ð25Þ

Note that, by defining basis functions as in Eq. (24),
Eq. (22) is automatically satisfied, which can be proved as

Z w

x¼�w

uðxÞdx¼
XN

i¼ 1

ai

Z
pidx

¼
XN

i¼ 1

ai

Z xi

xi�1

dx�

Z xiþ 1

xi

dx

	 


¼ 0

ð26Þ

The functions defined by Eq. (24) are known as pulse dou-
blet functions.

Next, we define the testing procedure for this case.
Note that we have one derivative on the integral sign. By
simple mathematical manipulation, we transform the de-
rivative operator onto the testing function qj. Using a
compact notation

hf ; gi¼

Z
fg dx ð27Þ

we can write the integrodifferential equation (21) as

@v

@x
; qj

� �
¼hf ðxÞ; qji ð28Þ

where

vðxÞ¼

Z w

x0 ¼�w

uðx0Þgðx; x0Þdx0 ð29Þ

Then, we have

@v

@x
; qj

� �
¼

Z
@v

@x
qj dx

¼ ½qjv� �

Z
@qj

@x
v dx

ð30Þ

The first term in the Eq. (30) can be set to zero if qj¼0 at
the ends of the subdomain.

Keeping this procedure in mind, we select the testing
functions in such a way that when the derivative is trans-
formed onto the testing function, the result must be a del-
ta distribution (function). A unit pulse function, as shown
in Fig. 7, has this property whose derivative happens to be
two delta distributions on either end of the pulse.

Thus, for first-order integrodifferential equations, we
choose the testing function qj as

qjðxÞ¼
1 xj �

D
2
� x � xjþ

D
2

0 otherwise

8
<

: ð31Þ

The numerical procedure may be best illustrated by the
following example.

Example 2. Consider an infinitely long conducting strip of
width 1 m, as shown in Fig. 3, is immersed in a electro-
static field. Calculate the charge distribution on the strip.

Xi-1 Xi Xi+j

Figure 6. Pulse doublet function.

-W W

∆

X            X            X
1                    2                    3

Figure 5. Match points for Integrodifferential equation.

. .
Xj

Figure 7. Pulse-testing function.
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Solution: Following the basic principles of electrostatics,
and applying the electric field boundary condition on per-
fect conducting bodies, an integral equation may be
developed, given by

@

@x

Z w

x0 ¼�w

qsðx
0Þ ln jx� x0jdx0 ¼ 2peax .E

i x 2 ð�w;wÞ ð32Þ

subject to

Z w

x¼�w

qsðxÞdx¼ 0 ð33Þ

where Ei, qs, and ax are the impressed electric field,
charge density, and the x-directed unit vector, respective-
ly. For the numerical solution, we divide the interval (�w,
w) into N subdomains of width D and label the match
points as shown in Fig. 5. Note that when the interval is
divided into N divisions, we actually have N� 1 match
points.

Defining the testing functions by Eq. (31), and carrying
out the mathematical steps outlined in Eq. (30), we get

Z w

x0 ¼�w

qsðx
0Þ ln xjþ

D
2
� x0

����

����dx0 �

Z w

x0 ¼�w

qsðx
0Þ ln xj �

D
2
� x0

����

����dx0

¼ 2peDax .E
i
ðxjÞ ð34Þ

for j¼ 1, 2, y, N� 1.
Next, we apply the expansion procedure. By selecting

the basis functions as described in Eq. (25), the constrain-
ing equation (33) is automatically enforced. Thus, apply-
ing the method of moments procedure, we obtain [Z][I]¼
[V], where

Zji¼

Z xi

xi�1

ln xjþ
D
2
� x0

����

����dx0

�

Z xiþ 1

xi

ln xjþ
D
2
� x0

����

����dx0

�

Z xi

xi�1

ln xj �
D
2
� x0

����

����dx0

þ

Z xiþ 1

xi

ln xj �
D
2
� x0

����

����dx0

ð35Þ

and

Vj¼ 2peDax .E
i
ðxjÞ ð36Þ

In Fig. 8, we present the charge distribution for N equal
to 10, 50, and 100 obtained by solving the integrodifferen-
tial equation (32). Note that, in this procedure, the dimen-
sion of the system matrix is N� 1.

2.2.2. Second-Order Integrodifferential Equation. In this
section, we consider techniques for solving the integrodif-

ferential equation

@2

@x2

Z w

x0 ¼�w

uðx0Þgðx; x0Þdx0 ¼ f ðxÞ x 2 ð�w; wÞ ð37Þ

where the unknown function u(x) must satisfy the bound-
ary conditions u(w)¼u(�w)¼0.

These types of integral equations usually appear in
electromagnetic and acoustic scattering problems; the
most common is the dipole antenna problem in antenna
engineering. Further, the treatment of the second-order
integrodifferential equation, coupled with the treatment of
first-order derivatives, provides a solution procedures for
handling higher-order derivatives.

We begin our analysis by re-writing the integrodiffer-
ential equation (37) in the following form:

@

@x

Z w

x0 ¼�w

uðx0Þ
@gðx; x0Þ

@x
dx0 ¼ f ðxÞ x 2 ð�w;wÞ ð38Þ

For almost all mathematical problems in engineering,
there exists a definite relationship between @g/@x and @g/
@x0. In fact, for electromagnetic (EM) and acoustic scatter-
ing problems, we have @g/@x¼ � (@g/@x0). Using this rela-
tionship, we can write Eq. (38), at least for EM and
acoustic problems, as

@

@x

Z w

x0 ¼�w

@uðx0Þ

@x0
gðx; x0Þdx0 ¼ f ðxÞ x 2 ð�w;wÞ ð39Þ
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Now, we have an integrodifferential equation of first order
that we already know how to handle. At first, we divide
the interval (�w, w) into N segments and label N� 1
match points as shown in Fig. 5. The definition of testing
functions and the testing procedure are identical to those
of the first-order integrodifferential equation and hence
need not be repeated again. However, we need to look
more closely at the basis functions.

Note that, for the case of first-order integrodifferential
equations, we defined the ‘‘pulse doublet’’ as the expansion
function and obtained the solution for the unknown func-
tion. In the present case we can do the same thing, if we
define the antiderivative of the pulse doublet as the ex-
pansion function. Following this logic, we define the basis
functions for the solution of second order integrodifferen-
tial equation as

piðxÞ¼

1�
xi � x

D
xi�1 � x � xi

1þ
xi � x

D
xi � x � xiþ 1

0 otherwise

8
>>>><

>>>>:

ð40Þ

The functions described in Eq. (40), and shown in Fig. 9,
are popularly known as triangle functions, which are lin-
ear piecewise.

Thus, to solve the second-order integrodifferential
equation, we employ triangle function expansion and
pulse function testing. We describe the numerical proce-
dure using the following example.

Example 3. Consider a finite-length straight wire with ra-
dius a¼ 0.001l and length 2h¼ 0.5l illuminated by an
electromagnetic plane wave (wavelength l) as shown in
Fig. 10. Calculate the current induced on the wire.

Solution: Since the radius a is very small compared to l
and h, we can use the thin-wire theory [10] to formulate
the integrodifferential equation. Following the mathemat-
ical procedures described by Jones [11], we derive the fol-
lowing integral equation, given by

@

@z

Z h

z0 ¼�h

@Iðz0Þ

@z0
Gðz� z0Þdz0

þ k2

Z h

z0 ¼�h

Iðz0ÞGðz� z0Þdz0

¼ � j
4pk

Z
Ei

zðzÞ z 2 ð�h;hÞ

ð41Þ

where

Gðz� z0Þ ¼
e�jkR

R
ð42Þ

and

R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz� z0Þ2þa2

q
ð43Þ

In Eqs. (41)–(43), I is the unknown current induced on the
wire, Ei

zðzÞ is the z component of the incident plane wave, k
¼ 2p/l is the wavenumber, and Z is the wave impedance of
the surrounding medium.

First, divide the wire region (�h, h) into N equal seg-
ments, labeling N� 1 match points as shown in Fig. 5.
Next, for this problem, we choose the expansion functions
pi defined in Eq. (40) to express the unknown current I and
the testing functions qj defined in Eq. (31).

Thus, we have

I¼
XN�1

i¼ 1

aipi ð44Þ

Next, we consider the testing procedure. By following the
same procedures of the previous section on the first-order
integrodifferential equation, the testing procedure yields

Z h

z0 ¼�h

@Iðz0Þ

@z0
G zjþ

D
2
� z0

� �
dz0

�

Z h

z0 ¼�h

@Iðz0Þ

@z0
G zj �

D
2
� z0

� �
dz0

þDk2

Z h

z0 ¼�h

Iðz0ÞGðzj � z0Þdz0

¼ � j
4pkD
Z

Ei
zðzjÞ

ð45Þ

for j¼1,2,y, N� 1. Note that, in Eq. (45), the integrations
on the second term and the right-hand side of the Eq. (41)
are approximated by a simple one-point rule.

Xi-1 Xi+1Xi

Figure 9. Triangle basis function.

X

Y

Z

-h

h

Ei

Figure 10. Straight wire illuminated by a plane wave.
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Substituting the expansion equation (44) into Eq. (45),
we obtain the matrix equation [(1/D)[Za]þ (k2D)[Zb]]
[I]¼ [V], where the matrix elements are:

Za
ji¼

Z zi

zi�1

G zjþ
D
2
� z0

� �
dz0

�

Z ziþ 1

zi

G zjþ
D
2
� z0

� �
dz0

�

Z zi

zi�1

G zj �
D
2
� z0

� �
dz0

þ

Z ziþ 1

zi

G zj �
D
2
� z0

� �
dz0

ð46Þ

Zb
ji¼

Z zi

zi�1

1�
zi � z

D

n o
Gðzj � z0Þdz0

þ

Z ziþ 1

zi

1þ
zi � z

D

n o
Gðzj � z0Þdz0

ð47Þ

and

vj¼ � j
4pkD
Z

Ei
zðzjÞ ð48Þ

The integrations involved in Eqs. (46) and (47) may be
carried out using the methods discussed in [12].

In Fig. 11, we present the current induced on a
half-wave dipole wire scatterer due to a unit-amplitude,

normally incident plane wave for N equal to 20 and 50
divisions obtained by using Eqs. (46)–(48).

2.3. Integral Equations with More Variables

In the previous subsection, we discussed numerical meth-
ods applying the method of moments to handle integral
and integrodifferential equations with one independent
variable. Extension to the multivariable case is straight-
forward and follows the same numerical procedures dis-
cussed so far. For example, for the two-variable case, that
is, the xy plane, the solution region may be divided into
square or rectangular cells, and one can construct the ba-
sis and testing functions using the methods discussed in
the previous section [13]. For a more general situation, the
solution region can be divided into triangular subdomains
along with suitable basis and testing functions [14,15].
Efficient solutions have been obtained for very complex
problems using these methods in electromagnetics and
acoustics [16–19], and it is quite possible that these
methods found applications in other areas of engineering.
Finally, we discussed primarily only boundary-value pro-
blems in this work, but solutions have also been obtained
for initial-value problems [20–28] using the same meth-
ods. An extensive application of method of moments to
electromagnetic scattering problems may be obtained
from Miller et al. [29].

3. SPARSE-MATRIX METHODS

One major problem with MoM is the generation of a dense
matrix and for complex problems; the dimension of this
matrix can be prohibitively large. Usually, for electromag-
netic and acoustic scattering problems, it is necessary to
divide the solution region into subdomains small enough
to yield accurate results. By ‘‘small enough,’’ we mean
about 200–300 subdomains per square wavelength. In
usual practice, we may typically solve for several
thousand unknowns for large, complex problems. This
requirement quickly becomes expensive, in terms of com-
putational resources, and may even become impossible to
handle. Hence, we look for alternate schemes to reduce the
computational resources by generating a sparse matrix
instead of a full matrix.

The generation of a sparse matrix in the method of
moment solution procedure may be achieved in one of two
ways: (1) by defining a special set of basis functions to
represent the unknown quantity or (2) by handling the
influence of the kernel function in a novel way. The use of
well-known wavelet-type basis functions to provide the
required sparsity belong to the former category [30], and
application of the fast multipole method (FMM) belongs to
the latter category [31]. So far, the wavelet-type basis
functions have been applied to integral equations with one
variable only, and it remains to be seen how these func-
tions can be utilized for two or more variable case. In con-
trast, in the FMM scheme, the matrix–vector product is
carried out in a novel way, and this seem to work well for
more complex problems. Unfortunately, the FMM is a
complicated scheme, and any reasonable summary of the
method is beyond the scope of the present article.
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Figure 11. Current induced on the wire scatterer.
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There is also yet another scheme, known as impedance
matrix localization (IML) scheme, which achieves modest
sparsity for simple problems [32]. Note that the kernel
function is, in general, a decaying function with respect to
the distance between the source and observation points.
Thus, with increasing distances, the influence of a given
source becomes negligible at a sufficiently distant obser-
vation point and may actually be set to zero. The IML
scheme cleverly exploits this fact. However, there is a cer-
tain degree of arbitrariness in this scheme and seems to
work for simple problems only.

A newer method, known as the generalized sparse-ma-
trix reduction (GSMR), scheme has been proposed and
seems to improve on the IML method. The basic concept
utilized in the GSMR technique may be qualitatively il-
lustrated as follows. Following similar procedures of the
MoM, a moment matrix is also generated in the GSMR
method. However, in contrast to the conventional moment
method where interaction is computed from each and ev-
ery cell on other cells, only the interaction from the self-
cell and few neighboring cells is computed in the GSMR
technique. In fact, for single-variable problems (wire scat-
terer and two-dimensional, infinite cylinders) only the
self-term and two neighboring terms on either side of
the self-cell are generated in this technique. This implies
that the moment matrix for the GSMR technique is es-
sentially sparse. Further, the effect of nonself-terms is
taken into account by defining a set of linearly indepen-
dent functions over the entire structure. In mathematical
terms, for single variable problems, the procedure may be
described as follows:

Let [Z] represent the moment matrix for a given prob-
lem generated by using appropriate basis and weighting
functions. Note that, for well-defined problems with prop-
er choice of basis and testing functions, the moment ma-
trix is well conditioned and diagonally strong. The jth row
of the moment matrix may be written as

XN

i¼ 1

Zj;iIi¼Vj ð49Þ

where all the matrix elements Zj,i are nonzero. In the new
GSMR technique, the jth row is modified as

Xjþ 1

i¼ j�1

aj;iZj;iIi¼GjVj ð50Þ

where aj,j� 1, aj,j, aj,jþ 1, and Gj are the unknown coeffi-
cients and the remaining terms in the row are set to zero.
Further, dividing by Zj,j, Eq. (50) may be rewritten as

Xjþ 1

i¼ j�1

bj;iIi¼ gjVj ð51Þ

which may be expressed, using the matrix notation, as

½b�½I� ¼ ½V� ð52Þ

where ½b� is a sparse matrix with, at most, three nonzero
elements per row.

On a close examination of Eq. (52), it is obvious that one
needs to reconstruct the ½b� matrix. This task may be ac-
complished by first setting gj¼ 1 for j¼ 1,y, N in Eq. (51).

Next, define three linearly independent functions, I(1),
I(2), and I(3), over the entire domain of the problem. These
functions may be regarded as source distributions. For the
examples we discuss below, these functions are assumed
to be a constant, cos(kl) and sin(kl), where k¼ (2p/l) is the
wavenumber and l is the parameter measured along the
length of the independent variable in the integral equa-
tion.

The next step in the GSMR technique is to compute the
corresponding response functions, V (1), V (2), and V (3). This
task may be easily accomplished by using the assumed
source distributions I (1), I (2), and I (3), and utilizing
Green’s function for the problem.

Once we have I (1), I (2), I (3), V (1), V (2), and V (3), we may
construct the ½b� matrix as follows:

* For any j, sample I (1), I (2), and I (3) at locations j� 1, j,
and jþ 1, V (1), V (2), and V (3) at location j, and write
the following system of equations:

bj;j�1Ið1Þj�1þbj;jI
ð1Þ
j þ bj;jþ 1Ið1Þjþ 1¼V ð1Þj

bj;j�1Ið2Þj�1þbj;jI
ð2Þ
j þ bj;jþ 1Ið2Þjþ 1¼V ð2Þj

bj;j�1Ið3Þj�1þbj;jI
ð3Þ
j þ bj;jþ 1Ið3Þjþ 1¼V ð3Þj

ð53Þ

* Solve Eq. (54) to obtain bj,j�1, bj,j, and bj,jþ 1 and store
in the jth row of the ½b� matrix.

* Repeat the previous two steps for all values of j.

Further, note that for j¼1 and j¼N, we select b1,N, b1,1,
and b1,2, and bN,N� 1, bN,N, and bN,1, respectively.

Once all the coefficients for each row are computed, we
have successfully generated the new matrix representa-
tion for the integral equation. Finally, Eq. (52) may be
solved efficiently using iterative methods such as the con-
jugate gradient method [33] or the GMRES [generalized
minimal residual (algorithm)] method [34] since we are
dealing with sparse matrices.

Example 4. Consider a 10l straight wire, with 0.001l ra-
dius, illuminated by a normally incident plane wave. The
matrix sizes for the MoM and GSMR method are 149�
149 and 149� 3, respectively. The results are shown in
Fig. 12, and the comparison is excellent.

Example 5. Consider the case of a circular loop located in
the z¼ 0 plane with center at the origin. The loop is illu-
minated by an x-polarized plane wave traveling along the
z axis. Figure 13 shows the results for ka¼ 150, where k
and a are the wavenumber and the radius of the loop, re-
spectively. The matrix sizes for the MoM and the GSMR
technique are 1800� 1800 and 1800�3, respectively. It is
evident from the figure that the results compare very well
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with each other. This example clearly illustrates the ap-
plicability of the GSMR method for truly large bodies.

Example 6. Finally, we present the case of an infinitely
long, conducting strip illuminated by a transverse mag-
netic (TM) incident electromagnetic plane wave. The der-
ivation of the governing integral equation for this problem
may be found in the text by Harrington [5]. Figure 14
shows the current density induced on a 150l bent strip

obtained by applying MoM and GSMR techniques. The
comparison between both methods is reasonably accurate
for both cases as evident from the figure.

Finally, before closing the discussion on GSMR tech-
nique, the existence of ½b� matrix may be explained in the
following way. It may be noted that the moment matrix
generated in the conventional MoM solution procedure is
a representation of the unique relationship that exists be-
tween the source and the response. This relationship is
specified in mathematical terms via Green’s function
along with the boundary conditions. Further, this rela-
tionship holds for any source distribution and response
function as long as the response function is derived uti-
lizing Green’s function satisfying the appropriate bound-
ary conditions. Since the ½b�matrix is developed using this
unique relationship, Eq. (52) must represent a discretized
form of the operator equation. Further, it should be noted
that, although the operator equation is unique, the matrix
representation is not necessarily unique. This is quite ob-
vious since different basis and testing functions result in a
different matrix representation. Also, one can perform el-
ementary row and column operations on the given system
of equations and arrive at another representation of the
same operator equation. However, as a word of caution, it
may be noted that the GSMR technique is a recent concept
and has been tested only on some simple problems. It is
obvious that the procedure needs to be validated for more
complex geometries. Presently, work is in progress to ap-
ply the GSMR technique to some of these cases.
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INTEGRATED ANTENNA SYSTEMS

KYOHEI FUJIMOTO
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Japan

1. GENERAL

An antenna system is ordinarily designed independently
from transmitter or receiver circuitry, to which the anten-
na is connected by a transmission line (Fig. 1a). Unlike
such an ordinary antenna system, an integrated antenna
system (IAS) incorporates components, either passive, ac-
tive, or both, into the antenna structure (Fig. 1b) [1]. The
term integration here implies unification of an antenna
and device or circuitry so that the performance of the an-
tenna system is determined by both the antenna and the
integrated device or circuitry. By means of integration,
one can expect either improvement or modification of the
antenna characteristics, or enhancement of antenna per-
formance due to the addition of functions introduced by
the integration.
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INTEGRATED ANTENNA SYSTEMS

KYOHEI FUJIMOTO

University of Tsukuba
Japan

1. GENERAL

An antenna system is ordinarily designed independently
from transmitter or receiver circuitry, to which the anten-
na is connected by a transmission line (Fig. 1a). Unlike
such an ordinary antenna system, an integrated antenna
system (IAS) incorporates components, either passive, ac-
tive, or both, into the antenna structure (Fig. 1b) [1]. The
term integration here implies unification of an antenna
and device or circuitry so that the performance of the an-
tenna system is determined by both the antenna and the
integrated device or circuitry. By means of integration,
one can expect either improvement or modification of the
antenna characteristics, or enhancement of antenna per-
formance due to the addition of functions introduced by
the integration.
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When an active device or circuitry is integrated, IAS is
referred to as active IAS (AIAS) and when a passive device
or circuitry is integrated, as passive IAS (PIAS) (Fig. 2).

The terms active antenna (AA) [2,3] and active inte-
grated antenna (AIA) [4] are also used interchangeably
with IAS. AA has been used since the early 1960s as the
most popular term, whereas active integrated antenna
has been used mainly for planar AIAS, which is integrated
in planar structures such as patches, microstrip sub-
strates, and microwave integrated circuit (MIC) modules
[4]. Another term, integrated active antenna (IAA) [5], has
also been used for AIAS. In Ref. 5, active integration and
passive integration are distinguished from each other and
termed AIA and passive integrated antenna (PIA), respec-
tively [6].

A number of features in the IAS are noted:

1. Compact and low loss structure may be realized by
incorporating a circuitry directly into an antenna,
thus dispensing with connecting cable between an-
tenna and circuitry, which may be part of the RF
front end of a transmitter or receiver.

2. Improvement of the antenna characteristics or en-
hancement of the antenna performance may be
achieved as a consequence of the integration.

3. Realization of an antenna system, which can per-
form improved or modified functions due to the in-
tegrated device or circuitry in addition to the
inherent antenna performance, is possible.

4. The inherent antenna characteristics such as linear,
reciprocal, and time-invariable, may be changed to
nonlinear, nonreciprocal, and time-variable, respec-
tively. Thereby, creation of new antenna systems,
which would never be achieved by the conventional
concept, may become possible.

One can use any type of antenna in order to constitute
an IAS. Linear elements such as monopole, dipole, and
loop were used mainly in the early stages of IAS develop-
ment. Use of planar antennas such as printed and micro-
strip antennas (MSAs) began in the 1980s and application
of the microwave monolithic integrated circuit (MMIC)
module to IAS technology appeared in the 1990s. Arrays
were first used in the early 1960s; however, intensive use
began in the mid-1990s when they were applied to power
combiners and as phased arrays.

Devices used for integration are also full of variety;
various types of solid-state devices such as diodes and
transistors are applied to AIAS and impedance compo-
nents (R, C, and L) and diodes, for PIAS.

The objective of IAS development in the early 1960s
was mostly to achieve gain in small antennas and in turn
reduction of antenna size by integration of an amplifier
into an antenna. Other functional antennas such as fre-
quency conversion, pattern control, and pattern synthesis
were studied in addition to the amplifier antennas. Later,
the IAS concept was applied to array structures, in which
power combiners and phased arrays were particularly sig-
nificant. The successful application of spatial power com-
biners in microwave (MW), millimeter-wave (MMW), and
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Figure 1. Conventional antenna system and integrated antenna
systems.
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dipole IAS; (c) dipole antenna and the current distribution;
(d) current distribution and radiation pattern of dipole IAS.

Figure 4. Varactor–diode integrated patch antenna.
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sub-millimeter-wave (SMMW) regions was attributed to
the incorporation of IAS. IAS was ideally suited for power
combiners, which require a number of distributed sources,
for which small, compact, low-power-consumption and low-
cost devices such as IAS is preferred. IAS is also advanta-
geous since power deficits in solid-state oscillation were
overcome by using a number of IAS devices as the distrib-
uted array sources, and thus high-efficiency radiation was
accomplished. IAS was instrumental in developing a vari-
ety of power combiners and phased arrays that brought
various types of functional antenna systems, which per-
form such functions as oscillation, multiplying, mixing,
beamscanning, beamsteering, and frequency conversion.
Other IASs that have been used in practice so far are re-
ceivers, transceivers, and sensors. Some typical integrated
antenna systems are illustrated in the following figures.

Figure 3a shows some dipole antennas in which an in-
tegrated device is shown by a blackbox, which may be a
part of the RF front end of the transmitter (Tx) or the re-
ceiver (Rx). As is shown in the figure, no transmission line
and conventional matching are used between the dipole
and the blackbox. By dispensing with the connection cable
between the antenna and the RF front end, loss in the

transmission line can be avoided, noise performance may
possibly be improved, input impedance may be varied to
have wide frequency band, and the antenna structure can
be made compact and/or planar. When an amplifier cir-
cuitry is used in the blackbox, IAS works as an amplifier
antenna and the gain can be increased.

Figure 3b shows two types of folded-dipole IAS, in
which a blackbox depicts an integrated device. The input
impedance of the antenna can be varied by varying pa-
rameters in the blackbox, enabling one to obtain wideband
characteristics. By adjusting the integrated circuit param-
eters, thus varying the phase of the current distributions
on the dipole, radiation patterns can be varied. Unidirec-
tional radiation pattern is an example.

Figure 3c depicts a dipole along with the current dis-
tribution and the radiation pattern. Figure 3d shows a di-
pole IAS, where two impedance components Z1 and Z2 are
integrated, thereby producing asymmetric current distri-
bution on the antenna element that produces variation in
the radiation pattern. This type of IAS has a feature in
that neither changing antenna dimensions nor moving the
antenna element is necessary for beamshifting, beamscan-
ning, or beamsteering.

εr

(a)

(c)

(b)

(d)

(e) (f)

(g)

Figure 5. Various antenna structures as the
base of IAS: (a) dipole; (b) loop; (c) planar dipole;
(d) slot dipole; (e) slot loop; (f) microstrip patch;
(g) tapered slot.
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In Fig. 4, a patch antenna integrated with a varactor–
diode is shown. The resonance frequency can be controlled
by varying parameters of the varactor circuit with varia-
tion of the bias voltage to the circuit. Change in the res-
onance frequency results in change in the operating
bandwidth and radiation pattern.

By integration of functions such as mixing, oscillation,
and phase control, antennas performing such functions as
well as radiation can be developed. By integrating an am-
plifier into a small antenna, the gain can be increased.
This in turn suggests the possibility of producing a small
antenna while keeping the gain unchanged.

Figure 5 illustrates typical antenna types used as
the base of IAS. Practical examples are a bowtie mixer
antenna (Fig. 6a), a unidirectional loop IAS (Fig. 6b), an
oscillator patch antenna (Fig. 6c), a notch receiver IAS
(Fig. 6d), a slot loop mixer (Fig. 6e), a cross-slot IAS for
polarization control (Fig. 6f), and a slot array IAS for pat-
tern synthesis (Fig. 6g).

Early power combiners used open-cavity resonators
such as that shown in Fig. 7a. However, since IAS was
considered ideally suited for the distributed power sources
in the power combiners, IAS application to the power com-
biners was widely current. Figure 7b depicts the basic
structure of the power combiner with distributed power
sources in an IAS array. Grid oscillators have also been
applied to the power combiners as shown in Fig. 7c.

IAS is constituted on not only a simple planar structure
but also layered, three-dimensional (3D), or multistage
structures. Examples of various IAS structures are shown
in Fig. 8.

Design concepts of integrated antenna systems differ
from those of the conventional antenna systems. Conven-
tionally, antennas have been designed almost indepen-
dently from transmitter or receiver, to which the antenna
is connected, whereas the IAS is designed en bloc; in
the design the integrated devices are combined with the
antenna structure, with the result that IAS performance
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Figure 6. Practical examples of IAS: (a) bowtie
mixer antenna; (b) unidirectional loop IAS; (c) os-
cillator patch antenna; (d) notch receiver IAS; (e)
slot-loop mixer IAS; (f) cross-slot IAS; (g) slot
array.
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depends on both the antenna and the integrated devices,
which may be a part of the transmitter or the receiver.

When IAS is designed, one should ideally have the ap-
propriate knowledge and techniques that are associated
with all IAS components: antennas, devices, circuitry, and
systems. However, experts in some fields might not be
versed in what is outside their own fields. In such cases,
cooperative efforts of antenna engineers with engineers
outside their fields and vice versa should be necessary.

Although both active and passive integration can be im-
plemented, the active integration may have higher potential
for application than passive integration because it may flex-
ibly vary or modify antenna performance so that a variety of
functional antenna systems can more easily be realized.

Initial work on IAS began in 1960. Early-stage IAS in-
volved mainly active antennas (AAs), in which transistors
and tunnel diodes (Esaki diodes) were used as the inte-
grated devices. Most of that AA effort was focused on in-
creasing the gain in small antennas by integrating the
amplifier and in turn realizing small antennas. Other at-
tempts to achieve wideband antennas, frequency conver-
sion antenna, radiation pattern synthesis, and pattern
control by electronic means, and so forth, were made from
the early 1960s through the mid-1970s.

The concept of IAS, including both passive and active
integration in order to implement functions such as beam-
shaping and control into an antenna system and perform-
ing pattern synthesis, was discussed in 1970. Until the
mid-1970s, height reduction of antennas or making an
antenna smaller by incorporating active integration was
still a major subject; however, pattern shaping, beamsteer-
ing, and synthesis using both active and passive integra-

tion have gained ground. In the late 1970s, use of patch
antennas, instead of linear elements, for IAS began.

Beginning in the 1980s, IAS has made remarkable
progress along with progress in solid-state devices in high-
frequency regions, especially microwave (MW) and milli-
meter-wave (MMW) regions. Up to the early 1980s, there
was a limitation in the availability of solid-state devices
that could perform with low noise and high power capabi-
lity in MW and MMW regions. Application of IAS shifted to
arrays and promoted development of the power combining
technique, in which distributed-array sources using IAS
were employed. With the use of a number of IAS sources in
the power combiners, efficient radiation was accomplished,
as the power deficiency of solid-state devices was overcome.
IAS was instrumental in advancing the power combiners.
Integrated circuit (IC) structure was well suited as the base
of IAS, and MMIC structure was also used to compose IAS
in a planar, compact, low-loss, and low-power-consumption
structure. These IASs, of two-dimensional (2D) or three-di-
mensional (3D) structure, had accelerated development of
novel small, compact, planar, and yet sophisticated func-
tional IAS, including power combiners.

2. TERMINOLOGY

The ‘‘active antenna’’ (AA) [2,3] has been used to express
active IAS (AIAS) since the early 1960s. In early days of
IAS, AA was simply considered as an antenna in which the
power source or head amplifier was closely associated with
the radiating or receiving element. With the advance-
ments of IAS technology, this sort of narrow understand-
ing has gradually disappeared. Two other terms are used

(a)

SOURCE  ARRAY

PLANE  REFLECTOR
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TRANSPARENT
REFLECTOR

(b)

ACTIVE  GRID
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Figure 7. Power combiner: (a) Early power combiner with open cavity; (b) power combiner with
distributed power sources; (c) power combiner with grid oscillators. (From Refs. 5, 46 and 48, with
permission from Wiley and IEEE.)
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interchangeably with AA: active integrated antennas
(AIAs) [4] and integrated active antennas (IAAs) [5].
Both AIA and IAA should be understood to mean AIAS;
however, AIA is mainly taken for planar IAS or printed or
MIC-based IAS [4]. The term IAA is seldom used by itself,

but with a prefix, in expressions such as diode integrated
active antenna and transistor integrated active antenna
[5]. For a time ‘‘loading’’ was used instead of ‘‘integration’’;
for example, diode-loaded active antenna. Navarro and
Chang [5] define IAS by differentiating active integration
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Wiley and IEE; (b) from Ref. 113 with permission from Wiley and IEICE; (d) from Ref. 12 with
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from passive integration, and thus AIA is used along with
PIA, which stands for passive integrated antenna [6].

Chang et al. [4], describe AIA as a system that, when
viewed from microwave engineers standpoint, can be re-
garded as an active microwave circuit in which the output
or input is free-space instead of a conventional 50O inter-
face. In this sense, an antenna as a part of the microwave
circuit acts as filter, resonator, mixer, and so forth as well
as a radiator.

It must be noted that AA and also IAS are generally
built not only on a planar or MIC structure but also on any
antenna structure—wire, planar, aperture, and various
2D or 3D structures, depending on the type of antenna and
integrating devices.

3. DEFINITION OF IAS

In an integrated antenna system (IAS) electronic devices,
components, circuitry, or antenna elements are unified
into the antenna structure (Fig. 1) in which antenna pa-
rameters are varied so as to improve, modify, or control
antenna characteristics or performance. Both active and
passive forms of integration are possible.

When an antenna system is constituted with active in-
tegration, it is referred to as active IAS (AIAS); with pas-
sive integration, as passive IAS (PIAS) (Fig. 2).

In ordinary antenna systems, characteristics and per-
formance of the antenna system are uniquely determined
when the antenna structure, dimensions, feeding method
and other parameters are determined, as the current dis-
tributions on the antenna are determined (Fig. 9).

Meanwhile, characteristics and performance of IAS are
dependent on the characteristics or functions of the inte-
grated devices or circuitry and the status of the integra-
tion, in addition to the inherent characteristics and
performance of antennas. In other words, IAS can be
designed by taking into account the characteristics or

functions of the integrated devices or circuitry as well as
the antenna characteristics and performance.

4. SIGNIFICANCE OF IAS

Since IAS is a combined system of an antenna and de-
vices, it not only transmits or receives radiowaves as the
conventional antenna system does but also performs
additional functions given by the integrated devices or
circuitry and shows modified, improved, or sophisticated
characteristics.

The significance of IAS can be recognized in many
ways. An antenna is generally considered to be a two-
port transducer that transforms electromagnetic parame-
ters—the fields components E and H—into circuit param-
eters—voltages V and currents I—as shown in Fig. 10a
[2,7]. This two-port network can be divided into two parts:
space domain and immittance domain (Fig. 10b). The
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space domain defines relationships between the EM fields
E and H and the current distributions J on the antenna
system. These relationships are expressed as

E¼L ½J� ð1Þ

and

J¼L�1½E� ð2Þ

where L is the operator and L�1 is the inverse operator;
the overhead bar denotes a vector quantity, and [ ] denotes
matrix.

The immittance domain defines the relationships be-
tween the current distributions J and the circuit param-
eters V and I. These are expressed by using either the
impedance matrix [Z] or the admittance matrix [Y] as

½V� ¼ ½Z�½I� ð3Þ

or

½I� ¼ ½Y �½V� ð4Þ

where the parameters are treated as scalar quantities.
This domain is essentially linear, reciprocal, and time-in-
variable. By integrating devices, either passive, active, or
both, into an antenna system, the parameters in the
immittance domain are varied, and thus so are the cur-
rents J. As a result, the antenna performance is modified,
or a new function is implemented into the antenna system.

When an active device is integrated, the immittance
domain becomes active in nature, and so does the IAS. If
the integrated device is nonlinear, or time-variable, the
immittance domain and thus the IAS also become nonlin-
ear or time-variable (Fig. 11). This is one of the most im-
portant concepts of the IAS; that is, the fundamental
nature of the antenna system may be changed as a con-
sequence of integration, in by which creation of a new an-
tenna system unachievable by conventional antenna
technology may become possible.

When functional devices or circuits such as amplifier,
oscillator, and mixer, are integrated, the immittance do-
main and thus an antenna will perform such functions in
addition to the performances as a radiator. With addition
of the amplifying function, for example, antenna gain can
be increased. Increase in the antenna gain without change
in the antenna size in turn may be used to decrease the
antenna size while keeping the antenna gain unchanged.
The bandwidth of a small antenna may be increased by
means of integration that can transform the antenna
impedance to satisfy the matching requirement for the
wide frequency band. Antenna structures having conju-
gate, complementary, and dual modes may be created by

integrating either active or passive devices into an anten-
na system.

An antenna into which an oscillator is integrated, for
example, may become a high efficiency transmitting an-
tenna or oscillating antenna, which is useful for applica-
tion not only to a transmitter but also for power combining
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Figure 12. Synchronization methods: (a) open cavity; (b) exter-
nal source; (c) external coupling; (d) mutal coupling; (e) rectifier-
enhanced coupling. (From Ref. 5 with permission from Wiley.)
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and pattern control, beamshaping and so forth, when it is
arranged in an array structure. Close implementation of
an oscillator into an antenna system reduces the loss in
the cable or feedline, which connects the antenna to the
transmitter, and thus the efficiency degradation can be
mitigated. Integration of mixing function, as another ex-
ample, will create a mixer antenna, a direct-conversion
antenna–receiver system, in which frequency is converted
from radiofrequency to the baseband. This direct-conver-
sion antenna–receiver system is useful for small, compact,
mobile terminals.

A distinction of IAS from an ordinary antenna system
can be clearly recognized in the variation of current dis-
tributions on the antenna system due to the integration
that will lead to change in the antenna characteristics

or performance. In general, antenna performance is de-
termined by factors such as the antenna structure,
dimensions, and feeding method. When an antenna char-
acteristic—for instance, the impedance—must be changed
in order to obtain an appropriate matching condition for a
certain bandwidth, the conventional method is to design
antenna configuration, dimensions, and so on to accom-
plish the desired bandwidth. When beamscanning is re-
quired, a sharp beam antenna is generally rotated. On the
contrary, the antenna impedance can be varied by inte-
grating some components into the antenna structure. This
integration attributes the change in impedance to the
variation in current distributions in the antenna struc-
ture (Fig. 9). In a similar way, radiation patterns can be
varied by means of integration, causing variation in cur-
rent distributions, in turn producing variation in radia-
tion patterns. An example has been shown in Fig. 3d,
where current distribution on an antenna element is
changed by integration of a device, resulting in shifting
of the beam direction. An essential concept of IAS is to
vary current distributions on the antenna system by in-
tegration so that the desired antenna characteristics or
performance levels will be achieved.

In AIA here, which is generally constituted on a MIC
substrate, integration is not the main purpose for varying
the current distributions on the antenna structure, but
rather for implementing MIC functions into either an an-
tenna or vice versa (antenna functions into MIC). Never-
theless, current distributions on the antenna element
would in most cases be varied as a result of integration
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because of interaction between the antenna and the cir-
cuitry or vice versa, which is caused by electromagnetic
(EM) coupling between the antenna and the circuitry, due
to their close physical proximity. In turn, in some areas on
the circuitry, radiation currents might be induced as a re-
sult of the EM coupling. These components, which are
normally nonradiating, then act as a part of the radiator
and assist to either enhance or reduce the radiation. These
interactions may result in either modification or degrada-
tion of the circuit functions and the radiation performance
as well. In designing IAS, very careful considerations of
these interactions is necessary.

5. A BRIEF HISTORY

There is a view that the antenna used in Hertz’ first ex-
periment in 1888 to verify the existence of EM waves was
a type of IAS. The Hertz antenna [8] was a loop that was
directly combined with an induction coil to produce a high
potential at the loop terminals with the resonance condi-
tion. Hence the loop was classified as a type of IAS.

Another antenna, a monopole antenna [9] introduced
in 1928, is also considered to be a type of IAS. In this

antenna, an amplifier circuit is directly connected to the
antenna terminals so that the antenna is in resonance
condition and radiates efficiently.

Although these antennas seem to have IAS characteris-
tics, they were not intentionally designed as IAS. The sub-
stantial work on the IAS started in early 1960 with
the active IAS. Some initial work had been done by Frost
and Pedinof. Frost developed an active cylindrical dipole
[10], in which a parametric diode was integrated, and dis-
cussed the parametric amplification and radiation pattern
control by means of parametric excitation to the dipole an-
tenna. In his antenna, a tunnel diode was integrated into a
slot antenna, and some transmission gain was reported [11].

The most notable work was done by researchers at
Technische Hochschule Munchen (THM), Germany, and
the Ohio State University (OSU; USA) from early 1960. At
THM, Lindenmeier, Landstorfer, Flachenecker, and their
colleagues, under the direction of Prof. Meinke worked
mostly on small antennas by integrating a diode or a tran-
sistor into an antenna structure [2,12–14]. Later, Lands-
torfer discussed noise and bandwidth limitation of AA in
MW regions [15], and Lindenmeier extended his work
to include improvement of receiver performance by using
AA [16].
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Meanwhile, researchers at OSU and Copeland,
Robertson, and their colleagues under Prof. Walter did
pioneering work on various types of AAs with functions
such as amplification and mixing, and wideband charac-
teristics [17,18]. They demonstrated several AAs, one of
which is referred to as an antennafier, where the amplifier
function is integrated with an antenna, and another,
referred to as an antennaverter, where the converter func-
tion is integrated. In these IAS designs, tunnel diode (or
Esaki diode) and transistors were used as the active
devices, while dipole, traveling-wave structure, and con-
ical–spiral configurations were used as the antenna ele-
ments. One of their colleagues, Fujimoto, had shown
extensive treatment of Esaki diode integrated dipoles
[19,20]. More significant work done at OSU was on an-
tenna synthesis by using an antennafier array, which was

demonstrated by Copeland and Robertson both theoreti-
cally and experimentally [21].

In an early stage of IAS research and development, in-
tegration of an amplifier into an antenna seemed to be
main issue, because gain increase in small antennas was
taken as the most interesting subject. By integrating an
amplifier into the antenna structure, the loss observed
between antenna terminals and RF circuitry was compen-
sated by the amplifier gain. This results in increasing the
gain of an antenna and also improves the radiation effi-
ciency. However, there was a noise problem at that time in
solid-state devices in high-frequency regions that had de-
graded the SNR (signal-to-noise ratio) performance of IAS,
although the output signal power was increased because
of the amplifier gain. Thus there were some arguments on

Figure 19. Multiport expression of a patch IAS.
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the significance of AA with the rather narrow understand-
ing that AA was merely an amplifier antenna.

In 1970, treatment of the IAS was discussed [1], clar-
ifying the concept of IAS to extend inclusion of passive
integration as well as active integration so that various
new antenna systems could be realized as the consequence
of either passive or active integration.

From late 1960s to the mid-1970s, numerous studies
applying either passive or active integration to modify
antenna performance were undertaken to achieve beam-
shifting [22], a unidirectional pattern [23], beam control
[24], and wideband performance [25]. Antennas with a
variety of configurations such as loop [26], dipole [27],
monopole [28], inverted L [29], ferrite coil [30], and dipole
array [31] were used as the base of the IAS. Meanwhile,
the small antenna, to which the IAS concept was applied,
was still the main subject of research until the late 1970s.
Maclean and Ramsdale analyzed performance of the ac-
tive loop dipole antenna for both transmitting and receiv-
ing [27]. They also worked on the receiving dipole for
height reduction [32] and SNR performance [33]. Daniel et
al. discussed the wideband performance of a transistor-
loaded folded dipole [25]. They also treated mutual cou-
pling in an array using passive/active dipoles [34] and
showed its reduction in superdirective arrays [35]. Ander-
son worked on an array that used transistor-loaded di-
poles [36] and discussed the reduction of frequency
dependence in an array [37].

Other examples of transistor-integrated small antenna
are an indoor TV receiving antenna [38] and an inverted-L
antenna for a portable receiver [29]. These active anten-
nas were commercialized and used in practice. One more
interesting antenna is a parametric excitation ferrite
antenna [30], which achieved 10 dB excess S/N gain over
a ferrite antenna of the same size. It should be noted that
this is a really ‘‘active’’ antenna, as the ferrite element it-
self as a radiator is made active. In general AIAS function,
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the radiator itself is inherently passive, even though it is
called as an ‘‘active antenna.’’

Since the early 1980s, progress in IAS was accelerated
by the availability of solid-state devices at higher frequen-
cy regions and also by progress in antenna technology. A
planar IAS first appeared in 1980, replacing the linear
IAS. This was an AA embedded on a microstrip antenna
(MSA) in which a barrier injection transit time (BARITT)
diode was integrated [39]. Solid-state devices used in those
days included the BARITT diode [40], the Gunn diode [41],
the impact ionization avalanche transit-time (IMPATT)
diode [42], and the field-effect transistor (FET) [43]. These
devices gradually became available after the mid-1980s.

Methods of integration in IAS have evolved with the
use of integrated circuit (IC) structure and further evolved
to the hybrid IC. Later, the microwave monolithic inte-
grated circuit (MMIC) became available. The MMIC tech-
nique brought further sophistication in the functional IAS
that was eventually embedded in two-dimensional (2D) or
3D MMICs [44].

The trend of using a single IAS shifted to an IAS array
in the mid-1980s. In one particular array, reactance com-
ponents were integrated and pattern synthesis was ac-
complished [45]. Applications of IAS to power combining
and phased array were the main focuses of R&D. The
power combining was first proposed by Mink [46], who
analyzed the possibility of using arrays of millimeter-wave
devices in open resonators for power combining. The spa-
tial power combiners use distributed sources, which radi-
ate power freely in space. These sources are synchronized
by means of mutual coupling, an external circuit network,
an extra source, or an open cavity. When an open cavity
is used, array sources are synchronized through the

open-resonator mode. Hence this technology is called the
quasioptical technique because of its similarity to Fabry–
Perot laser applications in optical frequency.

Young and Stephan applied the quasioptical tech-
nique to an array in which open-cavity resonator was
replaced by distributed oscillator sources, and demon-
strated a beamsteering array [47]. Active IAS was instru-
mental in the application of power combiners such as
those capable of generating the power produced by the
array of many solid-state devices and combined in free
space, compensating the combination loss limitation and
generating efficient radiation. Using IASs as individual
sources of array elements, the power deficiency due to
inherent low-power solid-state devices in MW and MMW
regions was overcome, as the power was enhanced by
combining the individual powers of sources in space.
The injection locking and phase-locked-loop (PLL) tech-
niques were applied to synchronous operation of free-
running oscillators in arrays. Typical phase locking
methods are shown schematically in Fig. 12, illustrating
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the open-cavity method (a), use of external locking refer-
ence source (b), use of mutual coupling using free-space
waves (c), mutual coupling by means of surface waves (d),
and use of a reflector to enhance coupling (e), thereby
increasing output. Various types of power combiners
were developed [48,49]. Functional antenna systems that
perform beam control, beamsteering, beamscanning, and
so forth, have also been achieved by applying IAS to
phased arrays.

In power combining, the grid is used as alternative
method to AIA. The grid consists of small, planar AA mod-
ules. Early grid arrays used diodes, which converted en-
ergy into DC power in a microwave wireless link [50]. This
type of antenna system is called ‘‘rectifying antenna’’ or
‘‘rectenna.’’ Since the grid structure is suitable for quasi-
optical power combining, it was applied to not only power
combiners but also quasioptical oscillators, amplifiers,
mixers, multipliers, phase shifters, and switches.

Popovic and Rutledge introduced first a grid oscillator
used in quasioptical power combining [51]. In this oscilla-
tor, the Gunn diode was used; however, it was later re-
placed by the metal–semiconductor field–effect transistor
(MESFET) in order to increase efficiency [52]. Since then,
many investigators have worked on grid oscillators
[53,54]. For instance, Popovic reported analyses of the
planar grid oscillator [55], the 3D power combiner [56], the
quasioptical VCO [57], and the multielement grid oscilla-
tor [58]. Prior to development of these arrays, beam con-
trol by means of a single-dipole IAS had been
accomplished [59,60].

From the mid-1980s to 1990, a variety of further ad-
vanced active integrated antenna (AIA) designs were de-
veloped. The AIA in this era attributed its progress to
advances in array antenna technology in addition to MW
and MMW solid-state devices and MMIC technologies
[61,62]. In an AIA, the antenna is placed on the same sub-
strate of MMIC so that the antenna and circuitry could be
directly connected and losses ordinarily existing between
them be reduced. In conjunction with the quasioptical
power combining technique, the IAS array could enhance
system performance; specifically, power output or SNR
could be increased, as a number of solid-state sources con-
tribute to increase the power output and reduce the losses
associated with circuitry and transmission lines. MMIC
can serve as the base for such individual sources.

Examples of IAS in those days can be seen in amplifier
antennas [63,64], mixers [65], beamsteering [66], beam-
scanning [67], and other features in microwave antenna
systems.

Itoh has investigated and demonstrated a number of
IAS arrays [49]. He has shown some practical applications
of IAS such as a transceiver [68] and transponder [69].
Chang and Navarro have also shown a variety of IAS de-
signs [48]. Chang first demonstrated the FET integrated
active patch [70] and worked on many spatial power com-
biners [71,72] and other IASs.

Meanwhile, Hall showed analysis and design of circuit
antenna modules, in which the microwave or radiofre-
quency circuit is integrated with a radiator [73]. In addi-
tion, he described a detailed treatment of IAS, including
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the CAD process, the circuit-simulator based-method, and
the multiport network method [73]. He had shown inte-
gration techniques with the aid of hybrid IC, MMIC, or
other packaging methods. One example was an MMIC-
type GaAs oscillating patch for 30 GHz [74] and another
was a multilayer-type packaging IAS at 2.45 GHz (Fig. 8d)
[75], which did not use MMIC structure, but was fabri-
cated by a hybrid method, mounting a patch on the same
substrate with circuits.

In the early stage of AIA arrays, diodes (i.e., two-termi-
nal devices) were most commonly used; however, since di-
odes generally have disadvantages of low power, low DC–
RF efficiency, and inconvenience in integrating into a cir-
cuitry, transistors (i.e., three-terminal devices) were grad-
ually regarded as the preferable component to be integrated
into IAS. Typical transistors widely used in those days were
the HEMT (high-electron-mobility transistor) [76] and the
HBT (heterojunction bipolar transistor) [77]. These advan-
tages of transistors over two-terminal diodes include high
gain, high DC-to-RF efficiency, low noise, and planar struc-
ture that is easily integrated in MMW regions.

HEMT has higher power efficiency and lower noise
than does MESFET, while HBT can improve SNR and
power efficiency as compared with other diodes such as the
PIN diode.

In the current era of (2000 and beyond), much more
advanced MMIC technology, higher-frequency solid-state
devices, and refined precise processing of circuit structure
have become accessible to develop further complicated and
sophisticated IAS. Quasioptical and grid array techniques
have also been utilized to produce a number of functional
antennas. The current trend in IAS development has
gradually shifted toward promoting practical applications
rather than basic investigation. The direct-conversion an-
tenna [78], circulator antenna [79], polarization-control-
lable MSA [80], mixer array [81], multistage amplifier
array [82], retrodirective array [83], self-oscillating mixer
[84], reflectarray [85], transceiver [86], RF tag [87], and
active PIFA (planar inverted-F antenna) [88], are typical
examples.

6. ANALYSIS AND DESIGN OF IAS

Because of the integrated structure of an antenna with
circuitry, analysis of IAS requires special attention beyond
that needed for treating the ordinary antenna system. The
analysis method depends on the type of IAS; one is for the
IAS, in which antenna and circuitry functions interact
through the transmission structure connecting them (Fig.
13a), and another is for a different type of IAS (Fig. 13b),
in which the circuitry is integrated within the antenna
structure in such a way that the IC and the antenna can-
not be clearly treated separately in terms of each individ-
ual function. The concepts are similar; however, there is
yet another type of IAS (Fig. 13c) in which an antenna is
integrated into a circuit structure; for example, a MIC
structure is the base of the IAS (Fig. 8b). In this type of
IAS, integration of antenna system functions is a major
design objective (Fig. 9). Almost all AIA design types be-
long to this type of IAS.

In either case, the analysis must be done in steps start-
ing with modeling of an IAS and representing it with a
network or an equivalent circuit, if possible (Fig. 14a).
Then the network model or the equivalent-circuit model is
divided into two; one part relates to radiation (i.e., the
space domain), and another part deals with nonradiation
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(i.e., the immittance domain). This approach is advanta-
geous in representing interaction of the antenna to the
circuitry or vice versa, which is caused by the physical in-
terconnection and the EM coupling between the antenna
and the circuitry. Such interaction is usually difficult to
treat since it cannot be observed explicitly. However, it can
be included in the network or equivalent-circuit represen-
tation. Depending on how such an interaction is classified,
it is included in either the radiation (space-domain) or
nonradiation (immittance-domain) part.

EM theory is applied to the space domain in order to
obtain the field parameters that correspond to antenna
performances such as radiation patterns, and the circuit
theory is applied to the immittance domain to identify the
parameters that correspond to the antenna characteristics
such as impedance and bandwidth. Analysis may be made
by directly applying the simulator to the equivalent expres-
sion of IAS when the IAS has a simple structure (Fig. 14b).

EM formulation of the space domain depends on the
type of antenna. Linear antennas can be treated with the
conventional integral equations, by which field parame-
ters are obtained using Green’s function weighted with

currents on the antenna structure. The method of mo-
ments (MoM) is often used to solve this sort of field prob-
lem. Equivalent circuits of the integrated devices,
consisting of either two or three terminals, are inserted
in the antenna structure. Dimensions of the integrated
devices are considered to be small enough to prevent in-
terruption of antenna performance. When MoM is used,
the equivalent-circuit components representing the inte-
grated device are treated as a load at the point z¼ 0,
where the device Z is located (Fig. 15a). When a three-
terminal device such as a transistor is used (Fig. 15b), the
terminal where the device is located can be divided into
two parts as shown in Fig. 15c. Then analysis can be made
by using parameters shown in the figure.

Either small- or large-signal representation of the ac-
tive device is used, depending on the signal level. If the
high signal level is taken into consideration, in some cases
nonlinear treatment of the system is required.

Planar antennas such as MSA and patch antennas can
be represented by a model using the equivalent circuit, the
transmission-line, and the cavity concept [73], which is not
necessarily applicable to linear structures. The equivalent
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circuit of the planar antenna can be constructed by using
parameters obtained by either measurement or simulation
of the antenna. The circuitry or device to be integrated,
which is also modeled with an equivalent circuit, is includ-
ed in the equivalent antenna model without difficulty. The
transmission-line model is convenient for designing patch
antennas; however, assumption of uniform field distribu-
tions on the patch edge and attention to the direction of
current flow on the patch are necessary. On the contrary,
the cavity model is more convenient as compared with oth-
er modeling such as the equivalent circuit and transmis-
sion line. Since a cavity is a resonator and the field inside
the cavity can be obtained by rather simple EM formula-
tion and the field at the open edge is found as the source of
radiation. Integration of circuitry or device is effected with
the parallel combination of the impedance at the site of
integration. This provides more accurate results regard-
less of the geometries of the patch structure as compared
with the results obtained using other models.

For the immittance domain, the conventional circuit
theory is applied generally to analyze IAS in the lower-
frequency regions such as VHF and UHF. The network
modeling or equivalent-circuit representation in the MW
and MMW regions warrants some special consideration.

Parameters in each domain are combined with bound-
ary conditions at the terminals where they are connected,
and the field parameters and the circuit parameters each
are obtained as the result of analysis with respect to either
antenna performance or characteristics. The results are
usually compared with the results obtained by either sim-
ulation or experiment. When discrepancies are found be-
tween the two methods, the analysis should be repeated
from the beginning.

The strategy used to obtain the field and circuit pa-
rameters is similar to cases where network modeling is
used. EM simulators may be used to obtain the field pa-
rameters E and H from the electric/magnetic currents J/M
on the antenna structure. Typical EM simulators are
MoM, FDTD (finite-difference time-domain method), and
IE3D and so forth. When materials other than metal are
used for the substrate, HFSS may be applied.

In the case of AIA, where an antenna is integrated onto
a planar structure like MIC, integration is not the prime
objective for obtaining variation in current distributions

Drain

Gate

Feedback
patch

FET

−80
−30

−25

−20

−15

−10

−5

0

−60−40−20 0 20 40 60 80
Angle (deg)

R
el

at
iv

e 
am

pl
itu

de
 (

dB
)

E-Plane

−80
−40

−30

−20

−10

0

−60 −40 −20 0 20 40 60 80
Angle (deg)

R
el

at
iv

e 
am

pl
itu

de
 (

dB
) H-Plane

(a)

(b)

(c)

Figure 29. FET-integrated oscillator patch antenna: (a) antenna
configuration; (b) radiation pattern (E-plane); (c) radiation pat-
tern (H-plane). (From Refs. 5 and 43 with permission from Wiley
and IEE, respectively.)

DC Bias
IMPATT

IMPATT

Patch

Feedthru

Figure 30. IMPATT diode integrated oscillator MSA. (From Refs.
5 and 62 with permission from Wiley and IEEE, respectively.)

Biasing pad

Substrate

Heat sink
Matching stub

BARITT diode
Microstrip patch

Figure 28. Barrier injection transit time (BARITT) diode inte-
grated oscillator patch antenna. (From Refs. 5 and 39 with
permission from Wiley and IEEE, respectively.)

INTEGRATED ANTENNA SYSTEMS 2129



on the antenna structure, but it does provide the func-
tions, and either modification or enhancement of the an-
tenna performance is obtained thereby. Hence, the AIA
may often be modeled by a network in which the radiating
part can be represented separately from the nonradiating
part relatively easily, so that the space domain and the
immittance domain, respectively, can be treated compar-
atively easily. However, in some cases the radiating and
nonradiating parts cannot be clearly differentiated. The
degree of distinction depends on the MIC structure and
the integration status, particularly in case of 2D or 3D
structure. In this case, modeling of the antenna system
and hence the analysis is not performed easily.

For instance, an MSA-based IAS, which is fed through
an active device without using the transmission line and

hence the functions of the antenna and in which the active
circuitry components interact through the transmission
structure, network representation can be used for the
analysis. The integrated device is formulated by an equiv-
alent circuit consisting of some lumped constants and
loaded on the antenna terminals.

In general IAS structure, a concurrent approach is re-
quired in which the EM theory and circuit theory are
combined because of the blurred distinction between the
antenna and the circuitry. There are two approaches:
(1) using the network representation and (2) performing
simulation, combining the EM simulator with the circuit
simulator. In the network approach, the model in most
cases is expressed by a multiport network, involving in-
teraction between the antenna and the circuitry, including
integrated devices. When an antenna has more than one
radiation source, mutual coupling among the components
is also expressed by connecting multiport terminals.

Appropriate modeling is essential for the analysis.
Even with an appropriate model, in many cases analysis
is hardly possible because the model would be so compli-
cated that the solution could be very difficult or impossible
to obtain.

Selection of appropriate EM and circuit simulators is
essential. When an IAS is represented by an appropriate
equivalent model, a simulator may be applied even at
the beginning of the analysis. Typical frequency-domain
simulators are MoM and IE3D based on MoM, whereas
FDTD and TLM (transmission line matrix method) are
typical time-domain simulators. Each has its own advan-
tages and disadvantages. Selection of the simulator de-
pends on the antenna structure, application, and
objectives. Methods of incorporating certain elements of
network analysis in EM simulation algorithms have be-
come available as a useful tool for the analysis of IAS. Both
frequency-domain and time-domain simulators can be
used. Selection of these depends on not only the IAS struc-
ture but also speed, accuracy, and ease of the analysis
method.

Design of the IAS is based on the analysis. Appropriate
CAD can be used for the design of both antenna and
circuitry, if available. Results of the analysis will fur-
ther assist in optimization of the design. When the
IAS is designed, the knowledge and techniques involved
in antennas, circuitry, network, devices, including IC,
MIC, and MMIC, are necessary. However, since experts
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in the field of antennas might not necessarily be expert in
components outside of their fields of expertise, cooperative
work between engineers in different fields is required.

6.1. Analysis Using Network Model and Equivalent Circuit

6.1.1. Dipole Loaded with Transistor Circuit. Here a di-
pole on which a transistor circuit (TC) is integrated is
taken as an example [89a,89b]. Figure 16 depicts the mod-
el in which a coaxial line is used in the middle part of the
dipole to supply the bias voltage to the TC. This IAS is

referred to as ‘‘DAT’’ (dipole antenna integrated with a
transistor). This DAT is used only for a receiving case,
where the receiving pattern is controlled by electronic
means. In principle, the receiving patterns are changed by
varying the parameters of the TC by changing its bias
voltage, which varies the phase and amplitude of the cur-
rent distributions on the dipole.

Figures 17a and 17b, respectively, illustrate an equi-
valent model and a circuit expression of the DAT. This
model is further decomposed into a radiating part (space
domain) and a nonradiating part (immittance domain), as
shown in Figs. 18a and 18b, respectively. The coordinate
system and parameters to be used in the analysis are
also shown in the figure. The current distributions J
on the radiating part can be obtained by solving the ordi-
nary integral equation method. An appropriate EM sim-
ulator, such as MoM, can be applied to find the current
distributions, which will give the receiving patterns. Re-
garding the nonradiating part, which consists of a coaxial
transmission line (TL) and TC, the TL theory is applied
and the circuit parameters are obtained. Then the field
parameters and the circuit parameters are combined by
applying the boundary conditions at the common termi-
nals of the space domain and the immittance domain
(nodes a, b, c, and d, e, f, respectively, in Figs. 18a and
18b). Figure 18c depicts calculated results, giving varia-
tion of the receiving patterns according to variation in the
bias voltage of the TC.

With integration of a TC, other functions such as pat-
tern shaping and beamscanning can be performed elec-
tronically without movement of the antenna. The volume
occupied by the TC on the antenna structure should be
small enough to prevent interference with the radiation.

6.1.2. MSA Integrated with a Diode. Multiport network
modeling of MSA is considered as an extension of the
cavity modeling. The inner and outer EM fields of the
patch are modeled separately and the patch is treated
with the 2D planar network having multiports (Fig. 19)
[90]. For a rectangular MSA, for example, a multiport
Z-matrix characterization, which represents the inner
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field of the patch, can be derived by using Green’s func-
tion as

Zij¼
1

WiWj

Z

Wi

Z

Wj

GðXi;Yi=Xj; XjÞdX dY ð5Þ

where Xi, Yi, Xj, and Yj denote the locations of the two ports
of widths of Wi and Wj, respectively, and G is the imped-
ance Green function for the rectangular patch. This part
corresponds to the immittance domain. The outer field of
the patch is modeled by an equivalent network consisting
of the parallel combination of the capacitance and induc-
tance, which represent the energy stored inside the patch;
and the conductance, which represents the power radiated
from the patch and the surface waves. Figure 20 depicts an
equivalent expression of edge parameters.

The Z matrix of a rectangular MSA is obtained by per-
forming integration given in Eq. (5) using Green’s func-
tion. The Green function should be known a priori. For a
rectangular MSA of thickness d, the length WX and the
width WY, which orient along the x and y axes, respective-
ly, the impedance matrix element Zpq for the two ports WX

and WY may be expressed as

Zpq¼
jomd

WXWY

X1

m¼ 0

X1

n¼ 0

smsnfmnðXa;YaÞ

fmnðXb;YbÞ=ðk
2
x þ k2

y � k2Þ

ð6Þ

where, for ports oriented along the y direction

fmnðx; yÞ¼ cosðkxXÞ cosðkyYÞ sinc
kyW

2
ð7Þ

and for ports oriented along the x direction

fmnðx; yÞ¼ cosðkxXÞ cosðkyYÞ sin
kyW

2
ð8Þ

The function sinc(z) is defined as (sin z)/z and other pa-
rameters are

kx¼
mp
WX

; ky¼
np
WY

ð9Þ

sm¼
1; m¼ 0

2; nO0

(
ð10Þ

k2¼o2me0erð1� jdÞ ð11Þ

where d is the loss tangent of the dielectric and Xa, Ya and
Xb, Yb, respectively, are locations of the a and the b ports.

The edge fields of the MSA, which include the radiation
field, the surface-wave field, and the fringing fields at the
edge, are modeled by the admittance network, which is
located between space and the patch network. Figure 20
depicts a part of the admittance network. The edge ad-
mittances are assumed to be distributed uniformly over
the edge, as the thickness of the MSA is very thin com-
pared with the wavelength and the fields are constant.

With the knowledge of voltages on the edge, the edge
admittance can be evaluated. The edge voltage can be
found by modal analysis of the fields inside the patch as a
cavity.

When a device is integrated into a patch, the imped-
ance at the port where the device is located is changed.
The impedance is found by taking a ratio of voltage and
current at the terminals where a device is integrated.
Equation (6) can be used after modifying it to match the
terminal conditions. The main task is to define the termi-
nal conditions adequately, depending on whether it is two-
terminal or three-terminal as shown in Fig. 15. When a
varactor diode is used, for example, the resonance fre-
quency of the patch can be adjusted by changing the bias
voltage of the varactor. The location of the diode is also one
of the parameters used to achieve the designed frequency.
When a Gunn diode is integrated, as another example,
as the diode exhibits a negative resistance at MW fre-
quency regions and thus the DC supply to the diode can be
converted to the RF power, the patch can be designed as a
transmitting antenna. The impedance at the location of
the diode should have the negative resistance of the Gunn
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Figure 35. Mixer IAS using a loop slot: (a) principle of quasiop-
tical mixer; (b) antenna configuration. (From Ref. 81 with permis-
sion from IEICE.)
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diode. The essential of the design is to determine the patch
dimensions and the location of the integration that yields
the desired impedance.

6.2. Analysis Using Simulators

Modeling of IAS is the first step, as in the other method of
analysis. Whichever model is used, simulators are conve-
niently applied to perform numerical evaluation, by which
the IAS can be designed. Depending on the IAS structure,
there are two typical cases: one in which an EM simulator
and a circuit simulator are applied separately, and another
involving the combined use of these simulators. Usually
the EM simulator is applied to the radiating part (the
space domain) and the circuit simulator, to the nonradiat-
ing part (immittance domain). The results obtained for
each part are combined according to the boundary condi-
tions at the interface of the two parts, and the final
expressions are obtained. Typically, there are two ways to
perform simulation. One is to use lumped circuit elements
together with EM formulation, where the circuit element is
incorporated into, for instance, the radiating part as addi-
tional boundary conditions; another is to combine the EM
simulator applied to the passive part of the IAS, including
radiating parts, with a network simulator applied to the
nonradiating parts, including active devices.

EM simulators such as MoM, FEM (finite-element
method), and FDTD are capable of including integrated

devices in the process of simulation as loaded impedances
or admittances at the segment of the analysis model, which
corresponds to the location of the integration. For this pur-
pose, the integrated devices are represented by the equiv-
alent circuits and incorporated in the simulation model.

Simulation is possible in either the time or frequency
domain. In either way, the process involves first modeling
the IAS accurately, then selecting appropriate simulators
for the problem, and finally combining them with exact
boundary conditions. Selection of the simulators depends
on speed, complexity, and accuracy of the simulator; ease
of incorporating active devices; and the flexibility of treat-
ing an arbitrary structure. Table 1 compare some typical
simulators [91].

When a complicated IAS structure is treated, particular-
ly the IAS type, in which radiating parts and nonradiating
parts cannot be clearly separated, application of a simulator
would be very difficult, and analysis often becomes impos-
sible. In many cases simulators cannot be applied because
the antenna structure is too complicated to deal with.

7. MAIN APPLICATIONS

7.1. Amplifier IAS

The amplifier IAS was the main subject of R&D in the
initial stage of IAS. In those days, linear antenna ele-
ments were mostly used. In the 1980s, planar IASs were
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developed; however, the amplifier IASs did not receive
much attention as oscillator IASs until their application
to the spatial power combiners was recognized as signif-
icant. The spatial power combiners require an array of
power sources to which small, compact, and low-power-
consumption devices are needed. The amplifier IAS was
considered to be the most appropriate device to use as the
unit of array power source in spatial power combiners.

The first three examples described next are single-am-
plifier IASs. The remaining IASs are examples applied to
power combiners.

7.1.1. Antennafier. Figure 21 illustrates a schematic
diagram of an antennafier (the combined term for anten-
na and amplifier) [17], in which a transistor amplifier is
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Table 1. Comparison of Simulators

Method
Good Flexibility for
Arbitrary Stuctures High Speed Low Complexity Good Accuracy

Ease of Incorporating
Active Device

Equivalent circuit – *** *** * ***
Multiport network * ** ** ** **
Integral equation * * – *** *
FDTD ** – * *** *
Finite element *** – – *** *
Transmission line matrix ** – * *** *

–poor *moderate **good ***very good
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integrated into a dipole antenna. This IAS was introduced
in 1964 and hence it seems to be a classical example; how-
ever, it may have historical significance, as a variety of
IASs evolved following the concept demonstrated by this
IAS.

This IAS can be viewed as the receiver front end by it-
self or used as an element of array, by which the receiving
pattern is synthesized. Two types of antennafiers were
demonstrated: the fixed-gain device, which exhibited
a maximum gain of 12.5 dB; and the variable-gain type
(Fig. 21), which had a gain ranging from � 20 to þ
12.5 dB.

In a four-element variable-gain antennafier array
(Fig. 22a), synthesis of a 15 dB-Chebyshev pattern and a
binomial pattern, respectively, was accomplished as

shown in Figs. 22b and 22c. The patterns were controlled
by changing the bias voltage to the integrated amplifier
circuit, thus varying the phase and amplitude of the array
feeding.

7.1.2. Dipole IAS. H-shaped dipoles, into which a tun-
nel diode was integrated, were analyzed and design pa-
rameters discussed [18,20]. Figures 23a and 23b,
respectively, illustrate the model and the receiving pat-
terns, which show a gain increase of 6 dB relative to the
passive dipole.

A transistor-integrated folded dipole (Fig. 24a) was
shown to have accomplished wideband characteristics
(Fig. 24b) [25]. The input impedance was adjusted by
means of integration so as to achieve the wide bandwidth.

7.1.3. Active PIFA. A power-FET integrated planar in-
verted-F antenna (PIFA) was shown to have more than
50% power-added efficiency (PAE) at several frequencies
between 1 and 2 GHz. This was achieved by designing the
antenna system to obtain the optimum power output by
using a class F termination as the load to provide optimum
power matching for the FET [88]. Figure 25a shows the
schematic expression of an active PIFA; Fig. 21b shows an
amplifier circuit (side 1), and Fig. 21c illustrates antenna
(side 2).
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7.1.4. Slot Amplifier IAS Array. A slot IAS array anten-
na, to which a MMIC power amplifier is coupled, has been
demonstrated [92]. The antenna structure is illustrated in
Fig. 26, in an exploded view (a) and a cross-sectional view
(b), showing coupling of the amplifier to the array anten-
na. Analysis was performed first on the slot array on a
waveguide using HFSS, and the array performance was
experimentally analyzed with a MMIC amplifier coupled
to the antenna. Radiation patterns of an eight-element
array are shown in Fig. 26c, where a passive slot array
pattern is shown for comparison.

7.1.5. Multistage Amplifier IAS. A spatial power com-
biner based on a multistage structure has been proposed
[82]. The antenna system consists of array elements in the
first stage, slots in the second stage to couple with antenna
elements, and feeding circuitry integrated with amplifiers
in the third stage. Figure 27 illustrates the antenna sys-
tem, showing antenna structure (a) and array structure
(b) along with placement of amplifiers. Figure 27c depicts
output directive gain versus amplifier gain with the
amplifier stage as the parameter, and Fig. 27d shows an
H-plane radiation pattern.

7.2. Oscillator IAS

Oscillator integrated antenna systems are used either as
the front end of a transmitter or a unit of array power

source in spatial power combiners [93]. Since the spatial
power combiners use arrays of distributed power sources
in order to achieve efficient and high output radiation in
space, small, compact, lightweight, and low-power-con-
sumption devices as the units of array power sources are
required. For this purpose, the oscillator IAS is well suited
as it meets such requirements.

Two-terminal devices such as IMPATT diodes, Gunn
diodes, and tunnel diodes, and also three-terminal devices
such as MESFETs, HEMTs, and HBTs, are used for the
distributed power source. The two-terminal devices are
suitable for high-power applications in MW, MMW, and
sub-MMW regions; however, they suffer from relatively
low-power DC–RF conversion efficiency. Meanwhile,
three-terminal devices provide high gain, high DC–RF
conversion efficiency, and low noise figure at MW, MMW,
and sub-MMW regions. In addition, they have an advan-
tage in possessing the appropriate structure for integra-
tion in a planar structure.

The first oscillating IAS was introduced as a sensor,
which consisted of a BARITT diode oscillator and a patch
antenna (Fig. 28) [39]. The sensing operation was per-
formed by detecting variation of the operating frequency
due to the interaction of its immediate environmental con-
ditions such as temperature and relative motion. This can
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be considered as the first application of a patch antenna to
the IAS.

Since then, numerous oscillating IASs have been de-
veloped [85]. Some examples are described below. Most of
them are concerned with the spatial power combiners, and
some are constituted in a grid structure.

7.2.1. FET Integrated Oscillator Patch Antenna. The first
FET-integrated oscillator patch antenna was demonstrat-
ed in 1988 [43]. Figure 29a depicts the IAS in which a
patch is shown to be a feedback element for an FET oscil-
lator circuit and a radiator. The IAS operates at 5.7 GHz
with a power output of 17 mW. Figures 29b and 29c, re-
spectively, illustrate the E-plane and H-plane patterns,
which also show high cross-polarization levels.

7.2.2. IMPATT Diode Integrated Rectangular MSA. A
monolithic IAS was developed as an element of an array
of distributed sources in the spatial power combiners [62].
Figure 30 shows an example of two IMPATT diodes that
feed the edge of a MSA and have a DC biasing network as
well as an open stub for frequency trimming. This IAS
operates at 43.3 GHz with an output power of 27 mW at
7.2% DC–RF conversion efficiency.

7.2.3. Gunn Diode Integrated MSA. Figure 31a shows
an example of a two-Gunn-diode integrated MSA [94]. Us-
ing a MSA designed to resonate at 10 GHz, a Gunn diode
oscillator-integrated MSA operates at 10.4 GHz with an
output power of 26 mW. Using two Gunn diodes, the

output power was increased about twice the operating fre-
quency of 10.7 GHz and lower cross-polarization patterns
were achieved as a consequence of the symmetric config-
uration as compared with a single-Gunn-diode integrated
case. Figure 31b illustrates radiation patterns for both
single- and double-Gunn integrated cases.

7.3. Grid and IAS

Use of a large grid array in antenna systems traces back to
1960. Grid formats were applied not only to communica-
tion antennas, but also to the rectifier antenna, which
converts RF energy to DC power in the microwave wire-
less link, FSS (frequency-selective surface), which pro-
vides different transmission and/or reflection properties as
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functions of the frequency, polarization of electromagnetic
waves in space, and spatial power combiners. The concept
of grid has been applied to not only oscillators in spatial
power combining but also to amplifiers, mixers, phase
shifters, and switching [95].

7.3.1. Grid Oscillator. The first grid oscillator, intro-
duced in 1988 [51], is shown in Fig. 32, illustrating the
front view of a Gunn diode integrated grid (a) and a qua-
sioptical oscillator configuration (b). Active devices are em-
bedded in a two-dimensionally periodic array on a dielectric
substrate. The grid array was placed between a mirror and
a partially transparent reflector that constitutes a quasiop-
tical resonator. The grid oscillator operates at 10 GHz.

The grid oscillator differs from that of other spatial
power combiners in that the integrated devices in the grid
structure are closely arranged with respect to wavelength,

so that strong coupling and collective interaction among
these devices create a quasioptical component. The grid
oscillators demonstrated its substantial usefulness in im-
proving power deficiency and radiation efficiency at that
time. Various types of grid oscillators were developed since
the first grid oscillator was demonstrated [96].

Another example is a MESFET integrated grid oscilla-
tor. The Gunn diode was replaced in order to improve
the efficiency. A 10�10 FET grid oscillator has also been
demonstrated [97].

7.3.2. Grid Amplifier. Grid structure offers advantages
of increasing power-handling capability and eliminating
losses associated with feed network. A 50-MESFET grid
amplifier demonstrated 11 dB gain at 3.3 GHz [98].
Figure 33 illustrates the grid amplifier structure and the
unit cell of the grid amplifier (a); and front (on the left)
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(b) and back (on the right) (c) views. The amplifier accepts
a vertically polarized input, amplifies it, and then radiates
an asymmetric polarizing output. The unit cell consists of
a two-MESFET differential amplifier.

7.3.3. Grid Multiplier. A grid of 1000 Schottky diodes
used for frequency doubling [99], producing a power of
0.5 W at 66 GHz with a doubling efficiency of 9.5%, is
shown in Fig. 34. The two tuning slabs and two filters
were used in order to optimize the fundamental frequency
(33 GHz) input to the grid, while similar output filter and
tuning slabs were used to match the output.

7.4. Mixer IAS

7.4.1. A Magnetic-Loop Mixer IAS. A mixer IAS, which
can perform spatial–optical mixing of RF frequency and a
local oscillator within an antenna structure, was proposed
by using a loop slot [81]. Figure 35a shows the principle and
Fig. 35b, the antenna configuration. The measured anten-
na parameters are shown in Fig. 36, illustrating radiation
patterns at 10 GHz (a) and the power spectrum showing the
mixing performance (b). In the measurement, the RF fre-
quency was 10 GHz and the local frequency was 9.7 GHz.

By arraying this IAS unit on a 2D structure (Fig. 37a),
beamsteering can be achieved. The basic principle is based
on the fact that the direction of an incident RF signal can
be shifted by changing either the direction of the local
signal or the ratio of the RF frequency and the local fre-
quency. An example beamsteering pattern, measured at
the IF frequency, is shown in Fig. 37b.

7.4.2. Subharmonic Mixer IAS. A quasioptical mixer us-
ing patch antenna for RF signal, a waveguide for the local
signal, and a microstrip for IF is shown in Fig. 38, illus-
trating the circuit layout (a) and the conversion loss (b)
[100]. As the figure shows, the patch antenna, the RF
matching network, and the IF output and local oscillator,
are integrated on a dielectric substrate. Mixing of 33–
36 GHz at RF with 17.6 GHz provides 0–2 GHz IF output.
Conversion loss was 5 dB at 34 GHz (Fig. 39b).

7.5. Tunnel Diode Integrated Frequency Tunable MSA

This is an example of a frequency tunable IAS, in which a
tunnel diode is integrated and the operating frequency is
controlled by the bias voltage in the 51–54 GHz range
[101]. Figure 39a depicts the side view of the IAS and Fig.
39b, frequency variation with the bias voltage.

The radiation patterns can also be varied with the bias
voltage as the resonance frequency is directly proportional
to the bias voltage. The radiation power, beamwidth, and
directivity are varied inversely with the increase in bias
voltage.

7.6. Beam Control

In a single-antenna system, the radiation pattern can be
controlled by the phase control of current distributions on
the antenna element. In an array system, a similar con-
cept can be applied to the phase parameters of the array
aperture. IAS is useful for this purpose; the current dis-

tributions on an antenna element can be varied by inte-
grating either passive or active devices into the antenna
structure so that the radiation patterns can be varied.
Similarly, in an array system, phase control of the array
feed, and thus radiation pattern control, can be accom-
plished by integrating either passive or active devices into
the array structure. In this case, conventional phase shift-
ers are not necessarily required. The phase control can be
performed by other methods such as mutual coupling be-
tween array elements, interconnection of array elements
by circuitry or external space feeding, and external source
excitation (Fig. 12). These phase dynamics can actually be
realized in the spatial power combiners, the spatial power
combining can serve to not only increase power in space
but also provide a method for beam control.

7.6.1. Four-Element FET IAS Array. A four-element
beamsteering FET IAS array is shown in Fig. 40, includ-
ing (a) an array configuration and (b) radiation patterns
measured at three different scan angles [102]. A FET us-
ing zero-bias gate is integrated into an edge of a patch el-
ement to provide oscillation, and the instantaneous phase
of each oscillator is varied by the bias voltage, thus pro-
ducing radiation patterns.

7.6.2. Six-Element FET IAS Array. A six-element beam-
steering FET IAS array using a direct-coupling circuit,
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Figure 46. Polarization-controllable IAS: (a) antenna structure;
(b) principle of operation. (From Ref. 80 with permission from
IEICE.)
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which adjusts array element phase, is shown in Fig. 41
[103], including (a) an array configuration and (b) mea-
sured radiation patterns, showing continuous scanning
from broadside to the scan limit of 401. The array source is
composed of the conventional patch fed at the radiation
edge of the microstrip oscillator, which is realized by the
lumped-element circuit. The radiation edge on the far side
of the patch is used to interinjection lock. The combined
sources are interinjection locked at the far side of the ra-
diation patch.

7.6.3. Three-Element Beamscanning IAS Array. Figure
42a shows part of an array configuration employing uni-
lateral injection locking using an amplifier to ensures
strong coupling between sources [104]. Beamscanning
patterns of a three-element active phased array for three
different scan angles are shown in Fig. 42b.

7.6.4. Nonlinear Coupled Array. The active antenna ar-
ray, with which nonlinear dynamics are combined, is dis-
cussed by Meaddows et al. [105], who demonstrated
interactions between coupled, nonlinear elements to pro-
duce a desired far-field pattern such as beamsteering, re-
duced sidelobe, and beamforming. An example of a
nonlinear array structure producing beamsteering is
shown in Fig. 43a. The array is composed of a voltage-
controlled oscillator (VCO) connected to a patch radiator,
which is coupled with a nearest-neighbor element in the
array via a stripline. Beamsteering is realized by varying
the varactor bias, which adjusts the freerunning frequen-
cy of each oscillator. The sidelobe reduction (Fig. 43b) is

accomplished with a nonlinear coupled array, in which
amplitude dynamics were employed along with phase
dynamics. It should be noted that beamsteering is accom-
plished with suppressed sidelobes simultaneously.

7.6.5. Beam Control by a Single IAS. Beamshifting or
beamsteering realized by a single antenna element has
demonstrated [106]. A 0.8 l dipole was used and asym-
metric current distributions on the dipole were accom-
plished by either type I, where one reactance component
is integrated as shown in Fig. 44a, or type II, where two
different reactance components are used as shown in
Fig. 44b. Beamsteering or beamscanning, if required,
can be achieved by varying the impedance of the inte-
grated reactance electronically. Figure 44c shows a beam-
shifting pattern obtained by using type II.

7.6.6. Pattern Synthesis. The first pattern synthesis us-
ing the IAS array was demonstrated in 1964 [21]. A pas-
sive integrated dipole array applied to pattern synthesis
was later demonstrated in 1985 by using a four-element
array [45], into which reactance components were inte-
grated. Figure 45a shows the antenna structure, and
Fig. 45b shows an antenna configuration with integrated
reactance components, and Fig. 45c shows a synthesized
30-dB Chebyshev pattern. A reactance component was
made with a short-circuited two-wire transmission line as
shown in the inset in the figure.

7.6.7. Polarization Control Antenna. A polarization-con-
trollable IAS is developed by using a switching diode
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Figure 47. Transceiver: (a) units; (b) opera-
tion concept. (From Refs. 5 and 86 with per-
mission from Wiley and IEEE, respectively.)
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integrated MSA [80]. Figure 46a shows the antenna struc-
ture, which has a cross-slot on the patch surface and
Schottky diodes are integrated at the center of these slots.
Figure 46b illustrates the principle of operation.
Polarization can be varied by changing the current flow-
ing on the patch surface. The antenna operates at two
resonance frequencies and produces cross-polarization.
The high-frequency current flows in a diagonal direction
on the surface, depending on the connection of the diode,
while the low-frequency current flows around the cross-
slot as shown in Fig. 46b. By changing the bias voltage
supplied to the diode, its ON or OFF state can be changed,
and thus the direction of the current flow, and thereby
polarization of the antenna is changed at each frequency.
FDTD is used for the analysis.
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7.7. Transmitter–Receiver IAS

IAS can be applied to either transmitter or receiver
systems, depending on integration of functions such as
oscillation, amplification, mixing, multiplying, and switch-
ing. Integrated antenna systems have various advantages
in that they can be designed to be small, compact, and
lightweight structures, with low power consumption, and
to be congruent or compatible with planar and/or MIC
structures. An IAS can be constructed as a single struc-
ture and is used as an RF front end of either transmitter
or receiver. The packaging can take the form of a simple
planar structure using a microstrip substrate or 2D or 3D
structure consisting of layered substrates or IC, MIC, and
MMIC.

Losses associated with interconnection between anten-
na and RF front end, dielectrics, circuitry, and other prop-
erties can be reduced. Noise performance may also be
improved as a result of integration. Utilizing IAS technol-
ogy in this way, a variety of IAS transmitters or receivers
have been developed. Typical applications are to trans-
ceivers, transponders, and direct-conversion receivers.
Some other applications are rectifier antennas, which con-
vert RF energy to DC power; retrodirective antennas,
which control radiation patterns to the same direction of
the incoming signal; and reflectarray, which produces any
desired direction, including the same direction as the in-
coming wave.

7.7.1. Transceiver. Figure 47a illustrates the units and
Fig. 47b, the operation concept [86]. The FET is integrated
into a circular patch to oscillate at C band. The oscillator
acts as a transmitter and also as a local-oscillator source,
which consumes a portion of the oscillation power. Another
diode, a Schottky diode, is integrated within the antenna
cavity to function as a mixer by receiving the local-oscillator
power. This system uses an RF signal of 6 GHz and a local
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frequency of 5.8 GHz, equaling an output signal of 0.2 GHz.
The features of the transceiver are low cost, small size,
compactness, and light weight, as the mixer and oscillator
are configured on the same small patch antenna, avoiding
interconnecting lines and circuitry.

7.7.2. Transponder. An antenna integrated with a mix-
er functions as a receiver front end, to which a local oscil-
lator (LO) can be either integrated on the same substrate
or supplied externally by a source in free space. Without
using a separate LO, a self-oscillating mixer can be used
by utilizing a nonlinear property of an oscillating device
itself. In millimeter-wave regions, a LO frequency is
achieved by subharmonically pumping up from one-half
the value required for a conventional mixer, as the LO
frequency with sufficient power to drive the mixer can
hardly be obtained.

Such a subharmonically pumped mixer quasioptical
mixer practically applied to a noncontact identification
transponder has been invented [107]. The transponder
has a form of ID card supporting a slot antenna, a bowtie
(planar triangular dipole) antenna, and transmitter and
receiver circuitry (Fig. 48a). Figure 48b illustrates the op-
erational concept. The transponder receives an interroga-
tion signal at 6 GHz by a dipole antenna as the
harmonically pumped LO power and responds with an
ASK (amplitude shift keying)-modulated ID code around
12 GHz. Antiparallel Schottky diode pairs are mounted at
the terminals of the bowtie antenna. It has the quasiop-
tical mixer structure proposed previously for microwave
imaging and telemetry by Stephan and Itoh [108].

7.7.3. Receiver
7.7.3.1. Inverted-L IAS. The inverted-L IAS shown in

Fig. 49 [29] was installed inside an 80-MHz small portable
receiver, which was used practically in the field. A transis-
tor circuit was integrated into the middle of the inverted-L
element and S/N gain of 10 dB over the conventionally used
monopole antenna of 	 1

3 l was obtained.

7.7.3.2. Ferrite IAS. A parametric excitation integrated
ferrite antenna [30], (Fig. 50a) was developed. The fre-
quencies of signal, pump, and output were 1, 3, and 2 MHz,
respectively, and an S/N gain of 410 dB over that of the
same-size ferrite antenna was obtained as a result of para-
metric excitation to the ferrite antenna (Fig. 50b).

It should be noted that this IAS is a real ‘‘active’’ an-
tenna, because the part that is involves radiation (receiv-
ing) in this antenna is ‘‘active.’’ In general AIAS function,
the radiator is not really ‘‘active,’’ but inherently passive,
eventhough it is called an ‘‘active antenna.’’

7.7.3.3. Notch Receiver. To obtain wideband operation,
a notch structure was used for an IAS receiver (Fig. 51)
[109]. A notch element is integrated with coupled slotlines
to complete an RF front end. A GaAs-FET local oscillator
with local resonator slot is used to form a balanced mixer.
These components are embedded at the site where the
notch element begins to taper out.

7.7.3.4. Direct-Conversion Receiver. Figure 52a illus-
trates a single integrated I/Q (in-phase/quadrature)
direct-conversion converter [110], which is composed of a
40-GHz patch antenna, a quadrature mixer, and a local
oscillator, all of which are integrated on a planar sub-
strate. The antenna was designed for a 10 dB bandwidth of
1.64 GHz for wideband operation. The quadrature mixer
performs direct downconversion for digitally modulated
signals. A pair of antiparallel diodes are used for the mix-
er, which is LO-pumped subharmonically at half of the RF
carrier frequency. Figure 52b is a photo of the receiver.

8. OTHER APPLICATIONS

Applications of IASs other than those described above
are rectennas and retrodirective antennas. Rectennas
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Figure 52. Direct-conversion receiver: (a) I/Q integrated
antenna; (b) photo. (From Ref. 112 with permission from IEICE.)
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are antenna systems that convert RF energy into DC pow-
er in the wireless transmission link. Either a single an-
tenna element, to which a rectifying device is integrated,
or an array of rectennas is used for rectennas. The earliest
rectennas were developed by Brown [111], who contribut-
ed to microwave power transmission as well as rectenna
development. Since then many investigators have devel-
oped rectennas [112] applying IAS technology.

Retrodirective antennas are antenna systems that
reradiate signals back toward the direction of incoming
signals. Retrodirective antennas consist of transmitting
and receiving antennas and phase conjugation circuitry.

8.1. Rectenna

A 35-GHz rectenna is shown in Fig. 53a [113], consisting of
a patch dipole antenna and a diode integrated at the input
terminals of the dipole. The conversion efficiency is shown
in Fig. 53b, illustrating formats using either a patch or a
dipole.

8.2. Retrodirective antenna

A 6-GHz-band planar active retrodirective antenna, using
subhamonic mixing for phase conjugation, has been dem-
onstrated [114]. An incoming signal of 5.79 GHz is sub-
harmonically mixed with the local-oscillator output of
2.9 GHz, thereby producing an IF signal of 10 MHz.
Antiparallel diode pairs are used in subharmonic phase

conjugation mixers. The IF frequency is then upconverted
with the same local frequency to produce a transmitting
frequency of 5.81 GHz. Figure 54a illustrates the antenna
system concept, and Fig. 45b shows measured and calcu-
lated patterns with an incoming signal on a � 201 trajec-
tory. These results verify the advantages of retrodirective
performance.

9. PERSPECTIVE

IAS technology and its applications still remain in the
process of development. There is no limit to the type of
antennas as the base of IAS and also in the integration
materials, which include not only solid-state devices but
also such components as dielectrics and magnetic materi-
als. The development one may expect in the near future
for integrated antenna systems will be integration of
metamaterials or left-handed materials into an antenna
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system. That would bring small antennas or functional
antenna systems, which could never been realized by con-
ventional technology.

IAS technology will promote further advancement of
antenna systems in microwave and higher-frequency re-
gions. Integration of materials never used before such as
nonreciprocal or nonlinear devices would create new an-
tenna systems with capability beyond the scope of any-
thing available today.

There are various IAS applications. IAS is useful for
antenna systems not only in communications but also in
other wireless systems such as radar, sensing, control, and
broadcasting. In another aspect, application of IAS would
offer many advantages in realizing small antennas, in-
cluding antennas that are functionally as well as electri-
cally small.
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The invention of the transistor in 1947 by William Shock-
ley and his colleagues John Bardeen and Walter Brattain
at Bell Laboratories, Murray Hill, NJ, launched a new era
of integrated circuits (ICs). The transistor concept was
based on the discovery that the flow of electric current
through a solid semiconductor material like silicon can be
controlled by adding impurities appropriately through the
implantation processes. The transistor replaced the vacu-
um tube because of its better reliability, lesser power re-
quirements, and, above all, much smaller size. In the late
1950s, Jack Kilby of Texas Instruments developed the first
integrated circuit. The ability to develop flat or planar ICs,
which allowed the interconnection of circuits on a single
substrate (due to Robert Noyce and Gordon Moore), began
the microelectronics revolution. The substrate is the sup-
porting semiconductor material on which the various de-
vices that form the integrated circuit are attached.
Researchers developed sophisticated photolithography
techniques that helped in the reduction of the minimum
feature size, leading to larger circuits being implemented
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on a chip. The miniaturization of the transistor led to the
development of integrated circuit technology in which sev-
eral hundreds and thousands of transistors could be inte-
grated on a single silicon die. IC technology led to further
developments, such as microprocessors, mainframe com-
puters, and supercomputers.

Since the first integrated circuit was designed following
the invention of the transistor, several generations of in-
tegrated circuits have come into existence: SSI (small-
scale integration) in the early 1960s, MSI (medium-scale
integration) in the latter half of the 1960s, and LSI (large-
scale integration) in the 1970s. The VLSI (very large scale
integration) era began in the 1980s. While the SSI com-
ponents consisted on the order of 10–100 transistors or
devices per integrated circuit package, the MSI chips con-
sisted of anywhere from 100–1000 devices per chip. The
LSI components ranged from roughly 1000–20,000 tran-
sistors per chip, while the VLSI chips contain on the order
of up to 3 million devices. When the chip density increases
beyond a few million, the Japanese refer to the technology
as ULSI (ultra-large-scale integration), but many in the
rest of the world continue to call it VLSI. The driving fac-
tor behind integrated circuit technology was the scaling
factor, which in turn affected the circuit density within a
single packaged chip. In 1965, Gordon Moore predicted
that the density of components per integrated circuit
would continue to double at regular intervals. Amazingly,
this has proved true, with a fair amount of accuracy [1].

Another important factor used in measuring the ad-
vances in IC technology is the minimum feature size or the
minimum linewidth within an integrated circuit (mea-
sured in micrometers). From about 8 mm in the early
1970s, the minimum feature size has decreased steadily,
increasing the chip density or the number of devices that
can be packed within a given die size. In the early 1990s,
the minimum feature size decreased to about 0.5 mm, and
currently 0.3-, 0.25-, and 0.1-mm technologies (also called
‘‘deep-submicrometer technologies’’) are becoming increas-
ingly common. IC complexity refers, in general, to the in-
crease in chip area (die size), the decrease in minimum
feature size, and the increase in chip density. With the
increase in IC complexity, the design time and the design
automation complexity increase significantly. The advanc-
es in IC technology are the result of many factors, such as
high-resolution lithography techniques, better processing
capabilities, reliability and yield characteristics, sophisti-
cated design automation tools, and accumulated architec-
ture, circuit, and layout design experience.

1. BASIC TECHNOLOGIES

The field of integrated circuits is broad. The various basic
technologies commonly known are shown in Fig. 1. The
inert substrate processes, further divided as thin and
thick film processes, yield devices with good resistive
and temperature characteristics. However, they are used
mostly in low-volume circuits and in hybrid ICs. The two
most popular active substrate materials are silicon and
gallium arsenide (GaAs). The silicon processes can be sep-
arated into two classes: MOS (the basic device is a metal

oxide semiconductor field effect transistor) and bipolar
(the basic device is bipolar junction transistors). The bi-
polar process was commonly used in the 1960s and 1970s
and yields high-speed circuits with the overhead of high-
power dissipation and the disadvantage of low density.
The transistor–transistor logic (TTL) family of circuits
constitutes the most popular type of bipolar and is still
used in many high-volume applications. The emitter-cou-
pled logic (ECL) devices are used for high-speed parts that
form the critical path delay of the circuit. The MOS family
of processes consists of PMOS, NMOS, CMOS, and BiC-
MOS. The term PMOS refers to a MOS process that uses
only p-channel transistors, and NMOS refers to a MOS
process that uses only n-channel transistors. PMOS is not
used much due to its electrical characteristics, which are
not as good as the n-channel field-effect transistor (FET),
primarily since the mobility of the n-channel material is
almost twice compared to the mobility of the p-channel
material. Also, the NMOS devices are smaller than the
PMOS devices, and thus PMOS do not give good packing
density.

CMOS was introduced in the early 1960s; however, it
was used only in limited applications, such as watches and
calculators. This was primarily due to the fact that CMOS
had slower speed, less packing density, and latchup prob-
lems although it had a high noise margin and lower power
requirements. Thus, NMOS was preferred over CMOS, in
general, until the p-channel devices developed began to
have similar-characteristics as the nMOS and both the p-
channel and n-channel transistors started delivering close
to equal amounts of currents with similar transistor sizes.
In the 1980s and the 1990s, the need for lower power con-
sumption was the driving factor, and thus CMOS emerged
as the leading IC technology [2]. The BiCMOS technology
combines both bipolar and CMOS devices in a single pro-
cess. While CMOS is preferred for logic circuits, BiCMOS
is preferred for input/output (I/O) and driver circuits due
to its low input impedance and high current driving ca-
pability.

Since the 1980s, efforts have been directed toward de-
signing digital ICs using GaAs devices. In many high-res-
olution radar systems, space systems, high-speed
communication circuits, and microwave circuits, the inte-
grated circuits need to operate at speeds beyond several
gigahertz (GHz). In silicon technology, it is possible to
obtain speeds on the order of up to 10 GHz using ECL

Basic technologies

NMOS PMOS CMOS BI-CMOS

MOS Bipolar MESFET Bipolar

Active substrateInert substrate

TTL I2 L ECL

Gallium arsenideSiliconThick filmThin film

Figure 1. Overview of the basic technologies.
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circuits, which is almost pushing the limits of the silicon
technology. In GaAs technology, the basic device is the
metal semiconductor (Schottky gate) field-effect transis-
tor, called the GaAs MESFET. Given similar conditions,
the electrons in n-type GaAs material travel twice faster
than in silicon. Thus, the GaAs circuits could function at
twice the speed than the silicon ECL circuits for the same
minimum feature size. The GaAs material has a larger
bandgap and does not need gate oxide material, as in sil-
icon, which makes it immune to radiation effects. Also, the
GaAs material has very high resistivity at room temper-
atures and lower parasitic capacitances, yielding high-
quality transistor devices. However, the cost of fabricating
large GaAs circuits is significantly high because of its low
reliability and yield characteristics (due primarily to the
presence of more defects in the material compared to sil-
icon). The fabrication process is complex, expensive, and
does not aid scaling. Also, the hole mobility is the same as
in silicon, which means that GaAs is not preferable for
complementary circuits. Thus, the GaAs technology has
not been as successful as initially promised. Since CMOS
has been the most dominant technology for integrated cir-
cuits, we examine the MOS transistor and its character-
istics as a switch in the next section.

2. THE MOS SWITCH

The MOSFET is the basic building block of contemporary
CMOS circuits, such as microprocessors and memories. A
MOSFET is an unipolar device; that is, current is trans-
ported by means of only one type of polarity (electrons in
an n type and holes in a p type). In this section, we de-
scribe the basic structure of MOSFETS and their opera-
tion and provide examples of gates built using MOS
devices.

2.1. Structure

The basic structure of a MOSFET (both n and p types) is
shown in Fig. 2. We describe the structure of an n-type

MOSFET (3), (4). It consists of four terminals with a p-
type substrate into which two nþ regions are implanted.
The substrate is a silicon wafer that provides stability and
support. The region between the two nþ regions is covered
by an insulator, typically polysilicon and a metal contact.
This contact forms the gate of the transistor. The insulat-
ing layer is required to prevent the flow of current be-
tween the semiconductor and the gate. The two nþ

regions form the source and the drain. Due to the sym-
metry of the structure, the source and the drain are equiv-
alent. The gate input controls the operation of the
MOSFET. A bias voltage on the gate causes the formation
of a channel between the nþ regions. This channel causes
a connection between the source and drain and is respon-
sible for the flow of the current. The MOSFET is sur-
rounded by a thick oxide, called the ‘‘field oxide,’’ which
isolates it from neighboring devices. Reversal of n and p
types in the discussion will result in a p-type MOSFET.
Typical circuit symbols for n-type and p-type MOSFETS
are also shown in Fig. 2.

2.2. Operation

When no gate bias is applied, the drain and the source
behave as two pn junctions connected in series in the op-
posite direction. The only current that flows is the reverse
leakage current from the source to the drain. When a pos-
itive voltage is applied to the gate, the electrons are at-
tracted and the holes are repelled. This causes the
formation of an inversion layer or a channel region. The
source and the drain are connected by a conducting n
channel through which the current can flow. This voltage-
induced channel is formed only when the applied voltage
is greater than the threshold voltage Vt. MOS devices that
do not conduct when no gate bias is applied are called en-
hancement mode or normally OFF transistors. In nMOS
enhancement mode devices, a gate voltage greater than Vt

should be applied for channel formation. In pMOS en-
hancement-mode devices, a negative gate voltage whose
magnitude is greater than Vt must be applied. MOS de-
vices that conduct at zero gate bias are called normally ON

Field oxide

Channel

Channel

NMOS structure NMOS symbol

PMOS symbol

P-type substrate

Poly gate

n+ Field oxide

Gate oxide G

S D

n+

Field oxide

PMOS structure

N-type substrate

Poly gate

p+ Field oxide

Gate oxide G

S D

p+

Figure 2. Structure of n- and p-type MOS-
FETS.
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or depletion-mode devices. A gate voltage of appropriate
polarity depletes the channel of majority carriers and
hence turns it off.

Considering an enhancement-mode n-channel transis-
tor, when the bias voltage is above the predefined thresh-
old voltage, the gate acts as a closed switch between the
source and drain, the terminals of which become electri-
cally connected. When the gate voltage is cut off, the chan-
nel becomes absent, the transistor stops conducting, and
the source and the drain channels get electrically discon-
nected. Similarly, the p-channel transistor conducts when
the gate voltage is beneath the threshold voltage and stops
conducting when the bias voltage is increased above the
threshold. The behavior of the MOS transistor as a switch
forms the fundamental basis for implementing digital
Boolean circuits using MOS devices.

2.3. Output Characteristics

We describe the basis output characteristics [5,6] of a MOS
device in this subsection. There are three regions of oper-
ation for a MOS device:

1. Cutoff region

2. Linear region

3. Saturation region

In the cutoff region, no current flows and the device is said
to be off. When a bias Vgs is applied to the gate such that
Vg4Vt, the channel is formed. If a small drain voltage Vds

is applied, drain current Ids flows from source to drain
through the conducting channel. The channel acts like a
resistance, and the drain current is proportional to the
drain voltage. This is the linear region of operation. As the
value of Vds is increased, the channel charge near the
drain decreases. The channel is pinched off when Vds¼

Vgs�Vt. An increase in Vds beyond the pinchoff value
causes little change in the drain current. This is the sat-
uration region of operation of the MOS device. The output
characteristics of n- and p-type devices is shown in Fig. 3.
The equations that describe the regions of operation can
be summarized as follows:

0 if Vgs�Vt ðcutoff Þ

Ids¼ k=2½2ðVgs � VtÞVds � V2
ds�

If Vg > Vt;Vds�ðVgs � VtÞ ðlinearÞ

k=2ðVgs � VtÞ
2 If Vg > Vt;Vds > ðVgs � VtÞ ðsaturationÞ

where k is the transconductance parameter of the tran-
sistor. A detailed analysis of the structure and operation of
MOS devices is described in Refs. 3, 5, 7 and 8.

2.4. CMOS inverter

The basic structure of an inverter is shown in Fig. 4, and
the process cross section is shown in Fig. 5. The gates of
both the NMOS and the PMOS transistors are connected.
The PMOs transistor is connected to the supply voltage
Vdd, and the NMOS transistor is connected to Gnd. When a

logical 0 is applied at the input Vin, then the PMOS device
is on and the output is pulled to Vdd. Hence the output is a
logical 1. On the other hand, when a logical 1 is applied at
the input, then the NMOS transistor is on and the output
is pulled to the ground. Hence we have a logical 0. The
operating regions of the transistor are shown in Fig. 6. In
region I, the n device is off and the p device operates in the
linear region. Hence the output is pulled to Vdd. In region
II, the n and p devices operate in the linear and saturation
region depending on the input voltage. In region III, the p
device is cut off and the n device is operating in the linear
region. The output is pulled to the ground. In region II,
when both the transistors are on simultaneously, a short
circuit is produced between Vdd and Gnd. This accounts for
the short-circuit power dissipation in CMOS logic.

2.5. Transmission Gate

Consider the device shown in Fig. 7, which represents an
NMOS or a PMOS device. By suitably controlling the gate
bias, the device can be made to turn on or off. It behaves as
an electrical switch that either connects or disconnects the
points s and d. An NMOS device is a good switch when it
passes a logical 0, and a PMOS is a good switch when it
passes a logical 1. In CMOS logic, both the NMOS and
PMOS devices operate together. In general, the NMOS
transistor pulls down the output node to logical 0, and the
PMOS device pulls up a node to logical 1. A transmission
gate is obtained by connecting the two in parallel, as
shown in Fig. 8. The control signal (say, g) applied to the
n-type device is complemented and applied to the p-type
device. When g is high, both the transistors are on and

 Ids

 Vgs1

 Vgs2

 Vgs3

 Vgs4

 Vds

Saturation
region

Linear
region

Figure 3. Output characteristics of a MOS transistor.

Vdd

OutIn

GND

Figure 4. Circuit schematic of an inverter.
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hence a good 1 or a 0 is passed. When g is low, both the
devices are off. This is also called a complementary switch,
or a C SWITCH [5].

2.6. NAND and NOR Gates

CMOS combinational gates are constructed by connecting
the PMOS and NMOS devices in either series or parallel
to generate different logical functions. The structures for a
two-input NAND and NOR gate are shown in Fig. 9.

2.6.1. NAND Gate. The p devices are connected in par-
allel, and the n devices are connected in series. When ei-
ther of the inputs A or B is a logical 0, the output is pulled
high to Vdd. When both A and B are high, then the output
is pulled to the ground. Hence this structure implements
the operation f¼ (A .B)0.

2.6.2. NOR Gate. Similarly, in the NOR gate, the p de-
vices are connected in series and the n devices are con-
nected in parallel. When either of the inputs A or B is a
logical 1, then the output is pulled to the ground. When

both A and B are low, then the output is pulled to Vdd.
Hence this structure implements the operation f¼ (Aþ
B)0. The p structure is the logical dual of the n structure.
An n input NAND and NOR gate can be constructed in a
similar fashion.

3. IC DESIGN METHODOLOGY

To design and realize VLSI circuits, several factors play
key roles. The goal of an IC designer is to design a circuit
that meets the given specifications and requirements
while spending minimum design and development time
avoiding design errors. The designed circuit should func-
tion correctly and meet the performance requirements,
such as delay, timing, power, and size. A robust design
methodology has been established over the years, and the
design of complex integrated circuits has been made pos-
sible essentially because of advances in VLSI design au-
tomation. The various stages in the design flow are shown
in Fig. 10. The design cycle ranges from the system-level
specification and requirements to the end product of a
fabricated, packaged, and tested integrated circuit. The
basic design methodology is briefly described here, and the
various stages are discussed in detail in the following sec-
tions using simple examples.

The first step is to determine the system-level speci-
fications, such as the overall functionality, size, power,
performance, cost, application environment, IC fabrica-
tion process, technology, and chip-level and board-level
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interfaces required. There are several tradeoffs to be con-
sidered. The next step is the functional design and de-
scription, in which the system is partitioned into
functional modules and the functionality of the different
modules and their interfaces to each other are considered.
The issues to be considered are regularity and modularity
of structures, subsystem design, data flow organization,
hierarchical design approach, cell types, geometric place-
ments, and communication between the different blocks.

Once the functionality of the various modules is deter-
mined, the architectural design of the modules is pursued.
Many design alternatives are considered toward optimi-
zation. This stage also includes the design of any hard-
ware algorithms to be mapped onto architectures. A
behavior-level description of the architecture is obtained
and verified using extensive simulations, often with an it-
erative process. This stage is critical in obtaining an effi-
cient circuit in the end and for simplifying the steps in
some of the following stages. In the logic design stage, the
architectural blocks are converted into corresponding
gate-level logic designs, Boolean minimization is per-
formed, and logic simulation is used to verify the design
at this level. In some design flows, the circuit could be
synthesized from the logic level by using gate-level li-
braries (this is referred to as logic synthesis). The logic

design usually includes a conventional logic design ap-
proach and a nontraditional design, such as precharge
logic. At this stage, gate delays are considered and timing
diagrams are derived to verify the synchronization of the
various logic modules. The next step is the circuit design
stage, which essentially involves converting the logic de-
sign modules into a circuit representation. At this stage,
the essential factors considered are clocking, switching
speeds or delays, switching activity and power require-
ments, and other electrical characteristics (e.g., resis-
tance, capacitance).

The most complex step in VLSI design automation is
the physical design, which includes floorplanning, parti-
tioning, placement, routing, layout, and compaction. This
process converts the given circuit design or description
into a physical layout that is a geometric representation of
the entire circuit. Each step of the physical design by itself
is complex and takes significant amounts of iterations and
time. The various types of transistors, the interconnecting
wires, and contacts between different wires and transis-
tors are represented as different geometric patterns con-
sisting of many layers placed according to several design
rules that govern a given fabrication technology and pro-
cess. The floorplanning step involves higher-level plan-
ning of the various components on the layout. The
partitioning step converts the overall circuit into smaller
blocks to facilitate the other steps. It is usually impractical
to synthesize the entire circuit in one step. Thus, logic
partitioning is used to divide the given circuit into a small-
er number of blocks, which can be individually synthe-
sized and compacted. This step considers the size of the
blocks, the number of blocks, and the interconnections be-
tween the blocks and yields a netlist for each block that
can be used in the further design steps.

During the next step, which is the placement of the
blocks on the chip layout, the various blocks are placed
such that the routing can be completed effectively and the
blocks use minimum overall area, avoiding any white
spaces. The placement task is iterative in that an initial
placement is obtained first and evaluated for area mini-
mization and effective routing possibility, and alternate
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arrangements are investigated until a good placement is
obtained. The routing task completes the routing of the
various interconnections, as specified by the netlists of the
different blocks. The goal is to minimize the routing wire-
lengths and minimize the overall area needed for routing.
The routing areas between the various blocks are referred
to as channels or switchboxes. Initially, a global routing is
performed in which a channel assignment is determined
on the basis of routing requirements, and then a detailed
routing step completes the actual point-to-point routing.

The last step in the physical design is the compaction
step, which tries to compact the layout in all directions to
minimize the layout area. A compact layout leads to less
wirelengths, lower capacitances, and more chip density
since the chip area is used effectively. The compaction step
is usually an interactive and iterative process in which the
user can specify certain parameters and check if the com-
paction can be achieved. The goal of compaction, in gen-
eral, is to achieve minimum layout area. The entire
physical design process is iterative and is performed sev-
eral times until an efficient layout for the given circuit is
obtained.

Once the layout is obtained, design verification needs to
be done to ensure that the layout produced functions cor-
rectly and meets the specifications and requirements. In
this stage, design rule checking is performed on the layout
to make sure that the geometric placement and routing
rules and the rules regarding the separation of the various
layers, the dimensions of the transistors, and the width of
the wires are followed correctly. Any design rule violations
that occurred during the physical design steps are detect-
ed and removed. Then circuit extraction is performed to
complete the functional verification of the layout. This
step verifies the correctness of the layout produced by the
physical design process. After layout verification, the cir-
cuit layout is ready to be submitted for fabrication, pack-
aging, and testing. Usually, several dies are produced on a
single wafer and the wafer is tested for faulty dies. The
correct ones are diced out and packaged in the form of a
pin grid array (PGA), dual in-line package (DIP), or any
other packaging technology. The packaged chip is tested
extensively for functionality, electrical and thermal char-
acteristics, and performance. The process of designing and
building an integrated circuit [9] that meets the perfor-
mance requirements and functions perfectly depends on
the efficiency of the design automation tools.

4. CIRCUIT DESIGN

To create performance optimized designs, two areas have
to be addressed to achieve a prescribed behavior: (1) cir-
cuit or structural design and (2) layout or physical design.
While the layout design is discussed in a later section, this
section focuses on the former.

A logic circuit must function correctly and meet the
timing requirements. There are several factors that can
result in the incorrect functioning of a CMOS logic gate:
(1) incorrect or insufficient power supplies, (2) noise on
gate inputs, (3) faulty transistors, (4) faulty connections to
transistors, (5) incorrect ratios in ratioed logic, and (6)

charge sharing or incorrect clocking in dynamic gates. In
any design, there are a certain paths, called critical paths,
that require attention to timing details since they deter-
mine the overall functional frequency. The critical paths
are recognized and analyzed using timing analyzer tools
and can be dealt with at four levels:

1. Architecture

2. RTL / logic level

3. Circuit level

4. Layout level

Designing an efficient overall functional architecture
helps to achieve good performance. To design an efficient
architecture, it is important to understand the character-
istics of the algorithm being implemented as the architec-
ture. At the register transfer logic (RTL)/logic level,
pipelining, the type of gates, and the fanin and the fan-
out of the gates are to be considered. Fanin is the number
of inputs to a logic gate, and fanout is the number of gate
inputs that the output of a logic gate drives. Logic syn-
thesis tools can be used to achieve the transformation of
the RTL level. From the logic level, the circuit level can be
designed to optimize a critical speed path. This is achieved
by using different styles of CMOS logic, as explained later
in this section. Finally, the speed of a set of logic can be
affected by rearranging the physical layout. The following
techniques can be used for specific design constraints.

The various CMOS logic structures that can be used to
implement circuit designs are as follows:

1. CMOS Complementary Logic. The CMOS comple-
mentary logic gates are designed as ratioless cir-
cuits. In these circuits, the output voltage is not a
fraction of the Vdd (supply) and the gates are sized to
meet the required electrical characteristics of the
circuits. The gate consists of two blocks, and n block
and a p block, that determine the function of the
gate. The p block is a dual of the n block. Thus, an n-
input gate will consist of 2ntransistors.

2. Pseudo-NMOS Logic. In this logic, the load device is
a single p transistor with the gate connected to Vdd

[5,10]. This is equivalent to replacing the depletion
NMOS load in a conventional NMOS gate by a p
device. The design of this style of gate [11,12] in-
volves ratioed transistor sizes to ensure proper op-
eration and is shown in Fig. 11. The static power
dissipation that occurs whenever the pulldown
chain is turned on is a major drawback of this logic
style.

3. Dynamic CMOS Logic. In the dynamic CMOS logic
style, an n-transistor logic structure’s output node is
precharged to Vdd by a p transistor and conditionally
discharged by an n transistor connected to Vss [5].
The input capacitance of the gate is the same as the
pseudo-NMOS gate. Here, the pullup time is im-
proved by virtue of the active switch, but the pull-
down time is increased due to the ground. The
disadvantage of this logic structure is that the in-
puts can only change during the precharge phase
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and must be stable during the evaluate portion of
the cycle. Figure 12 depicts this logic style.

4. Clocked CMOS Logic. To build CMOS logic gates
with low power dissipation [13], this logic structure
was proposed. The reduced dynamic power dissipa-
tion is realized because of the metal gate CMOS lay-
out considerations. The gates have larger rise and
fall times because of the series clocking transistors,
but the capacitance is similar to the CMOS comple-
mentary gates. This is a recommended strategy for
‘‘hot electron’’ effects, because it places an additional
n transistor in series with the logic transistors [14].

5. CMOS Domino Logic. This is a modification of the
clocked CMOS logic, in which a single clock is used
to precharge and evaluate a cascaded set of dynamic
logic blocks. This involves incorporating a static
CMOS inverter into each logic gate [15], as shown
in Fig. 13. During precharge, the output node is
charged high, and hence the output of the buffer is
low. The transistors in the subsequent logic blocks
will be turned off since they are fed by the buffer.
When the gate is evaluated, the output will condi-
tionally go low (1–0), causing the buffer to condition-
ally go high (0–1). Hence, in a cascaded set of logic
blocks, each state evaluates and causes the next
stage to evaluate, provided the entire sequence can
be evaluated in one clock cycle. Therefore, a single
clock is used to precharge and evaluate all logic

gates in a block. The disadvantages of this logic are
that (1) every gate needs to be buffered, and (2) only
noninverting structures can be used.

6. NP Domino Logic (Zipper CMOS). This is a further
refinement of the domino CMOS [16–18]. Here, the
domino buffer is removed, and the cascading of logic
blocks is achieved by alternately composed p and n
blocks, as is shown in Fig. 14. When the clock is low,
all the n-block stages are precharged high while all
the p-block stages are precharged low. Some of the
advantages of the dynamic logic styles include (1)
smaller area than fully static gates, (2) smaller par-
asitic capacitances, and (3) glitch-free operation if
designed carefully.

7. Cascade Voltage Switch Logic (CVSL). The CVSL is
a differential style of logic requiring both true and
complement signals to be routed to gates [19]. Two
complementary NMOS structures are constructed
and then connected to a pair of cross-coupled p pull-
up transistors. The gates here function similarly to
the domino logic, but the advantage of this style is
the ability to generate any logic expression involving
both inverting and noninverting structures. Figure
15 gives a sketch of the CVSL logic style.

8. Pass Transistor Logic. Pass transistor logic is popu-
lar in NMOS-rich circuits. Formal methods for de-
riving pass transistor logic for NMOS are presented
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in Ref. 20. Here, a set of control signals and a set of
pass signals are applied to the gates and sources of
the n transistor, correspondingly. From these sig-
nals, the truth table for any logic equation can be
realized.

9. Source Follower Pullup Logic (SFPL). This is simi-
lar to the pseudo-NMOS gate except that the pullup
is controlled by the inputs [21]. In turn, this leads to
the use of smaller pulldown circuits. The SFPL gate
style reduces the self-loading of the output and im-
proves the speed of the gate. Therefore, it shows a
marked advantage in high-fanin gates.

Using the various design styles, any circuit design can
be built in a hierarchical fashion. The basic gates are first
built, from which functional blocks like a multiplexer or
an adder circuit can be realized. From these basic blocks,
more complex circuits can be constructed. Once a design
for a specific application has been designed, the function-
ality of the circuit needs to be verified. Also, other con-
straints, such as the timing and electrical characteristics,
have to be studied before the design can be manufactured.
The techniques and tools to achieve this are the subject of
the next section.

5. SIMULATION

Simulation is required to verify if a design works the way
it should. Simulation can be performed at various levels of
abstraction. A circuit can be simulated at the logic level,
the switch level, or with reference to the timing. Simula-
tion is a critical procedure before committing the design to
silicon. The simulators themselves are available in a wide
variety of types [22].

5.1. Logic-Level Simulation

Logic-level simulation occurs at the highest level of
abstraction. It uses primitive models of NOT, OR, AND, NOR,

and NAND gates. Virtually all digital logic simulators are

event-driven (i.e., a component is evaluated based on
when an event occurs on its inputs). Logic simulators
are categorized according to the way the delays are mod-
eled in the circuit: (1) unit delay simulators, in which each
component is assumed to have a delay of one time unit;
and (2) variable-delay simulators, which allow compo-
nents to have arbitrary delays. While the former helps
in simulating the functionality of the circuit the latter al-
lows for more accurate modeling of the fast-changing
nodes.

The timing is normally specified in terms of an inertial
delay and a load-dependent delay, as follows

Tgate¼TintrinsicþCload�Tload

where

Tgate¼delay of the gate

Tintrinsic¼ intrinsic gate delay

Cload¼ actual load in some units ðpFÞ

Tload¼delay per load in some units ðns=pFÞ

Earlier logic simulators used preprogrammed models for
the gates, which forced the user to describe the system in
terms of these models. In modern simulators, program-
ming primitives are provided that allow the user to write
models for the components. The two most popular digital
simulation systems in use today are VHDL and Verilog.

5.2. Circuit-Level Simulation

The most detailed and accurate simulation technique is
referred to as circuit analysis. Circuit analysis simulators
operate at the circuit level. Simulation programs typically
solve a complex set of matrix equations that relate the
circuit voltages, currents, and resistances. They provide
accurate results but require long simulation times. If N is
the number of nonlinear devices in the circuit, then the
simulation time is typically proportional to Nm, where m is
between 1 and 2. Simulation programs are useful in ver-
ifying small circuits in detail but are unrealistic for ver-
ifying complex VLSI designs. They are based on transistor
models and hence should not be assumed to accurately
predict the performance of designs. The basic sources of
error include (1) inaccuracies in the MOS model parame-
ters, (2) an inappropriate MOS model, and (3) inaccuracies
in parasitic capacitances and resistances. The circuit anal-
ysis programs widely used are the SPICE program, devel-
oped at the University of California at Berekely [23], and
the ASTAP program from IBM [24]. HSPICE [25] is the
commercial variant of these programs. The SPICE pro-
gram provides various levels of modeling. The simple mod-
els are optimized for speed, while the complex ones are
used to get accurate solutions. As the feature size of the
processes is reduced, the models used for the transistors
are no longer valid and hence the simulators cannot pre-
dict the performance accurately unless new models are
used.
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5.3. Switch-Level Simulation

Switch-level simulation is simulation performed at the
lowest level of abstraction. These simulators model tran-
sistors as switches to merge the logic-level and circuit-
level simulation techniques. Although logic-level simula-
tors also model transistors as switches, the unidirectional
logic gate model cannot model charge sharing, which is a
result of the bidirectionality of the MOS transistor. Hence,
we assume that all wires have capacitance, since we need
to locate charge-sharing bugs. RSIM [26] is an example of
a switch-level simulator with timing. In RSIM, CMOS
gates are modeled as either pullup or pulldown structures,
for which the program calculates a resistance to power or
ground. The output capacitance of the gate is used with
the resistance to predict the risetime and the falltime of a
gate.

5.4. Timing Simulators

Timing simulators allow simple nonmatrix calculations to
be employed to solve for circuit behavior. This involves
making approximations about the circuit, and hence ac-
curacy is less than that of simulators like SPICE. The ad-
vantage is the execution time, which is over two orders of
magnitude less than for SPICE. Timing simulator imple-
mentations typically use MOS-model equations or table
lookup methods. Examples of these simulators are given
in Ref. 27.

5.5. Mixed-Mode Simulators

Mixed-mode simulators are available commercially today
and merge the aforementioned different simulation tech-
niques. Each circuit block can be simulated in the appro-
priate mode.

The results of the simulation analysis are fed back to
the design stage, where the design is tuned to incorporate
the deviations. Once the circuit is perfected and the sim-
ulation results are satisfactory, the design can be fabri-
cated. To do this, we need to generate a geometric layout of
the transistors and the electrical connections between
them. This has been a subject of intense research over
the last decade and continues to be so. The following sec-
tion introduces this problem and presents some of the
well-known techniques for solving it.

6. LAYOUT

The layout design is considered a prescription for prepar-
ing the photomasks used in the fabrication of ICs [5].
There is a set of rules, called the design rules, used for the
layout; these serve as the link between the circuit and the
process engineer. The physical design engineer, in addi-
tion to knowledge of the components and the rules of the
layout, needs strategies to fit the layouts together with
other circuits and provide good electrical properties. The
main objective is to obtain circuits with optimum yield in
as small an area as possible without sacrificing reliability.

The starting point for the layout is a circuit schematic.
Figure 2 depicts the schematic symbols for n-type and
p-type transistors. The circuit schematic is treated as a

specification for which we must implement the transistors
and connections between them in the layout. The circuit
schematic of an inverter is shown in Fig. 4. We need to
generate the exact layout of the transistors of this sche-
matic, which can then be used to build the photomask for
the fabrication of the inverter. Generating a complete lay-
out in terms of rectangles for a complex system can be
overwhelming, although at some point we need to gener-
ate it. Hence designers use an abstraction between the
traditional transistor schematic and the full layout to help
organize the layout for complex systems. This abstraction
is called a stick diagram. Figure 16 shows the stick dia-
gram for the inverter schematic. As can be seen, the stick
diagram represents the rectangles in the layout as lines,
which represent wires and component symbols. Stick di-
agrams are not exact models of the layouts but let us
evaluate a candidate design with relatively little effort.
Area and aspect ratio are difficult to estimate from stick
diagrams.

6.1. Design Rules

Design rules for a layout [28] specify to the designer cer-
tain geometric constraints on the layout artwork so that
the patterns on the processed wafer will preserve the to-
pology and geometry of the designs. These help to prevent
separate, isolated features from accidentally short-circuit-
ing, or thin features from opening, or contacts from slip-
ping outside the area to be contacted. They represent a
tolerance that ensures very high probability of correct
fabrication and subsequent operation of the IC. The design
rules address primarily two issues.

1. The geometric reproduction of features that can be
reproduced by the maskmaking and lithographical
process

2. The interaction among the different layers

Several approaches can be used to describe the design
rules. These include the micron rules, stated at some mi-
crometer resolution, and the lambda (l)-based rules. The
former are given as a list of minimum feature sizes and
spacings for all masks in a process, which is the usual
style for the industry. Mead and Conway [29] popularized
the l-based approach, where l is process-dependent and is
defined as the maximum distance by which a geometric
feature on any one layer can stray from another feature.
The advantage of the l-based approach is that by defining
l properly the design itself can be made independent
of both the process and fabrication house, and the design
can be rescaled. The goal is to devise rules that are
simple, constant in time, applicable to many processes,
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Figure 16. Stick diagram of the inverter.
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standardized among many institutions, and have a small
number of exceptions for specific processes. Figure 17
gives the layout of the inverter, with the design rules
specified.

To design and verify layouts, different computer-aided
design (CAD) tools can be used. The most important of
these are the layout editors [30], design rule checkers, and
circuit extractors. The editor is an interactive graphic pro-
gram that allows us to create and delete layout elements.
Most editors work on hierarchical layouts, but some edi-
tors, like Berekely’s Magic tool [31], work on a symbolic
layout. The latter include somewhat more detail than the
stick diagram but are still more abstract than the pure
layout. The design rule checker, or DRC, programs look
for design rule violations in the layouts. Magic has an
online design rule checking. The circuit extractor is an
extension of the DRC programs. While the DRC must
identify transistors and vias to ensure proper checks, the
circuit extractor performs a complete job of component
and wire extraction. It produces a netlist, which lists
the transistors in the layouts and the electric nets that
connect their terminals.

6.2. Physical Design

From the circuit design of a certain application and the
design rules of a specific process, the physical design prob-
lem is to generate a geometric layout of the transistors of
the circuit design conforming to the specified design rules.
From this layout, photomasks can be generated that will
be used in the fabrication process. To achieve this, the dif-
ferent modules of the design need to be placed first and
then electrical connections between them realized through
the metal layers. For instance, a two-layer metallization
would allow the designer to lay out metal both vertically
and horizontally on the floorplan. Whenever the wire

changes direction, a via can be used to connect the two
metal layers. Due to the complexity of this problem, most
authors treat module placement and the routing between
modules as two separate problems, although they are re-
lated critically. Also, in former days, when designs were
less complex, design was done by hand. Now we require
sophisticated tools for this process.

6.2.1. Placement. Placement is the task of placing mod-
ules adjacent to each other to minimize area or cycle time.
The literature consists of a number of different placement
algorithms that have been proposed [32–35]. Most algo-
rithms partition the problem into smaller parts and then
combine them, or start with a random placement solution
and then refine it to reach the optimal. The modules are
usually considered as rectangular boxes with specified di-
mensions. The algorithms then use different approaches to
fit these boxes in a minimal area or to optimize them to
certain other constraints. For instance, consider a certain
number of modules with specific dimensions and a given
area in which to fit them. This is similar to the bin-packing
algorithm. After the placement step, the different modules
are placed in an optimal fashion and the electrical con-
nections between them need to be realized.

6.2.2. Routing. Once the modules have been placed, we
need to create space for the electrical connections between
them. To keep the area of the floorplan minimal, the first
consideration is to determine the shortest path between
nodes, although a cost-based approach may also be used.
The cost is defined to include an estimate of the conges-
tion, number of available wire tracks in a local area, in-
dividual or overall wirelength, and so on. Since the
problem is a complex one, the strategy is to split the prob-
lem into global or loose routing and local or detailed rout-
ing. Global routing is a preliminary step, in which each
net is assigned to a particular routing area, and the goal is
to make 100% assignment of nets to routing regions while
minimizing the total wirelength. Detailed routing then
determines the exact route for each net within the global
route. There are a number of approaches to both of these
problems.

6.2.2.1. Global Routing. Global routing [36] is per-
formed using a wirelength criterion, because all timing
critical nets must be routed with minimum wirelength.
The routing area itself can be divided into disjoint rect-
angular areas, which can be classified by their topology. A
two-sided channel is a rectangular routing area with no
obstruction inside and with pins on two parallel sides.
A switch box is a rectangular routing area with no ob-
structions and signals entering and leaving through all
four sides [37]. The focus in this problem is only to create
space between the modules for all the nets and not to de-
termine the exact route. The algorithms proceed by rout-
ing one net at a time, choosing the shortest possible path.
Since there is a lot of dependency among the nets, differ-
ent heuristics are used to generate the least possible
routing space in which to route the nets. Once space is
created for all the nets, the exact route of each net can be
determined.
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Figure 17. Transistor layout of the inverter.
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6.2.2.2. Detailed Routing. Detailed routing is usually
done by either a maze search or a line search algorithm.
The maze-running algorithm [38,39] proposed by Lee
and Moore finds the shortest path between any two
points. For this, the layout is divided into a grid of nodes,
in which each node is weighted by its distance from the
source of the wire to be routed. The route that requires the
smallest number of squares is then chosen. If a solution
exists, this algorithm will find it, but an excessive amount
of memory is required to achieve this. In the line search
algorithm, vertical and horizontal lines are drawn from
the source and the target, followed by horizontal or verti-
cal lines that intersect the original lines. This is repeated
until the source and target meet. There are also a number
of other heuristic algorithms that exploit different char-
acteristics of the design to generate optimal routing solu-
tions. Genetic algorithms and simulated annealing
approaches to this problem have gained importance in
recent years.

An introduction to the various algorithms that have
been proposed for layouts can be found in Ref. 40. Once the
layout has been determined and the photomasks made,
the circuit can go to the fabrication plant for processing.

7. FABRICATION

The section describes the approach used in building inte-
grated circuits on monolithic pieces of silicon. The process
involves the fabrication of successive layers of insulating,
conducting, and semiconducting materials, which have to
be patterned to perform specific functions. The fabrication
therefore must be executed in a specific sequence, which
constitutes an IC process flow. The manufacturing process
itself is a complex interrelationship of chemistry, physics,
material science, thermodynamics, and statistics.

Semiconducting materials, as the name suggests, are
neither good conductors nor good insulators. While there
are many semiconducting elements, silicon is chosen pri-
marily for manufacturing ICs because it exhibits few use-
ful properties. silicon devices can be built with a maximum
operating temperature of about 1501C, due to the smaller
leakage currents as a result of the large bandgap of silicon
(1.1 eV). IC planar processing requires the capability to
fabricate a passivation layer on the semiconductor sur-
face. The oxide of silicon, SiO2, which could act as such a
layer, is easy to form and is chemically stable. The con-
trolled addition of specific impurities makes it possible to
alter the characteristics of silicon. For these reasons, sil-
icon is almost exclusively used for fabricating microelec-
tronic components.

7.1. Silicon Material Technology

Beach sand is first refined to obtain semiconductor-grade
silicon. This is then reduced to obtain electronic-grade
polysilicon in the form of long, slender rods. Single-crystal
silicon is grown from this by the Czochralski (CZ) or float-
zone (FZ) methods. In CZ growth, single crystal ingots are
pulled from molten silicon contained in a crucible. For
VLSI applications, CZ silicon is preferred because it can
better withstand thermal stresses (41) and offers an in-

ternal gettering mechanism than can remove unwanted
impurities from the device structures on wafer surfaces
(42). FZ crystals are grown without any contact to a con-
tainer or crucible and hence can attain higher purity and
resistivity than CZ silicon. Most high-voltage, high-power
devices are fabricated on FZ silicon. The single crystal in-
got is then subjected to a complex sequence of shaping and
polishing, known as wafering, to produce starting materi-
al suitable for fabricating semiconductor devices. This in-
volves the following steps:

1. The single-crystal ingot undergoes routine evalua-
tion of resistivity, impurity content, crystal perfec-
tion size, and weight.

2. Since ingots are not perfectly round, they are shaped
to the desired form and dimension.

3. The ingots are then sawed to produce silicon slices.
The operation defines the surface orientation, thick-
ness, taper, and bow of the slice.

4. To bring all the slices to within the specified thick-
ness tolerance, lapping and grinding steps are em-
ployed.

5. The edges of the slices are then rounded to reduce
substantially the incidence of chipping during nor-
mal wafer handling.

6. A chemic-o-mechanical polishing [43] step is then
used to produce the highly reflective and scratch-
and damage-free surface on one side of the wafer.

7. Most VLSI process technologies also require an epit-
axial layer, which is grown by a chemical vapor de-
position process.

The most obvious trend in silicon material technology is
the increasing size of the silicon wafers. The use of these
larger-diameter wafers presents major challengers to
semiconductor manufacturers. Several procedures have
been investigated to increase axial impurity uniformity.
These include the use of double crucibles, continuous-
liquid-feed (CLF) systems [44], magnetic Czochralski
growth (MCZG) [44,45], and controlled evaporation from
the melt.

7.2. Epitaxial Layer

The epitaxial growth process is a means of depositing a
single-crystal film with the same crystal orientation as the
underlying substrate. This can be achieved from the vapor
phase, liquid phase, or solid phase. Vapor-phase epitaxy
has the widest acceptance in silicon processing, since ex-
cellent control of the impurity concentration and crystal-
line perfection can be achieved. Epitaxial processes are
used for the fabrication of advanced CMOS VLSI circuits,
because epitaxial processes minimize latchup effects. Also
in the epitaxial layer, doping concentration can be accu-
rately controlled, and the layer can be made oxygen/car-
bon-free. Epitaxial deposition is a chemical vapor
deposition process [46]. The four major chemical sources
of silicon used commercially for this deposition are (1)
silicon tetrachloride (SiCl4), (2) trichlorosilane (SiHCl3),
(3) dichlorosilane (SiH2Cl2), and (4) silane (SiH4). Depending
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on particular deposition conditions and film requirements,
one of these sources can be used.

7.3. Doping silicon

The active circuit elements of the IC are formed within the
silicon substrate. To construct these elements, we need to
create localized n-type and p-type regions by adding the
appropriate dopant atoms. The process of introducing con-
trolled amounts of impurities into the lattice of the mono-
crystalline silicon is known as doping. Dopants can be
introduced selectively into the silicon using two tech-
niques: diffusion and ion implantation.

7.3.1. Diffusion. The process by which a species moves
as a result of the presence of a chemical gradient is re-
ferred to as diffusion. Diffusion is a time- and tempera-
ture-dependent process. To achieve maximum control,
most diffusions are performed in two steps. The first step
is predeposition [47], which takes place at a furnace tem-
perature and controls the amount of impurity that is in-
troduced. The second step, the drive-in step [47], controls
the desired depth of diffusion.

7.3.1.1. Predeposition. In predisposition, the impurity
atoms are made available at the surface of the wafer. The
atoms of the desired element in the form of a solution of
controlled viscosity can be spun on the wafer, in the same
manner as the photoresist. For these spinon dopants, the
viscosity and the spin rate are used to control the desired
dopant film thickness. The wafer is then subjected to a
selected high temperature to complete the predeposition
diffusion. The impurity atoms can also be made available
by employing a low-temperature chemical vapor deposi-
tion process in which the dopant is introduced as a gas-
eous compound—usually in the presence of nitrogen as a
diluent. The oxygen concentration must be carefully con-
trolled in this operation to prevent oxidation of the silicon
surface of the wafer.

7.3.1.2. Drive-in. After predeposition the dopant wafer
is subjected to an elevated temperature. During this step,
the atoms further diffuse into the silicon crystal lattice.
The rate of diffusion is controlled by the temperature em-
ployed. The concentration of the dopant atoms is maxi-
mum at the wafer surface and reduces as the silicon
substrate is penetrated further. As the atoms migrate dur-
ing the diffusion, this concentration changes. Hence a spe-
cific dopant profile can be achieved by controlling the
diffusion process. The dopant drive-in is usually per-
formed in an oxidizing temperature to grow a protective
layer of SiO2 over the newly diffused area.

7.3.2. Ion Implantation. Ion implantation is a process in
which energetic, charged atoms or molecules are directly
introduced into the substrate. Ion implantation [48,49] is
superior to the chemical doping methods discussed previ-
ously. The most important advantage of this process is its
ability to control more precisely the number of implanted
dopant atoms into substrates. Using this method, the lat-
eral diffusion is reduced considerably compared to the

chemical doping methods. Ion implantation is a low-tem-
perature process, and the parameters that control the ion
implantation are amenable to automatic control. After
this process the wafer is subjected to annealing to acti-
vate the dopant electrically. There are some limitations to
this process. Since the wafer is bombarded with dopant
atoms, the material structure of the target is damaged.
The throughput is typically lower than in the diffusion
doping process. Additionally, the equipment used causes
safety hazards to operating personnel.

7.4. Photolithography

Photolithography is the most critical step in the fabrica-
tion sequence. It determines the minimum feature size
that can be realized on silicon and is a photoengraving
process that accurately transfers the circuit patterns to
the wafer. Lithography [50,51] involves the patterning of
metals, dielectrics, and semiconductors. The photoresist
material is first spin-coated on the wafer substrate. It per-
forms two important functions: (1) precise pattern forma-
tion and (2) protection of the substrate during etch. The
most important property of the photoresist is that its sol-
ubility in certain solvents is greatly affected by exposure
to ultraviolet radiation. The resist layer is then exposed to
ultraviolet light. Patterns can be transferred to the wafer
using either positive or negative masking techniques. The
required pattern is formed when the wafer undergoes
the development step. After development, the undesired
material is removed by wet or dry etching.

Resolution of the lithography process is important to
this process step. It specifies the ability to print minimum
size images consistently under conditions of reasonable
manufacturing variation. Therefore, lithographic process-
es with submicrometer resolution must be available to
build devices with submicrometer features. The resolution
is limited by a number of factors, including (1) hardware,
(2) optical properties of the resist material, and (3) process
characteristics [52].

Most IC processes require 5–10 patterns. Each one of
them needs to be aligned precisely with those already on
the wafer. Typically, the alignment distance between two
patterns is less than 0.2mm across the entire area of the
wafer. The initial alignment is made with respect to the
crystal lattice structure of the wafer, and subsequent pat-
terns are aligned with the existing ones. Earlier, mask
alignment was done using contact printing [53,54], in
which the mask is held just off the wafer and visually
aligned. The mask is then pressed into contact with the
wafer and impinged with ultraviolet light. There is a vari-
ation of this technique called proximity printing, in which
the mask is held slightly above the wafer during exposure.
Hard contact printing was preferred because it reduced
the diffraction of light, but it led to a number of yield and
production problems. So the projection alignment and ex-
posure system was developed, in which the mask and wa-
fer never touch and an optical system projects and aligns
the mask onto the wafer. Since there is no damage to the
mask or photoresist, the mask life is virtually unlimited.
VLSI devices use projection alignment as the standard
production method.
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7.5. Junction Isolation

When fabricating silicon ICs, it must be possible to isolate
the devices from one another. These devices can then be
connected through specific electrical paths to obtain the
desired circuit configuration. From this perspective, the
isolation technology is one of the critical aspects of IC fab-
rication. For different IC types, like NMOS, CMOS, and
bipolar, a variety of techniques have been developed for
device isolation. The most important technique developed
was termed LOCoS, for local oxidation of silicon. This in-
volves the formation of semirecessed oxide in the nonac-
tive or field areas of the substrate. With the advent of
submicron-size device geometries, alternative approaches
for isolation were needed. Modified LOCoS processes,
trench isolation, and selective epitaxial isolation were
among the newer approaches adopted.

7.5.1. LOCoS. To isolate MOS transistors, it is neces-
sary to prevent the formation of channels in the field re-
gions. This implies that a large value of VT is required in
the field region, in practice about 3–4 V above the supply
voltage. Two ways to increase the field voltage are to in-
crease the field oxide thickness and raise the doping be-
neath the field oxide. Thicker field oxide regions cause
high enough threshold voltages but unfortunately lead to
step coverage problems, and hence thinner field oxide re-
gions are preferred. Therefore, the doping under the field
oxide region is increased to realize higher threshold volt-
ages. Nevertheless, the field oxide is made 7–10 times
thicker than the gate oxide. Following this, in the channel-
stop implant step, ion implantation is used to increase the
doping under the field oxide. Until about 1970, the thick
field oxide was grown using the grow-oxide-and-etch ap-
proach, in which the oxide is grown over the entire wafer
and then etched over the active regions. Two disadvan-
tages of this approach prevented it from being used for
VLSI applications: (1) field oxide steps have sharp upper
corners, which poses a problem to the subsequent metal-
lization steps; and (2) channel-stop implant must be per-
formed before the oxide is grown. In another approach, the
oxide is selectively grown over the desired field regions.
This process was introduced by Appels and Kooi in 1970
[55] and is widely used in the industry. This process is
performed by preventing the oxidation of the active re-
gions by covering them with a thin layer of silicon nitride.
After etching the silicon nitride layer, the channel-stop
dopant can be implanted selectively. The process, has a
number of limitations for submicrometer devices. The
most important of these is the formation of the ‘‘bird’s
beak,’’ which is a lateral extension of the field oxide into
the active areas of the device. The LOCoS bird’s beak cre-
ates other problems as junctions become shallower in
CMOS ICs. The LOCoS process was therefore modified
in several ways to overcome these limitations: (1) etched-
back LOCoS, (2) polybuffered LOCoS, and (3) sealed-in-
terface local oxidation (SILO) [56].

7.5.2. Non-LOCoS Isolation Technologies. There have
been non-LOCoS isolation technologies for VLSI and
ultra-large-scale integration (ULSI) applications. The

most prominent of these is trench isolation technology.
Trench technologies are classified into three categories: (1)
shallow trenches (o1 mm), (2) moderate depth trenches
(1–3 mm), and (3) deep, narrow trenches (43 mm deep,
o2 mm wide). Shallow trenches are used primarily for iso-
lated devices of the same type and hence are considered a
replacement to LOCoS. The buried oxide (BOX) [57] iso-
lation technology uses shallow trenches refilled with a sil-
icon dioxide layer, which is etched back to yield a planar
surface. This technique eliminates the bird’s beak of LO-
CoS. The basic BOX technique has certain drawbacks for
which the technique is modified.

7.6. Metallization

This subsection describes the contact technology to realize
the connections between devices, and how the different
metal layers are connected to realize the circuit structure.

7.6.1. Contact Technology. Isolated active-device re-
gions in the single-crystal substrate are connected
through high-conductivity, thin-film structures that are
fabricated over the silicon dioxide that covers the surface.
An opening in the SiO2 must be provided to allows con-
tacts between the conductor film and the Si substrate. The
technology involved in etching these contacts is referred to
as contact technology. These contacts affect the circuit be-
havior because of the parasitic resistances that exist in the
path between the metal to Si substrate and the region
where the actual transistor action begins. Conventional
contact fabrication involves the fabrication of a contact to
silicon at locations where the silicon dioxide has been
etched to form a window. It involves the following steps:

1. In regions where contacts are to be made, the silicon
substrate is heavily doped.

2. A window or contact hole is etched in the oxide that
passivates the silicon surface.

3. The silicon surface is cleaned to remove the thin na-
tive-oxide layer that is formed rapidly when the sur-
face is exposed to an oxygen-containing ambient.

4. The metal film is deposited on the wafer and makes
contact with silicon wherever contact holes were
created. Aluminum is the most commonly used met-
al film.

5. After depositing the metal, the contact structure is
subjected to a thermal cycle known as sintering or
annealing. This helps in bringing the Si and metal
into intimate contact.

Al is desired as an interconnect material because its
resistivity, 2.7mO � cm, is very low, and it offers excellent
compatibility with SiO2. Al reacts with SiO2 to form Al2O3,
through which the Al can diffuse to reach the Si, forming
an intimate AlOSi contact. But using pure Al has certain
disadvantages. Since Al is polycrystalline in nature, its
grain boundaries offer very fast diffusion paths for the Si
at temperatures above 4001C. Hence, if a large volume of
Al is available, a significant quantity of the Si can diffuse
into Al. As a result, the Al from the film moves rapidly to
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fill in the voids created by the migrating Si, which leads to
large leakage currents or electrically shorting the circuit.
This effect is referred to as junction spiking [58]. To pre-
vent junction spiking, different techniques are used:

1. Add approximately 1% of Si to Al.

2. Add a diffusion barrier to prevent Si from diffusing
into Al.

3. Decrease sintering temperature, but this increases
contact resistance.

4. Add a ‘‘barrier’’ metal to the contact hole [59].

Of these techniques, the most commonly used is the bar-
rier metal. The idea is to block or hinder Al from inter-
mixing with Si. There are three main types of contact
barrier metallurgies: (1) sacrificial barrier, (2) passive bar-
rier, and (3) stuffed barrier.

The use of Al has its own problems; the most important
is its high resistivity and electromigration. There is also
the problem with ‘‘hillock’’ formation. Hillocks are formed
as a result of the thermal expansion mismatch among Al,
SiO2, and Si. As the wafer is cooled, thermal expansion
mismatch forms stresses (usually compressive), which
forms these hillocks. Therefore, copper metallization has
been gaining importance. Copper is preferred over Al be-
cause it has a low resistivity (1.2 mO � cm) and is resistant
to electromigration. In fact, copper is added in small quan-
tities to Al to reduce the electromigration problem of Al.
However, there are some real problems with copper that
need to be addressed before it can replace Al:

1. Cu is a terrible contaminant in Si. It has a very high
diffusivity in Si and causes junction leakage, which
degrades the gate oxide integrity (GOI).

2. Cu diffuses and drifts easily through SiO2. Hence,
Cu needs to be encapsulated for use in metallization.

3. Cu oxidizes to CuO easily.

4. The etch chemistry for Cu is highly contaminated,
and the wafers need to be held at higher tempe-
ratures.

Typical process steps involved in the fabrication of a
0.8-mm LOCoS n-well inverter are as follows:

1. Wafer: 1�1015 to 1�1016 CZ(p) with h100i crystal
orientation. Epitaxial layer required because of
latchup. The thickness is 2–16 mm with 5� 1015.

2. Grown screen oxide layer, with the thickness in the
range 400–1000.

3. Expose the n-well photo on the wafer.

4. n-well ion implant. Use 1�1013/cm2 phosphorous.
The voltage used is 60 keV–2 MeV.

5. n-well drive-in. This step is carried out at 1050–
11001C for 2–6 h. This activates the dopant atoms.
The drive-in depth is around 1–10mm.

6. Perform LOCoS process.

a. Strip wafer.
b. Pad oxide. Thickness is 100–400.

c. Pad nitride. Thickness is 1000–2000. LPCVD sil-
icon nitride is used.

d. Expose the diffusion photo on the wafer.
e. Etch the nitride layer.
f. Expose the block field (BF) photo. This is the in-

verse of the n-well photo and prevents the for-
mation of the parasitic transistors between
adjacent transistors.

g. Field ion implantation. 1�1013/cm2 boron at
60 keV.

h. Strip the BF and the resist layer.
i. Grow the field oxide. The thickness is about

4000–6000 of SiO2. The process used is a pyro
process at 900–10501C for 3–6 h.

j. Strip the pad nitride layer by dipping the wafer
in H3PO4.

k. Strip the pad oxide layer by dipping the wafer in
50 : 1 HF.

7. Grow a sacrificial oxide layer and strip it. The thick-
ness is about 600–1000. The sacrificial oxide layer
eats into the bare silicon, thus exposing fresh silicon
area on which the device can be grown.

8. Grow a sacrificial gate oxide layer. Here the thick-
ness is about 80–130. This layer protects the gate
when the VT implant is done.

9. VT implant. Two masks, one for the n region and
one for the p region, are used. The concentration is
1�1011 to 1�1012/cm2 at 5–30 keV.

10. Strip the sacrificial gate oxide layer using a 50 : 1 HF
solution.

11. Grow the gate oxide layer. Typical thickness is
80–130. The gate oxide layer is grown at 800–
9001C for 20 min.

12. Polysilicon is deposited all over the wafer. LPCVD
silane is used at 6201C for a blanket deposition. The
typical thickness is 2500–4000.

13. Polysilicon doping is done by ion implantation using
5� 1015 phosphorous.

14. The polysilicon etch is a very critical photo/etch
process.

l. Polysilicon photo is exposed on the wafer.

m. Reactive-ion etch (RIE) is used to etch the poly-
silicon.

n. The resist is stripped.
15. Diffusion processing

o. Mask the p regions.
p. Perform nþ source/drain ion implantation using

5� 1015/cm2 As75 at 40 keV. As is used because it
is slow and does not diffuse deep into the silicon
substrate.

q. Perform nþ anneal at 9001C for 15 min to acti-
vate the dopant.

r. Strip the resist.
s. Mask the nþ regions.
t. Perform pþ source/drain ion implantation using

1�1015/cm2 BF2/B11 at 5–20 keV.
u. Source/drain anneal at 9001C for 30 min in an oxi-

dizing atmosphere. This is a rapid thermal process.
v. Strip the resist off.
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16. Interlevel dielectric. Borophosphosilicon glass
(BPSG) is used because it flows well. Typical thick-
ness is 5000–8000. A 9001C reflow anneal is also
performed.

17. The contact photo is exposed on the wafer. This is
critical to the layout density.

18. The contacts are etched using RIE.

19. After etching, the contact resist is stripped off.

20. Metallization. Ti barrier metallurgy is used. The ac-
tual contact is made with an alloy of Al/Cu/Si with
percentages 98%, 1%, and 1%, respectively. The Al
alloy is sputtered onto the wafer. The typical thick-
ness is about 1.2mm.

21. The metal 1 layer photo is exposed.

22. Metal 1 etch.

23. Strip resist.

24. Foaming gas anneal is performed to improve the
mobility of the electrons and relieve stress on the
wafer.

The inverter is finally fabricated. Figure 5 describes the
process cross section of this inverter after the various
steps have been performed.

8. TESTING

Testing is a critical factor in the design of circuits. The
purpose of testing is to verify conformance to the product
definition. To understand the complexity of this problem,
consider a combinational circuit with n inputs. A sequence
of 2n inputs must be applied and observed to test the cir-
cuit exhaustively. Since the number of inputs are high for
VLSI circuits, testing the chip exhaustively is impossible.
Hence, this becomes an area of importance to circuit de-
sign. There are three main areas that need to be addressed
to solve this problem:

1. Test generation

2. Test verification

3. Design for testability

Test generation corresponds to the problem of generating
a minimum number of tests to verify the behavior of a
circuit. The problem of test verification, which is common-
ly gauged by performing fault simulations, involves eval-
uating measures of the effectiveness of a given set of test
vectors. Circuits can also be designed for testability.

8.1. Test Generation

Test generation [60] involves the search for a sequence of
input vectors that allow faults to be detected at the pri-
mary device outputs. VLSI circuits are typically charac-
terized by buried flip-flops, asynchronous circuits,
indeterminate states, complex clock conditions, multiple
switching of inputs simultaneously, and nonfunctional in-
puts. Due to these factors, an intimate knowledge of the
internal circuit details is essential to develop efficient test
strategies. The goal of a test generation strategy [61,62] is

multifold: (1) chip design verification in conjunction with
the designer, (2) incorporation of the customer’s specifica-
tion and patterns into the manufacturing test program,
and (3) fault detection by fault simulation methods.

8.2. Test Verification

Test verification [63] involves calculating measures for
how efficient the test vectors for a given circuit are. This is
often accomplished by using fault models [64]. Fault sim-
ulation requires a good circuit simulator to be efficient and
is hence closely related to logic simulation and timing
analysis. While the logic simulator verifies the function-
ality of a design and ensures that the timing constrains
are met, the fault simulator tells the designer if enough
analysis has been performed to justify committing the de-
sign to silicon. In fault simulation, the true value of a cir-
cuit and its behavior under possible faults is simulated.
The fault model is a hypothesis based on an abstract mod-
el of the circuit, conformed to some precise real physical
defects. To begin with, the simulator generates a fault list
that identifies all the faults to be modeled. Then a set of
test vectors is simulated against the fault-free and faulty
models. Those faults that cause an erroneous signal at an
output pin are considered as detected faults. Now the fault
coverage of the test vector set can be computed as the
number of faults detected over the total number of faults
modeled.

The most widely used fault model is the single stuck-at
fault model. This model assumes that all faults occur be-
cause of the shorting of a signal node with the power rail.
A number of faults can be detected by this model, but a
major disadvantage of this model is its assumption that all
faults appear as stuck-at faults. The limitations of this
model have led to the increased use of other models, like
the stuck-open [65] and bridging fault models [66]. The
former can occur in a CMOS transistor or at the connec-
tion to a transistor. The bridging faults are short circuits
that occur between signal lines. These represent a fre-
quent source of failure in CMOS ICs. A majority of the
random defects are manifested as timing delay faults in
static CMOS ICs. These are faults in which the increased
propagation delay causes gates to exceed their rated spec-
ifications. The statically designed circuits have a transient
power supply that peaks when the gates are switching and
then settles to a low current value in the quiescent state.
The quiescent power supply current [67], known as IDDQ,
can be used as an effective test to detect leakage paths due
to defects in the processing. The measured IDDQ of a de-
fect-free CMOS IC is approximately 20 nA. Most physical
defects will elevate IDDQ by one to five orders of magni-
tude. Thus the IDDQ testing approach can be used to detect
short circuits not detectable by the single stuck-at fault
model.

There are several other ways of applying logic and fault
simulation to testing:

1. Toggle Testing. This is the cheapest, simplest, and
least time-consuming method of applying simulation
to testing. Toggle testing provides a testability mea-
sure by tracking the activity of circuit nodes. From a
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set of vectors, the method identifies those parts of
the network that exhibit no activity. Since the test
vectors do not affect these nodes, faults occurring
here cannot be detected by the fault simulator.

2. Fault Simulation of Functional Tests. The outputs
of the functional simulator can be used in the design
process as an effective design analysis tool. The lists
of detectable and undetectable faults generated by
the simulator can be used to locate problems in the
design and correct them. This results in substantial
savings in development and manufacturing.

3. Fault Simulation after New Test Vector Genera-
tion. High-quality testing in a reasonable time-
frame would require an efficient test pattern
generation system and a fault simulator. Test vec-
tors are first generated to detect specific faults, and
the fault simulator determines the quality of the
vector set. In this scenario, it becomes important
to fault simulate after every new test vector is
generated in order to catch multiple faults. Accele-
rated fault simulation is faster than test pattern
generation.

8.3. Design for Testability

Design for testability commonly refers to those design
techniques that produce designs for which tests can be
generated by known methods. The advantage of these
techniques are (1) reduced test generation cost, (2) re-
duced testing cost, (3) high-quality product, and (4) effec-
tive use of computer-aided design tools. The key to
designing circuits that are testable are two concepts, con-
trollability and observability. Controllability is defined as
the ability to set and reset every node that is internal to
the circuit. Observability is defined as the ability to ob-
serve either directly or indirectly the state of any node in
the circuit. There are programs like SCOAP [68] that,
given a circuit structure, can calculate the ability to con-
trol or observe internal circuit nodes. The concepts in-
volved in design for testability can be categorized as
follows: (1) ad hoc testing, (2) scan-based test techniques,
and (3) built-in self-test (BIST).

8.3.1. Ad Hoc Testing. Ad hoc testing comprises tech-
niques that reduce the combinational explosion of testing.
Common techniques partition the circuit structure and
add test points. A long counter is an example of a circuit
that can be partitioned and tested with fewer test vectors.
Another technique is the use of a bus in a bus-oriented
system for testing. The common approaches can be classi-
fied as (1) partitioning techniques, (2) adding test points,
(3) using multiplexers, and (4) providing for easy state
reset.

8.3.2. Scan-Based Test Techniques. Scan-based ap-
proaches stem from the basic tenets of controllability
and observability. The most popular approach is the lev-
el-sensitive scan design, or LSSD, approach, introduced by
IBM [69]. This technique is illustrated in Fig. 18. Circuits
designed on the basis of this approach operate in two

modes: normal mode and test mode. In the normal mode of
operation, the shift register latches act as regular storage
latches. In the test mode, these latches are connected se-
quentially and data can be shifted in or out of the circuit.
Thus, a known sequence of data (controllability) can be
input to the circuit, and the results can be shifted out of
the circuit using the registers (observability). The primary
disadvantage of this approach is the increased complexity
of the circuit design and the increased external pin count.
The serial scan approach is similar to the LSSD, but the
design of the shift register latch is simplified to obtain
faster circuits. For most circuit designs, only the input and
output register need be made scannable. This technique
makes the designer responsible for deciding which regis-
ters need to be scanned and is called the partial serial scan
technique [70]. The parallel scan [71] approach is an ex-
tension of the serial scan in which the registers are ar-
ranged in a sort of a grid, where on a particular column all
the registers have a common read/write signal. The reg-
isters that fall on a particular row have common data
lines. Therefore, the output of a register can be observed
by enabling the corresponding column and providing the
appropriate address. Data can also be written into these
registers in a similar fashion.

8.3.3. Built-in Self-Test. Signature analysis [72] or cy-
clic redundancy checking can be used to incorporate a
built-in self-test module in a circuit. This involves the use
of a linear feedback shift register, as depicted in Fig. 19.
The value in the register will be a function of the value
and number of latch inputs and the counting function of
the signature analyzer. The good part of the circuit will
have a particular number or signature in the register,
while the faulty portion will have a different number. The
signature analysis approach can be merged with the level-
sensitive scan design approach to create a structure called
a built-in logic block observation, or BILBO [73]. Yet

Inputs OutputsCombinational
logic

Shift register
latches

Clocks Scan out

Figure 18. Level-sensitive scan design.

Clock

Q1 Q2 Q3

Figure 19. Linear feedback shift register.
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another approach to the built-in test is the design for au-
tonomous test, in which the circuit is partitioned into
smaller structures that are tested exhaustively. The par-
titioning method involves the use of multiplexers. The
syndrome testing method, in which all possible inputs are
applied and the number of 1s at the outputs is counted,
is also a test method that requires exhaustive testing.
The resultant value is compared to that of a known good
machine.

8.4. Other Tests

So far we have discussed techniques for testing logic struc-
tures and gates. But we need testing approaches at the
chip level and the system level also. Most approaches for
testing chips rely on the aforementioned techniques.
Memories, for instance, can use the built-in self-test tech-
niques effectively. Random logic is usually tested by full
serial scan or parallel scan methods. At the system level,
traditionally the ‘‘bed of nails’’ testers have been used to
probe points of interest. But with the increasing complex-
ity of designs, system designers require a standard to test
chips at the board level. This standard is the IEEE 1149
boundary scan [74] architecture. ICs that are designed on
the basis of this standard enable complete testing of the
board. The following types of tests can be performed in a
unified framework: (1) connectivity test between compo-
nents, (2) sampling and setting chip I/Os, and (3) distri-
bution and collection of built-in self-test results.
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INTEGRO-DIFFERENTIAL EQUATIONS

MANUEL GARCIA

Lawrence Livermore National
Laboratory

Livermore, California

1. INTRODUCTION

This article focuses on methods of solution. The aim is to
show how a student or engineer can manipulate an int-
egrodifferential problem into a form that is simple to cal-
culate. Few of these equations yield analytical solutions.
The direct numerical approach of using finite differences
for derivatives and sums for integrals relies on the capa-
bility of the computer and on the stability of the numerical
algorithm. The methods described in this article aim to
improve the stability of the eventual calculation by re-
moving derivatives, and to minimize repetitive calcula-
tions (nested loops). These techniques make it possible to
solve realistic problems with modest personal computers.

An integrodifferential equation describes the influence
of an accumulation of points on the value and dynamics of
each individual member of the collection. These equations
are a balance between a quantity, its derivatives, and its
integrals. The most significant applications of integrodif-
ferential equations are in modeling the impact of heredity
and the dynamics of systems out of equilibrium. Heredity
problems in engineering include analyzing fluid and heat
flow, mechanical stress, and the accumulation of residual
charge for materials with memory. The study of nonequi-
librium systems is based on kinetic theory, where the
properties of a gas are calculated as the average of indi-
vidual molecular collisions. Integrodifferential equations
are applied in biology and economics as well as in physics
and engineering.

A differential equation describes the dynamics of a
quantity. It is a balance between the values of the quan-
tity and its various rates of change at a given moment. One
such balance is between the acceleration of a particle and

the action of external forces, classical Newtonian mechan-
ics. Basic examples are the one-dimensional mass–spring–
damper equation and its electrical analog, the resistor–in-
ductor–capacitor (RLC) circuit equation. These specific
differential models each conserve a global quantity; for
the mechanical example it is momentum, for the electrical
example it is current. The implicit assumption in the dif-
ferential description is that the future state of a system
does not depend on its history. Erosion, fatigue, wear, fail-
ure, experience, heredity, evolution, karma—all these
words express some observation about the impact of past
dynamics on future dynamics. One example is the failure
of mechanical components subjected to repetitive stress.
Engineers routinely calculate the amount of twist of a
metal bar subjected to a specific torque. If we assume this
phenomenon to be purely differential, then the same
amount of torque will always produce the same amount
of twist. In reality, metal subjected to repeated strain ex-
periences fatigue. Eventually the application of the same
torque produces a different twist, perhaps a catastrophic
event. The metal inherits a degradation of its elasticity, an
integral of the history of deflections. This effect caused the
breakup of two de Havilland Comet jet airliners during
flight in 1954. The engineers of the day were unaware that
the aluminum fuselage would experience metal fatigue as
a result of the frequent cycles of cabin pressurization.

An integral equation describes the influence of all points
in a field upon the value of any particular point. Integral
equations express an equilibrium. The points can be spatial
for a field of stress in a surface or rod, or they can be
instants of time in an orbital trajectory, or they can be
individual molecules in a gas in which the field is a statis-
tical distribution of molecular velocities. When external
conditions change suddenly so that the system is out of
balance, energy or information must flow within the sys-
tem to rearrange it into a new equilibrium. Describing this
nonequilibrium process requires differential terms in addi-
tion to the original integral equation. Instantaneous equi-
libration is often assumed in engineering applications, for
instance, in thermodynamics, and integrodifferential equa-
tions are avoided. However, the sharpening of technology
into much smaller space and timescales has required more
exacting physical models that account for nonequilibrium
dynamics. This technological trend drives the continuing
interest in solving integrodifferential equations.

A method is described for transforming integrodiffer-
ential equations with linear derivatives into purely inte-
gral forms, which are then solved by iteration. Knowledge
of an approximate solution speeds the convergence of
iteration. One method of developing such approximate
solutions is described in the section that follows. By the
very nature of approximation, such methods depend on
the specifics of the particular integrodifferential equation.
It is best to view the development of the approximate so-
lutions in the sample analysis as an example of the atti-
tude and reasoning that may prove useful in other
problems. After the discussion of linear equations a non-
linear system with hereditary effects is described. This
nonlinear system describes the conflict between popula-
tions of predators and prey. This system is reduced to a
single nonlinear integral equation for which an iterated
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solution is found. However, a much easier calculation of
the solution is possible with an approximate equation de-
veloped from the nonlinear integral. This approximation
recognizes the effect of the hereditary integral and casts
the problem as a type of recursion formula {x(t)¼
f[x(t�Dt), t]}, eliminating the need for any iteration. A
discussion of physical applications of integrodifferential
equations concludes the article.

2. A SAMPLE ANALYSIS

Consider the following linear, first-order, homogeneous
integrodifferential equation for unknown function y(x):

dyðxÞ

dx
¼ �

Z xþb

x�a

pðxÞ
aðxÞ

yðxÞdx ð1Þ

We will use this equation to demonstrate how a solution
may be attempted. Both a and b are positive constants.
This particular equation has a separable kernel

Kðx; xÞ¼
pðxÞ
aðxÞ

ð2Þ

and we suppose that a(x) is not zero in the domain of in-
terest. Can Eq. (1) be cast as a purely differential, or pure-
ly integral equation? If so, it may be possible to transform
it to a standard form and solve it by established tech-
niques. In this section we will look first at the effect of
differentiating Eq. (1), then we will seek an approximate
solution directly from the integrodifferential form, then we
will transform Eq. (1) into a purely integral form, and fi-
nally we will show specific examples.

Differentiating Eq. (1) results in

aðxÞy0 0ðxÞþa0ðxÞy0ðxÞ¼pðx� aÞyðx� aÞ
� pðxþ bÞyðxþ bÞ ð3Þ

where primes refer to differentiation with respect to x. In
Eq. (3) derivatives of y at x depend on values of y at po-
sitions to either side of x. This form is a differential-dif-
ference equation. References 1 and 2 describe this type of
equation. From Eq. (3), y(x� a) can be cast as depending
on itself at higher x

yðx� aÞ¼
aðxÞy0 0ðxÞþa0ðxÞy0ðxÞþpðxþ bÞyðxþbÞ

pðx� aÞ
ð4Þ

This form of the equation is the basis of a numerical so-
lution in cases where it is known that y(x) decays expo-
nentially with respect to positive x. Above a given
coordinate, say x2, y is assumed to be small and its deriv-
atives are assumed to be zero. A solution is constructed for
xox2 using Eq. (4). In a range xox1, where x1ox2, the
function y(x) is exponentially larger than the starting val-
ue assumed, and y(x) is considered an accurate solution.
Care must be taken in the numerical treatment of the de-
rivatives, and this is most directly accomplished by using
closely spaced points and higher-order differences. If the
kernel is not separable, then differentiation will not

remove the integral. It will now contain the derivative of
the kernel with respect to x, K0(x, x).

Let us assume that y(x) is a positive function that de-
cays exponentially with respect to positive x. In this case
both a(x) and p(x) are positive over the range of interest,
x0rxoN. Let us seek a solution in the form

yðxÞ¼ exp �

Z x

x0

BðZÞdZ
	 


ð5Þ

where x0 is a reference coordinate where y¼ 1, an initial
condition. Note that � y0/y¼B. Divide Eq. (1) by y(x) and
use Eq. (5):

aðxÞBðxÞ¼

Z xþ b

x�a
pðxÞ exp �

Z x

x

BðZÞdZ
	 


dx ð6Þ

Note that in Eq. (6) it is the ratio y(x)/y(x) that appears in
the integral with p(x), and this ratio is given by the expo-
nential involving B(Z). Given an estimate of function B,
call it B0, Eq. (6) can be used to find a possibly more ac-
curate estimate B1 by the method of successive approxi-
mations. This method, also known as the method of
Picard, uses a prior iterant within the integral (B0) to
find a next iterant (B1) from the equation. References 3
and 4 describe the validity and use of this method.

If the method of successive approximations converges
to a solution, then the exact nature of the initial iterant
B0 is unimportant. However, the more accurately B0

portrays the actual solution B(x), the fewer iterants
need to be calculated. We now seek an initial iterant
from Eq. (6) by making whatever assumptions simplify
this problem, while at the same time being mindful to
avoid a trivial result by being too hasty. For the moment
we will assume that p(x) is weakly dependent on x within
any band (x� a, xþ b), and that B(x) remains of the same
order of magnitude for (x� arxrxþ b). The following
approximations cascade from Eq. (6) by using these
assumptions:

aðxÞB0ðxÞ �

Z xþ b

x�a
pðxÞe�B0ðxÞðx�xÞdx � pðxÞ

Z xþ b

x�a
e�B0ðxÞðx�xÞdx

�
pðxÞ

�B0ðxÞ

Z xþ b

x�a
e�B0ðxÞðx�xÞ½�B0ðxÞ�dx

�
pðxÞ

B0ðxÞ
½eaB0ðxÞ � e�bB0ðxÞ� ð7Þ

B0ðxÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pðxÞ

aðxÞ
eaB0ðxÞ½1� e�ðaþ bÞB0ðxÞ�

s

ð8Þ

For a small B0(x) such that both B0(x)(aþ b)o1 and
B0(x)ao1, then

B0ðxÞ¼
pðxÞ

aðxÞ
ðaþ bÞ ð8aÞ

which is found by expanding the exponentials in Eq. (8).
Note that to be consistent, p(x)/a(x) must be less than
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(aþ b)�2. For B0(x) such that B0(x)(aþb)41 while
B0(x)ao1, which implies bba, then

B0ðxÞ¼

ffiffiffiffiffiffiffiffiffi
pðxÞ

aðxÞ

s

ð8bÞ

This case is consistent with 1=ðaþ bÞo
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pðxÞ=aðxÞ

p
o1=a.

Finally, for B0(x) such that both B0(x)(aþ b)41 and
B0(x)a41, then B0(x) is the root of a transcendental equation

B0ðxÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pðxÞ

aðxÞ
eaB0ðxÞ

s

ð8cÞ

If none of Eqs. (8a)–(8c) are applicable, then B0(x) must be
found as a root of Eq. (8). The corresponding initial iterant
y0(x) for Eq. (1) is given by using the appropriate result
from Eqs. (8) or (8a)–(8c) in definition (5). The example
shown below uses the simplest case, Eq. (8a):

y0ðxÞ¼ exp �ðaþ bÞ
Z x

x0

pðZÞ
aðZÞ

dZ
	 


ð9Þ

It is very important to capture the functional nature of
p(x) within the integral of Eq. (7). In the preceding, p(x)
was assumed to be very weakly dependent on x over the
interval (x� a, xþb) in a manner similar to a constant or
log(x). If instead, p(x)¼p0(x)x, where p0(x) is a weak func-
tion of x as used here, then the results in place of Eq. (8)
are as follows:

B0ðxÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0ðxÞ

aðxÞ
eaB0ðxÞf1þB0ðxÞðx� aÞ

�½1þB0ðxÞðxþ bÞ�e�ðaþ bÞB0ðxÞg

3

vuuuut ð10Þ

The case of small B0(x) corresponding to Eq. (8a) is now

B0ðxÞ¼
p0ðxÞ

aðxÞ
ðaþbÞ xþ

b2
� a2

ðaþ bÞ

 !
ð10aÞ

Note the additional linear factor in comparison to Eq.
(8a). It is essential to retain that factor of p(x) with sig-
nificant variation within the integral of Eq. (7). We will
only use the simplest B0 and y0, derived as Eqs. (8a) and
(9), respectively, to illustrate a first iterant with Eq. (11)

aðxÞB1ðxÞ¼

Z xþ b

x�a
pðxÞ exp �ðaþ bÞ

Z x

x

pðZÞ
aðZÞ

dZ
	 


dx ð11Þ

and a y1(x) can be constructed from the B1(x) of Eq. (11).
A y1(x) can also be written explicitly from the integral of
Eq. (1) by using y0(x)

y1ðxÞ ¼ yðx0Þ �

Z x

x0

Z xþ b

x�a

pðZÞ
aðxÞ

y0ðZÞdZdx ð12Þ

Recall that y(x0)¼ 1 in this particular case. Whether the
first iterant sought is B1 from Eq. (11) or y1 from Eq. (12), a

double integration is required after the zeroth iterants B0

and y0 are calculated. It would be very discouraging to do
all this work and then find that our iteration was diverg-
ing. An effort to reduce repetitive integration follows.

Equation (12) is a purely integral form of Eq. (1) when
the subscripts on y are removed and y(x0) is arbitrary. By
reversing the order of integration it is possible to refor-
mulate this equation as a single integration over the un-
known y(Z) with a new kernel

yðxÞ � yðx0Þ¼ �

Z x

x0

Z xþ b

x�a

pðZÞ
aðxÞ

yðZÞdZdx

¼ �

Z xþb

x0�a
pðZÞMðZ; xÞyðZÞdZ

ð13Þ

The new kernel factor M(Z, x) is given below for this ex-
ample. The method of reversing the order of integration
and generating kernels of this type will be described in
Section 3:

MðZ; xÞ¼
Z Zþ a

x0

dx
aðxÞ

; ½x0 � a� � Z


o½minðx0þ b;minðx0þ aþ b; xÞ � aÞ�
�

þ

Z x

x0

dx
aðxÞ


;min½x0þ b;minðx0þ aþ b; xÞ � a�

� Zo½x0þb�
�

þ

Z minðZþ a;xÞ

Z�b

dx
aðxÞ

; ½x0þ b�� Z�½xþ b�
 �

ð14Þ

The function min(a, b,y), used in M(Z,x), selects the min-
imum of its arguments. M(Z,x) is the sum of three terms,
each defined over a different range of Z, and these ranges
are functions of x. The new kernel K(Z, x)¼p(Z)M(Z, x) can
be calculated once from known functions a(x) and p(x), and
by the explicit operations of Eq. (14). The derivation of
Eqs. (13) and (14) proceeds directly from Eq. (1), without
requiring any specialized assumptions, as were used in
the development of B0. Now the original integrodifferen-
tial equation has been transformed into a purely integral
form, a Volterra equation (variable upper limit) of the sec-
ond kind [inhomogeneous if y(x0)a0]. The method of suc-
cessive approximations applied to Eq. (13) proceeds more
quickly because each iterant of y(x) is now the result of a
single integration.

Two specific numerical examples follow. In both cases
a(x)¼a0x, and p(x)¼p0x, where a0 and p0 are constants.
Solutions are sought in the range [(x0¼ 1)rxr(x1¼ 3)],
although calculations must consider the wider range
(1� a, 3þ b). In these cases y(1)¼ 1. B0(x) is found as the
root of Eq. (10), and a y0(x) is calculated from Eq. (5). The
kernel K(Z,x)¼p(Z)M(Z,x) is calculated on the basis of
Eq. (14). Two iterants, y1 and y2, are then found by the
method of successive approximations from Eq. (13).
Figure 1 shows y0, y1, and y2 for a0¼ 1, p0¼ 8, a¼ 0, and
b¼ 1.45. Iterants y0 and y1 are quite smooth; with y2 the
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point-to-point numerical noise becomes noticeable (point
locations are shown for y2). This noise diminishes as
more closely spaced points are used. In this case y(x) has
a rapid exponential decay. A second case has a0¼ 1, p0¼

0.08, a¼ 0.55, and b¼ 1.45. Figure 2 shows the three
iterants of y, which decay gently with x. In both cases y0

and y1 bracket y2. Figures 3 and 4 show the kernel K(Z, x)
for the first case (both appear similar). Two views are
given to help visualize this surface over the full range of
the calculation.

3. LINEAR EQUATIONS

Casting a linear, first-order integrodifferential equation
into a simple integral form is very useful because then it
can be solved by the method of successive approximations.
This transformation involves switching the order of inte-
gration of a double integral, an operation mentioned with-
out explanation in Section 2. This transformation will be
illustrated for the following equation:

dyðxÞ

dx
þ bðxÞyðxÞþ cðxÞ¼

Z xþ b

x�a
K1ðx; xÞyðxÞdx

þ

Z x

x0

K2ðx; xÞyðxÞdx

ð15Þ

We assume that over the domain of interest, x0rxrx1,
none of b, c, K1, and K2 become infinite. Also, a and b are
positive constants. The labels V1(x) and V2(x) will be used
to represent the integrals over K1 and K2, respectively.

a0 = 1

p0 = 8

   = 0α

= 1.45β

30.8 1 1.2 1.4 1.6 1.8 2
x

2.2 2.4 2.6 2.8

y 
(x

)

1

0.1

0.01

0.001

y1

y2

y0

Figure 1. Three iterants for the y(x) of Eq. (1) when a(x)¼ x,
p(x)¼8x, a¼0, and b¼1.45. The zeroth iterant y0(x) is found
by an approximation to its logarithmic derivative B0¼

� {dln[y0(x)]/dx} that is given by Eq. (10). The iteration is ap-
plied to Eq. (13), which is a single integral form of Eq. (1) with a
new kernel p(Z)M(Z,x) that is described by Eq. (14). Convergence
is rapid. This function decays by two orders of magnitude for
1rxr3. The relative error is comparable to y(x) at low ampli-
tude. This error diminishes as more points are used (point loca-
tions shown for y2).

p0 = 0.08

   = 0.55α

= 1.45β

30.8 1 1.2 1.4 1.6 1.8 2
x

2.2 2.4 2.6 2.8

y 
(x

)

1

0.95

0.85

0.9

0.8
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0.75

0.65

y1

y2

y0

a0 = 1

Figure 2. Three iterants for the y(x) of Eq. (1) when a(x)¼ x,
p(x)¼0.08x, a¼0.55, and b¼1.45. Another case similar to that of
Fig. 1. Here the function decays very gently, and the relative error
is small.

x1

x0 x0 − �

x1 + 	x, axis
η, 

17.374

−16.961

K(
, x ) 

axis

Figure 3. A surface plot of K(Z,x)¼p(Z)M(Z,x), the kernel used in
the example of Fig. 1. The kernel for the second example has the
same shape but is of different magnitude. This view extends over
the full area of the calculation in the (Z,x) plane. The problem has
been converted to an integral equation with single integration
and a known kernel.

x, axis
, axis

17.374

−16.961

K(
, x)

Figure 4. A surface plot of K(Z,x)¼p(Z)M(Z,x) seen from a differ-
ent orientation. This view shows features of the surface that are
hidden in Fig. 3. This example shows that integral equations can
have smooth solutions even with discontinuous kernels.
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Now Eq. (15) is seen as a linear, first-order differential
equation with an inhomogeneous term V1(x)þV2(x)� c(x).
This is formally integrated to

yðxÞ¼ e
�
R x

x0
bðgÞdg

yðx0Þþ

Z x

x0

½V1ðxÞþV2ðxÞ � cðxÞ�e
R x

x0
bðgÞdg

dx
 �

ð16Þ

yðxÞ¼ yðx0Þe
�
R x

x0
bðgÞdg
�

Z x

x0

cðxÞe
�
R x

x
bðgÞdg

dx

þ

Z x

x0

Z xþ b

x�a
e
�
R x

x
bðgÞdg

K1ðZ; xÞyðZÞdZ dx

þ

Z x

x0

Z x

x0

e
�
R x

x
bðgÞdg

K2ðZ; xÞyðZÞdZ dx

ð17Þ

The order of double integration will now be reversed. This
is done to achieve single integral forms

R
M(Z, x)y(Z)dZ

with kernels M(Z, x) that are integrals of known functions.
The K1 and K2 integrations of Eq. (17) occur over specific
areas of the (Z,x) plane determined by the limits. Figure 5
is a schematic of the area of integration for K1. Figure 6 is
a similar schematic for K2. In Figs. 5 and 6 these integra-
tions would be visualized as progressing horizontally
through the respective areas (see arrows). To reverse the
order of integration is to progress vertically through the
integral areas (see vertical hatching). The original double
integrals could each become sums of several ‘‘reversed’’

terms. Each of the new, reversed double integrals would
account for a portion of the original (Z,x) area. The limits of
the reversed integrals could be conditional statements
that depend on the shape of the area boundary. The re-
sult here is shown as Eqs. (18) through (22):

yðxÞ¼ yðx0Þe
�
R x

x0
bðgÞdg

�

Z x

x0

cðxÞe
�
R x

x
bðgÞdg

dxþ I1ðxÞþ I2ðxÞ

ð18Þ

I1ðxÞ¼

Z min½x��a; x0 þ b�

x0�a

Z Zþ a

x0

� � �dxdZ

þ

Z x0 þ b

min½x��a; x0 þ b�

Z x

x0

� � �dxdZ

þ

Z xþ b

x0 þ b

Z min½Zþ a; x�

Z�b
� � �dxdZ

ð19Þ

where the integrands are

e
�
R x�

x
bðgÞdg

K1ðZ; xÞyðZÞ

for the first term of I1, and

e
�
R x

x
bðgÞdg

K1ðZ; xÞyðZÞ ð20Þ

for the last two terms of I1. The function x� is defined as

x� ¼ min½x; ðx0þ aþ bÞ� ð21Þ

Finally, for I2, we obtain

I2ðxÞ¼

Z x

x0

yðZÞ
Z x

Z
e
�
R x

x
bðgÞdg

K2ðZ; xÞdx
 �

dZ ð22Þ

The original equation is now in a purely integral form with
single integrations. New kernels, M1(Z, x) (three terms)

  

x

x0 − � x0 + 	 x1 + 	

x  − � x  + 	

x1 − �x0 

x0 

x1 

 x

� = 
 + � � = 
 − 	�

x1




Figure 5. The area where double integration with the K1 kernel
is reversed. Horizontal arrows show the original direction of in-
tegration across the area. Reversed integration is shown by ver-
tical hatching. As x moves up the x axis from x0 to x1, the
horizontal arrow from Z¼ x� a to Z¼ xþb moves vertically
through the integration area. Reversed integration is done below
this rising arrow. Here vertical integration proceeds in sections as
Z moves from limits x0� a to x1þb (the new outer integral). x is
integrated successively from: x0 to the Zþ a boundary line, x0 to x,
the Z�b boundary line to the Zþ a boundary line, and the Z�b
boundary line to x (the new inner integral). The limits are con-
ditional statements because the transitions between vertical sec-
tions depend on the slant and width of the area.

�


 

x1

x0

x0 x1

x

x

� = 
 

Figure 6. The area where double integration with the K2 kernel
is reversed. The original integration of x0rxrx and x0rZrx is
reversed to x0rZrx and Zrxrx.
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and M2(Z, x), are defined as integrals of the products of
an integrating factor and original kernels K1(Z, x) and
K2(Z, x), respectively. The sample analysis describes solv-
ing a particular equation from this point.

Linear integrodifferential equations with second-order
derivatives can be transformed into a Volterra form in a
manner similar to first-order equations. Consider the fol-
lowing second-order equation with the same integrals V1

and V2 as in Eq. (16):

d2yðxÞ

dx2
þ bðxÞ

dyðxÞ

dx
þ cðxÞyðxÞþdðxÞ¼V1ðxÞþV2ðxÞ ð23Þ

Define the function p(x)¼dy(x)/dx. Now Eq. (23) becomes
a linear, first-order equation for p(x) with inhomogeneous
term V1(x)þV2(x)�d(x)� c(x)y(x). This is integrated once
for p(x) by using an integrating factor exp[

R
b(x)dx], and

specifying an initial condition p(x0). The result for p(x) is
integrated from x0 to x, yielding y(x)� y(x0)

yðxÞ¼ yðx0Þþpðx0Þ

Z x

x0

e
�
R x

x0
bðgÞdg

dx

�

Z x

x0

Z x

x0

dðZÞe
�
R x

Z
bðgÞdg

dZdx

þ

Z x

x0

Z x

x0

½V1ðZÞþV2ðZÞ � cðZÞyðZÞ�e
�
R x

Z
bðgÞdg

dZdx

ð24Þ

The first three terms after the equal sign in Eq. (24) are all
known, the fourth term contains y(x) within double and
triple integrals. Let f(x,x0) represent the sum of the three
known terms in Eq. (24) and H(x,Z) represent the integral
factor

Hðx; ZÞ¼
Z x

Z
e
�
R x

Z
bðgÞdg

dx ð25Þ

Using these definitions, and Eq. (21) for x�, the form of Eq.
(24) with only single integrals is

yðxÞ¼ f ðx; x0Þþ

Z min½ðx��aÞ;ðx0 þ bÞ�

x0�a

yðzÞ
Z zþ a

x0

Hðx�; ZÞK1ðz; ZÞdZ
 �

dz

þ

Z x0 þ b

min½ðx��aÞ;ðx0 þ bÞ�
yðzÞ

Z x

x0

Hðx; ZÞK1ðz; ZÞdZ
 �

dz

þ

Z xþ b

x0 þ b
yðzÞ

Z min½ðzþ aÞ;x�

z�b
Hðx; ZÞK1ðz; ZÞdZ

 �
dz

þ

Z x

x0

yðzÞ
Z x

z
Hðx; ZÞK2ðz; ZÞdZ

 �
dz

�

Z x

x0

yðzÞcðzÞHðx; zÞdz ð26Þ

The five integrals shown for Eq. (26) can be combined into
a single integration from (x0� a) to (xþ b) by multiplying
each kernel with a difference of Heaviside unit step func-
tions to define limits. This was done to calculate examples
from Eq. (14) in the sample analysis.

The linear equations discussed in the preceding have
all described initial value problems. If boundary values
are placed on y(x) or its first derivative at two points (x0,
x1), then the solution of a second-order equation is based
on the characteristic functions, or eigenfunctions, of the
differential part of the equation. A solution of the form y(x)
¼C0y0(x)þC1y1(x)þC2y2(x)þ? is assumed, where the yi

are eigenfunctions corresponding to the eigenvalues li.
The coefficients Ci are found in exactly the same way as in
boundary value problems involving nonhomogeneous dif-
ferential equations. The three steps to the solution are (1)
substitute the eigenfunction expansion into Eq. (23), (2)
multiply by a particular eigenfunction yi to solve for its
coefficient Ci, and (3) integrate over the interval (x0,x1). In
purely differential problems the result is a series of equa-
tions, one for each of the coefficients Ci. For integrodiffer-
ential equations the result is a series of equations linking
each coefficient to a weighted sum of coefficients, Ci¼P

wnCn. The weights wn result from integration and may
be difficult to calculate. This matrix relationship among
the coefficients reflects the nature of the original equation.
The magnitude Ci of each mode yi(x) is linked to the mag-
nitudes of the other modes in solution y(x) by the integrals
involving K1 and K2.

4. VOLTERRA ANIMALS

Volterra introduced the following system of coupled, non-
linear, first-order, integrodifferential equations to describe
the dynamics of survival for a population of predators y(t)
and a population of prey x(t):

1

xðtÞ

	 

dxðtÞ

dt
¼aðtÞ � bðtÞyðtÞ �

Z t

c
Kyðt; sÞyðsÞds

1

yðtÞ

	 

dyðtÞ

dt
¼ � aðtÞþ bðtÞxðtÞþ

Z t

c

Kxðt; sÞxðsÞds

ð27Þ

These equations show rates of population growth that are
dependent on three factors: herd size or predator density,
encounters between species, and hereditary influences.
Prey x(t) are adversely affected by encounters with preda-
tors, � b(t)x(t)y(t), and by evolutionary improvements in
these predators, � x(t)

R
Ky(t,s)y(s)ds. Predators are ad-

versely affected by too high a population of their own
kind, � a(t)y(t). Reference 4 discusses this system in de-
tail. The hereditary integral is described for heredity co-
efficients (Kx and Ky) of the form K(t� s) under various
names; it is the ‘‘renewal equation’’ in Ref. 2, ‘‘convolution’’
in Ref. 3, the ‘‘superposition integral’’ in Ref. 5, and an in-
tegral with a ‘‘displacement kernel’’ in Ref. 6. We will de-
scribe an approximate method of solution for Eq. (27) that
makes few assumptions about the coefficients a, b, a, and
b, or the kernels Kx and Ky.
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Figure 7 is a particular example of Eqs. (27) for
0rtr20, c¼ 0 (‘‘the creation’’), a¼ b¼2, a¼ b¼ 1, Kx¼

Ky¼ � 0.05, and initial conditions x(0)¼ 1 and y(0)¼ 2.
Figure 8 is a phase diagram for this case where the initial
conditions and the direction of time’s arrow are indicated.
Without hereditary influences (Kx¼Ky¼ 0), the nonlinear,
purely differential system has a periodic trajectory that is
a noncircular closed path on the xy phase plane (a ‘‘vortex
cycle’’). In general, neither x(t) nor y(t) can be expressed in
terms of elementary functions. The effect of the hereditary
integrals is to cause a ‘‘drift’’ in the solutions, seen as a
rising trend for this example. Additional long-term effects
for this case are a diminishing impact of predators ( y)
on prey (x) and a shortening of the time between cycles.

Converging or diverging populations that either grow
or diminish can clearly be simulated by changing the
magnitudes and the signs of the coefficients and kernels.
More interesting effects arise when these factors are time
dependent.

Equations (27) are integrated once

ln
xðtÞ

xc

	 

¼

Z t

c
aðsÞds

�

Z t

c
bðsÞyðsÞds�

Z t

c

Z s

c
Kyðs;uÞyðuÞduds

ln
yðtÞ

yc

	 

¼ �

Z t

c
aðsÞdsþ

Z t

c
bðsÞxðsÞds

þ

Z t

c

Z s

c
Kxðs;uÞxðuÞduds

ð28Þ

The order of double integration is reversed, and then the
following functions are defined:

AðtÞ¼

Z t

c
aðsÞds

LðtÞ¼
Z t

c
aðsÞds

Mxðt;uÞ¼

Z t

u

Kxðs;uÞds

Myðt;uÞ¼

Z t

u

Kyðs;uÞds

ð29Þ

Now the equations are

ln
xðtÞ

xc

	 

¼AðtÞ �

Z t

c

½bðuÞþMyðt;uÞ�yðuÞdu

ln
yðtÞ

yc

	 

¼ � LðtÞþ

Z t

c
½bðuÞ þMxðt;uÞ�xðuÞdu

ð30Þ

The equation for y(t) is substituted into the equation for
x(t), yielding

ln
xðtÞ

xc

	 

¼AðtÞ � yc

Z t

c
½bðuÞþMyðt;uÞ�

� e
�LðuÞþ

R u

c
½bðwÞþMxðu;wÞ�xðwÞdw

du

ð31Þ

The nonlinear equation for x(t) would appear to be an ex-
cellent form on which to apply the method of successive
approximations. Figure 9 is a display of 23 successive ap-
proximations to Eq. (31) for the specific example described
in Figs. 7 and 8; 41 points are used in this calculation, and
the range is restricted to 0rtr10. The zeroth iterant is
xc¼ 1 for the entire range, and calculated values of x(t)
larger than 6xc are reset to xc. The solution is seen to chip
its way into the unknown like a pickax repeatedly driven

y
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Figure 7. Population histories of predators y(t) and prey x(t)
from the Volterra model of Eq. (27) with a¼b¼2, a¼b¼1, Kx¼

Ky¼ �0.05, c¼0, y(c)¼2, and x(c)¼1. In this example heredity
causes the populations to increase, diverge, and cycle more often.
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Figure 8. Phase diagram for the Volterra model example of Fig.
7. If heredity coefficients Kx and Ky are zero, then this curve is a
closed noncircular path called a vortex cycle. The initial point and
the direction of time’s arrow are shown. Heredity causes a drift in
the cyclic action.
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into concrete. This is because the derivative of the solution
at its leading edge depends on the integral of its history,
so each iterant only advances the solution a small amount
in time. It would be more efficient to calculate a solution
by advancing forward in time rather than iterating over
the entire time domain. The calculation of x(t) requires
iteration because x(t) appears on both sides of Eq. (31).
If x(t) could be shown to depend only on its history, and
not also on its present value, then the solution would
be a recursion formula and calculations would be speedier.
A solution of this type is achieved by assuming that
x(t)Ex(t�Dt) for Dt sufficiently small. The integral in
Eq. (31) is split into two terms, the first with limits
crurt�Dt, and the second with limits t�Dtrurt. The
second integral is now approximated by a two-point
trapezoid rule [2� integral/Dt¼ integrand(t)þ integrand
(t�Dt)]. The trapezoid rule integrand at t has the
form

Lyðt; tÞe
�LðtÞ þ

R t

c
Lxðt;wÞxðwÞdw

ð32Þ

where Ly(t, u)¼ b(u)þMy(t, u) and Lx(t, u)¼ b(u)þ
Mx(t, u). The two-point trapezoid approximation is
used again for the integral in Eq. (32), which now has
the form

fLyðt; tÞe
�LðtÞþ

R t�Dt

c
Lxðt;wÞ xðwÞdw

ge
R t

t�Dt
Lxðt;wÞ xðwÞdw

� f. . .geðDt=2Þ½Lxðt;tÞ xðtÞþLxðt;t�DtÞ xðt�DtÞ�

� f. . .geðDt=2Þ½Lxðt;tÞþLxðt;t�DtÞ� xðt�DtÞ

ð33Þ

The resulting approximation in place of Eq. (31) is

ln
xðtÞ

xc

	 

¼AðtÞ � yc

Z t�Dt

c
Lyðt;uÞe

�LðuÞ þ
R u

c
Lxðu;wÞxðwÞdw

du

�
ycDt

2
Lyðt; t� DtÞe

�Lðt�DtÞ þ
R t�Dt

c
Lxðt�Dt;wÞxðwÞdw

�
ycDt

2
Lyðt; tÞe

�LðtÞ þ
R t�Dt

c
Lxðt;wÞxðwÞdw

 �

� eðDt=2Þ½Lxðt;tÞþLxðt;t�DtÞ�xðt�DtÞ ð34Þ

Note that for Dt¼ 0 we recover the original equation. Here
the calculation is an explicit operation moving forward in
time. This result makes it much easier to calculate the
example shown in Figs. 7 and 8 than by iteration (161
points span the range 0rtr20).

5. APPLICATIONS

Equation (1) in the sample analysis section is a form of the
Boltzmann equation for the drift of a cloud of electrons
along a constant electric field through a uniform molecu-
lar gas. Physical quantities are as follows: x is electron
kinetic energy in units of eV, y(x) is the distribution func-
tion of electron kinetic energy in units of eV� 3/2, a(x)¼a0x
¼ (1/3)(E/N)2(x/Q), E is the electric field in V/cm, N is the
particle density of the gas in cm–3, Q is the electron-mol-
ecule elastic collision cross section in cm2, p(x)¼p0x¼Sx,
S is the electron–molecule inelastic collision cross section
in cm2, a¼ 0, B0(x) is an approximation for the logarithmic
derivative of y(x), b is large so bB0(x)41, and xB0(x)41
(this model of electron kinetics is for energies x above the
range of thermal motion, xb0.03 eV). Both Q and S are
assumed to be only mildly dependent on x. B0(x) is given
by Eq. (10) and then y0(x) is

y0ðxÞ¼ exp �

Z x

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3QðxÞSðxÞ

p

E=N
dx

( )
ð35Þ

Typical parameters in experiments might be Q¼ 10�15,
S¼ 3� 10� 16, E¼ 1000, and N¼ 1018. Good approxima-
tions for distribution functions of electron energy in nitro-
gen mixtures have been calculated from this result by
using cross-section data. Literature on the Boltzmann
equation is vast. The pervasive approximation is that
the system is never far from thermal equilibrium f0(x)
(‘‘Maxwellian’’ distribution), so that the nonequilibrium
solution f(x) is a perturbation given by an expansion f(x)¼
f0(x)(1þf1(x)þf2(x)þ ?), where succeeding terms are of
smaller magnitude. The full development of this Chap-
man–Enskog method is quite involved (see Ref. 7). The
electron energy distribution may be far from thermal equi-
librium with the gas molecules in an electric discharge
because of the high electric fields. A Chapman–Enskog
expansion for electrons might require the calculation
of many terms. The alternative is to expand the electron
distribution function in a series of spherical harmonics

Time (t )

Iterants

Unknown

5.9

x (t )

2.5 . 10−25 

Solved

Figure 9. A sequence of successive approximations to Eq. (31)
for the case shown in Figs. 7 and 8. Equation (31) is a nonlinear
integral form of the Volterra predator and prey model. Each
iterant builds up the solution sequentially, even though iteration
occurs over the full time interval (0rtr10 in these calcula-
tions of 23 iterants). This is because the derivative of the solu-
tion at the present moment depends on the integral of its history.
The iteration had an upper limit of 6 times the initial condition;
any point calculated above this limit was reset to the initial con-
dition. A better method of calculation is based only on prior
events.
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defined by an axis aligned with the electric field. This cre-
ates a sequence of linked equations. Once the zeroth-order
equation is solved for the leading term of the expansion,
then the first-order term can be solved, and so on. The
zeroth term describes the average energy of an iso-
tropic cloud of electrons, and the first term describes the
drift of this cloud along the field, a current. The result
given by Eq. (35) is an approximation to the isotropic part
of the electron distribution. References 8–10 describe
kinetic theory and the mathematics of the Boltzmann
equation. References 11–13 describe the theory for
electrons in a gas.

The mechanical constitutive equation of a material
relates the stress tensor to the deformation tensor for a
solid, and to the rate of strain tensor for a fluid. Many
engineering materials are characterized by linear isotro-
pic constitutive relations: the generalized Hooke’s law for
solids; and the Newtonian fluid. Technology is rapidly in-
creasing the application of nonlinear ‘‘engineered’’ solids
and plastic ‘‘rheological’’ fluids. These materials can have
stress dependent on the deformation and rate of strain in a
nonlinear way, on higher velocity derivatives, on anisotro-
pies of their internal structure, and on the history of their
deformation and motion. In the most general case the
constitutive relation is an integrodifferential equation
that relates stress to the entire history of the material.
One example follows:

m
d2uðtÞ

dt2
þauðtÞþ

Z t

0
Kðt� sÞ

duðsÞ

ds
ds¼ qðtÞ ð36Þ

This is a mass–spring–damper equation with heredity in
the damping term. Here u is distance, t is time, m is mass,
a is the spring constant, K is a renewal kernel, and q is a
forcing term. References 14 and 15 describe this equation.
Reference 2 shows how to solve linear, constant-coefficient
renewal equations with Laplace transforms. The solution
of Eq. (36) by the methods of this article is

muðtÞ¼uð0Þ mþ

Z t

0

Z s

0
KðxÞdxds

	 


þmpð0Þtþ

Z t

0
ðt� sÞqðsÞds

�

Z t

0

uðsÞ aðt� sÞþ

Z t�s

0

KðxÞdx

 �
ds

ð37Þ

where u(0) and p(0) are the initial conditions of the dis-
placement u and its first derivative p¼du/dt. Note that
the kernel is a function of one variable. For K¼ q¼ 0 the
problem collapses to a harmonic oscillator, and it is easy to
show that sinð

ffiffiffiffiffiffiffiffiffiffi
a=m

p
tÞ is a solution of the reduced form of

Eq. (37). Volterra had shown that kernels of the type
K(t� s) produce periodic solutions [4,16,17]. In general
we can expect heredity to alter the frequency of oscilla-
tions, to introduce a damping, and to shift the mean po-
sition, all during the course of time.

An integrodifferential equation for heat transfer occurs
when the constitutive relation between heat flux and tem-
perature gradient in the material is a hereditary integral.

In a similar way, an integrodifferential equation describes
the evolution of an electric field in the vicinity of a non-
conducting material dielectric with a memory of its charg-
ing history (a ‘‘Maxwell–Hopkinson dielectric’’). These and
other applications are described in Ref. 18, a mathemati-
cian’s treatise on integrodifferential equations.

The technological application of mechanics with hered-
ity and of nonequilibrium kinetics is likely to drive future
efforts to improve the solution of integrodifferential prob-
lems. These problems arise in the development of non-
equilibrium processes, such as plasma–chemical reactors
for modifying material surfaces, and in the development of
synthetic materials with engineered physical properties.
Another thrust to solving these equations is the desire to
improve our understanding of natural phenomena and
materials. It is not hard to imagine that natural flows like
lava or glaciers, and natural cycles like climate and weath-
er, can have a hereditary factor. It would be interesting to
have a method for easily estimating a distant cycle time
average of a quantity influenced by heredity, be it metal
fatigue or species extinction.
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INTERMEDIATE-FREQUENCY AMPLIFIERS

H. R. WALKER

Pegasus Data Systems, Inc.
Edison, New Jersey

The intermediate-frequency (IF) amplifier is the circuitry
used to process the information bearing signal between
the first converter, or mixer, and the decision making cir-
cuit, or detector. It can consist of a very few or a great
many component parts. Generally, it consists of an ampli-
fying stage or device to provide gain, plus a bandpass fil-
ter, or filters, to limit the frequency band to be passed. The
signal to be processed can be audio, video, digital, or
pulsed, using amplitude modulation, frequency modula-
tion, phase modulation, or combinations thereof. Several
examples are shown in Figs. 13–19.

Bandpass IF amplifiers are also used in radio trans-
mitters to limit the occupied bandwidth of the transmitted
signal. Certain modulation methods create a very broad
frequency spectrum, which can interfere with adjacent
channels. Regulatory agencies, such as the FCC (Federal
Communications Commission), require that these out-of-
band signals be reduced below a certain permissible level,
so they must undergo processing through a bandwidth-
limiting filter and amplifier at the transmitter.

For each application there are certain design restric-
tions or rules that must be followed to achieve optimum
results.

1. GENERAL IF AMPLIFIER FUNCTIONS AND
RESTRICTIONS

The five basic IF amplifier functions and requirements are
as follows:

1. Image Rejection. The mixer stages in a superhet-
erodyne receiver can convert any frequency below or
above the local oscillator frequency to an intermediate
frequency. Only one of these frequencies is desired. The
intermediate frequency must be chosen so that undesir-
able frequencies or images are removed by the RF ampli-
fier filter (prefiltering) and are rejected by the mixer. This
may mean that two or three different intermediate fre-
quencies must be used within the same receiver. The in-
termediate frequencies in common use range from 0 Hz to
approximately 2.0 GHz.

2. Selectivity. Selectivity is required to reject as much
as possible of any adjacent channel interfering signal.
Generally this means attempting to obtain a bandpass

filter characteristic as close to that of the ideal filter as
possible that will pass the necessary Nyquist bandwidth
(the baseband bandwidth from 0 Hz to the highest
frequency to be passed) without introducing harmful
amplitude or phase distortion.

3. Gain. Gain is required to amplify a weak signal to a
useful level for the decisionmaking circuit. This gain must
be provided by means of a stable amplifier that introduces
a minimum of noise, so as not to degrade the receiver noise
figure. All circuit input and output impedances should be
properly matched for optimum power transfer and circuit
stability.

4. Automatic Gain Control. The amplifier gain must
vary automatically with signal strength so that the deci-
sionmaking circuit receives a signal of as nearly constant
level as possible. The stages of the IF amplifier must not be
overdriven, or go into limiting, until after the last band-
pass filter, to prevent ‘‘splattering,’’ or broadening and dis-
tortion of the signal.

5. Linearity. The amplifier should be linear in phase or
amplitude to prevent distortion of the recovered informa-
tion. AM receivers should be linear in amplitude, while
FM or PM receivers should be linear in phase. Some mod-
ulation methods can tolerate more linearity distortion
than others.

2. SELECTING THE INTERMEDIATE FREQUENCY

Image rejection and signal selectivity are the primary rea-
sons for selecting an intermediate frequency. Most cur-
rently manufactured bandpass filters of the crystal, or
resonator type, have become standardized so that the de-
signer can obtain off-the-shelf components at reasonable
cost for these standard frequencies. The standard AM
broadcast receiver utilizes a 455-MHz IF filter because
extensive experience has shown that this will reject all but
the strongest images. Assume the desired signal is at
600 kHz. A local oscillator operating at 1055 kHz will
have an image frequency at 1510 kHz, which the RF in-
put filter can easily reject. Similarly, an FM receiver op-
erating at 90.1 MHz with an intermediate frequency of
10.7 MHz will have an image at 111.5 MHz, which will be
rejected by the RF amplifier. In both of these cases, a sin-
gle intermediate frequency can be used.

A receiver operating at 450 MHz will require two In-
termediate frequencies obtained by using first and second
mixers, as in Fig. 16. The first IF amplifier may consist of a
relatively broadband filter operating at 10.7 or 21.4 MHz,
followed by a second converter and IF stage operating at
455 kHz. The first IF filter is narrow enough to reject any
455-kHz images, and the second IF filter is a narrowband
filter that passes only the desired signal bandwidth. If
the 455-kHz filter had been used as the first IF filter, the
450-MHz RF filter, which is relatively broad, would not
have eliminated the image frequency, which is 455 kHz
above or below the local oscillator (LO) frequency.

Television receivers use a video intermediate frequency
of approximately 45 MHz, since this permits a relatively
broad RF filter to pass the broadband TV signal, while still
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signal. Certain modulation methods create a very broad
frequency spectrum, which can interfere with adjacent
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band signals be reduced below a certain permissible level,
so they must undergo processing through a bandwidth-
limiting filter and amplifier at the transmitter.

For each application there are certain design restric-
tions or rules that must be followed to achieve optimum
results.

1. GENERAL IF AMPLIFIER FUNCTIONS AND
RESTRICTIONS

The five basic IF amplifier functions and requirements are
as follows:

1. Image Rejection. The mixer stages in a superhet-
erodyne receiver can convert any frequency below or
above the local oscillator frequency to an intermediate
frequency. Only one of these frequencies is desired. The
intermediate frequency must be chosen so that undesir-
able frequencies or images are removed by the RF ampli-
fier filter (prefiltering) and are rejected by the mixer. This
may mean that two or three different intermediate fre-
quencies must be used within the same receiver. The in-
termediate frequencies in common use range from 0 Hz to
approximately 2.0 GHz.

2. Selectivity. Selectivity is required to reject as much
as possible of any adjacent channel interfering signal.
Generally this means attempting to obtain a bandpass

filter characteristic as close to that of the ideal filter as
possible that will pass the necessary Nyquist bandwidth
(the baseband bandwidth from 0 Hz to the highest
frequency to be passed) without introducing harmful
amplitude or phase distortion.

3. Gain. Gain is required to amplify a weak signal to a
useful level for the decisionmaking circuit. This gain must
be provided by means of a stable amplifier that introduces
a minimum of noise, so as not to degrade the receiver noise
figure. All circuit input and output impedances should be
properly matched for optimum power transfer and circuit
stability.

4. Automatic Gain Control. The amplifier gain must
vary automatically with signal strength so that the deci-
sionmaking circuit receives a signal of as nearly constant
level as possible. The stages of the IF amplifier must not be
overdriven, or go into limiting, until after the last band-
pass filter, to prevent ‘‘splattering,’’ or broadening and dis-
tortion of the signal.

5. Linearity. The amplifier should be linear in phase or
amplitude to prevent distortion of the recovered informa-
tion. AM receivers should be linear in amplitude, while
FM or PM receivers should be linear in phase. Some mod-
ulation methods can tolerate more linearity distortion
than others.

2. SELECTING THE INTERMEDIATE FREQUENCY

Image rejection and signal selectivity are the primary rea-
sons for selecting an intermediate frequency. Most cur-
rently manufactured bandpass filters of the crystal, or
resonator type, have become standardized so that the de-
signer can obtain off-the-shelf components at reasonable
cost for these standard frequencies. The standard AM
broadcast receiver utilizes a 455-MHz IF filter because
extensive experience has shown that this will reject all but
the strongest images. Assume the desired signal is at
600 kHz. A local oscillator operating at 1055 kHz will
have an image frequency at 1510 kHz, which the RF in-
put filter can easily reject. Similarly, an FM receiver op-
erating at 90.1 MHz with an intermediate frequency of
10.7 MHz will have an image at 111.5 MHz, which will be
rejected by the RF amplifier. In both of these cases, a sin-
gle intermediate frequency can be used.

A receiver operating at 450 MHz will require two In-
termediate frequencies obtained by using first and second
mixers, as in Fig. 16. The first IF amplifier may consist of a
relatively broadband filter operating at 10.7 or 21.4 MHz,
followed by a second converter and IF stage operating at
455 kHz. The first IF filter is narrow enough to reject any
455-kHz images, and the second IF filter is a narrowband
filter that passes only the desired signal bandwidth. If
the 455-kHz filter had been used as the first IF filter, the
450-MHz RF filter, which is relatively broad, would not
have eliminated the image frequency, which is 455 kHz
above or below the local oscillator (LO) frequency.

Television receivers use a video intermediate frequency
of approximately 45 MHz, since this permits a relatively
broad RF filter to pass the broadband TV signal, while still
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rejecting the images. The video signal from the IF ampli-
fier is AM, with an FM sound carrier riding on it. Televi-
sion sound is generally obtained from a beat, or difference
frequency between the video and sound carriers, which is
at 4.5 MHz.

Satellite receivers use a broadband first intermediate
frequency covering a frequency block from 900 MHz to
2.1 GHz. This is done by means of a low-noise block (LNB)
converter. The second mixer is made tunable so that any
frequency in the block can be converted to the second in-
termediate frequency, which is usually fixed at 70 or
140 MHz. The second intermediate frequency, which
drives the detector, has a narrower bandwidth to reduce
noise and reject adjacent channel interference.

Crystal, ceramic resonator, and SAW filters are massed
produced at relatively low cost for the frequencies men-
tioned above, so that most consumer products employ one
or more of the abovementioned standard frequencies and
standard mass-produced filters.

3. SELECTIVITY

Carson’s rule, and the Nyquist sampling theorem on
which it is based, state that a certain bandwidth is re-
quired to transmit a signal undistorted. The necessary
bandwidth for an AM signal is given as follows:

BW¼ 2fm ð1Þ

Thus an AM broadcast receiver will require 10 kHz of
bandwidth to pass a 5 kHz¼ fm audio tone. ( fm¼Fre-
quency of modulation.) In data transmission systems, the
frequency fm corresponding to the data rate fb, is fm¼

1
2 fb.

The data clock frequency is twice the frequency of the data
in ones and zeros. This means that a baud rate fb of 9,600
bits per second (bps) will require a bandwidth of 9.6 kHz.

For FM, the necessary bandwidth required for trans-
mission is

BW¼2ðfmþDf Þ ð2Þ

A 15-kHz audio tone (¼ fm) and an FM transmitter being
deviated with a modulation index of 5 will require 2 (15þ
(15� 5))¼ 180 kHz of bandwidth. Df is (5� 15) and fm is
15 kHz. Narrowband FM, or phase modulation (PM) (with
a modulation index of o0.7), is somewhat different in that
the bandwidth actually required is the same as that for
AM. This is due to the fact the higher Jn Bessel products
are missing [Eq. (1) applies].

These values are for double-sideband transmission.
Single-sideband transmission will require half as much
bandwidth. The required baseband bandwidth is the same
as the value for fm. This is also known as the Nyquist
bandwidth, or the minimum bandwidth that can carry the
signal undistorted at baseband.

Ideally, the IF filter, or the equivalent baseband filter,
need pass only this bandwidth and no more. This requires
the use of an ‘‘ideal’’ bandpass or lowpass filter, which does
not exist in practice, but can be approached by various
means. The filter must be as narrow as conditions permit

to reduce the noise bandwidth and any adjacent channel
interference, since noise power rises linearly with increas-
ing filter bandwidth [14]:

So

No
¼ b2 bit rate

filter BW

Si

Ni
ð3aÞ

So

No
¼modulation�

gain

loss
�processing gain

Si

Ni
ð3bÞ

These two equations show a generalized relationship be-
tween the signal-to-noise ratio (SNR) at the receiver input
and the SNR at the receiver output. The term b2 repre-
sents a gain, or loss, in power due to the modulation meth-
od. In FM or PM it is the modulation angle. The term [(bit
rate)/(filter bandwidth)] is generally known as processing
gain. Narrowing the bandwidth improves the So/No ratio,
but this improvement is not always available, depending
on the modulation method. The Nyquist bandwidth rules
state that it should be (symbol rate)/BW¼ 1.

Pulse modulation, as in radar (radio detection and
ranging), generally requires a much broader filter band-
width than the other modulation methods. A condition
called envelope delay or group delay must also be ob-
served. This is discussed later along with the transfer
functions of the filters. For optimum results, the filter
bandwidth (Df) must be equal to [1/(pulsewidth)]. If the
filter bandwidth is too narrow, the amplitude detected is
reduced and the SNR is adversely affected. In this case,
the processing gain is ideally¼ 1 [14].

So

No
¼ ðprocessing gainÞ

Si

Ni

¼
Eb

No

ð4Þ

4. GAIN

The IF amplifier must provide sufficient gain to raise a
weak signal at the RF input to the level required, or de-
sired, by the decisionmaking circuit or detector. This re-
ceiver gain can vary from 0 up to 130 dB, most of which is
usually provided by the IF amplifier. The RF amplifier and
mixer circuits preceding the IF amplifier usually provide
Z20 dB of gain so that the IF amplifier generally contrib-
utes little to the receiver noise figure. (See NOISE FIGURE

article elsewhere in this encyclopedia.) Amplifiers with
very high gain have a tendency to oscillate; hence two
different intermediate frequencies may be used to reduce
the gain on any one frequency, or more of the gain may be
obtained from the RF section.

Gain is provided by an amplifying device, such as a
transistor, or vacuum tube (in older equipment). These
devices have input and output impedances of a complex
nature that must be matched to the filtering circuits for
best power transfer, stability, and lowest noise. Current
practice is often to use a ‘‘gain stage,’’ which consists of
multiple amplifying devices in an integrated circuit
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package. These packages often contain the mixer stages
and detectors as well.

5. AUTOMATIC GAIN CONTROL

Receivers must respond to a wide range of input levels
while maintaining a nearly constant level at the detector
or decisionmaking circuit. The user or operator does not
wish to manually adjust the gain to obtain a constant
sound or picture level when changing stations. This func-
tion is performed by detecting the output level of the IF
amplifier and correcting it by means of a feedback circuit
that adjusts the gain to keep the level as constant as pos-
sible. Since this detected level can vary rapidly, it is
passed through a lowpass filter [usually an RC (resis-
tance� capacitance) pair] to integrate or slow down the
changes, then amplified by a DC (direct-current) amplifier
and applied to an IF amplifier circuit or gain stage that
has variable gain characteristics. Some receivers, such as
those used in an automobile, require relatively rapid act-
ing AGC circuits, while fixed receivers can use a much
slower AGC time constant. Dual-gate field-effect transis-
tors use the second gate to control the gain. Bipolar or
single-gate field-effect transistors vary the gain by means
of a bias voltage or current applied to the input terminal
along with the signal. Special integrated circuit gain stag-
es for IF amplification are available, such as the Motorola
MC1350, which both amplify and provide a variable gain
control function.

6. FILTERS FOR IF AMPLIFIERS

Except for block conversions, which convert wide frequen-
cy bandwidths, such as those used on satellite receivers,
IF amplifiers in general use a narrow bandpass, or a low-
pass filter, to limit the bandwidth to the Nyquist band-
width. Block conversion, on the other hand, can use a
highpass–lowpass filter pair, where the bandwidth to be
passed lies between the high and low cutoff frequencies.

The traditional bandpass filter requires one or more
resonant elements. Although the actual resonator may be
a coil and capacitor, ceramic resonator, or SAW filter, the
principles are basically the same. Digital filters, which do
not use resonators, have been employed more recently.
These will be discussed later in brief. They are discussed
in more detail elsewhere in this encyclopedia.

The inductance/capacitance resonator was the first
used, and is still a comparison standard. Figures 1a and
1b show series resonant circuits, and Fig. 1b shows a par-
allel resonant circuit. These circuits will pass a signal at
the resonant peak and reject a signal off resonance. Re-
sistances Rs and Rp are naturally occurring losses that
reduce the circuit efficiency. Figure 2 shows the universal
resonance curve, which is applicable to both series and
parallel resonant circuits. It is important to note that the
signal rejection never goes to a zero level in the area of
interest, but reaches an asymptotic value between 0.1 and
0.2 or about � 17 dB. If it is necessary to reject a signal on
the shoulders of this curve by 60 dB, then four cascaded
stages of this filter must be used to obtain the necessary

rejection. Note also that there is a nonlinear phase shift
that reaches a maximum in the area of interest, then
changes to 7701. When stages are cascaded, this phase
shift is multiplied by the number of stages. A nonlinear
phase shift can cause distortion in FM receivers. The
phase shift curve plotted is for a parallel resonant circuit.
The phase reverses for a series circuit. The phase at any
point on the curve is obtained by plotting horizontally
from the vertical amplitude/phase scale: a¼Q (cycles off
resonance/resonant frequency).

A frequency f0 at which the response of a parallel res-
onant LC filter is a maximum, that is, the point at which
the parallel impedance is a maximum, is defined as a pole.
A frequency at which the impedance is a minimum, as in
the series LC circuit, is defined as a zero. Thus the as-
sumed four cascaded stages above would constitute a four-
pole filter, since it contains four resonant poles. The fre-
quency of resonance is given by Eq. (5); this is the fre-
quency at which [Xc¼ 1/� joC] and [XL¼ joL] are equal:

f0¼
1

2pðLCÞ1=2
ð5Þ

The bandwidth that an analog LC filter can pass is altered
by the circuit efficiency, or circuit Q, given in Eqs. (6).

C

Rp

Rs

Rp

C

C
L L L

(a) (b) (c)

Figure 1. Series (a,b) and parallel (c) resonant circuits.
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Generally the bandwidth is specified as the bandwidth
between the � 3 dB points, where the phase shift is 7451.

Q¼
Xc

Rs
for a series circuit ð6aÞ

Q¼
Rp

Xc
for a parallel circuit ð6bÞ

Q¼
f0

3 dB BW
ð6cÞ

For simplicity in analyzing the following circuits, the Q
determining R will be assumed to be a parallel resistance
Rp across the inductance.

Figure 3 shows a typical IF amplifier stage as used in
earlier transistor radios [1,2]. In this circuit Rp (the total
shunting resistive load) is actually three resistances in
parallel; one is the equivalent Rp of the coil itself (repre-
senting the coil losses), another is the input resistance of
the following stage, as reflected, and the third is the out-
put resistance of the driving transistor as reflected. It
cannot be assumed that the resulting coil Q, and hence the
selectivity of the circuit, is that of the unloaded coil and
capacitor alone. Dual-gate field effect transistors have the
highest shunting resistance values, bipolar transistors the
lowest. The gain can be varied by increasing or decreasing
the bias voltage Vb applied to the input terminal.

Manufacturers of amplifying devices often provide the
impedances, or admittances of their products on their data
sheets. Formerly this was done in the form of h parame-
ters. The more common practice today is to provide the
information in the form of S parameters. These values can
be converted to impedances and admittances, but the
manual process is rather complicated. An easier method
is to use the various software programs (see Available

Software section at end of this article) to make the con-
version. Matrix algebra, h and S parameters are discussed
elsewhere in this encyclopedia and also in the Refs. 3 and
4 in this article. Unfortunately, S parameters for bandpass
filters are rarely available.

Figure 4a shows the equivalent circuit of the transistor
as the tuned LC ‘‘sees’’ it. The transistor amplifies a cur-
rent, which is passed through a relatively low driving re-
sistance Rs, to the outside. At the same time, the attached
LC sees an equivalent shunting resistance Rc and capac-
itance Cc, which must be added in parallel to Rp, L, and
C. The input to the following stage, assumed to be an
identical transistor, will have a relatively low shunting
resistance Ri, and capacitance Ci, which must be added.
Unless the added capacitances are large compared to the
resonant C, they merely add to it without greatly detuning
the circuit. When tuned, the total C plus L will determine
the frequency and the resulting total R

0

p will determine
the Q of the LC circuit, and hence the bandwidth. Thus
the complex components can be tuned out and the remain-
ing design problem consists of matching the real or resis-
tive part of the input and output impedances to the best
advantage.

The desired end result is to couple the output of the
driving stage to the input of the following stage with the
least loss by matching the differing impedances. An addi-
tional desired result is to narrow the band of frequencies
passed by means of a filter. These objectives are accom-
plished by transforming the input and output impedances
to a higher or lower shunting impedance that maintains
the desired bandpass characteristic of the filter. A low
driving or load impedance can be stepped up to become a
very high impedance, which maintains the circuit Q at the
desired value.

Impedance matching enables the designer to change
the actual impedance to a different apparent value, which

Vcc

Vb

Input

Output

Figure 3. Typical IF amplifier stage.
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Rp
Xc

XC′i XC′c

XL 
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C12
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(b)

Figure 4. Equivalent circuit of transistor as seen by tuned LC.
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is optimum for the circuit. Figure 5 shows how impedanc-
es are matched by transformer action. A transformer with
a 3 : 1 turns ratio is shown as an example. The output im-
pedance relative to the input impedance is given by Eq.
(7), where Ni and No are the input and output numbers of
turns on the winding.

Zi

Zo
¼

ffiffiffiffiffiffi
Ni

No

s

ð7Þ

Thus 90O at the input is seen as 10O at the output with a
3 : 1 stepdown turns ratio. The automatic transformer
(tapped coil in Fig. 5) has the same relationship.

When all the reactances and resistances from the tuned
circuit and the transistor input and output as modified by
the stepup/stepdown process of the impedance-matching
networks are added, the network in Fig. 4b results. Cal-
culation of the resonant frequency and circuit Q from
these reactances and resistances in parallel is complicated
unless they are converted to admittances. Software is
available at reasonable cost to perform these calculations
(see Available Software section at end of this article).

Stock, or mass-produced IF transformers, which are
used to provide bandpass filtering as well as impedance
matching, seldom have the desired turns ratio to match
the impedances properly. An additional Z-matched circuit
using capacitors enables the available transformers to
match almost any impedance while preserving the circuit
Q. This capacitor divider circuit is often used instead of a
tapped coil or transformer as shown in Fig. 6.

The formulas used to calculate the matching conditions
using capacitors are more complex than those used for
transformer coupling, since there are more variables. In
this circuit Ri is assumed to be lower than Rp. Although Rp

is the equivalent parallel resistance of the LC circuit in
Fig. 6, it could also be the reduced resistance or reflected
Rp2 at a transformer tap. N in these equations is equal to
the loaded resonator Q, or to a lower arbitrary value if
total shunting Rp is lowered by transformer action as in
Fig. 6, or if the component ratios become unwieldy [12]:

XC2¼
Ri

RiðN
2þ 1Þ

Rp � 1

	 
1=2
ð8Þ

XC1¼
RpN

N2þ 1
1�

Ri

NXC2

� �
ð9Þ

XC2 �

ffiffiffiffiffiffiffiffiffiffiffi
RiRp

Q

s

ð10Þ

XC1 �
Rp

Q
¼XL ð11Þ

Equations (8) and (9) calculate the reactances of the two
capacitors. Note that NXL is the same as QXL. Starting
with a value of N¼Q, find XC1; then XC2:

If N is large in Eq. (8), the equations reduce to the
approximate values in Eqs. (10) and (11). Unless Q is
less than 10, these approximate equations are accurate
enough for general use. As an example, let Ri¼100O and
Rp¼ 10,000O with Q¼ 100. Then, using Eq. (11), XC2 be-
comes 10O and XC1 becomes 100O. C2 is approximately 10
times larger than C1. Note the similarity of this ratio to
Eq. (7). If a transformer is involved, N becomes much
smaller and the full formulas (8) and (9) should be used.

Equations (8)–(10) apply for RioRp and N4(Rp/
Ri� 1)1/2.

7. DOUBLE-TUNED CIRCUITS

When two identical LC circuits are coupled together as
shown in Fig. 7, a number of responses are possible as
shown in Fig. 8. The amplitude response depends on the
coupling coefficient K. Undercoupling results in a two-pole
filter with the sharpest selectivity. Critical coupling re-
sults in the narrowest bandwidth with the highest gain.
Transitional coupling is slightly greater than critical cou-
pling and results in a flat-topped response with a wider

90 ohms

10 ohms 10 ohms

Figure 5. Impedance matching by transformer action.

Rp
Ri

C2

C1

Figure 6. Lowering of total shunting by transformer action.

Cc

Cc

M

C1C1C1

(a) (b) (c)

Figure 7. Coupling of identical LC circuits.
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bandwidth. Overcoupling results in a double-humped re-
sponse with sharper skirts and broad bandwidth. The cou-
pling coefficient can be calculated using Eqs. (12).
Equation (12a) applies to mutual inductive coupling and
(12b)–(12d), to capacitive coupling.

K ¼
Mffiffiffiffiffiffiffiffiffiffiffi
L1L2

p ð12aÞ

Kc¼
1ffiffiffiffiffiffiffiffiffiffiffiffi

Q1Q2

p ð12bÞ

K ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cc

CcþC1

s

ð12cÞ

K ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C1

CcþC1

s

ð12dÞ

Equation (12a) calculates the coupling coefficient for two
identical LC tuned circuits that are coupled together by
leakage inductance (Fig. 7a), often obtained by using
shielded coils with holes in the sides of the shield cans to
allow the magnetic fields to interact. The size of the hole
determines the value of the mutual inductance M. Since
this is difficult to control, a coupling capacitor is often used
as shown in Figs. 7b and 7c. The critical coupling value is

given by Eq. (12b). The coupling coefficients for Figs. 7b
and 7c are given in Eqs. (12c) and (12d).

The amplitude response curves in Fig. 8 do not yield
any information as to the phase shifts that take place
through the filter. In AM circuits, phase is generally of
little concern, with most attention paid to the amplitude
ripple and linearity. In FM circuits, nonlinear phase shift
or a related term, differential group delay, becomes more of
a problem and efforts are made to keep the phase shift as
linear as possible. In data transmission circuits using
phase modulation, or amplitude modulation, any nonlin-
earity must be avoided. For these reasons, the coupling
coefficients are carefully adjusted and cascaded IF ampli-
fier stages are used to get the desired transfer function for
the IF amplifier.

8. CASCADING IF AMPLIFIER STAGES AND FILTERS

All filtering actions that take place between the RF input
of the receiver and the decisionmaking circuit are parts of
the IF amplifier bandpass filter. Since the final decision-
making circuit is at baseband, or 0 Hz, all filtering prior to
the decisionmaking circuit is part of the IF bandpass fil-
tering, which should be treated as a whole.

A single LC circuit seldom has the desired bandpass
characteristic for an IF amplifier. Cascading IF amplifier
stages with differing coupling and Q values enables the
designer to obtain the desired transfer response. One com-
bination of LC filters uses an overcoupled double-tuned
stage followed by a single-tuned stage with a lower Q. The
result is a three-pole filter with relatively steep skirt
slopes. Cascading these stages results in filters with re-
sponses resembling Butterworth, Chebyshev, elliptical, or
equal-ripple filters, which are noted for their rejection of
adjacent channel interference (see Figs. 9 and 10).

When additional filtering is required at baseband,
simple RC filters, lowpass LC filters, or digital finite
impulse response (FIR) filters are used. These and other
filters are discussed in greater detail elsewhere in this
encyclopedia.

9. CRYSTAL AND CERAMIC FILTERS

Figure 10a shows the equivalent circuit of a crystal or a
ceramic resonator. These devices have both a pole and a

(a) (b)
Figure 9. Curves resulting from cascad-
ing IF amplifier stages.

A

B

C

D

Figure 8. Results of LC circuit coupling: critical (curve A); tran-
sitional (curve B); overcoupled (curve C); undercoupled (curve D).
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zero that are located relatively close to each other in fre-
quency. Quartz crystals have Q values ranging from 2000
to 10,000 depending on the mechanical loading of the
crystal. Ceramic resonators usually have Q values be-
tween 100 and 2000. The higher the Q, the narrower the
filter bandpass. When two of these devices are connected
as shown in Fig. 10b, the result is a bandpass filter with
steep skirts as shown in Figure 11. These resonators are
used in pairs to create a two-pole filter, which can then be
combined in a single container with other pairs, to create a
filter with as many as eight or more poles. They usually
have excellent adjacent-channel rejection characteristics.

When using these devices, care must be taken to care-
fully match the specified impedance. Any impedance mis-
match can seriously alter the response curve of the filter.
The impedance-matching techniques discussed previously
will enable the designer to obtain a very close match,
which will optimize the circuit performance. Typical input
and output impedances range from 50 to 4000O. Crystal
filter manufacturers often build in transformer or other
tuned matching circuits so that the user does not need to
provide a matching circuit outside the crystal filter.

SAW (surface acoustic wave) filters utilize a crystal os-
cillating in a longitudinal mode with many fingers or taps
placed along the surface. They can be made with very
broad bandpass characteristics, which makes them well
suited for TV IF amplifiers, spread-spectrum IF filters,
and other uses requiring a wide RF bandwidth. They have
losses, which are typically about 8–20 dB, so they must

have amplifiers with adequate gain ahead of them if the
receiver noise figure is not to be degraded. They are not
suitable for use in ultranarrowband or low-frequency ap-
plications. The group delay quoted in the specifications is
usually the differential group delay and not the actual
group delay, which is much higher.

10. BASEBAND IF FILTERING

IF bandpass filters with specific response characteristics
are sometimes very difficult to obtain, whereas the desired
characteristic is easily and inexpensively obtainable at
baseband. This concept is often applied to transmitters
where a sharp-baseband-cutoff filter can be obtained using
simple components, such as the switched filter. An 8-pole
equivalent at baseband becomes a 16-pole filter at the
modulation intermediate frequency. For example, a sharp-
cutoff filter for voice with a 4-kHz audio cutoff results in a
bandpass filter 8 kHz wide at RF after modulation, with
the same sharp cutoff. The same cutoff characteristics at
RF would be almost impossible to obtain in a crystal filter,
which would also be very costly and beyond the manufac-
turing budget for a low-cost transmitter such as a cordless
telephone. By using baseband filtering, a poor-quality RF
filter that only rejects the opposite image can be used.
Similarly, a wideband, or poor-quality IF filter, can be used
ahead of a detector, if the undesired signal components
can be filtered off after detection at baseband, by using a
sharp-cutoff filter.

Switched-capacitor filters are available as packaged in-
tegrated circuits that can be used at baseband and some
lower intermediate frequencies. They have internal oper-
ational amplifiers with a switched feedback capacitor, the
combinations of which determine the filter characteristics.
Since they are dependent on the speed of the operational
amplifiers and the values of the feedback capacitors, they
seldom function much above 100 kHz. They can be config-
ured as Bessel, equal-ripple, and Butterworth filters. Typ-
ical of this type of filter are the LTC1060 family
manufactured by Linear Technology Corporation (a) and
the MAX274 from Maxim (b) [see items (a) and (b) in
Available Software list at end of this article].1 As Bessel
filters they perform well out to about 0.7 times the cutoff
bandwidth, after which the phase changes rapidly and the
Bessel characteristic is lost.

Digital signal processing (DSP) at baseband is widely
used to reduce the component count and size of the base-
band filters in very small radio receivers, such as cordless
and cellular telephones. Almost any desired filter response
can be obtained from DSP and FIR filters without using
inductors and capacitors, which would require factory
tuning (c,d).

Separate FIR filters have a flat group delay response
and are the best choice for FM or PM filtering, or filters
at baseband. Commercially available software design

Figure 11. Steep-skirted bandpass filter.

(a)

(b)

Series Parallel

Figure 10. Equivalent circuit of a crystal or ceramic reasonator.

1In the remainder of this article, all lowercase letters in paren-
theses refer to entries in the Available Software list following the
Bibliography. Numbers in brackets refer to Bibliography entries
(references) as usual.
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packages permit the design of trial circuits to investigate
phase shift and group delay (e,f).

Unfortunately, digital filtering of any type is frequency-
limited. The filter must use a sampling rate that is much
higher than the frequency to be passed. To use a digital
filter, such as a FIR filter, or DSP as a bandpass filter at
10.7 MHz, requires an analog-to-digital converter (ADC)
operating at 160 MHz or higher. Filtering at baseband
means the sampling rate can be much lower.

11. AMPLIFYING DEVICES FOR IF AMPLIFIERS

Transistors in one form or another have become the stan-
dard for IF amplifiers. The single bipolar or field-effect
transistor used as an individual component, was formerly
the preferred device. For very-high-Q circuits, the dual-
gate FET performs best, since it is the most stable and
offers the lowest shunt resistance. Single-gate FET devic-
es often have too much drain to gate capacitance for good
stability. Modern bipolar transistors usually have good
stability, but lower shunt resistances than dual-gate
FETs. Stability is discussed later in this section.

Monolithic amplifiers [MMIC (monolithic microwave
integrated circuit) devices] are stable and have good
gain, but the shunt load impedance is too low for most
bandpass filters other than a crystal or SAW filter
matched to 50O.

The most recent practice for IF amplifiers is to use in-
tegrated circuit blocks containing more than one transis-
tor in a gain stage. These are then packaged together in an
integrated circuit with other circuit components to form
an almost complete radio. Integrated circuits of this type
are shown below.

12. TYPICAL CONSUMER IF AMPLIFIERS

Consumer radio and TV equipment is mass-produced for
the lowest possible cost consistent with reasonable quality.
Manufacturers of integrated circuits now produce single-
chip IF amplifiers that can be combined with mass-pro-
duced stock filters to produce a uniform product with a
minimum of adjustment and tuning on the assembly line.
In the examples that follow, some circuit components in-
side and outside the IC have been omitted to emphasize
the IF amplifier sections.

Figure 12 shows a single-chip AM receiver that uses
the Philips TDA1072 [7] integrated circuit and ceramic IF
filters at 455 kHz. The input impedance of the ceramic fil-
ter is too low to match the output impedance of the mixer,
so a tuned matching transformer is used to both reduce
the passed bandwidth (prefilter) and match the imped-
ances. The input impedance of the IF amplifier was de-
signed to match the average impedance of the ceramic
filters available. This integrated circuit has a built in au-
tomatic gain control that keeps the received audio output
level relatively constant at 250 mV as long as the input
signal level to the chip exceeds 30 mV.

Figure 13 shows a single-chip FM radio based on the
Phillips NE605 integrated circuit (g) that uses ceramic IF
filters at 10.7 MHz. The input and output impedance of the

IF amplifier sections is approximately 1500O, to match
the ceramic filter impedance, so no matching transformer
is required. The audio output is maintained level at
175 mV for all signal levels at the input level from � 110
to 0 dBm. An automatic frequency control (AFC) voltage
can be obtained from the quadrature detector output. This
circuit can also be used for narrow-angle phase modula-
tion if a crystal discriminator is used for a phase reference
at the quadrature input.

AGC is available from all FM integrated circuits so that
the gain of the mixer and RF stages can be controlled at a
level that does not allow these stages to be saturated by a
strong incoming signal. Saturation, or nonlinearity before
filtering, results in undesirable signal spreading. The
NE605 has a ‘‘received-signal strength indicator’’ (RSSI)
output that can be amplified and inverted if necessary to
provide an AGC voltage, or current, for the RF amplifier
and mixer.

Figure 14 shows a TV IF amplifier using the Motorola
MC44301/2 video IF integrated circuit (h) with a SAW
filter at 45 MHz. The SAW filter bandpass is made

Vcc

Vcc

z Match

Ceramic filter

RF Input

Oscillator LC Ac output

AF det.Mixer

AGC det./amp

IF amp

TDA 1072
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Figure 12. Layout of a single-chip AM receiver.
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Figure 13. Configuration of a single-chip FM radio.
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approximately 6 MHz wide to pass the video and sound.
The circuit has both automatic frequency control (AFC)
and automatic gain control (AGC) features built in. Unlike
the IF amplifiers used for AM and FM audio broadcast
applications, the TV IF amplifier includes a phase-locked
loop (PLL) and synchronous detector that locks the fre-
quency of an internal oscillator to the intermediate fre-
quency. This locked, or synchronous, oscillator output is
then mixed with the information-bearing portion of the
signal to create a baseband signal.

The system shown in Fig. 14 is one of a family of 0-Hz
IF amplifiers, are becoming more popular in wireless de-
signs, since they permit most or additional signal process-
ing at baseband. In Fig. 14, the video and sound carriers
are both passed by the SAW filter. They beat together at
4.5 MHz in the detector, providing a second IF stage with
the sound information. This 4.5-MHz IF information is
then filtered by a ceramic bandpass filter approximately
50 kHz wide to remove any video components, limited and
detected as a standard FM signal to provide the TV sound.
The video portion, consisting of signals from 15 kHz to
approximately 4.25 MHz, is then further processed to
separate the color information at 3.58 MHz from the
black-and-white information. The video output level is de-
tected to provide the AGC voltage.

The phase-locked oscillator, operating at the interme-
diate frequency, can also be used to provide automatic fre-
quency control to the first mixer stage local oscillator.

Figure 15 shows a dual-conversion receiver in a single
integrated circuit for communications use, utilizing the
Motorola MC13135 integrated circuit (h). When the
receiver is operated at 450 or 850 MHz, as was men-
tioned above, single-conversion IF stages do not offer
the necessary image rejection. This receiver is for narrow-
band FM as opposed to wideband FM for entertain-
ment purposes. The first IF filter is a low-cost ceramic
filter at 10.7 MHz. The second filter is a multipole crystal
or ceramic filter with a bandpass just wide enough to pass
the signal with a small FM deviation ratio. Receivers
of this type can be used with 12.5 and 25 kHz of chan-
nel separation for voice-quality audio. Analog cellular

telephones, aircraft, marine, police, and taxicab radios
are typical examples.

13. DIRECT CONVERSION AND OSCILLATING FILTERS

Direct conversion converts the RF frequency directly to
baseband by using a local oscillator at the RF carrier fre-
quency. The TV IF amplifier with the detector circuit given
in Fig. 14 illustrates some of the reasons. Conversion to
baseband can occur at the intermediate frequency or di-
rectly from the RF frequency.

There is a noticeable trend in integrated circuit design
to utilize synchronous detection [5] with the carrier
restored by means of a phase-locked loop, as shown in
Fig. 14, or by means of regenerative IF amplifiers [6],
to accomplish several desirable features that cannot
be obtained from the classical circuits with square-law
detectors.

In the case of direct RF-to-baseband conversion, there
is no IF stage in the usual sense, and all filtering occurs at
baseband. For this reason direct-conversion receivers are
referred to as zero-hertz (0-Hz) IF radios. Integrated cir-
cuits for direct RF conversion are available that operate
well above 2.1 GHz at the RF input. The Maxim 2820 (b)
and the AMD1771 (i) are examples. DSP and FIR filters
are the preferred lowpass filters at baseband, where they
are referred to as ‘‘windows’’.

It was discovered in the 1940s that the performance of
a TV receiver could be improved by using a reconstructed
synchronous or exalted carrier, as occurs in the TV IF
amplifier depicted in Fig. 14. The carrier is reduced by
vestigial sideband filtering at the transmitter and con-
tains undesirable AM and PM signal components. By
causing an oscillator to be locked to, or to be synchronized
with the carrier, and then to be used by the detector, a
significant improvement in the received signal can be
achieved. Prior to using circuits of this type, the intercar-
rier sound at 4.5 MHz in earlier TV sets had a character-
istic 60 Hz buzz due to the AM and PM on the carrier. By
substituting the recovered synchronous carrier instead,
this buzz was removed. Figure 14 illustrates an example.

The earliest direct-conversion receivers using locked
oscillators or synchronous detectors were built in the
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Figure 14. Layout of a television IF amplifier.
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1920s, when they were known as synchrodyne or homo-
dyne receivers. The theory is relatively simple. A signal
from the RF amplifier is coupled to an oscillator, causing a
beat or difference frequency. As the frequencies of the two
sources come closer together, the oscillator is pulled to
match the incoming signal and locks to it. The lock range
depends on the strength of the incoming signal. The two
signals are then mixed to provide a signal at baseband,
which can be further filtered by means of a lowpass filter.
In this way, a relatively broad RF filter can be used, while
the resulting AM signal bandwidth after detection and
baseband filtering can be very narrow. The Q of the oscil-
lator tank circuit rises dramatically with oscillation so
that Q values of 6000–10,000 are not unusual and selec-
tivity is greatly improved. AGC can be obtained from the
audio signal to maintain an input signal level that is con-
stant to ensure a good lock range. An undesirable charac-
teristic is the whistle or squeal that occurs between
stations. Later receivers used a squelch circuit to make
the signal audible only after locking has occurred. High-
quality receivers for entertainment and communications
use were produced in the 1990s using this principle. They
offer higher sensitivity, better fidelity, and more controlled
response. Integrated circuits for receivers of this type (di-
rect conversion) are now being produced for paging, wi-fi
(wireless fidelity), direct-broadcast TV, and cellular and
cordless telephones. The Maxim 2820 (b) and the AMD
1771 (i) are examples.

Oscillating filters and phase-locked loops are similar in
principle. An intermediate frequency is applied to a phase/
frequency detector that compares the intermediate fre-
quency with the oscillator frequency. An error voltage is
created that changes the oscillator frequency to match, or
become coherent with, that of the incoming IF carrier fre-
quency. In some cases the phase-locked loop signal is 901
out of phase with the carrier, so a phase shifter is used to
restore the phase and make the signal from the oscillator
coherent in phase with the incoming signal. (See Figs. 14
and 18, where phase-locked loops and phase shifters are
employed.)

Synchronous oscillators and phase-locked loops not
only extend the lower signal-to-noise ratio but also have
a bandwidth filtering effect. The noise bandwidth of the
PLL filter is the loop bandwidth, while the actual signal
filter bandwidth is the lock range of the PLL, which is
much greater. Figure 16 shows the amplitude and linear
phase response of a synchronous oscillator. The PLL is not
always the optimum circuit for this use because its fre-
quency/phase-tracking response is that of the loop filter.

The locked oscillator [6] performs much better than the
PLL since it has a loop bandwidth equal to the lock range
without sacrificing noise bandwidth, although with some
phase distortion. Some authors hold that the synchronous
oscillator and locked oscillator are variations of the PLL in
which the phase detection occurs in the nonlinear region
of the oscillating device and the voltage-controlled oscil-
lator (VCO) frequency change characteristic comes from
the biasing of the oscillator.

Both the PLL and the locked oscillator can introduce
phase distortion in the detected signal if the feedback
loop is nonlinear. A later circuit shown in Fig. 17 has two

feedback loops and is considered to be nearly free of phase
distortion [5]. This circuit has the amplitude/phase res-
ponse given in Fig. 16.

Phase-locked loops have been used for many years for
FM filtering, amplification, and detection. They are in
common use with satellite communications links for audio
and video reception. A 74HC4046 phase-locked loop inte-
grated circuit operating at 10.7 MHz (the FM intermediate
frequency) can be used to make an FM receiver for broad-
cast use [7]. The phase-locked loop extends the lower sig-
nal-to-noise limit of the FM receiver by several decibels
while simultaneously limiting bandwidth selectivity to the
lock range of the PLL. The detected audio signal is taken
from the loop filter.

14. AM STEREO (C-QUAM)

AM stereo radio is another application of the phase-locked
oscillator at the intermediate frequency. AM stereo radio
is dependent on two programs being transmitted at the
same time at the same frequency. They arrive at the re-
ceiver detector circuitry through a common IF amplifier

Vcc

L-C tank 

Input

Level adjust

Output

Figure 17. Circuit with same amplitude and phase response as
in Fig. 16 but with two feedback loops and markedly decreased
phase distortion.

Amplitude

Noise BW

Filter signal
bandwidth

Phase

Figure 16. Amplitude and linear phase response of a synchro-
nous oscillator.
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operating at 455 kHz. The normal program heard by all
listeners is the LþR program. The stereo information
(L�R) is transmitted at the same frequency, but in quad-
rature phase to the LþR program. Quadrature, or or-
thogonal transmission, is used because the orthogonal
channels do not interfere with one another.

Each program section requires a reference carrier,
that is coherent with its own sideband data. The LþR
program, which has a carrier, may use an ordinary
square-law detector or a synchronous detector. This is
the program heard over monaural radios. To obtain the
L�R program that is transmitted without a carrier, a
phase-locked loop is used at the intermediate frequency
to lock a voltage controlled oscillator to the carrier of the
LþR program. This carrier is then shifted 901 in phase
and becomes the reference carrier for the LþR segment.
The output of the PLL has the proper phase for the L�R
detector, so no phase shifting is necessary. The L�R
detector is a coherent or synchronous detector that
ignores the orthogonal LþR information. By adding,
then inverting and adding, the left and right channels
are separated. Figure 18 shows a simplified block diagram
of the C-QUAM receiver.

The Motorola MC1032X (h) series of integrated circuits
are designed for AM stereo use. The MC10322 and
MC10325 have most of the components required, includ-
ing the IF amplifiers, for a complete AM stereo receiver in
two integrated circuit packages.

15. SUBCARRIERS

Subcarriers are used to carry two or more signals on the
same carrier. They differ from the orthogonal signals used
with C-QUAM in that they are carried as separate signals
superimposed over the main carrier information, as in the
video sound carrier shown in Fig. 14. In Fig. 14, a fre-
quency-modulated subcarrier at 4.5 MHz is carried on top
of the main video signal information, which extends from
0 to 4.25 MHz. This is an example of an AM/FM subcar-
rier. Nondigital satellites utilize a frequency-modulated
video carrier with as many as 12 subcarriers at frequen-

cies ranging from 4.5 to 8.0 MHz. Normal FM stereo
broadcasting utilizes a FM/AM subcarrier at 38 kHz to
carry the L�R portion of the stereo program. FM stations
frequently carry additional subcarriers at 67 and 92 kHz.
These FM/FM subcarriers are used to carry background
music, ethnic audio programs, and digital data.

To detect a subcarrier, the signal is first reduced to
baseband, then a bandpass filter is used that separates
only the subcarrier frequencies. The subcarrier frequen-
cies are then passed to a second detector, which must be of
the type appropriate for the subcarrier modulation. This
can be seen in Fig. 14, where a 4.5-MHz filter is used. This
is followed by a limiter and quadrature detector, which is
appropriate for the FM signal. In the case of a 67-kHz FM/
FM subcarrier, the filter is 15 kHz wide at 67 kHz. Detec-
tion can be accomplished by a discriminator, quadrature
detector, or PLL.

16. CELLULAR AND CORDLESS TELEPHONES

Analog cellular telephones employ the circuits shown
in Figs. 13 and 15. Digital telephones utilizing Gaussian
minimum shift keying (GMSK) also use these circuits.
Digital telephones using quadrature amplitude modula-
tion (QAM) or phase shift keying (PSK) employ circuits
similar to that used for C-QUAM with digital filtering
and signal processing instead of audio filtering at base-
band. The PLL used for digital receivers is a more
complex circuit known as the Costas loop, which is neces-
sary to restore a coherent carrier for digital data recovery.
Some cellular phones are dual-mode; that is, they can
transmit and receive analog voice or digital GMSK
modulation using circuits similar to those shown in
Figs. 13 and 15.

17. NEUTRALIZATION, FEEDBACK, AND AMPLIFIER
STABILITY

Earlier transistors and triode vacuum tubes had consid-
erable capacitance between the output element (collector
or plate) and the input side of the device (see Fig. 4). Feed-
back due to this capacitance is multiplied by the gain of
the stage so that enough signal from the output was often
coupled back to the input to cause the stage to oscillate
unintentionally, as opposed to the planned oscillation of
the locked oscillator, synchronous oscillator, or PLL. To
prevent this, feedback of an opposite phase was deliber-
ately introduced to cancel the undesired feed back. A neu-
tralized IF amplifier is shown in Fig. 19. Transistors and
integrated circuits made since 1985 are rarely unstable
and generally do not require neutralization unless seri-
ously mismatched. A better solution than neutralization is
usually to improve the matching of the components and
the circuit layout.

By carefully controlling the feedback, a regenerative IF
amplifier can be constructed that operates on the verge
of oscillation. This greatly increases the Q of the tuned
circuit, thus narrowing the IF bandwidth. Circuits of
this type were once used in communication receivers for
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Figure 18. Simplified block diagram of the C-QUAM receiver.
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commercial and amateur use, where they were referred to
as ‘‘Q multipliers.’’

The maximum stable gain (MSG) that can be achieved
from a potentially unstable amplifier stage without neu-
tralization is obtainable from the S parameters and can be
calculated from Eq. (13). This equation assumes that the
input and output impedances are matched and there is
little or no scattering reflection at either the input or out-
put. The stability factor K, usually given with the S pa-
rameters, must be 41. A failure to match the impedances
can result in an unstable amplifier, but does not necessar-
ily do so. A higher gain can be obtained, but at the risk of
instability.

K ¼MSG¼
S21

S12
ð13Þ

In addition to impedance mismatch, the most frequent
cause of amplifier instability, or oscillation, is poor circuit-
board layout or inadequate grounding and shielding, not
the device parameters. The wiring, whether printed or
handwired, forms inductive or capacitive coupling loops
between the input and output terminals of the amplifying
device. This is particularly noticeable when high-gain ICs
such as the NE605 are used. These integrated circuits
have IF gains of 4100 dB and require very careful board
layouts for best results. Undesirable feedback can greatly
decrease the usable gain of the circuit.

18. SOFTWARE RADIO

Digital radios, or radios based on digital signal processing
(DSP), offer some technical advantages over their analog
predecessors. Digital radios can be used not only for dig-
ital modulation but also for AM and FM. One receiver can
simultaneously detect both digital and analog modulation;
thus they can be used for cellular telephones in environ-
ments where multiple modulation standards are used. As
a class, they belong to the 0-Hz intermediate-frequency
group.

The typical receiver consists of a conventional RF front
end and a mixer stage that converts the signal to a lower
frequency, as in the dual conversion radios discussed
above (Fig. 16). The signal at this stage is broadband in

nature, but not broadband enough to include the image
frequencies. The signal is then fed to an analog-to-digital
converter (ADC), which is sampled at several times fm.
This converts the portion of interest of the signal to base-
band (or 0 Hz) instead of a higher intermediate frequency.
The actual filtering to remove unwanted interfering sig-
nals then takes place at baseband, using digital filtering.
Digital signal processing and decimation are covered else-
where in this work. The ADC (c) performs the same func-
tions as do the oscillating detectors shown above.

Noise figure, amplification, and AGC considerations of
the first IF amplifier are the same as those for a conven-
tional receiver. The ADC and the DSP filters function best
with a constant signal input level.

The term ‘‘software radio’’ has been adopted because
the tuning function is done in software by changing the
sampling frequency at the ADC. The sampling frequency
is obtained from a digitally controlled frequency synthe-
sizer instead of tuned LC circuits.

19. SPREAD-SPECTRUM RADIOS

The spread-spectrum receiver also uses a conventional
front end with a wideband first IF stage. The same con-
ditions apply as to software radios and dual-conversion
receivers. The first IF stage must have the necessary
bandwidth to accommodate the spread bandwidth, ampli-
fy it with minimum added noise, and match the output to
the despreading circuitry. Spread-spectrum technology is
covered elsewhere in this encyclopedia. While usually as-
sociated with digital reception, spread-spectrum technol-
ogy can also be used for analog audio.

20. ORTHOGONAL FREQUENCY-DIVISION
MULTIPLEXING (OFDM) AND CODED OFDM (COFDM)

These modulation methods could be considered similar to
spread-spectrum techniques, or to methods requiring dual
conversion, in that they use a very broad spectrum as a
first level, followed by a narrowband filter to extract an
individual channel. SAW filters are generally used at RF,
while second-stage processing can use digital filtering, as
in the software radio, or be done at baseband.

21. TRANSFER FUNCTIONS

The amplitude response, plotted relative to frequency of a
filter, is usually given in terms of the transfer function
H( f ). Some typical transfer functions are as follows. For
the LC filter of Fig. 2

HLCðf Þ¼ exp�
Qot

2
ð14Þ

The LaPlace transform equivalent is

HðsÞ¼
K

s2þBsþo2
0

ð15Þ

Vcc

Figure 19. Configuration of a neutralized IF amplifier.
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A similar curve obtainable with digital filters is the Gauss-
ian filter:

HGaussðf Þ ¼ exp�1:38
1

ðBTÞ2

	 

ð16Þ

A generalized Nyquist IF filter bandpass spectrum is seen
in Fig. 20.

In Fig. 20 the centerline represents either the carrier
frequency, or 0 Hz. The portion of the spectrum to the right
of the centerline is the baseband response, while both ex-
tremes represent the RF double-sideband response with
the carrier at the center. The B region is the baseband re-
sponse of an ‘‘ideal’’ filter, which does not exist in practice.
Practical filters have a rolloff, or excess bandwidth, shown
in a. Outside the desired bandpass, there is a ‘‘comeback’’
in region C. The ‘‘ideal’’ filter has no rolloff and no come-
back. The region B is the required Nyquist bandwidth.

Multilevel digital modulation methods such as quad-
rature amplitude modulation (QAM) and multiple phase
shift keying (MPSK) require filters that are free of ampli-
tude and phase distortion within the Nyquist bandwidth,
then having a rolloff a as abrupt as reasonably possible
outside that distortion-free bandwidth. The optimum filter
for this is considered to be the raised-cosine filter, so called
because the region after the uniform response is half-cycle
of a cosine wave squared (cosine raised to second power).
The transfer function for the raised-cosine filter is as fol-
lows. In the central bandpass region B, we obtain

Hð f Þ ¼1 for jf j > ¼ � fmð1� aÞ;

or o¼ fmð1þ aÞ ðor� fmÞ
ð17Þ

When a¼ 0, the filter is said to be the ‘‘ideal’’ filter. In the
transition region a; since cos 2A¼ cos2 A� 1 or 1þ cos 2A
¼ cos2 A¼ 0 elsewhere, we obtain the following forms of
Eq. (17):

1. H( f)¼ cos2[(p|f|T)/2a)� p(1� a)/4a], for � fm (1� a)
o¼|f|o¼ fm (1þ a)

2. H( f)¼ 1
2 {1þ cos [(p|f|T)/a)� p(1� a)/2a]}

In practice, there is always some comeback as seen in re-
gion C.

Figure 20 shows the double-sided RF bandwidth when
the center reference is the carrier. The right-hand side is

the baseband bandwidth with the reference at 0 Hz. When
used as a lowpass filter at baseband, the filter is referred
to as a ‘‘window.’’ There are many rolloff curves associated
with windows, which are realizable with DSPs or field-
programmable gated arrays (FPGAs) used as FIR filters.
Designing an RF bandpass filter with these rolloff curves
is very difficult; therefore, the preferred practice is to do
the filtering at baseband where numerous windowing
curves are available.

Some popular rolloff curves for FIR filters used as ‘‘win-
dows’’ are the Bartlett, Blackman, Hamming, Hanning,
Elanix, Truncated Sinx/x, and Kaiser. These are usually
realized by changing the multipliers in the 2 of Eq. (17)
[above; after text following Eq. (17)] form of the raised-
cosine equation. For example, using this form of Eq. (17),
the Hamming window has the equation H(f)¼ {0.54þ
0.46cos[(p|f|T)/a)� p(1� a)/2a]}. The ‘‘ideal’’ filter shape
(a¼ 0) at baseband is called a ‘‘rectangular’’ window.

22. GROUP DELAY, ENVELOPE DELAY, AND RISE TIME

The group delay for conventional filters is traditionally
calculated to be [11]:

Tg¼
DF

2pDf
ð18Þ

For LC or Gaussian filters (Fig. 2), this is

Tg¼
1

ð4Df Þ
and Tg¼

QDF
o

ð19Þ

Obviously, a very narrow bandwidth filter [Df] has a very
large group delay, which will adversely affect pulse mod-
ulation.

There is an associated equation for the risetime of the
conventional filter: Tr¼ 0.7/B, where B is the 3-dB band-
width [Df] of the filter. This is the time interval from 10%
to 90% on the RC curve. Bandwidth, risetime, and sam-
pling rate are mathematically linked.

A radar system with a narrow pulse must have a RC
risetime that allows the pulse to pass. This necessarily
means a very broad filter bandwidth and an accompany-
ing high noise level.

Two-level modulation methods, such as BPSK, QPSK,
GMSK, NBFM, and NBPM (binary, quadrature, Gaussian
minimum shift keying and narrowband frequency and
phase modulation), can use a narrower-than-usual
bandpass filter. The bandpass can be as low as 0.2[Df] in
Eqs. (18) and (19).

Refer to Fig. 2 and Eq. (4), which demonstrate a reduc-
tion of the output level of the high-frequency portion of the
signal (sidebands) that pass through the filter and a si-
multaneously reduction of the noise power bandwidth.
The result is an overall So/No improvement. The notation
BT is used for this concept B¼ bandwidth and T¼ bit pe-
riod¼1/fb. The value of T is fixed, but B can be altered.
The effect is to raise the processing gain in Eq. (4) by 1/BT.

Certain newer modulation concepts (ultranarrowband)
require a filter that does not conform to the group delay

B

+fm(1+�) 

+fm

-fm(1−�) 

−fm

CC

Reference

� �

Figure 20. A simplified Nyquist filter bandpass spectrum (from
Sklar [13] and Feher [14]).
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equation [Eq. (18)]. These so called zero-group-delay filters
have a very narrow bandwidth with almost instantaneous
pulse response at a single frequency. Figure 21 shows the
circuit of a half-lattice, or bridge-type, filter, that has near-
zero group delay to a single-pulsed frequency. At the par-
allel resonant frequency of the crystal, the crystal appears
to have a very high resistance and the signal passes via
the phasing capacitor in the opposite bridge arm. This
circuit has a frequency response similar to that of the uni-
versal curve (Fig. 2) with shoulders that extend from 0 Hz
to infinity. Therefore, it must be used together with pre-
filters to narrow the total noise bandwidth. A small ca-
pacitor or inductor can be used at z to extend the tuning
range of the crystal [11].

23. COMPUTER-AIDED DESIGN AND ENGINEERING

Digital filters are easily designed using commercially
available software packages and information provided by
the IC manufacturers (d–g, l).

For IF filter design using discrete components, the ad-
mittances rather than the impedances are easiest to use,
since most components are in parallel as shown in the
equivalent circuit of Fig. 4b. Unfortunately, most available
data are in the form of S parameters, which are very dif-
ficult to convert manually to impedances or admittances.
Parameters for the filters are rarely available, so calcu-
lated values based on assumed input and output imped-
ances must be used unless test equipment capable of
measuring return losses or standing waves is available,
in which case the S parameters can be measured or cal-
culated.

Smith and Linville charts have been used by some au-
thors to design IF amplifiers, but these methods are not
totally satisfactory for IF amplifier design, since a high-Q
circuit has its plot near the outer edge of the circle and
changes are difficult to observe. The network admittance
values shown in Fig. 4 would be used.

Computer-aided programs for linear or analog designs,
such as the various ‘‘SPICE’’ programs are readily avail-
able (j). Other programs which concentrate specifically on

filter design (f, k–m) can simplify the filter design. They
have outputs that then interface with the SPICE pro-
grams if desired. Most semiconductor manufacturers pro-
vide scattering parameters (S parameters) or SPICE input
data on disk for use with these programs. Some design
software sources are listed below (after the Bibliography).
Some of the IF amplifier integrated circuit manufacturers
also provide software specific to their products.

BIBLIOGRAPHY

(References 8, 9, 10, and 13 contains applicable
software).
1. J. M. Petitt and M. M. McWhorter, Electronic Amplifier Cir-

cuits, McGraw-Hill, New York, 1961.

2. W. Th. Hetterscheid, Transistor Bandpass Amplifiers, Philips
Technical Library, N.V. Philips, Netherlands/Philips Semicon-
ductors, 1964.

3. Roy Hejhall, RF Small Signal Design Using Two-Port Param-

eters, Motorola Applications Note AN 215A.

4. F. Davis, Matching Network Designs with Computer Solu-

tions, Motorola Applications Note AN 267.

5. V. Uzunoglu and M. White, Synchronous oscillators and co-
herent phase locked oscillators, IEEE Trans. Circuits Syst.
36(7) (1989).

6. H. R. Walker, Regenerative IF amplifiers improve noise band-
width, Microwaves RF Mag. (Dec. 1995, Jan. 1996).

7. R. E. Best, Phase Locked Loops, McGraw-Hill, New York,
1984.

8. R. W. Goody, P-Spice for Windows, Prentice-Hall, Englewood
Cliffs, NJ, 2001.

9. M. E. Herniter, MicroSim P-Spice, Prentice-Hall, Englewood
Cliffs, NJ, 2000.

10. J. Keown, Orcad PSpice and Circuit Analysis, Prentice-Hall,
Englewood Cliffs, NJ, 2001.

11. W.-K. Chen, The Circuits and Filters Handbook, IEEE Press,
New York, 1995.

12. ARRL Handbook, Amateur Radio Relay League, Newington,
CT, 2000.

13. B. Sklar, Digital Communications, Prentice-Hall, Englewood
Cliffs, NJ, 2001. (Contains the Elanix SysView design soft-
ware on CD.)

14. K. Feher, Wireless Digital Communications, Prentice-Hall,
Englewood Cliffs, NJ, 1995.

AVAILABLE SOFTWARE

The following companies are representative of those pro-
viding packaged IF amplifiers as integrated circuits #, and
those offering development software packages *.
(a) #*Linear Technology Corporation, 720 Sycamore Drive, Mil-

pitas, CA 95035 (www.linear-tech.com).

(b) #Maxim Integrated Products, 120 San Gabriel Drive, Sunny-
vale, CA 94086 (www.maxim-ic.com).

(c) #*Analog Devices, One Technology Way, P.O. Box 9106, Nor-
wood, MA 02062 (www.analog.com).

(d) *#Texas Instruments, P.O. Box 954, Santa Clarita CA 91380
(www.ti.com/sc or www.ti.com/sc/expressdsp).

(e) #*Altera Corp., 101 Innovation Drive, San Jose, CA 95134
(www.altera.com).

Z

Figure 21. Circuit of a half-lattice (bridge-type) filter with near-
zero group delay to a single-pulsed frequency (from Chen [12]).
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INTERMODULATION
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1. INTRODUCTION

1.1. What Is Intermodulation Distortion?

Although the term intermodulation is used by some
authors to describe a specific manifestation of nonlinear
distortion, in this text we will adopt the wide-sense mean-
ing of intermodulation as any form of nonlinear distortion,
unless otherwise explicitly stated. So, it is convenient to
start an introduction to intermodulation by saying a few
words about distortion.

In the field of telecommunication systems, distortion is
understood as any form of signal impairment. In this way,
distortion takes the broad sense of all differences between
the received and the transmitted information signals,
specifically, those added or signal-dependent perturba-
tions.

In the first set of added, or signal-independent, pertur-
bations, we should include random noise and determinis-
tic interferences. Typical examples of the former are the
always present thermal noise or shot noise of electronic
circuits. The second could be illustrated by some man-
made (synthetic) repetitive impulsive noise or simply
another telecommunications channel that shares the

same transmission medium but that does not carry any
useful information.

The set of signal-dependent perturbations can also be
divided into two major parts—linear distortion and non-
linear distortion—according to whether what distin-
guishes the received signal from its transmitted version
is due to a linear or a nonlinear process. The reason for this
organization stands in the easiness with which we correct
linear distortion and the difficulty we have in dealing with
nonlinearity. In fact, since linear distortion describes all
differences in time-domain waveform, or frequency-domain
spectrum, as the ones caused by any usual filter or dis-
persive transmission medium, it can be corrected by an-
other inverse filter, with a methodology usually known as
pre- or postequalization. On the other hand, nonlinear
distortion cannot be corrected this way, remaining nowa-
days as a very tough engineering problem.

So, from a purely theoretical point of view, what
distinguishes linear distortion from nonlinear distortion
is simply the essence of the mapping corresponding to the
telecommunication system, from the signal source to the
detected signal. If that mapping responds to scaled ver-
sions of two different signals with two scaled versions of
the responses to these two signals, when they are pro-
cessed individually, we say that our transmission system
obeys superposition, and is thus linear [1]. In any other
case, we say that the system is a source of nonlinear
distortion. Nonlinear distortion can, therefore, manifest
itself in many different forms that range from the obvious
signal clipping of saturated amplifiers, to the almost
unnoticeable total harmonic distortion present in our
high-fidelity audio amplifiers.

Because nonlinear distortion is a property not shared
by our more familiar linear systems, we could think of it as
something visible only in some special-purpose systems or
poorly designed circuits. Unfortunately, that is not the
case. To a greater or lesser extent, nonlinear distortion is
present in the vast majority of electronic systems. Because
nonlinear distortion is associated with PN and PIN diodes
or varactors [2], it is found in many control devices such as
solid-state switches, controlled attenuators, phase shif-
ters, or tunable filters—and, because of the recognized
nonlinearity of magnetic-core inductors, it can also arise
from other passive filters and diplexers. However, prob-
ably more surprising, is the fact that it can even arise from
devices usually assumed as linear.

One example is the nonlinear distortion produced by
some RF MEM (radiofrequency micromachined electro-
mechanical) switches [3]. Another is passive intermodula-
tion (PIM), which is frequently observed when loose
connections, or junctions made of different metals or of
similar but oxidized metals are subject to high power
levels [4]. So, PIM is generated in many RF connectors,
antennas, antenna pylons, wire fences, and other compo-
nents. Finally, intermodulation can even arise from our
supposedly linear electronic circuits as it is inherent to the
operation of all electronic active transducers. To under-
stand this, let us take the example of the general amplifier
described in Fig. 1.

Because our amplifier is a physical system, it must obey
energy conservation, which implies that the sum of all
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forms of input power—either signal power Pin or DC
supply power PDC—must equal the sum of all forms of
output power, whether it is signal power delivered to the
load Pout or dissipated power Pdiss such as heat or harmonic
distortion:

PinþPDC¼PoutþPdiss ð1Þ

On the other hand, we know that output signal power
should be a scaled replica of the input signal power,
defining, in this way, a certain amplifier power gain:

GP 

Pout

Pin
ð2Þ

However, (1) also implies that

GP¼ 1þ
PDC � Pdiss

Pin
ð3Þ

which shows that no amplifier that relies on a real supply
offinite power can keep its gain constant for any increasing
input signal level. Sooner or later, it will have to show gain
compression, presenting, therefore, nonlinearity.

1.2. Characterizing Intermodulation Distortion

After this brief introduction to the concept of intermodula-
tion distortion, let us now see in more detail which forms
of distortion it describes. For that, we will assume a simple
system represented by the following cubic model:

yðtÞ¼a1xðt� t1Þþa2xðt� t2Þ
2
þa3xðt� t3Þ

3
þ � � � ð4Þ

in which the input x(t) is nonlinearly transformed into an
output y(t). Note that this system not only shows non-
linearity as it also has memory, since it does not respond
instantaneously to the input, but to certain past versions
of it. This dynamic behavior is due to the presence of the
delays t1, t2, and t3.

1.2.1. Single-Tone Distortion Characterization. Suppos-
ing the input is initially composed of one amplitude A(t)

and phase y(t) modulated RF carrier of frequency oc

xðtÞ¼AðtÞ cos½octþ yðtÞ� ð5Þ

the output will be composed of three sets of terms, say,
y1(t), y2(t), and y3(t), each one corresponding to a certain
polynomial degree. Illustrations of the time-domain wave-
forms and frequency-domain spectra of the input x(t) and
output y(t) are depicted in Figs. 2a and 2b and in Fig. 3a
and 3b, respectively.

The first term of the output is given by

y1ðtÞ ¼a1Aðt� t1Þ cos½octþ yðt� t1Þ � f1� ð6Þ

(where f1¼oct1) and corresponds to the expected linear
response. Note that it includes exactly the same frequency
components already present at the input.

The second term

y2ðtÞ¼
1

2
a2Aðt� t2Þ

2

þ
1

2
a2Aðt� t2Þ

2 cos½2octþ 2yðt� t2Þ � 2f2�

ð7Þ

(where f2¼oct2) involves baseband products whose fre-
quency falls near DC and some other products whose
frequencies are located around the second harmonic,
2oc. The first ones consist of second-order intermodulation
products of the form ox¼o1�o2 (in which ox is the
resulting frequency, while o1 and o2 are any two distinct
frequencies already present at the input), and describe the
demodulation generally provided by even-order nonlinea-
rities. When o1¼o2, then ox¼ 0, and the terms fall
exactly at DC. So, they also describe the circuit’s DC
bias shift. Because they are what is sought in AC to DC
converters, in amplifiers they model the variation of the
y(t) mean value from the quiescent point, to the mean
value shown in presence of a significant RF excitation—
the large-signal bias point. The second type of even-order
products is again second-order intermodulation distortion
whose frequency now falls at ox¼o1þo2. For o1¼o2,

Signal
source

Signal
load

Power supply

Pdiss

Pdiss
Pdiss

Pdiss

Pdiss

PdissPdissPdissPdissPdiss
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Figure 1. Conceptual amplifier showing input/output
power relations.
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then ox¼ 2o1, and the products are known as second-
order harmonic distortion.

Finally, the third term is

y3ðtÞ¼
3

4
a3Aðt� t3Þ

3 cos½octþ yðt� t3Þ � f3�

þ
1

4
a3Aðt� t3Þ

3 cos½3octþ 3yðt� t3Þ � 3f3�

ð8Þ

(where f3¼oct3) and also involves two different sets of
products located near the input frequency band (or funda-
mental band) oc and the third harmonic 3oc.

As are the even-order products, the third-order pro-
ducts falling near the third harmonic 3oc are classified as
out-of-band products. Appearing at ox¼o1þo2þo3, that
is, out of the fundamental signal band in RF systems of
narrow bandpass characteristics, these products seldom
constitute a major source of nonlinear signal impairment
as they can be easily filtered out. Note, however, that they
may also constitute in-band products in ultra-wide-band
systems such as cable television (CATV).

Third-order products falling exactly over, or in the
vicinity of oc, in which the resulting frequencies can be
either ox¼o1þo2�o3, ox¼ 2o1�o2, or even ox¼o1

(whether they arise from the combination of three distinct,
two equal and one different, or three equal input frequen-
cies, respectively), are obviously called in-band products.
Contrary to the products treated above, they cannot be
eliminated by linear filtering, constituting the principal
object of intermodulation distortion studies in microwave
and wireless systems. In fact, some authors even reserve
the term intermodulation distortion for this particular
form of nonlinear signal perturbation.

To analyze these in-band distortion products in more
detail, we will now consider two different situations of
system memory. In the first case, it is assumed that the
time delays of (4) are due only to the active device’s
reactive components or to the input and output matching
networks. In this way, they may be comparable to the RF
carrier period, but negligible when compared to the much
slower modulation timescale. Therefore, the in-band pro-
ducts can be approximated by

3

4
a3AðtÞ3 cos½octþ yðtÞ � f3� ð9Þ

which shows that, although the system kept its dynamic
behavior to the RF carrier, it became memoryless (i.e.,
responds instantaneously) to the modulation envelope.
Since general amplitude and phase modulations have
frequency components that start at DC, we have already
seen that these products include spectral lines falling
exactly over the ones already present at the input, and
some other new components named as spectral regrowth.

The third-order signal components that are coincident
with the input are given by ox¼o1þo1�o1¼o1þ

(o1�o1)¼o1 and can be understood as being generated
by mixing second-order products at DC with first-order (or
linear) ones. Except for their associated gain, which is no
longer a1, but 3

4a3 multiplied by the input amplitude-
averaged power A2, these products are indistinguishable
from the linear components of (6). They carry the same
information content, and are, therefore, termed signal-
correlated products. Although, in a strict sense, they
should be considered as nonlinear distortion products (as
their signal power rises at a slope of 3 dB/dB against the
1 dB/dB that characterizes truly linear components), from
an information content viewpoint, they may also be con-
sidered as linear products. In fact, since, for a constant-
input-averaged power, they cannot be distinguished from
the first-order components, it all happens as if the ampli-
fier had remained linear but with a gain that changed
from its small-signal value of G¼a1 exp(� jf1) to an
amplitude-dependent large-signal gain of G(A)¼
a1 exp(� jf1)þ (3/4)A2a3 exp(� jf3). So, input amplitude
signal variations [or amplitude modulation (AM)] produce
different output amplitude variations, according to the so-
called amplifier AM–AM conversion. But, since the gain is
also characterized by a certain phase, it is obvious that
input amplitude signal variations will also generate out-
put phase variations. In conclusion, and as illustrated in
Figs. 4a and 4b, the amplifier will show not only AM–AM
but also AM–PM conversion.

Figure 5 depicts a possible block diagram of a labora-
tory setup intended to measure these static AM–AM and
AM–PM characteristics [6]. As shown, it relies on a usual
microwave vector network analyzer whose signal source is
swept in power.

As a curious aside from this analysis, we should point
out that, although our nonlinearity manifests a signal
amplitude-dependent gain, it is completely insensitive to
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the input signal phase. In fact, as can be concluded from
(9), the bandpass characteristics of our amplifier would be
completely transparent to a phase-modulated signal of
constant amplitude, in the sense that the phase informa-
tion present at the output would be exactly equal to the
phase information present at its input.

In the second case, it is supposed that, beyond the usual
time constants of the order of the RF carrier period, our
system may even present time delays, t1

0, t2
0, and t3

0,
comparable to the modulation period (e.g., determined by
the bias circuitry, active-device charge carrier traps, self-
heating). Such time constants are no longer irrelevant
for the envelope evolution with time, and the system is
said to present long-term or envelope memory effects. The

in-band output distortion becomes

3

4
a3Aðt� t3

0Þ
3 cos½octþ yðt� t3

0Þ � f3
0� ð10Þ

and the output envelope will show a phase shift that is
dynamically dependent on the rate of amplitude varia-
tions. In this case, the output AM–AM or AM–PM is no
longer static, and dynamic (or hysteretic) AM–AM and
AM–PM conversions are observed, as shown in Figs. 6a
and 6b.

This shows that, if our nonlinear system only presents
short-term memory effects, and thus is memoryless for the
envelope, it may be characterized by a set of gain and
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phase shift tests made with a sinusoidal, or CW (contin-
uous-wave), excitation with swept amplitude and, even-
tually, with varying frequency. However, if the system is
also dynamic to the envelope, then the observed AM–AM/
AM–PM varies with the speed of the input amplitude
sweep, and such a test becomes questionable. Since each
of the tested CW signals can be seen as a carrier modu-
lated by a constant (DC) envelope, it becomes obvious that
we cannot fully characterize a dynamic system using only
these simple DC excitations.

Moreover, it is clear that testing in-band intermodula-
tion products with a CW signal will never be an easy task,
as the output will only have signal-correlated components
where ox¼oc, which all overlap onto the usually much
higher linear output. Obviously, in-band intermodulation
characterization requires more complex stimuli.

1.2.2. Two-Tone Distortion Characterization. One way
to increase the complexity of our test signal is to use a
two-tone excitation:

xðtÞ¼A1 cosðo1tÞþA2 cosðo2tÞ ð11Þ

The in-band output components of (4) when subject to this
new stimulus will be

a1A1 cos½o1t� f110� þa1A2 cosðo2t� f101Þ

þ
3

4
a3A2

1A2 cos½ð2o1 � o2Þt� f32�1�

þ
3

4
a3A3

1þ
6

4
a3A1A2

2

	 

cos½o1t� f310�

þ
6

4
a3A2

1A2þ
3

4
a3A3

2

	 

cosðo2t� f301Þ

þ
3

4
a3A1A2

2 cos½ð2o2 � o1Þt� f3�12�

ð12Þ

Beyond the expected linear components arising at o1 and
o2, (12) is also composed of other third-order products at
o1, o2, 2o1�o2, and 2o2�o1. They constitute again the
signal-correlated (o1 and o2) and signal-uncorrelated
(2o1�o2 and 2o2�o1) components. The terms at o1

(o2) that are dependent only on A1 (A2) constitute the
AM–AM/AM–PM conversion discussed above. But now
there are some new terms at o1 (o2) whose amplitude is
also controlled by A2 (A1). They model two different, but
obviously related, nonlinear effects. One is cross-modula-
tion, a nonlinear effect in which amplitude modulation of
one RF carrier is converted into amplitude modulation of
the other; the other is known as desensitization, the loss of
receiver sensitivity to one signal when in presence of an
incoming strong perturbation (e.g., a jammer).

The terms at 2o1�o2 and 2o2�o1 are spectral re-
growth components that appear as sidebands located side
by side to the fundamentals at a distance equal to their
frequency separation o2�o1. These in-band intermodula-
tion distortion (IMD) sidebands rise at a constant slope of
3 dB per dB of input level rise, until higher-order compo-
nents (in the case of our polynomial model, output con-

tributions due to higher-degree terms) show up. Since
first-order components rise at a slope of only 1 dB per dB,
we could conceive of an extrapolated (never reached in
practice) output power where the output IMD and funda-
mentals would take the same value. As illustrated in
Fig. 7, this is the so-called third-order intercept point IP3.

Although meaningful only for small-signal regimes,
where the fundamental and IMD components follow their
idealized straight-line characteristics, IP3 is still the most
widely used (some times erroneously) intermodulation
distortion figure of merit.

Figure 8 shows a block diagram of the most popular
laboratory setup used for two-tone intermodulation tests.
It relies on a two-tone generator of high-spectral purity,
and a high-dynamic range microwave spectrum analyzer.

Although, for many years, two-tone intermodulation
characterization has been restricted to these amplitude
measurements, more recently we have seen an increasing
interest to also identify the IMD components’ phase. The
reason for this can be traced to the efforts devoted to
extract behavioral models capable of representing the
device’s IMD characteristics and to the design of amplifier
linearizers that must be effective even when the main
nonlinear device presents long-term memory effects. In
fact, since most of the linearizers can be understood as
auxiliary circuits capable of generating IMD components
that will cancel the ones arising from the main amplifier,
it is obvious that those linearizing circuits must be
designed to meet both IMD amplitude and phase require-
ments.

Unfortunately, the first problem that arises when try-
ing to measure the IMD components’ phase is that, despite
phase is a relative entity, we have no phase reference for
IMD. Contrary to what happens to the output fundamen-
tals in which we can refer their phases to the phases at the
input (usually arbitrarily assumed zero), the problem is
that now there are no input components at the IMD
frequencies. So, we first need to create a reference signal
at that IMD frequency. That is usually done with a
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reference nonlinearity; thus IMD phase measurement
results become relative to the reference nonlinearity
used in the setup. For example, in the setup depicted in
Fig. 9, the reference nonlinearity is based in the nonlinear
characteristic of broadband Schottky diodes, and the
phase value is acquired from the variable phase shift
necessary to balance the device under test (DUT) and
reference arms.

1.2.3. Multitone Distortion Characterization. For com-
pleteness, let us now briefly introduce intermodulation
characterization under multitone excitations. A detailed
analysis of this important and up-to-date subject can be
found in various references [e.g. 5,6].

First, we will assume that our stimulus can be de-
scribed as a sum of Q sinusoids of different frequencies:

xðtÞ ¼
XQ

q¼ 1

Aq cosðoqtÞ¼
1

2

XQ

q¼�Q

Aqejoqt ð13Þ

The output of a general power series such as (4) to the
excitation of (13) will be

yðtÞ¼
XN

n¼ 1

ynðtÞ ð14aÞ

where each of the orders can be expressed as

y
n
ðtÞ ¼

1

2n
an

XQ

q¼�Q

Aqejoqt

" #n

¼
1

2n
an

XQ

q1 ¼�Q

� � �
XQ

qn ¼�Q

Aq1 � � �Aqn
ejðoq1

þ ��� þoqn Þt

ð14bÞ

which contains various frequencies at ox¼oq1þ?þoqn,
originating from many different mixing products.

Since there is, in general, more than one mixing
product—that is, more than one combination of input
frequencies—falling at the same frequency, the calcula-
tion of their output amplitude requires that first we are
able to determine the number of those different combina-
tions. One systematic way to do this is to recognize that
their frequencies must obey [7]

on;m ¼oq1
þ � � � þoqn

¼m�Qo�Qþ � � �

þm�1o�1þm1o1þ � � � þmQoQ

ð15Þ
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where

XQ

q¼�Q

mq¼m�Qþ � � � þm�1þm1þ � � � þmQ¼n ð16Þ

defining the following mixing vector:

v¼ ½m�Q � � �m�1m1 � � �mQ� ð17Þ

Then, the number of different ways of generating the same
mixing vector is given by the multinomial coefficient [7]:

tn;n¼
n!

m�Q! . . .m�1!m1! . . .mQ!
ð18Þ

These Q-tone distortion components allow a generaliza-
tion of the two-tone signal-to-intermodulation distortion
ratio [IMR; sometimes also known as carrier-to-IMD ratio
(C/I)] to various multitone distortion figures of merit. One
of these is defined as the ratio between the constant-
amplitude output fundamental signals and the highest
sideband IMD component (M-IMR).

Another measure is the ratio between integrated fun-
damental output power and integrated upper or lower
sideband distortion. As this sideband spectral regrowth
falls exactly over the location of a potentially present
adjacent channel, it is called the adjacent-channel power
ratio (ACPR).

Finally, a measure of the ratio of the fundamentals to
the signal-uncorrelated distortion components that fall
exactly among the fundamental components is given by
the so-called noise-power-ratio (NPR). The reason for this
denomination comes from the fact that, although that
figure of merit is being introduced in this text for a
multitone excitation, it was traditionally measured with
a bandlimited white-noise stimulus—a generalized multi-
tone excitation with an infinite number of tones.

Besides all these figures are measures of nonlinear
effects that share a common physical origin, and it has
not been easy to relate them, except for very particular
situations. First, we [5] presented relations between
various multitone distortion figures and IMR, obtained
for a third-degree polynomial memoryless model. Then,

Boulejfen et al. [8] extended those results for a fifth-degree
polynomial. As a summary of these results, Fig. 10 pre-
sents the ratio of IMR to the above-defined multi-tone
distortion figures versus the number of tones Q for a
memoryless cubic polynomial.

A laboratory setup for multitone distortion tests is
similar to the one already shown for two-tone tests, except,
obviously, with respect to the signal generator [6]. How-
ever, since a NPR test focuses on the distortion that falls
exactly over the output fundamentals, something must be
done to separate the desired distortion components from
the much higher fundamental signals. The usual way to
solve that problem consists in creating a very narrow
measurement window within the input signal bandwidth.
This is accomplished by either shutting down a few input
tones—when a multitone signal generator is used—or
introducing a notch filter between the bandlimited
white-noise generator and the nonlinear device under
test [6].

2. CAD TOOLS FOR INTERMODULATION
DISTORTION PREDICTION

Because intermodulation distortion is a nonlinear effect,
any attempt to predict its behavior by hand for even the
most simple practical circuits or devices becomes extre-
mely difficult, if not impossible. So, intermodulation dis-
tortion prediction relies heavily on good device models and
appropriate computer simulation algorithms. Unfortu-
nately, these subjects are so vast that we have to restrict
this text to a first guiding overview. So, we will concen-
trate our discussion on a set of criteria for model quality
(for this specific purpose) and give some hints concerning
usual simulation tools.

2.1. Nonlinear Device Modeling for Distortion Analysis:
General Considerations

Starting with nonlinear device models, we can divide them
into four general groups: (1) physical and empirical mod-
els and (2) global and local models.

Physical models are mathematical descriptions of the
internal device operation that are drawn from the know-
ledge of the device’s geometric and physical structure, and

ACPR

M-IMR

NPR

0 10 20 30 40 50 60 70 80 90 100
−4

−2

0

2

4

6

8

10

Number of Tones, Q

IMR /Q -Tone Distortion (dB)

110 120 130

IMR (6.0 dB)1
4

4
3 IMR (1.3 dB)

IMR (7.8 dB)6
1

140 150 160
Figure 10. Ratio of two-tone IMR to NPR, M-
IMR and ACPR versus the number of tones Q

for a memoryless cubic polynomial.

2196 INTERMODULATION



from the application of a certain set of basic physics laws.
Although relying on extremely complex formulations that
require an enormous number of parameters and are
computationally expensive to evaluate, they can provide
much better accuracy than the empirical models as they
necessarily mimic the basic device operation. On the other
hand, empirical models do not require any information
about the internal structure of the device, relying com-
pletely on input–output behavioral observations. Hence,
they are also known as blackbox models or behavioral
models.

Typical examples of physical models are the Schottky
diode equation and the device models described by a set of
coupled partial-differential equations of electric potential,
charge, and charge carrier mobility. Examples of purely
behavioral models are the linear scattering matrix, table-
based device models, or even the abovementioned AM–
AM/AM–PM models.

Local models can be distinguished from global models
for their approximation range. Because they are beha-
vioral in nature, they constitute two different compro-
mises between the domain of fitting and the level of
accuracy. While local models are very good in representing
mild nonlinear behavior in the vicinity of some quiescent
point, global models are conceived as valid for any possible
operation regime, but at the expense of an increased error.
It is therefore natural that they are also known as small-
signal or large-signal models, respectively. The Gummel–
Poon model of BJTs, the quadratic model of FETs, or an
AM–AM/AM–PM representation are examples of global
models, while the poor extrapolation capability usually
associated with polynomial approximators tends to grant
them a distinct local behavior. For example, the cubic
polynomial that could be extracted from the third-order
intercept point is necessarily a local model valid only for
small-signal excitation levels.

The polynomial example given above is not accidental
as it plays a fundamental role in all nonlinear distortion
analysis. In fact, for some unique reason we began this
article using exactly the same polynomial of expression
(4). As we then concluded, if the model is a polynomial, we
have a direct and easy way to calculate the various
intermodulation products to any signal that can be de-
scribed as a sum of sinusoids. Furthermore, by simply
selecting its coefficients, we can tailor the polynomial for
very different approximation goals. To understand that,
let us use an illustration example. Figures 11 and 12
depict the approximation of one typical transfer function
characteristic by two different polynomials: a Taylor series
and a Chebyshev polynomial series, both of 10th degree.

As seen from Figs. 11a and 11b, the coefficients of the
Chebyshev polynomial were selected so that the polyno-
mial could produce an optimum approximation to the
response of our original nonlinearity to a sinusoid of
1.5 V peak amplitude, centered at a quiescent point of
0 V (something close to what is found in typical class AB
power amplification regimes).

On the other hand, the coefficients of the Taylor series
were taken as the appropriately scaled derivatives of the
nonlinearity at the same quiescent voltage of 0 V. It
constitutes, therefore, the optimum polynomial approxi-

mation to the nonlinear response to any signal of infini-
tesimal input amplitude (see Fig. 11a).

When excited by sinusoids of variable amplitude, the
output DC component (Fig. 12a), the fundamental compo-
nent (Fig 12b), and the second- and third-harmonic dis-
tortion components (Figs. 12c and 12d, respectively)
reveal that these two polynomial approximators present,
indeed, very distinct properties.

The Taylor series is clearly a local approximator that
produces optimum results in the vicinity of the quiescent
point, but then suffers from a catastrophic degradation
when the excitation exceeds B0.3 V of amplitude. On the

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2

−2

−1

0

1

2

3

4

5

6

(a)

(b)

f (x)( )

x (V)

0 20 40 60 80 100 120 140 160 180 200

1

2

3

4

5

Time (ns)

f (x (t ))( )

0

Figure 11. (a) Nonlinear memoryless transfer function, f(x) (- -)
and its 10th-order Taylor series approximation around x ¼0 V
(. . .) and Chebyshev polynomial optimized for a sinusoidal input
amplitude of A¼1.5 V (—); (b) time-domain waveform of the
output of the transfer function f[x(t)] (- -) and of its 10th-order
Taylor series approximation (. . .) and Chebyshev polynomial (—),
when excited by a CW input of amplitude A¼1.5 V.
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contrary, the Chebyshev series is worse at those small-
signal levels, but performs much better up to excitation
amplitudes of 1.5 V. It behaves, therefore, as a global
approximator. (In fact, the Chebyshev series is still a local
approximator whose domain is no longer defined around
the fixed quiescent point of 0 V, but around a new general-
ized dynamic quiescent point imposed by an input sinu-
soid of 1.5 V amplitude.) As any other mean-square error
approximator, the Chebyshev polynomial wanders around
the original nonlinearity (see Figs. 11a and 11b), obviously

failing the higher-order derivatives of the function. This is
why, contrary to the Taylor series, which, by construction,
osculates these derivatives, the Chebyshev series does not
show good small-signal distortion behavior.

What we have just seen in this example is common to
almost all empirical models and results in an important
message as far as intermodulation distortion calculations
are concerned. Simultaneously reproducing the device’s
mild nonlinear details (local characteristics) and the gen-
eral trends (global properties) is so difficult that we should

–35 –30 –25 –20 –15 –10 –5 0 5
4

4.5

5

5.5

6

6.5

7

7.5

8

A(dBv) 

–35 –30 –25 –20 –15 –10 –5 0 5

A(dBv) 

F0(A) (dB)

(a) (b) 

–30

–25

–20

–15

–10

–5

0

5
F1(A) (dB)

–35 –30 –25 –20 –15 –10 –5 0 5
–80

–70

–60

–50

–40

–30

–20

–10

–80

–70

–60

–50

–40

–30

–20

–10

0

A (dBv) A (dBv) 

F2(A) (dB)

(c) (d) 

3F (A) (dB)

–35 –30 –25 –20 –15 –10 –5 0 5

Figure 12. (a) DC component of the output of the transfer function f[x(t)] (- -) of its 10th-order
Taylor series approximation (� � �) and Chebyshev polynomial (—), when excited by a CW input of
amplitude 0.015 VoAo1.95 V; (b) fundamental component of output of transfer function f[x(t)] (- -)
of its 10th-order Taylor series approximation (� � �) and Chebyshev polynomial (—), when excited by
a CW input of amplitude 0.015 VoAo1.95 V; (c) second-harmonic component of output of transfer
function f[x(t)] (- -) of its 10th-order Taylor series approximation (� � �) and Chebyshev polynomial (—
), when excited by a CW input of amplitude 0.015 VoAo1.95 V; (d) third-harmonic component of
output of unit transfer function f[x(t)] (- -) and its 10th-order Taylor series approximation (y) and
Chebyshev polynomial (—), when excited by a CW input of amplitude 0.015 VoAo1.95 V.

2198 INTERMODULATION



never trust an empirical model unless we have guarantees
that it was specifically tested for nonlinear distortion.

2.2. Nonlinear Models for Distortion Analysis at the
Circuit Level

To perform intermodulation analysis at the circuit level,
that is, to compute the distortion arising from a certain
electronic circuit subject to a specific bandpass RF input
signal stimulus, the device must be represented by some
equivalent-circuit model [6]. This is the normal modeling
requirement for using either time-marching algorithms,
like the ones used by SPICE, or frequency-domain simu-
lators, such as the harmonic-balance solvers. Such equiva-
lent circuits have topologies and parameter sets usually
supported from both physical and empirical data.

Linear, or bias-independent, elements are usually ex-
tracted from a broadband small-signal AC characteriza-
tion. Nonlinear elements can be either voltage-controlled
current sources (nonlinear device currents) i(v), voltage-
controlled electric charge sources (nonlinear capacitances)
q(v), or current-controlled magnetic flux sources (non-
linear inductances) f(i). Each of these is assumed to be
described by a static, or memoryless, function of its
controlling variable(s), which can, again, be supported
by both physical device knowledge or by empirical obser-
vations. Mostly in this latter case, it is the selection of
these functions that determines the quality of the model
for nonlinear distortion predictions. A small mean-square
error between measured and modeled data in the whole
range of device operation guarantees good global proper-
ties, but says nothing about local properties. To be able to
also provide good predictability under small-signal re-
gimes, the model must osculate at least the first three
derivatives of the actual device function, which requires
special model extraction procedures.

Although those derivatives can be obtained from suc-
cessive differentiation of measured i(v), q(v), or f(i) data,
this is not recommended for at least two important
reasons: (1) since most of the microwave transistors
show low-frequency dispersion effects, differentiating DC
data may not lead to the real AC behavior; and (2) the
aggravation of measurement noise produced by numerical

differentiation. If we rely on averages (data integration) to
reduce random measurement errors, it is natural to expect
an aggravation of those errors if we go backward, that is,
numerically differentiating measurement data. So, the
best way to obtain these device derivatives is to measure
entities that directly depend on them; and one good
example of those entities is exactly the harmonic or
intermodulation distortion produced by the device under
a CW or a two-tone excitation.

As an example, the laboratory setup depicted in Fig. 13
uses exactly this principle to acquire the nine coefficients
of the Taylor series expansion of the drain–source current
of a FET:

idsðvds; vdsÞ ¼GmvgsþGdsvdsþGm2v2
gsþGmdvgsvdsþGd2v2

ds

þGm3v3
gsþGm2dv2

gsvdsþGmd2vgsv
2
dsþGd3v3

ds

ð19Þ

Exciting the FET at the gate side with a sinusoid of
frequency o1 and at the drain side with a sinusoid of
frequency o2 allows the extraction of Gm from the output
current component at o1, Gds from the component at o2,
Gm2 from the component at 2o1, Gmd from the component
at o1þo2, Gd2 from the component at 2o2, and so on.
Unfortunately, the actual procedure is not that simple.
Although the unilateral properties presented by micro-
wave FETs at low frequencies guarantee that vgs will have
only the o1 component, the requirement that the device is
terminated at the drain side by a nonnull impedance
determines that vds will have components at o1, at o2,
and at all their mixing products. This impedes the ortho-
gonal (or one-to-one) extraction just explained, demanding
the solution of a 2� 2 linear system for Gm and Gds; a 3� 3
linear system for Gm2, Gmd, and Gd2; and a 4� 4 linear
system for extracting Gm3, Gm2d, Gmd2, and Gd3 [9]. Since
the concept supporting this setup is general, it can be
extended to other nonlinear current sources present in
any nonlinear device equivalent-circuit model, or even to
charge sources [10].

As an illustrative example, Fig. 14 shows all nine
coefficients of (19) extracted with the setup of Fig. 13,

FET
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LPF

Diplexer

VDS

VL(�2)

VGS

ATTN ATTN

ATN

Spectrum
analyzer

Double power
supply

Vs (�1)

Figure 13. Laboratory setup used to extract
the Taylor series coefficients of a bidimensional
nonlinearity such as the iDS(vGS,vDS) of a FET.
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from a medium-power microwave GaAs MESFET biased
in the saturation region.

2.3. Nonlinear Models for Distortion Analysis at the
System Level

Although system simulation for the modulated bandpass
RF signals has already taken the first steps, system
simulation at the complex envelope level is, by far, the
most usual way to assess distortion performance of entire
communication systems. It assumes that the amplitude/
phase-modulated RF signal of (5) can be given by

xðtÞ¼AðtÞ cos½octþ yðtÞ�

¼Re½AðtÞejyðtÞejoct� ¼Re½ ~xxðtÞejoct�

ð20Þ

in which ~xxðtÞ is the complex envelope—the lowpass equiva-
lent signal of x(t) [11]—and that we are interested only in
the system’s in-band characteristics. Thus, the object of
the analysis ceases to be the real bandpass RF-modulated
signal to become only the complex lowpass envelope. In

this way, a significant improvement in simulation effi-
ciency is achieved because time-domain simulations no
longer need to be carried on with sampling rates imposed
by the RF carrier and its harmonics, but only by the much
slower envelope. So, the models required for these envel-
ope-level system simulators are lowpass complex equiva-
lent behavioral models of the original bandpass RF
components [11]. They are, therefore, single-input/single-
output maps, which may be either linear on nonlinear.

Linear maps are easily implemented as gain factors in
the memoryless case, or as finite or infinite impulse
responses, FIR or IIR, digital filters [11,12], when in
presence of dynamic elements.

A linear dynamic complex envelope filter whose fre-
quency response function is ~HHðj ~ooÞ can be directly derived
from the corresponding circuit level filter HðjoÞ by simply
going through the following bandpass–lowpass transfor-
mation [11]

~HHðj ~ooÞ¼H½jð ~ooþocÞ�uð ~ooþocÞ ð21Þ

where u(o) is the unity step function.
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Figure 14. Taylor series coefficients of the bidimensional voltage-controlled iDS(vGS,vDS) current
source of a GaAs MESFET for a constant VDS in the saturation zone: (a) Gm (—), Gm2 (–K–), and
Gm3 (–þ –); (b) Gds (—), Gmd (–K–) and Gm2d (–þ –); (c) Gd2 (—), Gmd2 (–K–), and Gd3 (–þ –).
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2.3.1. Memoryless AM–AM/AM–PM Models. In their
most basic form, nonlinear complex envelope models
simply try to describe the amplitude-dependent memory-
less nonlinear effects observed for the amplitude and
phase modulation content. They are the AM–AM/AM–
PM models discussed above, and of which the quadra-
ture Saleh model of Fig. 15 is one of the most widely
known [13].

When modeled as a polynomial nonlinearity, this AM–
AM/AM–PM model can include only odd-degree (2nþ 1)
terms involving n negative carrier frequencies plus (nþ 1)
positive ones [11]

~yyðtÞ¼
XðN�1Þ=2

n¼ 0

p2nþ 1

22n

2nþ 1

nþ 1

 !
~xxðtÞj ~xxðtÞj2n ð22Þ

where m
r

� �
stands for the number of different combinations

of r elements taken from a population of size m and p2nþ 1

are the polynomial coefficients, now having real and
imaginary parts.

2.3.2. Dynamic AM–AM/AM–PM Models. As already
seen in the introduction, when the system presents mem-
ory not only to the RF signal (as indicated by the AM–PM
effect) but also to the slowly varying lowpass envelope, this
AM–AM/AM–PM model becomes unsatisfactory and a
true dynamic model is required. For example, one possi-
bility for such an extension could be to make the in-phase
AI(.) and quadrature AQ(.) static nonlinear functions
dependent not on the amplitude envelope but on some
dynamic version of it. In this way, the AM–AM and

AM–PM conversions would no longer be instantaneous
functions of A(t), but, as shown in Fig. 16, become instan-
taneous functions of an auxiliary dynamic variable ~zzðtÞ,
and thus dynamically varying with A(t).

2.3.3. Memoryless Nonlinearity: Linear Filter Cascade
Models. Beyond the methods described above, several
other approximated topologies have been tried for build-
ing nonlinear dynamic models [14]. Some of those, like the
two- or three-box models shown in Fig. 17, deserve men-
tion because of their practical relevance. In fact, they
somehow mimic the internal structure of typical RF
devices (as microwave power amplifiers), which are
usually constituted by a broadband (memoryless) non-
linear active device sandwiched between two linear dy-
namic input and output matching networks.

As shown in Fig. 17, these two- or three-box nonlinear
dynamic models can be cascades of a linear filter followed
by the measured memoryless AM–AM/AM–PM nonlinear
model (known as the Wiener model), be cascades of this
AM–AM/AM–PM memoryless nonlinearity followed by a
linear filter (the Hammerstein model), or even be consti-
tuted by a combination of both (the Wiener–Hammerstein
model). Other parallel combinations of memoryless non-
linearities and linear filters also became popular when an
optimal extraction procedure was shown to be practically
possible [15].

2.3.4. General Nonlinear Dynamic Models. Unfortu-
nately, these three-box models become hopelessly inaccu-
rate when the dynamic effects presented to the envelope
are not due to the bandwidth limitations of the linear
matching networks, but are intrinsically mixed with the
nonlinearity [14]. That is the case, for example, with
wireless power amplifiers whose nonlinear dynamic ef-
fects cannot obviously arise from bandwidth limitations—
the RF signal can have bandwidths as narrow as 1% or
0.01%, but from the active device self-heating or from
reactive (to the envelope) bias paths. In such cases, more
general nonlinear dynamic models, as the ones briefly
explained in the following paragraphs, must be attempted.

When the lowpass equivalent system is stable, contin-
uous, and of fading memory (i.e., its response cannot keep
memory from an infinitely remote past), mathematics
operator theory has shown that its response ~yyðtÞ to any
input ~xxðtÞ can be approximated, within any desired error
margin, by

~yyðsÞ¼ fNL½ ~xxðsÞ; ~xxðs� 1Þ; . . . ; ~xxðs�QÞ� ð23Þ

where fNL(.) is a (Qþ1)-to-one static nonlinear function, s
is the time instant in which the output is being calculated;
~xxðs� 1Þ; . . . ; ~xxðs�QÞ are delayed, or past versions of the
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�

Figure 15. AM–AM and AM–PM memoryless lowpass equiva-
lent behavioral model known as the Saleh quadrature model.
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|x(t )|~ Ay [A(t ),z (t)]e j�y[A(t ),z(t )]~ ~

Hz(�)

Figure 16. An AM–AM/AM–PM model in which the amplifier is
modeled as a dynamic gain function of the envelope amplitude.
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Figure 17. A three-box, or Wiener–Hammerstein, lowpass
equivalent model.
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input; ~xxðsÞ; and Q is the system’s finite memory span.
Indeed, expression (23) simply states that the system
output at a certain instant can be calculated as the non-
linear combination of the input at that instant and all its
past versions within the memory span. There are basically
two ways of implementing this nonlinear and dynamic
input–output mapping, depending on whether fNL(.) is
approximated by a (Qþ 1)-to-one polynomial or by a
neural network: polynomial filters [12] and artificial
neural networks (ANNs) [16].

In the first case, (23) becomes

~yyðsÞ¼
XN

n¼ 1

~yynðsÞ ð24aÞ

where

~yynðsÞ¼
XQ

q1 ¼ 0

� � �
XQ

q2nþ 1 ¼ 0

~hh2nþ 1ðq1; . . . ; q2nþ 1Þ ~xxðs� q1Þ

� � � ~xxðs� qnþ 1Þ ~xxðs� qnþ 2Þ
�
� � � ~xxðs� q2nþ 1Þ

�

ð24bÞ

Such a dynamic polynomial formulation (also known as a
Volterra filter [12]) presents two important advantages:

1. Its various output components can be traced to a
particular coefficient or term. Therefore, it leads
to useful concepts as nonlinear order and gives
insights into parameter extraction. In fact, this

immediately allows model implementations such as
the ones depicted in Figs. 18a and 18b for the first-
and third-order outputs, ~yy1ðsÞ and ~yy3ðsÞ, respectively.

2. The second advantage, shared with all polynomial
approximators, is that the formulation is linear in
the parameters (although obviously nonlinear in the
inputs). Thus, it allows a direct model parameter
extraction based on the solution of a system of
simultaneous linear equations.

Unfortunately, it also presents an important disadvan-
tage. Like any other polynomial approximator, it is a local
model.

It is mostly this drawback that justifies the alternative
ANN formulation. A single hidden-layer ANN can be
expressed as [16]

~uukðsÞ¼
XQ

q¼ 0

½wkðqÞ ~xxðs� qÞ� þ bk ð25aÞ

~yyðsÞ¼ boþ
XK

k¼1

woðkÞfs½ ~uukðsÞ� ð25bÞ

in which the wk(q) and wo(k) are weighting factors and bo

and bk are bias values, constituting the model parameter
set. fs(.) are static single-input/single-output nonlinear
functions (the so-called activating functions) of sigmoid
shape. Because a sigmoid is an output-bounded function,
an ANN is well behaved for all inputs.
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Figure 18. Implementation examples of first- (a) and third- (b) order kernels of a general
polynomial filter.
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A direct implementation of a dynamic ANN is shown in
Fig. 19. However, recognizing that (25a) constitutes a
biased linear FIR filter, whose bias is bk and impulse
response is wk(.), this dynamic ANN can also be imple-
mented as a set of parallel branches of the Wiener type, as
depicted in Fig. 20 [14].

Unfortunately, since all terms of the ANN are similar,
there is no way to identify relations between the system’s
output properties and any particular ANN terms.
Furthermore, as the model is now also nonlinear for the
wk(q) and bk parameters, the parameter extraction process
must rely on some form of optimization. This optimization
process, called ‘‘ANN training,’’ is known to give results
that are highly dependent on the input–output training
data. Moreover, there is no guarantee that the parameter
set found is unique or even optimum, which can constitute
a severe limitation to the model’s predictability.

2.4. A Glimpse of Nonlinear Simulation Algorithms for
Distortion Prediction

In circuit-level simulators [17], the mathematical repre-
sentation of the circuit is built by substituting each
electronic element with its constitutive relation [e.g., a
linear resistor can be represented as Ohm’s law, i¼ v/R; a
nonlinear resistor would be given by a voltage-controlled

current source, i(v); while a capacitor would be given by a
linear or nonlinear charge, q(v)] and then applying
Kirchhoff ’s current and voltage laws to the complete
circuit. This leads to a system of ordinary nonlinear
differential equations (ODEs) in time such as

i½yðtÞ� þ
dq½yðtÞ�

dt
¼xðtÞ ð26Þ

where x(t) and y(t) stand for the time-domain waveform of
the excitation and the state-variable vectors, respectively;
i[y(t)] represents memoryless linear or nonlinear ele-
ments, while q[y(t)] models memoryless linear or non-
linear charges (capacitors) or fluxes (inductors). The
objective of the simulation is to find the y(t) circuit
solution vector given a known x(t) input excitation.

On the other hand, system-level simulators are usually
implemented as either event-driven or envelope-driven
machines. In both cases the simulator treats the system in
the time domain, computing a set of time samples of the
information signal.

Event-driven machines operate at a very high logic
level, in which the information is simply a set of successive
logic states. They are, therefore, state flow simulators,
without enough subsystem description detail to allow
distortion calculations.

Envelope-driven simulators operate with the analogue
complex envelope. Hence, they do not handle the true
bandpass RF blocks but simply their complex lowpass
equivalents. Nevertheless, since these blocks are still
nonlinear dynamic blocks, the lowpass equivalent system
mathematical representation will again be an ordinary
differential equation similar to (26) with the only differ-
ence that now both the excitation vector x(t) and the state
variable vector y(t) are, in general, complex entities.

So, except for the type of signals handled, an ODE such as
(26) can be used to represent bandpass RF circuits, bandpass
RF systems, or even complex lowpass equivalent systems.

2.4.1. Time-Domain Techniques. The most intuitive
way to solve (26) is to covert it into a difference equation

i½yðsÞ� þ
q½yðsÞ� � q½yðs� 1Þ�

Ts
¼xðsÞ ð27aÞ

or

i½yðsÞ�Tsþq½yðsÞ� ¼xðsÞTsþq½yðs� 1Þ� ð27bÞ

in which Ts is the sampling period, and then determine all
time samples of y(t), y(s), starting from a known initial
state y(0). Because we are integrating the nonlinear ODE
in a set of discretized timesteps, this is known as timestep
integration, and constitutes the basic approach adopted
in all time-domain circuit simulators (time-marching
machines) such as SPICE, or system simulators like
Simulink1.
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Figure 19. Implementation of a nonlinear dynamic artificial
neural network.
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biased linear filter/memoryless nonlinearity branches.

1Simulink is a general-purpose system simulation package that is
supported by the Matlab scientific computation software plat-
form.
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Although timestep integration is still the nonlinear
analysis method of wider acceptance, it suffers from
several disadvantages in the RF distortion circuit simula-
tion field. First, since it was conceived to compute the
circuit’s transient response, while our interest normally
resides in the steady state, it becomes quite inefficient as it
has to wait until all transients have vanished. Also, by
operating in the time domain, it cannot handle linear
elements having a frequency-domain description, such as
dispersive distributed transmission media. Finally, even if
that drawback is circumvented (e.g., by approximating
these elements by lumped networks of reduced order), the
necessity of operating in the time domain, while the input
and resulting signals are usually handled in frequency
domain, would end up in all difficulties associated with the
discrete Fourier transform (DFT), namely, spectral leak-
age when transforming quasiperiodic multitone signals.
Fortunately, some time-domain alternatives to the initial
timestep integration method, like the ‘‘shooting Newton’’
[17], can bypass the transient response, therefore obviat-
ing the waste of time needed to let it vanish.

Furthermore, time-domain methods benefit from two
important advantages: (1) since they rely on the SPICE
simulator engine, they are well known and available in
many electronic design automation tools; and (2) as they
use time as a natural continuation parameter [17], they
are especially suitable for supporting strong nonlinear
regimes. Envelope-driven system-level simulators must
handle the information envelopes, which are aperiodic
by nature. So, timestep integration does not suffer from
the inefficiency attributed to the calculation of the periodic
steady-state response, becoming the obvious choice in
solving (26).

2.4.2. Frequency-Domain Techniques. Frequency-do-
main techniques no longer seek a set of time samples of
the circuit output or the state variables’ waveforms but a
spectral representation of them. In their most simple
form, they assume that both the steady state of the
excitation and the ODE solution are periodic in time, so
that they can be expanded in a truncated DFT of (2Kþ 1)
frequency points. For example, the state variables vector
would be represented by

yðtÞ¼
XK

k¼�K

Yðko0Þe
jko0t ð28Þ

Since, in the frequency domain, time-domain derivatives
are transformed into products by jo, substituting (28) into
(26) leads to

I½YðoÞ� þ jXQ½YðoÞ� ¼XðoÞ ð29Þ

which is a nonlinear algebraic function in the DFT coeffi-
cients Y(ko0). The orthogonality between different fre-
quency components provided by the DFT determines
that, despite its appearance, this is not a single equation
but can be expanded in a set of (2Kþ 1) equations, each of
these must be fulfilled for its harmonic component; in
other words, the LHS and RHS (left- and right-hand side)

components must be in equilibrium, which is why (29) is
known as the ‘‘harmonic-balance equation.’’

Since this harmonic-balance (HB) technique computes
the periodic steady state directly, it circumvents most of
the disadvantages attributed to time-marching techni-
ques. Its only drawbacks are that, depending on the
DFT, it can handle only moderate nonlinear regimes,
where the y(t) can be described by a relatively small
number of harmonics, and that it requires both the ex-
citation and the vector of state variables to be periodic. As
we have already seen in Section 1, the excitations used for
intermodulation distortion analysis are often of the two-
tone or multitone type. In general, the frequencies of these
tones do not constitute any harmonic set (they cannot be
made harmonics of a common fundamental), and the
corresponding waveform is aperiodic. (Such multitone
signals are actually said to be quasiperiodic waveforms.)
One way to circumvent this problem consists in imagining
that a multitone time-domain waveform is evolving, not in
the natural time t, but in a number of artificial timescales
equal to the number of nonharmonically related tones,
t1,y,tQ. For example, for a two-tone regime, the ODE in
time becomes a multirate partial-differential equation
(MPDE) in t1 and t2:

i½yðt1; t2Þ� þ
@q½yðt1; t2Þ�

@t1
þ
@q½yðt1; t2Þ�

@t2
¼xðt1; t2Þ ð30Þ

Since y(t1, t2) is now double-periodic in t1 and t2, it admits
a bidimensional Fourier expansion

yðt1; t2Þ¼
XK

k1 ¼�K

XK

k2 ¼�K

Yðk1o1; k2o2Þe
jðk1o1t1 þ k2o2t2Þ ð31Þ

which, substituted in (30), results in a new bidimensional
HB equation. This is the technique known as the multi-
dimensional discrete Fourier transform harmonic-balance
(MDFT HB).

2.4.3. Time-Domain/Frequency-Domain Hybrid Techni-
ques. When the excitation is a RF carrier of frequency
oc, modulated by some independent baseband modulation
signal, like the one expressed in (5), it can be again
conceived as varying according to two independent time-
scales: one, t1, with fast evolution, for the carrier; and
another, t2, slower, for the modulation. So, the circuit can
again be described by a bidimensional MPDE such as (30).
If we now recognize that this regime is periodic for the
carrier but aperiodic for the modulation, we immediately
conclude that simulation efficiency would be maximized if
we treated the carrier evolution in t1 in the frequency
domain, but kept the baseband evolution t2 in time. This
supposes a solution in which the vector of state variables
is decomposed in a t2 time-varying Fourier series

yðt1; t2Þ¼
XK

k¼�K

Yðkoc; t2Þe
jðkoct1Þ ð32Þ
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which, substituted in (30), leads to

I½Yðkoc; t2Þ� þ jXcQ½Yðkoc; t2Þ�

þ
@Q½Yðkoc; t2Þ�

@t2
¼Xðkoc; t2Þ

ð33Þ

Solving (33) for the envelope, with a timestep integration
scheme, and for the carrier, with harmonic balance, leads
to the following recursive HB equation:

I½Yðkoc; sÞ�Tsþ jXcQ½Yðkoc; sÞ�TsþQ½Yðkoc; sÞ�

¼Xðkoc; sÞTsþQ½Yðkoc; s� 1Þ�
ð34Þ

By handling the RF signal components in the frequency
domain and the envelope in the time domain, (34) is
particularly appropriate to bridge the gap between circuit
and envelope-driven system simulation. In fact, we can
conceive of a simulator in which all except a few circuits of
a communication system are treated as system-level com-
plex equivalent lowpass behavioral input–output blocks—
for maximized computational efficiency—while the re-
maining circuits are treated at the RF bandpass circuit
level—for maximum accuracy.

2.4.4. Volterra Series. Although the Volterra series
method is not very widely used outside the intermodula-
tion prediction field, it plays a determinant role for the
analysis and design of very-low-distortion circuits.

In comparison with the previously mentioned methods,
Volterra series no longer tries to find a solution in an
iterative and numerical way, but seeks for an analytic
solution of a polynomial approximation of the original
circuit or system. In fact, it assumes that if the nonlinea-
rities of the original circuit or system can be decomposed
in a Taylor series around a certain fixed quiescent point

iðyÞ ¼g1yþg2y2þg3y3 ð35Þ

qðyÞ¼ c1yþ c2y2þ c3y3 ð36Þ

then, the solution can be approximated by the following
functional series in the time domain:

yðtÞ¼y1ðtÞþy2ðtÞþy3ðtÞ

¼

Z 1

�1

h1ðtÞxðt� tÞdt

þ

Z 1

�1

Z 1

�1

h2ðt1; t2Þxðt� t1Þxðt� t2Þdt1 dt2

þ

Z 1

�1

Z 1

�1

Z 1

�1

h3ðt1; t2; t3Þxðt� t1Þ

�xðt� t2Þxðt� t3Þdt1 dt2 dt3

ð37Þ

If the excitation can be expressed as a frequency-domain
sum of complex exponentials (possibly, but not necessarily,

harmonically related sinusoids)

xðtÞ¼
XQ

q¼�Q

XðoqÞe
joqt ð38Þ

then we obtain a frequency-domain version of (37)

yðtÞ¼
XQ

q¼�Q

H1ðoÞXðoqÞe
joqt

þ
XQ

q1 ¼�Q

XQ

q2 ¼�Q

H2ðoq1
;oq2
ÞXðoq1

ÞXðoq2
Þejðoq1

þoq2
Þt

þ
XQ

q1 ¼�Q

XQ

q2 ¼�Q

XQ

q3 ¼�Q

H3ðoq1
;oq2

;oq3
Þ

�Xðoq1 ÞXðoq2 ÞXðoq3 Þe
jðoq1

þoq2
þoq3

Þt

ð39Þ

in which the hn(t1,y,tn) of (37) and the Hn(o1,y,on) of
(39) are the nth-order impulse responses and the nth-
order nonlinear transfer functions, respectively. Each of
these sets can be obtained from the other by the direct
application of a n-dimensional Fourier transform pair.

The Volterra series method consists in determining the
set of hn(.) or of Hn(.) (as occurs with conventional linear
systems, the frequency-domain version is usually pre-
ferred), which then becomes a true nonlinear dynamic
model of the system. In fact, note that if one knows all the
Hn(o1,y,on) of a circuit or system, up to a certain order,
one immediately knows its response up to that order [from
(39)] to any multitone input represented by (38).

To show how these nonlinear transfer functions can be
determined, let us consider again the general circuit or
system described by the ODE of (26). Substituting (35),
(36), and (39) into (26), and assuming that the input is now
a first-order elementary excitation of

xðtÞ¼ ejot ð40Þ

the orthogonality of the complex exponentials leads us to
the conclusion that H1(o) must be given by

H1ðoÞ¼
1

g1þ joc1
ð41Þ

In fact, this H1(o) is merely the usual transfer function of
the linear circuit or system obtained from a linearization
around the quiescent point.

To obtain the second-order nonlinear transfer function,
we would now assume that the system is excited by a
second-order elementary excitation of

xðtÞ¼ ejo1tþ ejo2t ð42Þ

Substituting (35), (36), (39), and (42) into (26), and collect-
ing components in the second-order mixing product of
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o1þo2 would lead to

H2ðo1;o2Þ¼ �
g2þ jðo1þo2Þc2

g1þ jðo1þo2Þc1
H1ðo1ÞH1ðo2Þ ð43Þ

Similarly, the calculation of the third-order nonlinear
transfer function assumes an input of

xðtÞ¼ ejo1tþ ejo2tþ ejo3t ð44Þ

and leads to

H3ðo1;o2;o3Þ¼ �
2

3

g2þ jðo1þo2þo3Þc2

g1þ jðo1þo2þo3Þc1

� ½H1ðo1ÞH2ðo2;o3ÞþH1ðo2Þ

�H2ðo1;o3ÞþH1ðo3ÞH2ðo1;o2Þ�

�
g3þ jðo1þo2þo3Þc3

g1þ jðo1þo2þo3Þc1

�H1ðo1ÞH1ðo2ÞH1ðo3Þ

ð45Þ

The terms � [g2þ j(o1þo2)c2]H1(o1)H1(o2) in (43) and
the terms

�
2

3
½g2þ jðo1þo2þo3Þc2�

� ½H1ðo1ÞH2ðo2;o3ÞþH1ðo2ÞH2ðo1;o3Þ

þH1ðo3ÞH2ðo1;o2Þ�

and� ½g3þ jðo1þo2þo3Þc3�H1ðo1ÞH1ðo2ÞH1ðo3Þ

in (45) are known as the elementary second-order and
third-order nonlinear sources, respectively. In fact, com-
paring (43) and (45) with (41), we immediately conclude
that for the calculation of first-, second-, and third-order
solutions, what we have been doing was to always analyze
the same linearized version of the original ODE with the
appropriate elementary nonlinear sources at o for first
order, at o1þo2 for second order, and at o1þo2þo3 for
third order. That is why the method of Volterra series
analysis is known to solve a forced nth-order nonlinear
dynamic problem, solving n times the same linear pro-
blem, with the appropriate (1st, 2nd,y,nth)-order forcing
functions, in a recursive way. As it is based on a poly-
nomial approximation of the nonlinearities, the Volterra
series is a local model restricted to small-signal levels, or
mildly nonlinear regimes. In practice, it can be used only
for calculating the distortion in nonsaturated mixers,
small-signal amplifiers, or nonsaturated power amplifiers,
that is, well below the 1-dB compression point. However,
because it is a closed-form nonlinear model, it provides
qualitative information on the nonlinear circuit or sys-
tem’s operation, giving, for instance, insight into the
physical origins of nonlinear distortion, and can be di-
rectly used for circuit and system’s design.

3. INTERMODULATION DISTORTION IN SMALL-SIGNAL
AMPLIFIERS

First, let us clarify the meaning of ‘‘small-signal ampli-
fiers,’’ as most of us would expect no appreciable nonlinear
distortion from these circuits. This term is used to distin-
guish low-noise or high-gain amplifiers from the essen-
tially different power amplifiers, treated in the next
section. While the small-signal amplifiers referred to
here always supposedly operate in highly backed-off class
A regimes, power amplifiers are operated close to satura-
tion, usually even in strongly nonlinear modes as class
AB, B, or C.

So, now, one question comes to our minds: ‘‘What are
the mechanisms capable of causing significant nonlinear
distortion in small-signal amplifiers?’’ To advance with an
answer, let us consider the case of the low-noise amplifier
of a wireless communication receiver front end. This is a
circuit that faces, beyond the very weak desired channel,
many other incoming channels present in the same com-
munication system’s band. For example, a low-noise front
end of a handset can be simultaneously excited by the
desired channel coming from a remote base station, and by
another channel coming from a nearby transmitter hand-
set. Since the ratio of distances between our receiver and
the base station, and our receiver and the perturbing
transmitter, can easily be on the order of several kilo-
meters to one meter, the ratio of incoming powers can be
higher than 108 to 1. Therefore, the signal-to-perturbation
ratio can be as poor as � 70 or � 80 dB, and, if it is true
that a desired signal of, say, � 70 dBm cannot generate
any significant nonlinear distortion, that is no longer the
case for the þ 10 dBm perturbation.

Indeed, as seen in Section 1, this high-level perturba-
tion can produce nonlinear distortion sidebands falling
over the desired channel, cross-modulation, and desensi-
tization. These effects are illustrated in Fig. 21 and can
constitute a severe limitation to the performance of RF
front ends. In fact, they allow the definition of a very
important signal fidelity figure of merit, the dynamic
range, which is the ratio between the amplitudes of the
highest and lowest incoming detectable signals that still
guarantee the specified signal-to-noise ratio SNR. The
lowest-amplitude detectable signal—the receiver’s sensi-
tivity Si—is the one that stands the desired SNR over the
noise floor. The highest-amplitude detectable signal, Pmax,
is defined as the one that generates a nonlinear distortion
perturbation whose power equals the noise floor. So

DR 

Pmax

Si
or DRdB 
 PmaxdBm

� SidBm
ð46Þ

where DR is the dynamic range.
Since signal excursions appearing at the nonlinear

active device are always kept much smaller than the
applied DC voltages and currents, the amplifier can be
approximately described by a local model. For example,
considering the ideal (low-frequency) situation in which
the only nonlinear effects can be attributed to the
ids(vgs,vds) current of a FET, the amplifier would be
described by the equivalent circuit depicted in Fig. 22,
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while the nonlinearity would be represented by the Taylor
series of (19).

Although the model shown in Fig. 22 is very simplified,
it will already give us some insight onto the mechanisms
controlling IMD generation in these small-signal ampli-
fiers. For that, we will first redraw this circuit as the one of
Fig. 23 over which a Volterra series analysis will then be
performed.

Note that ports 1 and 2 in Fig. 23 handle the amplifier’s
input and output, respectively, but were defined after the
terminal admittances YS and YL were incorporated into
the main circuit. port 3 serves to define vgs, one of the
control voltages of the ids nonlinearity, and port 4 serves to
define vds, the other control voltage. Furthermore, since
Fig. 23 is the linearized equivalent-circuit version of the
original circuit of Fig. 22, its only ids(vgs,vds) components
are the first-order ones: Gmvgs and Gdsvds. All the other
nonlinear terms of (19) will behave as nonlinear sources
that will be incorporated as independent current sources
applied to port 4 [6,7].

Assuming that the equivalent Norton current excita-
tion corresponds to a narrowband two-tone stimulus, this
circuit can be represented by the following [Z] matrix and
input and output boundary conditions:

V1ðoÞ

V2ðoÞ

V3ðoÞ

V4ðoÞ

2

666664

3

777775
¼

Z11 Z12 Z13 Z14

Z21 Z22 Z23 Z24

Z31 Z32 Z33 Z34

Z41 Z42 Z43 Z44

2

666664

3

777775
.

I1ðoÞ

I2ðoÞ

I3ðoÞ

I4ðoÞ

2

666664

3

777775
ð47aÞ

I1ðoÞ¼ IsðoÞ : isðtÞ¼ Is1
cosðo1tÞþ Is2

cosðo2tÞ ð47bÞ

I2ðoÞ¼ 0 ð47cÞ

I3ðoÞ¼ 0 ð47dÞ

If the two-tones are closely separated in frequency, the
circuit reactances are similar for all in-band products. So,
using o0 as the center frequency [o0¼ (o1þo2)/2], Zi-

ij(o1)EZij(o2)EZij(2o1�o2)EZij(2o2�o1)EZij(o0) for
any i, j¼ 1,2,3,4.

After determining the linear equivalent-circuit [Z]
matrix, the nonlinear currents’ method of Volterra series
analysis [6,7] proceeds by determining first-order control
voltages V3,1(o0) and V4,1(o0) (q¼ 1,2) and first-order
output voltage V2,1(o0), from the excitation Is(o0):

Vgs;1ðo1Þ; Vgs;1ðo2Þ : V3;1ðo0Þ¼Z31ðo0Þ
ISðo0Þ

2
ð48aÞ

Vds;1ðo1Þ; Vds;1ðo2Þ : V4;1ðo0Þ¼Z41ðo0Þ
ISðo0Þ

2
ð48bÞ

VL;1ðo1Þ; VL;1ðo2Þ : V2;1ðo0Þ¼Z21ðo0Þ
ISðo0Þ

2
ð49Þ

From these first-order control variables, the second-order
nonlinear current of ids at o1�o2
Do and o1þo2
So,

SNR

DR

PMax

Si

Ni

Sxx(�)

�

Figure 21. Nonlinear distortion impairments in a
mildly nonlinear receiver system: illustration of the
concepts of receiver’s desensitization and dynamic range.
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Figure 22. Model of a mildly nonlinear amplifier for
small-signal distortion studies.
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I4,2(o) should now be determined:

I4;2ðDoÞ¼ � ½2Gm2jZ31ðo0Þj
2þGmdZ31ðo0ÞZ41ðo0Þ

�

þGmdZ31ðo0Þ
�Z41ðo0Þþ2Gd2jZ41ðo0Þj

2�
jISj

2

4
ð50Þ

I4;2ðSoÞ¼ � 2½Gm2Z31ðo0Þ
2
þGmdZ31ðo0ÞZ41ðo0Þ

þGd2Z41ðo0Þ
2
�
I2

S

4

ð51Þ

Then, the linear circuit should be analyzed again for this
new second-order current source, determining the second-
order control voltages at the difference o1�o2
Do and
sum o1þo2
So frequencies, V3,2(o) and V4,2(o):

V3;2ðDoÞ ¼Z34ðDoÞI4;2ðDoÞ ð52Þ

V3;2ðSoÞ¼Z33ðSoÞI3;2ðSoÞþZ34ðSoÞI4;2ðSoÞ ð53Þ

V4;2ðDoÞ ¼Z44ðDoÞI4;2ðDoÞ ð54Þ

V4;2ðSoÞ¼Z43ðSoÞI3;2ðSoÞþZ44ðSoÞI4;2ðSoÞ ð55Þ

The last step consists in calculating the third-order non-
linear current of ids at 2o1�o2, I4,3(2o1�o2) from first-
and second-order control voltages V3,1(o), V3,2(o), V4,1(o),
and V4,2(o):

I4;3ð2o1 � o2Þ¼ � ½2Gm2Z31ðo0Þ
�Z34ð2o0ÞI4;2ð2o0Þ

þGmdZ31ðo0Þ
�Z44ð2o0ÞI4;2ð2o0Þ

þGmdZ41ðo0Þ
�Z34ð2o0ÞI4;2ð2o0Þ

þ2Gd2Z41ðo0Þ
�Z44ð2o0ÞI4;2ð2o0Þ�

I�S
2

� ½2Gm2Z31ðo0ÞZ34ðDoÞI4;2ðDoÞ

þGmdZ31ðo0ÞZ44ðDoÞI4;2ðDoÞ

þGmdZ41ðo0ÞZ34ðDoÞI4;2ðDoÞ

þ2Gd2Z41ðo0ÞZ44ðDoÞI4;2ðDoÞ�
IS

2

� 3Gm3½ Z31ðo0ÞjZ31ðo0Þj
2

þGm2dZ31ðo0Þ
2Z41ðo0Þ

�

þ 2Gm2djZ31ðo0Þj
2Z41ðo0Þ

þGmd2Z31ðo0Þ
�Z41ðo0Þ

2

þ 2Gmd2Z31ðo0ÞjZ41ðo0Þj
2

þ 3Gd3Z41ðo0ÞjZ41ðo0Þj
2�

ISjISj
2

8
ð56Þ

and then, finally, determine third-order output voltage at
the IMD frequency 2o1�o2:

V2;3ð2o1 � o2Þ ¼Z24ðo0ÞI4;3ð2o1 � o2Þ ð57Þ

Now we are in a position to calculate the amplifier’s
signal-to-IMD ratio (IMR) by first determining output
power at the fundamental

PL¼
1

2
GLðo0ÞjVLðo0Þj

2¼
1

2
GLðo0ÞjZ21ðo0Þj

2jISj
2 ð58Þ

and IMD components

PL3
¼ 2GLðo0ÞjV2;3ð2o1 � o2Þj

2 ð59Þ

where GL(o) is the real part of load admittance YL(o). A
full expression for this IMR would be very complex. But,
under the assumptions that internal feedback is negligible
[Z34(o)E0] and that both second-harmonic and o1�o2

distortion will be very small (usually verified in small-
signal amplifiers), it can be approximated by

IMR �16
Avðo0Þ

ZDðo0Þ

����

����
2

. j3Gm3þGm2dAvðo0Þ
�

þ 2Gm2dAvðo0ÞþGmd2Avðo0Þ
2

þ 2Gmd2jAvðo0Þj
2

þ 3Gd3Avðo0ÞjAvðo0Þj
2j�2jVSj

�4

ð60Þ

where ZD(o)
1/[GdsþYL(o)], Av(o) is the intrinsic voltage
gain defined by Av(o)
Vds(o)/Vgs(o), and VS is the voltage
amplitude of the signal source, VS(o)¼ZS(o)IS(o).

If we now study the variation of various third-order
current components with VGS bias, as shown in Fig. 24 for
a typical general-purpose small-signal MESFET, we con-
clude that there are two very good points of IMD perfor-
mance, the so-called small-signal IMD ‘‘sweet spots.’’ The
first one is located at the FET’s threshold voltage [6] and
thus has a very small associated power gain. The other is
located in high-VGS regions, and although it may not
correspond to very good noise figures, it is definitely useful
for designing high-gain, highly linear small-signal ampli-
fiers. Unfortunately, this latter small-signal IMD ‘‘sweet
spot’’ is a peculiarity of only some GaAs MESFETs, and
was never observed on HEMTs, MOSFETs or BJTs.

Cgs

Cgd

Ri

Rs

Ls

Ids,1 Vgs,( )Vds

I4

V3=Vgs

I3

V2

I2

IS
YS

I1

V1 V4=Vds YL

+

−

+

−

+

−

+

−

Figure 23. Linearized equivalent-circuit model of a FET-based
mildly nonlinear amplifier used in Volterra series calculations.
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Turning now our attention to the IMR variation with
source impedance, we can conclude that since PL can also
be given by PL¼

1
2GLðo0ÞjAvðo0Þj

2jVSj
2, Eq. (60) confirms

the empirical observation that, for constant output power,
third-order distortion in FET-based small-signal ampli-
fiers is almost independent of input termination ZS(o).

As far as the IMR variation with load impedance is
concerned, Fig. 24 and (60) indicate that, for typical VGS

bias, the nonlinear current contributions of Gm3 and Gm2d

have effects on IMR that are important but, fortunately,
opposite in sign. Since NIGm2d is proportional to voltage
gain, and thus to ZL(o), this implies that a maximization
of voltage gain can also be beneficial to IMR. This hypoth-
esis was indeed fully confirmed by the measured and
simulated IMR3 load-pull data [9], showing that and
optimum ZL(o) really exists and it tends to coincide with
the one that maximizes small-signal voltage and power
gains in MESFET-based small-signal amplifiers [6,9].

Since BJTs and HBTs have mildly nonlinear character-
istics that are completely different from those of FETs,
these results cannot be directly extrapolated to bipolar-
based small-signal amplifiers. For example, while the
most important nonlinearity source, iDS(vGS,vDS), is lo-
cated at the FET’s output, in bipolars it is manifested in
both the input, iB(vBE,vCE), and the output, iC(vBE,vCE) [6].

4. INTERMODULATION DISTORTION IN HIGH-POWER
AMPLIFIERS

Let us now turn our attention to power amplifiers (PAs).
Contrary to small-signal amplifiers where noise figure and
gain are of primary concern, power amplifiers are de-
signed for high output power Pout and power-added effi-
ciency (PAE).

In a well-designed PA, maximum output power is
determined by the loadline (load impedance termination)

and available output signal excursion. Power-added effi-
ciency is dependent mostly on the PA operation class
(quiescent point) and on a convenient output voltage and
current waveform shaping, specifically, selection of har-
monic terminations. Therefore, it seems that little is left
for optimizing intermodulation distortion. Fortunately, as
we will see, that is not necessarily the case.

Since real devices do not present abrupt turnon points,
it is difficult to precisely define the PA operation class. So,
to prevent any ambiguity in the following discussion, we
will first define classes A, AB, B, and C. Taking into
account the discussion in Ref. 6, we will adopt the follow-
ing definitions: (1) the turnon bias VT is defined as the
input quiescent point to which the turnon small-signal
IMD ‘‘sweet spot’’ corresponds (see Fig. 24); (2) biasing the
device below VT corresponds to class C (Gm340); (3)
biasing it exactly at VT corresponds to class B (Gm3¼ 0);
and (4) biasing it above VT will determine the usual class
AB or class A (Gm3o0).

The first design step to be taken when designing a PA
is to decide whether precedence should be given to PAE
or to IMD specs, as they generally lead to opposite design
solutions. The traditional PA design rules state that a
PA optimized for IMD requires unsaturated class A opera-
tion; that is, the device should be biased and always
kept comfortably inside the linear amplification zone
(saturation region of FETs and the active region of BJTs
or HBTs).

On the other hand, a PA optimized for PAE is usually
biased near class B or slightly into class C—that is, with a
quiescent point where output voltage is halfway between
knee voltage and breakdown, and output current is close
to turnon—and then is allowed to be driven into satura-
tion. This leads to saturated classes such as classes E and
F [18]. Unfortunately, as such operation classes achieve
their high efficiencies by operating the active device in an
almost switching mode, their associated nonlinear distor-
tion is also huge. In fact, recognizing that a switching
power amplifier turns any waveform into a constant-
amplitude square wave, it is easy to conclude that those
class E or F PAs cannot be used when the amplitude of the
RF-modulated signal also carries information content
(modulation formats of non-constant-amplitude envelope).

The basic goal when designing linear PAs is to get class
B PAE with class A IMD—and, although this is seldom
possible, there are some particular PA features that
provide a means to escape from this apparent deadend.
One that has been receiving a great deal of attention is the
so-called large-signal IMD sweet spots [19]. Contrary to
their small-signal counterparts studied above, which were
associated to a particular quiescent point and found
effective only at very-small-signal levels, these are pecu-
liar points of the IMD–input power characteristic (see
Fig. 25) where only a few decibels of output-power backoff
(and thus a few percent of efficiency degradation) can lead
to astonishingly high levels of IMD reduction.

To understand how this curious effect takes place, we
need to abandon our small-signal local model, since, for the
signal levels where these large-signal IMD sweet spots are
observed, the Taylor expansion of (19) presents an unac-
ceptable error or simply may not converge. Instead, we are
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forced to rely on qualitative solutions of approximated
global models. For that, we will transform the bidimen-
sional dependence of (19) on the input and output control
voltages, vGS(t) and vDS(t), into a one-dimensional model,
generating in this way an equivalent single-input/single-
output transfer function (TF), iDS[vGS(t)]. This assumes an
output boundary condition imposed by load impedance,
ZL(o), Vds(o)¼VDC�ZL(o)Ids(o), where VDC is the applied
output quiescent voltage, beyond knowledge of the active
device nonlinear model iDS[vGS(t), vDS(t)].

In order to describe, with enough generality, the global
nonlinearities of the device, we will also consider that
turnon can be represented by an exponential of input
voltage. This method is commonly adopted to represent
subthreshold conduction in FETs, and is even more faith-
ful for describing iC(vBE) in common-base or common-
emitter bipolar devices. Then, for increasing vGS voltages,
it is assumed that the FET passes through a nearly
quadratic zone, which, because of short-channel effects,
tends to become linear for even higher vGS. This iDS(vGS)
behavior was shown to be well reproduced by the following
empirical expression [20]

iDSðvGSÞ¼ b
½smtðvGSÞ�

2

1þ y smtðvGSÞ
ð61aÞ

where smt(vGS) is a smooth turnon function of vGS given by

smtðvGSÞ¼KV ln 1þ e
vGS
KV

� �
ð61bÞ

and b, y and KV are empirical scaling parameters.
If we now take the output boundary into account,

iDS(vDS) will be almost unchanged unless vGS is so high
that RL � iDS becomes close to VDC. There, vDS is so small
that the FET enters the triode region (the saturation
region for a bipolar based PA). vGS rapidly looses control
over iDS, and the TF saturates (the PA enters into strong
compression). So, the global transfer characteristic
iDS(vGS) presents a distinct sigmoid shape.

Assuming again a two-tone stimulus, several qualita-
tive conclusions may be drawn for large-signal operation.
One of the most important is that when the amplifier is
driven into harder and harder nonlinear regimes, its gain
goes into compression, which means that the phase of the
in-band nonlinear distortion components must oppose
those of the fundamentals. So, PA energy balance con-
siderations derived in Section 1 show that the large-signal
asymptotic phase value of the IMD sidebands, at 2o1�o2

and 2o2�o1, must tend to a constant value of 1801 [19].
On the other hand, we also know that small-signal IMD

phase is determined by the sign of the TF local derivatives,
determined by the active device’s quiescent point. As seen
above, Gm3 is positive below VT (class C operation), is null
exactly at VT (class B) and is negative above VT (classes
AB and A). So, since small-signal IMD sign can be made
positive, and tends to negative values in the large-signal
asymptotic regime, the Bolzano–Weierstrass theorem
guarantees the existence of at least one IMD null some-
where in between. This will be observed as a more or less
pronounced notch in an IMD–Pin plot, constituting a large-
signal IMD sweet spot.

From these general conclusions it is clear that the
existence of a large-signal IMD sweet spot depends on
the small-signal IMD phase and on the physical effects
that determine large-signal gain compression. So, each
operation class will have its own particular IMD behavior.

Under class C, VGSoVT, Gm340, the PA presents gain
expansion and a high IMD level with 01 phase. When the
signal excursion reaches a strong nonlinearity as the
gate–channel junction conduction, gate–channel break-
down, or, more likely, the saturation–triode region transi-
tion, the PA enters into compression and an IMD notch is
observed. So, a large-signal IMD sweet spot should be
expected for class C amplifiers when the signal excursion
is at the onset of saturation, not far from the PA’s 1-dB
compression point. Although the PAE is not yet at its
maximum, it may present an interesting value.

In class A, VGS4VT, Gm3o0, the PA starts at small
signal with almost unnoticeable gain compression and a
very small level of IMD with 1801 phase. As this phase is
maintained when the device enters strong compression,
no IMD sweet spot will be generated. Thus, and unless the
PA is biased above the small-signal IMD sweet spot found
for high VGS bias in certain MESFETs [9], no large-signal
IMD sweet spot will be observed. On the contrary, a
sudden increase of IMD power at the on-set of saturation
is the usual outcome of class A PAs.

In class AB, where VGS is only slightly higher than VT

and Gm3o0, the PA again shows a very shallow gain
compression and a low-level IMD of 1801 phase. Hence,
similar to what was concluded for class A operation, no
IMD sweet spot should be expected. Nevertheless, depend-
ing on the abruptness of turnon and succeeding lineariza-
tion of the TF characteristic, it can be shown that a
transition from 1801 to 01 IMD phase can occur at lower
values of output power [20,21] generating an IMD sweet
spot. At this stage, the circuit begins to behave as a class
C PA, with 01 IMD phase and gain expansion. Conse-
quently, a new IMD sweet spot will have to occur at large
signal when gain compression will finally take place. In
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Figure 25. Different IMD versus Pin patterns showing large-
signal IMD ‘‘sweet spots’’ for a HEMT device.
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summary, depending on the actual device’s transfer char-
acteristic and on the adopted quiescent point, class AB may
be significantly different from class A in that it may even
present two IMD sweet spots, one for small to moderate
levels of Pin and another for the onset of saturation.

When the device is biased for class B (i.e., VGS¼VT and
Gm3¼ 0), there is no small-signal IMD to be compensated
by the large-signal distortion behavior. The PA presents
very low levels of small-signal distortion (remember that it
was biased at a small-signal IMD sweet spot) and then
presents a sudden rise of distortion power at the onset
of saturation. To illustrate the results of this analysis,
Fig. 26 shows three IMR–Pin patterns typically observed
in MOSFET-based PAs biased for classes A, AB, and C,
respectively.

To close this qualitative analysis, let us draw some
conclusions about the dependence of large-signal IMD
sweet spots on impedance terminations. Starting with
source impedance, it is intuitive to realize that, because
the iDS(vGS,vDS) nonlinearity is located at the output, the
large-signal IMD behavior will be mostly invariant with

ZS(o), as was the case studied earlier for small-signal
amplifiers. Note that this conclusion may not be extra-
polated to bipolar based amplifiers, in which there is an
input nonlinearity due to the base–emitter junction, and
an output nonlinearity due to the active-to-saturation
region transition [6,22].

As seen from the small-signal Volterra series analysis
above, the dependence of iDS on vDS should also produce its
own impact on the large-signal IMD sweet spot, via ZL(o).
In fact, since these sweet spots were related to the output
signal excursion that crosses the saturation-to-triode re-
gion transition, and as the loadline slope determines that
signal level (see Fig. 27), it should be expected that the Pin

for which the IMD sweet spot is observed will be strongly
dependent on load termination. This is illustrated in Figs.
27a and 27b, where a shift of the simulated IMD sweet-
spot position is evident when loadline slope 1/RL is varied.

Furthermore, if the PA output is not perfectly matched,
the intrinsic load impedance actually presented to the
nonlinear current source may have a certain nonnull
phase. The output-induced large-signal distortion compo-
nents will no longer be in exact opposite phase with the
small-signal ones, and the previously observed large-
signal IMD sweet spots cease to be sharp dips of IMD
power to become more or less smooth valleys.

Further conclusions can also be drawn about the im-
pact of out-of-band terminations on the large-signal IMD
sweet spots [6,22]. As was seen above from the small-
signal analysis, the presence of even-order mixing pro-
ducts—which, as we have already seen, can be remixed
with the fundamentals—will generate new odd-order pro-
ducts. But, contrary to the small-signal case in which it
was assumed that the quasilinear operation of the ampli-
fier would determine a minor effect to these indirect odd-
order products, that is no longer valid for a PA, and its
analysis becomes again much more complex:

1. Efficiency considerations may have previously
dictated a certain second-harmonic termination.
Further, if in most usual situations we seek a
squared output voltage waveform, that is, without
even-order harmonics, there are situations (e.g., the
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Figure 27. Impact of PA loadline slope 1/RL on large-signal IMD ‘‘sweet spots’’.

IMR (dBc)
70

60

50

40

30

20

10
–10  –5     0 5 10 15 20

Pout (dBm)

Class C
Class AB
Class A

Figure 26. IMR versus Pout power plots of typical MOSFET-
based PAs at the three operation classes studied: C ( � � � � ), AB
(- - -) and A (—).

INTERMODULATION 2211



so-called inverse class F [18,23]) in which those even
harmonics are indeed maximized.

2. If, in small-signal amplifiers, there would be no
difficulty in designing bias networks presenting a
very low impedance to the modulation baseband
(o2�o1), in PAs that is again incomparably more
difficult. Indeed, as output currents may be on the
order of several amperes, any parasitic resistance or
inductance may immediately develop a nonnegligi-
ble output voltage.

3. There will be even additional, contributing base-
band reactances in PAs from more or less unex-
pected physical origins. That is the case of trap-
induced low-frequency dispersion presented by some
microwave active devices [24], and dynamic self-
heating, common to almost all PAs [25].

Depending on the phase of the out-of-band terminations,
these new indirect odd-order products may have a phase
that either reinforces or reduces the directly generated
IMD. As far as the even-harmonics-induced products are
concerned, since the modulation bandwidth (or the two-
tone separation Do) is usually much smaller than the PA
bandwidth, it may be assumed that ZL(2o1)EZL(2o2)E
ZL(2o0). So, no important IMD behavior variation within
the bandwidth should be expected; that is, the indirect
odd-order distortion products may reduce, reinforce, or be
in quadrature with the direct ones, but their impact will
be the same along the whole modulation bandwidth.

The situation regarding the baseband-induced pro-
ducts is completely different. Now, ZL(Do) may vary
significantly within the modulation bandwidth, especially
if the bias networks present resonances. Therefore, it is
likely that IMD power will vary within that bandwidth,
and the amplifier will show (undesirable) long-term mem-
ory effects. Moreover, the complex conjugate symmetry of
load impedance requires that the imaginary part of
ZL(o2�o1) have a sign opposite that of ZL(o1�o2). So,
if some other odd-order products (e.g., the ones due to the
presence of second harmonics) also have significant ima-
ginary parts, their addition will even produce asymmetric
IMD sidebands [22].

These strange IMD effects have received a lot of atten-
tion more recently as their induced long-term memory
immensely complicates the design of PA linearizers. For-
tunately, since direct static IMD usually dominates this
indirect dynamic distortion, those long-term memory ef-
fects are seldom noticed. They would be evident only if the

direct static odd-order products were reduced. Unfortu-
nately, IMD sweet spots are, by nature, exactly one of
these situations, and so the selection of these out-of-band
impedances should not be overlooked during the PA de-
sign and implementation phases.

5. INTERMODULATION DISTORTION IN MICROWAVE
AND RF MIXERS

A mixer can be viewed as a special kind of amplifier in
which the bias supply no longer provides a constant
voltage or current, but one that varies in time—the local
oscillator. In the same way, an amplifier is a device where
the constant quiescent point is perturbed by a certain
dynamic signal; a mixer is a similar device where the
local-oscillator (LO) time-varying ‘‘quiescent point’’ is
perturbed by a dynamic radiofrequency (RF) excitation.
Assuming that the mixer is operated in an unsaturated
mode, as is the case of most practical interest, the RF
signal level is much smaller than the LO level, and the
mixer can be analyzed, for the RF signal, as a mild
nonlinearity. Thus, it admits a low-degree polynomial
expansion in the vicinity of the time-varying LO quiescent
point. That constitutes the standard large-signal/small-
signal analysis of mixers [7,26]. Mixer distortion analysis
can thus follow exactly the one already carried out for
small-signal amplifiers, with the exception that now we
must start by determining the strong nonlinear regime
imposed by the LO and, eventually, some DC bias. The
voltage and current waveforms calculated in this way
constitute the time-varying quiescent point. Despite the
sinusoidal form of the LO excitation, the device’s strong
nonlinearities will determine a periodic regime composed
by the LO frequency oLO and its harmonics. So, referring
to the illustrative case of the active FET mixer depicted in
Fig. 28, the time-varying quiescent voltages that control
the FET’s iDS(vGS,vDS) nonlinearity will be given by

vGSðtÞ¼
XK

k¼�K

VgsðkoLOÞe
jkoLOt ð62aÞ

vDSðtÞ¼
XK

k¼�K

VdsðkoLOÞe
jkoLOt ð62bÞ

Then, the nonlinearity must be approximated by a local
polynomial model. For instance, a Taylor series such as

vRF(t )
vIF(t )

vLO(t )

VGS

RF/LO
Diplexer

+− VDS

+ −

+
−

+
−

Figure 28. Simplified schematic of the active
FET mixer used in the mixer distortion analysis.
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(19), in the vicinity of this time-varying LO quiescent
point, [vGS(t), vDS(t)], where the small-signal component,
ids(vgs,vds), is determined by the small-signal RF excita-
tion. Since the coefficients of such Taylor series depend on
the control voltages vGS(t) and vDS(t), they will also be
time-variant:

idsðvgs; vdsÞ¼GmðtÞvgsðtÞþGdsðtÞvdsðtÞ

þGm2ðtÞvgsðtÞ
2
þGmdðtÞvgsðtÞvdsðtÞ

þGd2ðtÞvdsðtÞ
2
þGm3ðtÞvgsðtÞ

3

þGm2dðtÞvgsðtÞ
2vdsðtÞþGmd2ðtÞvgsðtÞvdsðtÞ

2

þGd3ðtÞvdsðtÞ
3

ð63Þ

As vGS(t) and vDS(t) are periodic, the coefficients of (63) are
again periodic obeying a Fourier expansion of the form

gðtÞ¼
XK

k¼�K

GðkoLOÞe
jkoLOt ð64Þ

Assuming that the RF signal is a two-tone signal

vRFðtÞ¼VRF cosðo1tÞþVRF cosðo2tÞ ð65Þ

(in which we consider, without any lack of generality, that
o1oo2ooLO), the small-signal components of vGS(t),
vDS(t)� vgs(t), vds(t)� are again two-tone signals. Substi-
tuting (64) and (65) in (63) determines a small-signal
current ids(t), whose components obey koLO �m1oRF1

�m2oRF2
(k is any integer number and m1,m2A{� 3,� 2,

� 1,0,1,2,3}, |m1|þ|m2|r3) and thus include the input
tone frequencies at oRF1;2

(k¼ 0), the intermediate fre-
quencies IF at oIF1;2

¼oLO � oRF1;2
(k¼ 1), its second and

third harmonics at 2oIF1;2
¼ 2oLO � 2oRF1;2

(k¼ 2), and
3oIF1;2

¼ 3oLO � 3oRF1;2
(k¼ 3), respectively, and second-

and third-order intermodulation products at oIF2D ¼oIF2
�

oIF1
¼oRF2

� oRF1
(k¼ 0) and oIF3

¼ 2oIF2
� oIF1

¼oLO �

ð2oRF2
� oRF1

Þ (k¼ 1), respectively.
One surprising conclusion that may be drawn from this

analysis is that, contrary to an amplifier in which a single
Taylor coefficient determines both nth-order harmonics
and intermodulation products, in a mixer, for example, the
baseband second-order products are determined by the
DC component of the Fourier expansion of a coefficient
while the second harmonic is determined by the compo-
nent at 2oLO. Similarly, it is the oLO Fourier component
that determines the in-band third-order products, while
the third harmonic is controlled by the Fourier component
at 3oLO. Therefore, contrary to what happens in a mem-
oryless amplifier, the behavior of the harmonics of a
memoryless mixer may say nothing about the behavior
of the corresponding in-band distortion products. A de-
tailed analysis of the distortion arising in a mixer is quite
laborious and requires a full small-signal/large-signal
analysis using the conversion matrix formalism [6,7,26].
However, some qualitative insight can already be obtained

if we consider the ideal situation of a unilateral gate mixer
(total absence of feedback) where the input is tuned for
oRF and oLO and the output is tuned for oIF. vgs(t) will
have only oRF components, while vds(t) will have only the
resulting oIF components and its in-band distortion pro-
ducts oIF3

.
In such an ideal case the FET’s ids(t) current component

at the IF fundamental frequencies will be given by

IdsðoIFÞ �Gm1Vgsð�oIMÞ

þGm�1VgsðoRFÞþGds0
VdsðoIFÞ

ð66Þ

where Gmk
and Gdsk

stand for the kth-order harmonic of
the Fourier expansion of Gm(t) and Gds(t), as expressed by
(64), and Vgs(o) and Vds(o) represent the vgs(t) and vds(t)
components at o. oIM is the so-called image frequency.
Because it is symmetrically located near the RF compo-
nents, taking oLO as the symmetry axis (since, in the
present case, oRF¼oLO�oIF, then oIM¼oLOþoIF), it
will be also converted to the IF output, thus constituting
additive interference.

If now the third-order intermodulation product compo-
nents of ids(t), IdsðoIF3

Þ, were calculated, we would have

Ids3ðoIF3
Þ � Gm3�1Vð3Þgs ð2oRF1

� oRF2
Þ ð67Þ

in which V ð3Þgs ð2oRF1
� oRF2

Þ stands for the terms at oIF3

that result from the frequency-domain convolutions of
Vgs(o)*Vgs(o)*Vgs(o) or the time-domain products of
vgs(t)

3. Expressions (66) and (67) show that a mixer
designed for high linearity, namely, one in which conver-
sion gain is maximized and IMD is minimized, requires a
(VGS,VDS) bias point and a LO drive level that maximize
first-order Fourier component of the time-varying trans-
conductance Gm(t) and minimize first-order Fourier com-
ponent of Gm3(t). Unfortunately, these are conflicting
requirements since maximizing Gm1 or Gm�1 means
searching for a Gm(t) waveform of highest amplitude and
odd symmetry, while reducing Gm3�1 implies reducing
Gm3(t) swing and a Gm3(t) waveform of even symmetry,
which, as we will see next, cannot be accomplished
simultaneously. So, a compromise should be sought in
terms of conversion gain and linearity optimization.

To illustrate this simplified analysis, Fig. 29a shows
three Gm(t) waveforms for three distinct VGS bias points,
Fig. 29b shows the corresponding Gm3(t) waveforms, and,
finally, Fig. 29c shows the resulting conversion gain
and IMD ratio ½IdsðoIFÞ=IdsðoIF3

Þ� for the whole range of
VGS bias.

As stated above, there is indeed a compromise between
linearity and conversion gain. Although very high IMR
values can be obtained for particular bias points, none of
them coincides with the zone of highest conversion gain.
In a typical sigmoidal Gm(vGS) (such that depicted in Fig.
14a), conversion efficiency is optimized when the FET is
biased for maximum Gm(vGS) variation, that is, for the
Gm2(vGS) peak. Unfortunately, that maximized variation
of Gm(vGS) is accompanied by an also nearly ideal odd
symmetry of Gm3(vGS), which is responsible for the
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observed IMD impairment. Furthermore, this simplified
analysis also shows that, as was previously studied for
amplifiers, IMD behavior of mixers strongly depends on
the actual shape of the device’s nonlinearity. (For example,
the very sharp peaks of IMR shown in Fig. 29c are due to
the ideal symmetric sigmoidal model used for the simu-
lated FET’s transconductance.) So, different devices will
show quite distinct IMR patterns, impeding a straightfor-
ward extrapolation of these active FET mixer results to
diode mixers [6,27] or even resistive FET mixers [28,29].

6. CONCLUSIONS

This article showed that the study of nonlinear distortion
mechanisms is a subject of fundamental interest that

spreads through almost all microwave and RF signal
processing circuits and systems. Involving various scien-
tific disciplines that range from the physical level of the
active-device modeling, to the circuit and system’s level of
communication links, it requires a broad range of micro-
wave knowledge. Hence, and despite the now more than
40 years of continued progress, intermodulation distortion
is still an exciting and challenging field of strong active
research both in industry and academia.
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1. INTRODUCTION

Virtually all electronic circuits and systems exhibit non-
linear input–output transfer characteristic. Mixers, fre-
quency multipliers, modulators, and square-law detectors
represent examples of intentional class members, while
linear power amplifiers, active filters, and microwave
transmitters, in which nonlinearity represents an unde-
sirable deviation of the system from ideal, linear opera-
tion, are examples of unintentional members.

Whenever a number of signals of differing frequencies
pass through a nonlinear device, energy is transferred to
frequencies that are sums and differences of the original
frequencies. These are the intermodulation products
(IMPs). In such cases, the instantaneous level of one sig-
nal may effectively modulate the level of another signal;
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hence the term intermodulation. In a transmitting
system, the results of excessive intermodulation are
unwanted signals that may cause interference. In a
receiver, internally generated intermodulation can hinder
reception of the desired signals. It is interesting to note
that the ear’s cochlea has a similar nonlinear response
and produces sums and differences of the input frequen-
cies in the same way, particularly with loud sounds [1].

It has also been found that passive components, nor-
mally considered to be linear, can also generate IMPs. A
variety of situations can arise in which nonlinear resis-
tance junctions can be formed at metallic mating surfaces.
Such junctions may result from salt or chemical deposi-
tions or from corrosion. The result is sometimes known as
the ‘‘rusty bolt effect’’ because rusted bolts in structures
have been known to exhibit such nonlinearities. This phe-
nomenon is referred to as passive intermodulation (PIM).
Sources of PIM include waveguides, directional couplers,
duplexers, and antennas [2–6].

Intermodulation may also occur at the amplifier–loud-
speaker interface [7], or in general as a result of the non-
linear interaction between the input signal of a two-port
and a signal injected to the output port and propagating
into the input via a feedback network [8]. Externally
induced transmitter intermodulation, also known as
reverse intermodulation, backward intermodulation, and
antenna-induced intermodulation, is the mixing of a
carrier frequency with one or more interfering signals in
a transmitter’s final stage [9]. Moreover, lack of screening
of open-wire transmission lines can result in significant
coupling to adjacent lines frequently giving rise to inter-
modulation products [10]. Furthermore, intermodulation
may arise when an array of receiving antennas is illumi-
nated with a transient impulsive electromagnetic plane
wave [11].

In discussing the sources of IMPs it is convenient to
divide nonlinear mechanisms yielding IMPs into two prin-
cipal forms. The first is due to a nonlinear amplitude in-
put/output characteristic (AM/AM), which causes
amplitude compression with increasing input amplitude.
The second mechanism occurs because of the variation of
phase shift through the device, or the system, as the input
amplitude is changed (AM/PM).

Depending on the signal characteristics, sources of
IMPs can be divided into two categories: (1) static nonlin-
earity, depending solely on the amplitude of the signal,
and (2) dynamic nonlinearity, depending not only on the
amplitude but also on the time properties or frequency
composition of the signal.

Static nonlinearities usually encountered in electronic
circuits and systems can be classified into clipping, cross-
over, and soft nonlinearities [12] as shown in Fig. 1.
Among the hard nonlinearities of clipping (which is sig-
nificant near maximum input amplitudes) and crossover
(significant mostly at small input amplitudes), the soft
nonlinearity is usually the most important in the transfer
characteristic of an electronic circuit. If the frequency con-
tent or the time properties of the input signal affect the
transfer characteristic of the circuit or the system, the re-
sulting nonlinearities may be called dynamic. Intermodu-
lation products resulting from dynamic nonlinearities are

referred to as transient intermodulation (TIM), slew-in-
duced distortion (SID), or dynamic intermodulation dis-
tortion (DIM) [13–16].

2. SIMPLE INTERMODULATION THEORY

IMPs occur when two or more signals exist simultaneously
in a nonlinear environment. In general, if N signals with
frequencies f1 to fN are combined in a static nonlinearity,
the output will contain spectral components at frequencies
given by

XN

n¼ 1

knfn

where kn is a positive integer, a negative integer, or zero,
and

PN
n¼ 1 jknj is the order of the IMP. Even with a small

number of input signals N, a very large number of IMPs
are generated. Fortunately, not all products are equally
troublesome. Depending on the system involved, some of
these IMPs can be neglected since they will be filtered out
at some point. For example, most of the communication
systems operate over a limited frequency band. Thus,
IMPs falling out of the band will be attenuated. Moreover,
amplitudes of the IMPs generally decrease with the order
of the products, and high-order products can often be ne-
glected. Low-order intermodulation components such as
the second-order component fm� fn and fmþ fn and the
third-order components occurring at frequencies 2fm� fn

and fmþ fn� fq are usually the most troublesome, having
the largest magnitudes and/or lying close to the originat-
ing frequencies, making their removal by filtering practi-
cally difficult. However, a salient characteristic of PIM, as
distinguished from the conventional IM counterpart, dis-
cussed above, is that the PIMs causing trouble are of a
high order, say, 11th–21st.

Analysis of nonlinear systems differs from that of linear
systems in several respects: (1) there is no single analyt-
ical approach that is generally applicable (such as Fourier

a

a

b

b

c

c

Input

Output

Figure 1. Different types of static nonlinearities: (a) clipping;
(b) soft; (c) crossover.
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or Laplace transforms in linear systems); (2) closed-form
analytical solutions of nonlinear equations are not ordi-
narily possible; and (3) there is rarely sufficient informa-
tion available to enable a set of equations that accurately
model the system to be derived. These factors preclude the
exact analytical determination of nonlinear effects, such
as IMPs, in the general case. In order to get anything done
at all, it is usually necessary to make various simplifying
assumptions and then use an approximate model that will
provide results of acceptable accuracy for the problem in
hand.

A simple approach, therefore, is to use frequency-do-
main techniques that provide a separate solution for each
frequency present in the output. In general, such methods
are (1) centered around a description of the nonlinear
mechanism by a continuous function type of characteris-
tic, for example, a polynomial or a Fourier series repre-
sentation of the output in terms of the input; and (2) based
on the simplifying assumption that this characteristic
does not vary with frequency, in other words, that it is a
memoryless characteristic.

Memoryless nonlinear circuits are oftenly modeled
with a power series of the form

Vout¼
XN

n¼ 0

knVn
i ð1Þ

The first coefficient, k0, represents the DC offset in the
circuit. The second coefficient, k1, is the gain of the circuit
associated with linear circuit theory. The remaining coef-
ficients, k2 and above, represent the nonlinear behavior of
the circuit. If the circuit were completely linear, all the
coefficients except k1 would be zero.

The model can be simplified by ignoring the terms that
come after the k3 term. For soft nonlinearities, the size of
kn decreases rapidly as n gets larger. For many applica-
tions the reduced model of Eq. (2) is sufficient, since the
second-order and third-order effects dominate. However,
many devices, circuits, and systems present difficulties for
the polynomial approximation:

Vout¼ k0þ k1Viþ k2V2
i þ k3V3

i ð2Þ

Assuming that the input signal is a two-tone of the form

Vi¼V1 coso1tþV2 coso2t ð3Þ

then combining Eqs. (2) and (3), yields

Vout¼a0þ b1 coso1tþ c1 coso2tþb2 cos 2o1t

þ c2 cos 2o2tþ b3 cosðo1þo2Þtþ c3 cosðo1 � o2Þt

þ b4 cos 3o1tþ c4 cos 3o2tþ b5ðcosð2o1þo2Þt

þ cosð2o1 � o2ÞtÞþ c5ðcosð2o2þo1Þt

þ cosð2o2 � o1ÞtÞ ð4Þ

where

a0¼ k0þ
k2

2
ðV2

1 þV2
2 Þ

b1¼ k1V1þ
3

4
k3V3

1 þ
3

2
k3V1V2

2

c1¼ k1V2þ
3

4
k3V3

2 þ
3

2
k3V2

1 V2

b2¼
1

2
k2V2

1

c2¼
1

2
k2V2

2

b3¼ c3¼ k2V1V2

b4¼
1

4
k3V3

1

c4¼
1

4
k3V3

2

b5¼
3

4
k3V2

1 V2

c5¼
3

4
k3V1V2

2

For equal-amplitude input tones, Eq. (4) shows that the
second-order terms, of amplitudes b2, c2, b3, c3 will be in-
creased 2 dB in amplitude when input tones are increased
by 1 dB. The third-order terms, of amplitudes b4, c4, b5, c5,
are increased by 3 dB in amplitude when the input tones
are increased by 1 dB.

While Eq. (1) is adequate, and widely used, to predict
the intermodulation performance of a wide range of de-
vices, circuits, and systems, it seldom can be used. Exam-
ples include, but are not restricted to, prediction of
spectral regrowth in digital communication systems, tran-
sient intermodulation and frequency-dependent nonlin-
earities, and passive intermodulation.

3. SPECTRAL REGROWTH

When a modulated signal passes through a nonlinear de-
vice, its bandwidth is broadened by odd-order nonlinear-
ities. This phenomenon, called spectral regrowth or
spectral regeneration, is a result of mixing products (in-
termodulation) between the individual frequency compo-
nents of the spectrum [17]. The spectral regrowth can be
classified in the two following categories: (1) in-band in-
termodulations and (2) out-of-band intermodulations. The
first cannot be eliminated by linear filtering and are re-
sponsible for the signal-to-noise ratio degradation and,
consequently, for the bit error rate (BER) degradation in
digital communication systems. The second generates the
interference between adjacent channels and can be fil-
tered out at the nonlinear device output with certain out-
put power penalty that is caused by the filter insertion
losses. This spectral regrowth causes adjacent-channel
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interference (ACI), which is measured by the adjacent-
channel power ratio (ACPR).

The ACPR is the power in the main channel divided by
the power in the lower plus upper adjacent channels. Con-
sidering just the lower channel yields ACPRlower and the
upper channel alone yields ACPRupper. Analog cellular ra-
dio uses frequency or phase modulation, and the ACPR is
adequately characterized by intermodulation distortion of
discrete tones. Typically, third-order intermodulation
product (IMP3) generation, in a two-tone test, is adequate
to describe spectral regrowth. Thus, distortion in analog
radio is accurately modeled using discrete-tone steady-
state simulation. Digital radio, however, uses complex
modulation, and adjacent-channel distortion has little re-
lationship to intermodulation in a two-tone test [18,19]. A
modulated input signal applied to radiofrequency (RF)
electronics in digital radio is a sophisticated waveform re-
sulting from coding, filtering, and quadrature generation.
Neither can it be represented by a small number of dis-
crete tones (or frequencies), nor can the waveform be rep-
resented in a simple analytic form. Thus, in digital radio,
ACPR is more difficult to predict than one- or two-tone
responses since it depends not only on the intrinsic non-
linear behavior of the device (e.g. amplifier) but also on the
encoding method (i.e., the statistics of the input stream)
and the modulation format being used. The only way the
input stream can conveniently and accurately be repre-
sented is by its statistics, and transforming these using an
appropriate behavioral model provides accurate and effi-
cient modeling of ACPR [20]. While in Ref. 20 the input
signal is assumed Gaussian, digital communication sig-
nals are often far from being Gaussian. In Ref. 21 the in-
put is assumed stationary but not necessarily Gaussian.

ACPR is, therefore, defined differently in the various
wireless standards. The main difference is the way in
which adjacent-channel power affects the performance of
another wireless receiver for which the offending signal is
cochannel interference [20]. In general the ACPR can be
defined as [20]

ACPR¼

Z f4

f3

Sðf Þdf

Z f2

f1

Sðf Þdf

ð5Þ

where S(f) is the power spectral density (PSD) of a signal
whose channel allocation is between frequencies f1 and f2,
and its adjacent channel occupies frequencies between f3
and f4. Regulatory authorities impose strict constraints on
ACPR and accurate methods of its determination are of par-
ticular interest to those involved in wireless system design.

4. SIMPLE TRANSIENT INTERMODULATION THEORY

To illustrate how TIM distortion arises, consider a differ-
ential amplifier with negative feedback applied between
the output and the inverting input and a voltage step ap-
plied to the noninverting input. If the open-loop gain of the
amplifier were flat and the time delay through it were zero,
the voltage step would instantaneously propagate undis-

torted through the amplifier, back through the feedback
loop, and into the inverting input, where it would be sub-
tracted from the input signal, and the difference signal,
which is a voltage step occurring at the same time that the
input voltage does, would be amplified by the amplifier.
However, this is not the case when the open-loop gain of the
amplifier is not flat and the time delay through it is not
zero. When the voltage step occurs, the limited high-fre-
quency response of the amplifier prevents the appearance
of a signal at the amplifier output terminal until the inter-
nal capacitors of the amplifier can charge or discharge. This
causes the momentary absence of a feedback signal at the
inverting input to the amplifier, possibly causing the am-
plifier to severely overload until the feedback signal arrives.

If the input signal to the differential amplifier is formed
of a sine wave superimposed on a square wave, the am-
plifier will exhibit the same response to the abrupt level
changes in the square wave as it did to the voltage step
discussed above. During the momentary absence of the
feedback when the square wave changes level, the ampli-
fier can either saturate or cut off. If this occurs, the sine
wave momentarily disappears from the signal at the out-
put terminal of the amplifier, or it momentarily decreases
in amplitude. This happens because the saturated or cut-
off amplifier appears as a short circuit or open circuit, re-
spectively, to the sine wave, and this component of the
input signal is interrupted from the output signal, thus
resulting in TIM [16].

A point to be noted is that if the term were understood
literally, this would imply transients of both high and low
frequencies and/or high or low operating levels, in other
words, all transients. In actual practice, however, TIM oc-
curs only for signals with simultaneous high level and
high frequencies—not lower levels or lower frequencies.
The key parameter of such signals is that they are char-
acterized by high signal slopes, not just high frequencies
or high levels. Neither high frequencies nor high levels in
themselves necessarily result in distortion, unless their
combination is such that a high effective signal slope is
produced. TIM is actually generated when the signal slope
approaches or exceeds the amplifier slew rate. This can
happen for either transient or steady-state signals. Thus,
a more easily understood term to what actually happens
would be one that relates both slew rate and signal slope.
A more descriptive term to describe the mechanism would,
therefore, be the slew-induced distortion (SID); other de-
scriptive variations of this term are ‘‘slew rate distortion’’
or ‘‘slewing distortion’’ [22].

Because of the complexity of the mechanism resulting
in TIM, especially handling the frequency dependence of
the amplifier nonlinearity and incorporation of the feed-
back, Eq. (1) cannot be used to predict the TIM perfor-
mance of nonlinear devices, and recourse to other
analytical techniques, for example, Volterra series or har-
monic balance analysis, would be inevitable.

5. VOLTERRA SERIES AND HARMONIC BALANCE ANALYSIS

Volterra series describes a system with frequency-depen-
dent nonlinearity in a way that is equivalent to the
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manner in which Taylor series approximates an analytic
function. Depending on the amplitude of the exciting sig-
nal, a nonlinear system can be described by a truncated
Volterra series. Similar to the Taylor series representa-
tion, for very high amplitudes the Volterra series diverges.
Volterra series describe the output of a nonlinear system
as the sum of the response of a first-order operator, a sec-
ond-order one, a third-order one, and so on [23]. Every
operator is described in either the time domain or the fre-
quency domain with a kind of transfer function called a
Volterra kernel.

In Volterra series analysis the nonlinear circuit is
treated purely as an AC problem. Assuming that none of
the input signals are harmonically related, an iterative
solution can be applied for circuits not operated under
distortion saturation conditions. First the circuit is solved
for the input signals. These results are then used to cal-
culate the second-order distortion products, and these are
treated as generators at a different frequency to the input
signals and the network is again solved. This is then re-
peated for higher-order distortion products. This leads to
extremely fast calculation of distortion behavior. Simula-
tion at higher power levels can be achieved by feeding
back contributions from higher-order distortion products
[24]. The use of Volterra series to characterize the output
as a function of the input [25,26] can, therefore, provide
closed-form expressions for all the distortion products of a
frequency-dependent nonlinearity excited by a multisinu-
soidal signal.

However, techniques using Volterra series suffer from
the disadvantage that a complex mathematical procedure
is required to obtain a closed-form expression for the out-
put amplitude associated with a single component of the
output spectrum. Moreover, the problem of obtaining out-
put products of orders higher than the third becomes pro-
hibitively difficult unless it may be assumed that higher-
order contributions vanish rapidly [27]. The Volterra se-
ries approach is, therefore, most applicable to mild non-
linearities where low-order Volterra kernels can
adequately model the circuit behavior. With appropriate
assumptions and simplifications, many useful features of
the Volterra series technique can be used to find approx-
imate expressions for TIM (SID). These are quite accurate
for relatively small distortion conditions [28,29].

Alternatively, most RF and microwave circuit analysis
are based on the harmonic balance analysis [30]. The har-
monic balance technique works by processing the linear
part of the circuit in the frequency domain and the non-
linear part in the time domain. Computation in the fre-
quency domain is very fast and efficient, especially for
frequency-selective components such as transmission
lines and resonant circuits. Computations in the time do-
main are followed by Fourier transform. Harmonic bal-
ance analysis can, therefore, handle intermodulation
distortion provided there are not too many excitation
tones. In the harmonic balance technique an initial esti-
mate is required for the final waveshape, and this is re-
fined interactively during analysis. The harmonic balance
method computes the response of a nonlinear circuit by
iteration, and the final result is a list of numbers that do
not indicate which nonlinearities in the circuit are mainly

responsible for the observed nonlinear behavior. Hence
such a method is suitable for verification of circuits that
have already been designed. This method does not present
information from which designers can derive which circuit
parameters or circuit elements they have to modify in or-
der to obtain the required specifications [31]. While Vol-
terra series analysis can provide such information, it is
applicable only to weak nonlinearities.

While viewed as a universal solution, and has been
widely used, the harmonic balance analysis may be un-
necessarily slow, cumbersome, and prone to subtle errors
[32], especially for weak nonlinearities or when a nonlin-
ear device is excited by very small signals. Volterra series
analysis is generally more accurate than harmonic bal-
ance for these types of problems, and it is several orders of
magnitude faster than a harmonic balance analysis [32].
Moreover, Volterra series analysis integrates well with
linear analysis tools, supporting simultaneous optimiza-
tion of several parameters of the nonlinear system. There-
fore, Volterra theory appears to be an ideal tool for circuits
and systems that are not strongly nonlinear but have as-
pects of linear and nonlinear circuits [32]. However, Vol-
terra series analysis becomes very cumbersome above
third-order products, and for products above fifth order,
it loses most of its advantages over the harmonic balance
analysis. The major disadvantage of Volterra series is the
occasional difficulty in deciding whether the limitations to
weakly nonlinear operation have been exceeded.

In fact, Volterra-series analysis and the harmonic bal-
ance technique complement each other [32]. Thus, while
the Volterra series analysis works well in those cases
where harmonic balance works poorly, the harmonic bal-
ance works well where the Volterra series works poorly.
Volterra series analysis is, therefore, not appropriate for
mixers, frequency multipliers, saturated power amplifiers,
and similar strongly driven and/or hard nonlinearities.
Volterra series analysis is suitable for small-signal ampli-
fiers, phase shifters, attenuators, and similar small-signal
and/or soft nonlinearities.

Another technique for analyzing nonlinear systems is
the describing function. This approach can yield closed-
form expressions for a feedback system that contains an
isolated static nonlinearity in the feedback loop [33]. Since
it is not possible to map all nonlinear circuits and systems
to such a feedback system, the describing function method
has restricted applications.

6. PASSIVE INTERMODULATION (PIM)

While the concept of intermodulation in active devices
such as amplifiers, filters, and mixers is familiar and well
documented, the effects of intermodulation in passive com-
ponents such as directional couplers, cables, coaxial con-
nectors, power splitters, antennas, and electromechanical
and solid-state programmable attenuators are less famil-
iar and less documented. More recently, evidence has
emerged that PIM has an impact in other system equip-
ment, such as amplifiers and extenders, fiber nodes, and
interface units [34]. Poor mechanical contact, dissimilar
metals in direct contact, ferrous content in the conductors,
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debris within the connector, poor surface finish, corrosion,
vibration, and temperature variations are among the
many possible causes of PIM. The sources of PIM have
been studied extensively; see Refs. 35–43 and the refer-
ences cited therein. Similar to the intermodulation prod-
ucts in active devices, PIM is generated when two or more
RF signals pass through RF passive devices having non-
linear characteristics [41,42]. Generally the nonlinearities
of RF passive devices consist of contact nonlinearity and
material nonlinearity [43]. Contact nonlinearity refers to
all metal contact nonlinearities causing nonlinear cur-
rent–voltage behavior, such as the tunneling effect, micro-
discharge, and contact resistance. Material nonlinearity
refers to the bulk material itself. Magnetoresistivity of the
transmission line, thermal resistivity, and nonlinear
hystresis of ferromagnetic material are good examples
[43]. PIM generation in RF passive devices is caused
by the simultaneous appearance of one or more of these
PIM sources, and the overall performance is often domi-
nated by one principal PIM source [43]. In the case of
antennas, PIM is generated not only by the same PIM
sources as in general RF passive components but also by
the external working environment, such as conducting
metal materials.

Over the years Eq. (1) was used to describe the nonlin-
ear current/voltage conduction characteristics of passive
components, (see, e.g., Refs. 37–39 and the references cited
therein). While this approach results in simple expres-
sions for the magnitudes of the harmonics and intermod-
ulations products resulting from multisinusoidal
excitations, it suffers from the following shortcomings. In
order to predict high-order harmonic or intermodulation
product magnitudes, it is necessary to determine coeffi-
cients of terms of similar order in the polynomial. A pre-
requisite to obtaining coefficients of high-order polynomial
terms is measurement of output products of the same or-
der. For example, to obtain the coefficients of a fifth-order
polynomial, it is necessary to measure the output fifth-or-
der components. With increasing use of narrowband com-
ponents in multicouplers used in base stations of mobile
radio systems, it becomes difficult to determine high-order
coefficients in the nonlinear characteristic because the
measured high-order product amplitudes from which
they are computed are influenced to an unknown extent
by the system selectivity [44]. To overcome these prob-
lems, an exponential method has been used to predict the
intermodulation arising from corrosion [45].

7. INTERMODULATION CHARACTERIZATION

Although it is important to understand the origin of in-
termodulation and the engineering techniques for avoid-
ing it, it is equally important to be able to characterize it
objectively, preferably in a way that correlates well with
the subjective perception of the intermodulation. The abil-
ity to characterize an imperfection in this way is an
important step toward eliminating it as a system perfor-
mance degradation.

Several techniques for characterizing intermodula-
tion distortion have been proposed. While some of these

techniques measure the total intermodulation distortion,
others distinguish between the various intermodulation
products. The latter are preferred, for subjective percep-
tion of intermodulation shows that equal amounts of total
intermodulation disortion differ widely in their effect ac-
cording to how the total is made up.

Depending on the signal characteristics, techniques for
characterization of intermodulation distortion can be clas-
sified into two categories: (1) steady-state techniques,
where characterization is performed on the assumption
that the input to the system under consideration is a mul-
tisinusoidal signal, and (2) dynamic techniques, where
characterization is performed on the assumption that
the input to the system under consideration is formed of
a sinusoidal signal superimposed on another signal char-
acterized by rapid changes of state, for example, a square
wave or a sawtooth wave. While steady-state techniques
can be used to characterize both RF and audio systems,
dynamic techniques are generally used for characterizing
only audio systems.

7.1. Steady-State Techniques

7.1.1. The Intercept Point. Increasing the signal level at
the input to a weakly nonlinear device will cause the IMPs
to increase at the output. In fact, the increase in IMP am-
plitudes is faster than the increase in the output version of
the input signal. For increasing fundamental input power,
the fundamental output power increases in a linear man-
ner, according to the gain or loss of the device. At some
point, gain compression occurs and the fundamental out-
put power no longer increases with input power. The out-
put power of the second-order intermodulation products
also increases with fundamental input power, but at a
faster rate. Recall that, according to the simple intermod-
ulation theory, the second-order intermodulation changes
by 2 dB per 1 dB of change in the fundamental. Similarly,
the third-order intermodulation changes by 3 dB per 1 dB
of change in the fundamental. Thus, on a logarithmic
scale, as shown in Fig. 2, the lines representing the
second- and third-order intermodulation products have
twice and three times, respectively, the slope of the
fundamental line.

If there were no gain compression, the fundamental
input power could be increased until the second-order in-
termodulation eventually caught up with it, and the two
output power levels would be equal. This point is referred
to as the second-order intercept point (IP2). The third-or-
der intermodulation product also increases faster than the
fundamental, and those two lines will intersect at the
third-order intercept point (IP3). Rarely can either of
these two points be measured directly, due to the gain
compression of the fundamental. Instead, the intercept
points are extrapolated from measurements of the funda-
mental and intermodulation products at power levels
below the point where gain compression occurs. The
intercept points are usually specified in dBm and may
refer to either the output or the input; the two points
will differ by the gain of the system under consideration.
The second-order and third-order intercept points are fig-
ures of merit that are independent of the signal level.
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Therefore, the intermodulation performance of two differ-
ent systems can be compared quite easily if their intercept
points are known [46].

Using the intercept point it is easy to calculate the rel-
ative intermodulation level corresponding to a given input
signal level. In fact, the difference between the level of the
second-order intermodulation and the fundamental signal
level is the same as the difference between the fundamen-
tal signal level and the intercept point. Thus, if the second-
order intercept point is þ15 dBm and the fundamental
signal level is � 10 dBm (both referred to the output of the
device), the difference between these two values is 25 dB.
Therefore, the second-order intermodulation products will
be 25 dB below the fundamental, or � 35 dBm. So the in-
tercept point allows easy conversion between fundamental
signal level and the intermodulation level.

The difference between the level of the third-order in-
termodulation products and the fundamental signal level
is twice the difference between the fundamental signal
level and the third-order intercept point. (Note that the
second-order intercept point is not the same as the third-
order intercept point.) Suppose that the third-order inter-
cept point is þ 5 dBm and the fundamental signal is
� 25 dBm, both referred to the output of the device. The
difference between the intercept point and the fundamen-
tal is 30 dB, so the third-order intermodulation products
will be 2 times 30 dB down from the fundamental. The
relative distortion level is � 60 dB, and the absolute power
of the intermodulation products is � 85 dBm.

It is important, however, to note that the preceding
analyses assume that the second-order and third-order
intermodulation curves have slopes of 2 and 3 dB/dB, re-
spectively. Thus, theoretically, the intercept points are not
functions of the input power level. If a power sweep
is performed, it is expected that the intercept points will
remain constant. The intercept points can, therefore, be
calculated from measurements at only one power level.
However, if the input signal exceeds a certain limit, the
amplitudes of the output fundamentals and the resulting
intermodulation products will start to saturate, and the
intercept points will usually drop off, indicating an invalid
measurement. It is essential to know this limit. It is par-
ticularly useful for high-dynamic-range circuits and sys-
tems with relatively low output powers where the
intermodulation is low, but only for signals that are low
enough. Expanding the model of Eq. (2) to include fourth-
and fifth-order terms [47] can achieve this.

Moreover, at low power levels, the intercept points will
start to change as the noise floor of the measuring instru-
ment, usually a spectrum analyzer, is approached, thus
indicating an invalid measurement. It is important, there-
fore, to look at the variation of the intercept points as
functions of power as this provides a good way of checking
the valid measurement range.

7.1.2. Two-Tone Test. The two-tone test is extensively
used in characterizing a wide range of devices. Magnetic
tapes [48]; microwave and millimeter-wave diode detec-
tors [49]; analog-to-digital converters [50,51]; gamma cor-
rectors [52]; and electrical components such as resistors,
capacitors, inductors, as well as contacts of switches, con-
nectors, and relays [53] are a few examples. The two-tone
test is also used to characterize the performance of the
basilar membrane of the cochlea [54].

The two-tone test can also be used to determine the
transfer characteristic of a nonlinear device modeled by
the polynomial approximation of Eq. (2). With the input
formed of two properly selected frequencies o1 and o2, and
if the second-order and third-order intermodulation prod-
ucts are measured separately, it is possible to find, from
the measured data, the coefficients of the quadratic and
cubic terms k2 and k3, respectively, in the polynomial ap-
proximation of Eq. (2). If in addition, the IMPs are mea-
sured at two sets of values of o1 and o2, it is possible to
identify the dominant physical nonlinear process from the
variation of IMPs with test frequencies [13].

The two-tone test can also be used to determine the
complex transfer characteristic of a nonlinear device
exhibiting AM/AM nonlinearity only with fixed phase
shift between the output and the input. In this case a
complete set of measurement for all the two-tone inter-
modulation products produced by the nonlinearity at two
different power levels is necessary [55]. If the device under
consideration exhibits both AM/AM and AM/PM non-
linearities, then determination of a unique set of polyno-
mial coefficients requires a complete set of intermodula-
tion measurements at three different power levels [55].
The set obtained at the highest power level will decide
the amplitude range within which the characterization
will be valid.
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Figure 2. Third-order and second-order intercept points are de-
termined by extending the fundamental, the second- and the
third-order intermodulation transfer function lines: (a) Funda-
mental transfer function, slope¼1; (b) second-order intermodu-
lation, slope¼2; (c) third-order intermodulation, slope¼3. IP3—
third-order intercept point; IP2—second-order intercept point.
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According to the basic assumption that the nonlinear-
ities are represented by polynomials, high-accuracy rep-
resentation of the device characteristics will require
difficult accurate measurements of higher-order intermod-
ulation products, in addition to increased complications
and considerable efforts involved in the analysis [55].
Another difficulty from which this method suffers arises
from the necessity of measuring complete sets of two-tone
intermodulation products spread over a relatively wide
frequency range, which consequently may impose strin-
gent specifications on the measuring instruments and
techniques if accurate measurements are to be achieved.

In the two-tone test the inband IMPs are used to de-
scribe a device, a circuit or a system nonlinearity. Mea-
surements are made in or near the frequency range of
interest. In this test, the input signal consists of two fre-
quencies, o1 and o2 of equal amplitude and a fixed amount
of frequency spacing. At the output of the circuit or the
system under test the amplitudes of the third-order inter-
modulation products 2o1�o2 and 2o2�o1 are measured.
The intermodulation distortion is defined as the ratio be-
tween the root sum square of the intermodulation prod-
ucts and the root sum square of the twin-tone amplitudes.

Unless a wave analyzer or a spectrum analyzer is avail-
able, the implementation of the two-tone test invariably
require amplification of the whole output spectrum to ob-
tain components o1 and o2 on a normalized value (100%).
Then, o1 and o2 are suppressed, and the remaining com-
ponents 2o1�o2 and 2o2�o1 are measured with an AC
voltmeter or oscilloscope. Especially at audiofrequencies,
this approach requires steep filters, one set of filters for
each set of o1 and o2. For the same reason o2�o1 cannot
be too low, so it will never be a really narrowband system.
This narrowband aspect is particularly important for
higher frequencies, where equalizers, in the reproduction
audio channel, may give unequal amplification of the com-
ponents in the spectrum [56]. In the audiofrequency range
several versions of the two-tone test are available [56–59].

7.1.3. Three-Tone Test. In this test, again, specific in-
band IMPs are selected to characterize the overall system
nonlinearities [60]. The more even spectral distribution
and flexibility, while still allowing discrete frequency eval-
uation, make this an attractive test for multifrequency
systems such as communication and cable television sys-
tems. In this test three equal-amplitude tones are applied
to the input of the nonlinear system under consideration.
Thus

Vi¼Vðcoso1tþ coso2tþ coso3tÞ ð6Þ

Combining Eqs. (2) and (6), and using simple trigonomet-
ric identities, it is easy to show that the third-order term,
k3Vi

3 will contribute, to the output spectrum, the following:

1. Three components at frequencies o1, o2 and o3 each
with amplitude given by

A1¼
15

4
k3V3 ð7Þ

2. Three components at frequencies 3o1, 3o2, 3o3 each
with amplitude given by

A3¼
1

4
k3V3 ð8Þ

3. Twelve components at frequencies 2om � on;m;n¼
1–3, each with amplitude given by

A21¼
3

4
k3V3 ð9Þ

4. Four components at frequencies om � on � op;m;n;
p¼ 1–3, each with amplitude given by

A111¼
3

2
k3V3 ð10Þ

Equations (9) and (10) show that an intermodulation prod-
uct of frequency om � on � op is 6 dB higher in level than
an intermodulation product of frequency 2om � on: Inter-
modulation distortion is defined as the ratio between the
amplitude of one of the intermodulation products of fre-
quency om � on � op and the amplitude of one of the three
output tones. In this test the choice of frequencies o1,o2,o3

used to perform the measurement is important. This is
because a system’s intermodulation performance may not
be constant over its operating frequency range.

The three-tone test is widely used to characterize the
performance of RF amplifiers used in television broadcast
transposers, where the vision carrier, color subcarrier, and
sound carrier frequency components interact in the pres-
ence of amplifier nonlinearities. If the three frequency
components are represented as single frequencies (o the
vision carrier, osc the color subcarrier, and os the sound
carrier with amplitudes Vv, Vsc, and Vs, respectively), then
the input signal can be expressed as

Vi¼Vv cosovtþVsc cososctþVs cosost ð11Þ

Combining Eqs. (2) and (11), and using simple trigono-
metric identities, it is easy to show that the third-order
term of Eq. (2) produces, among others, two in-band in-
termodulation components given by

Vip¼
3

2
k3VvVscVs cosðovþos � oscÞt

þ
3

4
k3VsV

2
sc cosð2osc � osÞt

ð12Þ

Intermodulation performance of the transposer is mea-
sured by taking the transposer out of service and using the
three-tone simulation of a composite video and sound sig-
nal, given by Eq. (11), as its input. The three levels and
frequencies vary from system to system. Typical levels,
below the peak synchronous pulse level, are Vv¼ �6 dB,
Vsc¼ 17 dB, and Vs¼ � 10 dB. Under these conditions, the
first term of Eq. (12) is the most visible, and the second
term will be much lower in amplitude, typically 17 dB less.
Using a spectrum analyzer, the relative amplitude of
the major in-band intermodulation is measured and
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referenced to the level of peak synchronous pulse. Usually,
the permissible level of the major in-band intermodulation
component is � 53 dB below the reference level. This
three-tone test method is slow and requires spectrum an-
alyzers with relatively wide dynamic ranges. Moreover, it
measures the system performance at one luminance level
and one chrominance level. Thus, it does not test the sys-
tem over its full operating range [61].

The inadequacy of the internationally accepted three-
tone test method can be overcome by using a modified col-
orbar test signal [61]. The colorbars are applied to the
transposer via a test transmitter. The colorbars and sound
carrier therefore apply the three tones to the transposer,
changing levels in rapid succession. With suitable pro-
cessing, based on sampling the demodulated colorbar sig-
nal for short intervals corresponding to a selected color,
intermodulation levels can be measured simultaneously at
seven different luminance levels and can be shown in his-
togram form [61].

7.1.4. Noise Power Ratio (NPR) Test. In the NPR test,
the input to the device under test is obtained from a white-
noise source that is bandlimited to the instantaneous fre-
quency range of interest. This emulates a situation with
many simultaneous input signals. Provided that none of
the signals dominate, according to the central-limit theo-
rem, the resulting voltage obtained when many uncorre-
lated signals are added will approach a Gaussian
distribution. True white noise covers a frequency range
of interest continuously, unlike discrete signals.

The NPR test measures the amount of intermodulation
products power between two frequency ranges of white
Gaussian noise. A white-noise generator is used with its
output frequency range limited by a bandpass filter ac-
cording to the bandwidth of the device under test. A quiet
channel is formed by a switchable band-reject filter, as
shown in Fig. 3. Then, the resulting white-noise signal is
applied to the input of the device under test. At the output
of the device under test is a receiver which is switch-tuned
to the frequency of the band-reject filter used to produce
the quiet channel. The NPR test is widely used for eval-
uating the intermodulation performance of systems whose
input signal spectrum distribution can be approximated
by that of white noise. However, the NPR may be degraded
by the noise floor of the system under test, especially

under very low loading conditions. It may also be degraded
by the distortion products produced under high loading
conditions [62].

7.1.5. Cross-Modulation. Cross-modulation occurs when
modulation from a single unwanted modulated signal
transfers itself across and modulates the wanted signal.
Cross-modulation is troublesome primarily if the desired
signal is weak and is adjacent to a strong unwanted signal.
Even when the carrier of the strong unwanted signal is not
passed through the system, the modulation on the unde-
sired carrier will be transferred to the desired carrier.
Cross-modulation is, therefore, a special case of intermod-
ulation. Recall that when the input to a non-
linear system is formed of a two-tone signal of the form of
Eq. (3), then the amplitudes of the output components at
frequencies o1 and o2 will be given by

b1¼ k1V1þ
3

4
k3V3

1 þ
3

2
k3V1V2

2 ð13Þ

and

c1¼ k1V2þ
3

4
k3V3

2 þ
3

2
k3V2

1 V2 ð14Þ

respectively. Thus, the output obtained at each frequency
o1 and o2, is dependent on the amplitude of the signal
component of the other frequency. If the amplitude of
the wanted unmodulated carrier is V1 and the instanta-
neous amplitude of the unwanted amplitude-modulated
carrier is

V2ðtÞ¼V2ð1þm cosomtÞ ð15Þ

then, using Eq. (13), the amplitude of the wanted carrier
will be

b1¼ k1V1þ
3

4
k3V3

1 þ
3

2
k3V1V2

2 ð1þm cosomtÞ2 ð16Þ

For small values of m and with k35k1, Eq. (16) can be ap-
proximated by

b1 ffi k1V1þ 3k3V1V2
2 m cosomt ð17Þ

Thus the wanted carrier will be modulated by a modulation
index

p¼ 3
k3

k1
V2

2 m ð18Þ

The cross-modulation factor is then defined as

K ¼
p

m
ð19Þ

Thus, one frequency will be modulated by the modulation of
the other frequency. Similar results can be obtained if the
unwanted carrier is FM-modulated.
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Figure 3. The output spectrum of a noise–power ratio measure-
ment. (a) injected noise; (b) noise and intermodulation generated
in the measurement bandwidth do by the DUT. NPR¼A�B.
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Cross-modulation can be measured as the change in the
amplitude of the wanted unmodulated carrier as a func-
tion of the amplitude of the unwanted unmodulated car-
rier. This is the procedure recommended by the NCTA
(National Cable Television Association) standard cross-
modulation measurement [63]. Alternatively, cross-modu-
lation can be measured using the definition of Eq. (19):
measuring percentage modulation that appears on an un-
modulated desired carrier due to the presence of an un-
desired modulated carrier, divided by the percentage
modulation on the undesired carrier [64].

Cross-modulation can also be measured using two
equal-amplitude carriers. The wanted carrier, o2, is un-
modulated while the unwanted carrier, o1, is FM-modu-
lated. The output spectrum clearly shows the frequency
deviation of the wanted carrier. Moreover, it can be shown
that the frequency deviation of the intermodulation com-
ponents, of the output spectrum, is larger than that of the
original FM-modulated unwanted carrier. For the inter-
modulation product of frequency ao17bo2, the deviation
will be multiplied by a. Thus, it may be easier to measure
the cross-modulation by measuring the deviation of an in-
termodulation product rather than the deviation of the
wanted unmodulated carrier [65].

7.1.6. Differential Gain. Differential gain (DG), a pa-
rameter of special interest in color-TV engineering, is con-
ventionally defined as the difference in gain encountered
by a low-level high-frequency sinusoid at two stated in-
stantaneous amplitudes of a superimposed slowly varying
sweep signal. In video signal transmission, the high-fre-
quency sinusoid represents the chromatic signal and the
low-frequency sinusoid represents the luminance signal.
Corresponding to the theoretical conditions of the differ-
ential measurement, DG measurement is performed by a
signal of the form of Eq. (3) with o2bo1 and V2 ! 0:0 at
V1¼ 0.0 and X [66]. Therefore, recalling that when the in-
put to a nonlinear system is formed of a two-tone signal of
the form of Eq. (3), the amplitude of the output component
at frequency o2 will be given by

c1¼ k1V2þ
3

4
k3V3

2 þ
3

2
k3V2

1 V2 ð20Þ

Thus, DG can be expressed as

DG¼ 1�
k1þ

3
4 k3V2

2

k1þ
3
4 k3V2

2 þ
3
2 k3X2

ð21Þ

DG can, therefore, be considered to some extent as a mea-
sure of the intermodulation performance of a system
under test.

7.1.7. Dynamic Range. Dynamic range can be defined
as the amplitude range over which a circuit or a system
can operate without performance degradation. The mini-
mum amplitude is dictated by the input thermal noise and
the noise contributed by the system. The maximum am-
plitude is dictated by the distortion mechanisms of the
system under consideration. In general, the amount of

tolerable distortion will depend on the type of signal and
the system under test. However, for the purpose of an ob-
jective definition the maximum amplitude will be consid-
ered the input signal level at which the intermodulation
distortion is equal to the minimum amplitude [67]. The
dynamic range can, therefore, be considered to some ex-
tent as a measure of the intermodulation performance of a
system under test.

A useful working definition of the dynamic range is
that it is (1) two-thirds of the difference in level between
the noise floor and the intercept point in a 3 kHz band-
width [68] or (2) the difference between the fundamental
response input level and the third-order response input as
measured along the noise floor (sometimes defined as 3 dB
bandwidth above the noise floor) in a 3 kHz bandwidth, as
shown in Fig. 4. Reducing the bandwidth improves dy-
namic range because of the effect on noise.

Because the power level at which distortion becomes
intolerable varies with signal type and application, a ge-
neric definition has evolved. The upper limit of a net-
work’s power span is the level at which the power of one
IM product of a specified order is equal to the network’s
noise floor. The ratio of the noise floor power to the upper-
limit signal power is referred to as the network’s dynamic
range (DR). Thus the DR can be determined from [69]

DRn¼
n� 1

n
½IPn;in �MDS� ð22Þ

where DRn is the dynamic range in decibels, n is the order,
IPin is the input intercept power in dBm, and MDS is the
minimum detectable signal power in dBm.

Alternatively, in receiver circuits the spurious-free
dynamic range (SFDR) and the intermodulation-free
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Figure 4. The dynamic range is the difference between the fun-
damental response input level and the third-order response input
as measured along the noise floor: (a) fundamental response;
(b) third-order intermodulation response; (c) noise floor.
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dynamic range (IFDR) are widely used to quantify the
capability of the receiver to listen to a weak station,
without disturbance from an intermodulation product
generated by strong stations on other frequencies. The
SFDR and the IFDR are in fact measures of how strong
two signals can be before the level of their intermodulation
products can reach the noise floor of the receiver. The
SFDR, or the IFDR, is defined as the difference in decibels
between the power levels of the third-order intermodula-
tion IM3 (assuming that there is only a third-order non-
linearity) and the carrier when the IM3 power level equals
the noise floor at a given noise bandwidth. It can be
expressed as [70]

SFDR¼
2

3
½IIP3� EIN� 10 log10ðNBWÞ� ð23Þ

where IIP3 is the third-order input intercept point, EIN in
(dB/Hz) is the equivalent input noise, and NBW (in Hz) is
the noise bandwidth.

7.1.8. Adjacent- and Cochannel Power Ratio Tests. In
modern telecommunication circuits, signals constituting
one or more modulated carriers are handled. Character-
ization of the intermodulation performance of such cir-
cuits cannot, therefore, be performed using two-tone and
three-tone input signals; a combination of equally spaced
tones—in practice, more than B10 sinusoids [71], with
constant power and correlated or uncorrelated phases—
would be more appropriate [72].

Because of the nonlinearity of the device under test,
intermodulation products will be generated. These inter-
modulation products can be classified as adjacent-channel
distortion when their frequencies are located to the right
or to the left of the original spectrum, or cochannel dis-
tortion when their frequencies are located exactly over the
original spectrum. The adjacent-channel power ratio
(ACPR) is defined as the ratio between the total linear
output power and the total output power collected in the
upper and lower adjacent channels [73]. The cochannel
power ratio (CCPR) is defined as the ratio between total
linear output power and total distortion power collected
in the input bandwidth [73]. The intermodulation distor-
tion ratio (IMR) is the ratio between the linear output
power per tone and the output power of adjacent-channel
tones [73].

In fact, the ACPR, CCPR, and IMR distortion measure-
ments are simple extensions of the two-tone intermodula-
tion measurement [74]. However, it is important to first
generate a very clean multitone signal. This can be easily
achieved using the technique described in Ref. 75.

8. INTERMODULATION MEASUREMENT

8.1. Measurement Equipment

8.1.1. Multitone Tests. A block diagram of the system
used for multitone intermodulation measurement is
shown in Fig. 5. The multiple-frequency source can be
implemented from two or three synthesized sine/square/
triangular-wave generators. Amplifier/attenuator pairs

can be added at the output of each generator. Bandpass
filters can also be added to suppress the harmonic con-
tents at the output of each generator. For RF measure-
ments, harmonic suppression and isolation between
different generators is achieved by using amplifier/circu-
lator combinations and cavity resonators [76]. The syn-
thesized sources are combined using hybrids or combiners
of adequate isolation. Spectral purity at this point is cru-
cial to the accuracy of the measurement. The multitone
output is fed to the device under test (DUT). The output of
the DUT is fed to the spectrum analyzer. For RF measure-
ments, the output of the DUT can be fed to directional
couplers. The outputs of the directional couplers are fed to
a television oscilloscope and/or a spectrum analyzer.

Alternatively, for audiofrequency measurements, the
intermodulation components of interest can be filtered
out, using bandpass filters, and fed to AC voltmeters.
For audiofrequency measurements, resistive combiners
are widely used for combining the outputs of two or
more signal generators.

8.1.2. Measurement Using a Microcomputer. Intermod-
ulation can also be measured using a microcomputer [77].
A block diagram of this technique is shown in Fig. 6. This
technique is based on measuring the single-tone input–
output characteristic of the DUT using a vector voltmeter.
The output of the vector voltmeter is fed to a microcom-
puter that converts it into three digital data lines repre-
senting the input amplitude, the output amplitude, and
the phase lag between the input and output signals. After
storing the data, the microcomputer increments the am-
plitude of the input signal. After storing all the necessary
data, the microcomputer, using a stochastic method, cal-
culates the amplitudes of the intermodulation components
of the DUT. Although the procedure reported in Ref. 77
uses a stochastic method for calculating the amplitudes of
the intermodulation components resulting from a two-
tone input signal, the same procedure can be applied to
any number of input tones using different analytic tech-
niques for modeling the nonlinear characteristics of the
DUT.

Alternatively, microcomputers can be added to the
measurement setup of Fig. 5 to

1. Control the frequencies of the signal sources, espe-
cially in the millimeter-wave range, where the

A

A

BPF

BPF

BPFC DUT

SG1

SG2

SAC

Figure 5. Block diagram of the two-tone test setup; multitone
tests require additional signal generators, combiners, amplifiers,
and bandpass filters (SG—signal generator; A—amplifier; BPF—
bandpass filter; C—combiner; DUT—device under test; SA—spec-
trum analyzer).
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difference in frequencies between the signal sources
may be less than 0.001 of the base signal frequency
[78].

2. Scan the base signal frequency over the measure-
ment range of interest in predefined steps [79].

3. Correct the power from each source so that power
delivery to the DUT will be the same across the
whole frequency range scanned.

4. Read and calculate the parameters of interest dur-
ing the measurements [80,81].

8.1.3. Noise Power Ratio Test. Figure 7 shows a block
diagram of a noise power ratio test setup [62]. The setup
consists of a white-noise generator that applies an accu-
rate level of white Gaussian noise power with known
bandwidth (equaling Do and centered around o0) to the
DUT. The output of the DUT is measured with the band-
reject filter out. When the band-reject filter, with band-
width¼ do and centered around o0, is switched in, a nar-
row band of frequencies is attenuated by about 70 dB, and
a quiet channel, of width do and centered around o0, is
formed as shown in Fig. 3. At the output of the DUT, the
noise power is measured in the quiet channel, using a
bandpass filter with bandwidth do and centered around

o0. This noise power is due to the thermal noise and the
intermodulation introduced by the DUT. The NPR is the
ratio between the noise power measured without the
band-reject filter inserted before the DUT to that mea-
sured with the band-reject filter inserted. The white-noise
generator corrects the loading power level for the inser-
tion loss of the band-reject filter.

8.1.4. Noise Floor and SFDR Test. Figure 8 shows a test
setup for measurement of noise floor and the SFDR of a
communication link [70]. To measure the noise floor of the
communication link, the transmitter is switched off. Then
the noises of the low-noise amplifier and the spectrum an-
alyzer are measured. Switching the transmitter on in-
creases the noise floor by the transmitter noise and
therefore the difference between the two noise measure-
ments is the noise generated by the transmitter.

To measure the SFDR, the input power is decreased
until the IM3 level equals the noise floor. Recall that de-
creasing the input power by 1 dB decreases the IM3 level
by 3 dB. However, this is true only if the third-order non-
linearity is dominant. Higher-order nonlinearities will
contribute to the third-order intermodulation (IM3), and

DC DCDUT

VV

MC

SG

Figure 6. Block diagram of a microcomputer-based intermodu-
lation measurement setup (SG—signal generator; DC—direction-
al coupler; DUT—device under test; VV—vector voltmeter; MC—
microcomputer).
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•
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•
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BRF
DUT

BPF2
PM

Figure 7. Block diagram of the noise power
ratio test setup (WNG—white-noise genera-
tor; BPF1—bandpass filter with bandwidth
do centered around o0; BRF—band-reject fil-
ter with bandwidth do centered around o0;
DUT—device under test; BPF2—bandpass fil-
ter with bandwidth do centered around o0;
PM—power meter).

Communication
         Link

R

LNA

SA

SG1 SG2CIR2CIR1 C

T

Figure 8. Setup for noise floor and SFDR measurement (SG—
signal generator; CIR—circulator; C—combiner; T—transmitter;
R—receiver; LNA—low-noise amplifier; SA—spectrum analyzer).
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in such cases the measured SFDR will be different from
calculations obtained using Eq. (23).

8.1.5. Externally Induced Intermodulation Test. This is a
two-tone test with one signal applied to the input and the
other signal applied to the output [9]. A test setup is
shown in Fig. 9. Two directional couplers are used to
gauge both the forward-carrier power and the intermod-
ulation product levels. Two more directional couplers are
added to inject the interfering signal and to measure the
actual injected value using the spectrum analyzer.

8.2. Measurement Accuracy

8.2.1. Multitone Tests. For accurate measurements of
the intermodulation products using multitone tests, it is
essential to reduce, or remove, the nonlinear distortion
originating in the signal sources and/or the measurement
equipment. Measurement accuracy may, therefore, be
affected by the purity of the signal sources, the linearity
of the combiners, and the performance of the spectrum
analyzer.

8.2.2. Signal Sources. Measurement of the amplitudes
of the intermodulation components requires the use of two
or more signals. The frequencies of these signals must be
noncommensurate. Otherwise, harmonics in one source
might interfere with the fundamental(s) of other signal(s)
and thus interfere with the desired intermodulation com-
ponents.

Ideally the signal generators would produce perfect si-
nusoids, but in reality all signals have imperfections. Of
particular interest here is the spectral purity, which is a
measure of the inherent frequency stability of the signal.
Perhaps the most common method used to quantify the

spectral purity of a signal generator is its phase noise [82].
In the time domain, the phase noise manifests itself as a
jitter in the zero crossings of a sine wave. In the frequency
domain, the phase noise appears as sidebands surround-
ing the original frequency. Thus, mixing with other fre-
quencies, due to the nonlinearities of the DUT, would
result in additional intermodulation products. It is, there-
fore, important to consider the intermodulation due to
phase noise when calculating the intermodulation perfor-
mance of the DUT [83].

Signal generators with automatic level control (ALC)
may produce signals with unwanted modulation. The ALC
is implemented by rectifying the output signal of the gen-
erator and feeding back the resulting DC voltage to drive
an amplitude modulator. If a second signal is applied to
the output of the signal generator, the detector will pro-
duce a signal at the point of difference between the two
frequencies. This signal will modulate the generator’s out-
put. The frequency of the modulation sidebands will share
the same spectral lines as the intermodulation products of
interest. Isolating the signal generators and the combin-
ers can minimize such an effect. This can be achieved by
ensuring that there is as much attenuation as possible
between them.

8.2.3. Combiners. Measurement of intermodulation
products is performed by applying to the input of the cir-
cuit, or the system, under test a signal consisting of two or
more different frequencies obtained from different signal
generators. The outputs of the signal generators are,
therefore, combined by a combiner. The combiner must
provide sufficient isolation between the signal sources to
reduce the possibility of producing intermodulation prod-
ucts before the combined input signal is applied to the
circuit or the system under test. While resistive combiners
are adequate for input signal levels up to a few millivolts,
for larger voltage levels the use of power combiners may
be inevitable [84]. Insertion of an attenuator in each arm
of the combiner helps minimize the distortion components
resulting from the interaction between the two signal
sources. Such components, if generated, should be at least
80 dB below the fundamental components.

A simple test to determine whether adequate isolation
has been achieved can be effected by introducing a vari-
able attenuator between the signal source combiner and
the DUT in Fig. 6. This is set to a low value during mea-
surements, but at setup, when IMPs have been located on
the spectrum analyzer, increasing the attenuation by 3 dB
will result in a reduction in the observed IMP level. If this
reduction is only 3 dB, it has to be assumed that the IMP
observed has originated in the signal sources, not in the
DUT. If, however, the reduction is 6 dB for a second-order
IMP or 9 dB for a third-order IMP [see Eq. (4)], then it is
safe to assume that the IMP has originated in the DUT or
the spectrum analyzer.

Alternatively, a technique that attenuates the parasitic
intermodulation products that result from the interaction
between the generators of the fundamental components,
before the input of the spectrum analyzer, was described
in Ref. 85. A block diagram of the technique is shown in
Fig. 10. The input to the system under test is formed by

SG2ABPF

DC

SA

DUT

SG1

DC•

PM

Figure 9. Measurement of externally induced intermodulation
can be performed by using two tones: one injected at the input and
one injected at the output of the DUT (SG—signal generator;
DC—directional coupler; PM—power meter; SA—spectrum
analyzer; BPF—bandpass filter; A—amplifier).
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combining the outputs of two signal generators at fre-
quencies o1 and o2 in the combiner. The first hybrid com-
biner/splitter (HCS1) splits the combined signal into two
branches with voltage transfer ratio a¼ a and b¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2
p

at the first and second outputs. Using Eq. (1), and assum-
ing that the system under test and the compensator have
identical nonlinear characteristics, the inputs of the sec-
ond hybrid combiner/splitter (HCS2) can be expressed as

Va¼
XN

n¼ 0

knðaViÞ
n

ð24Þ

and

Vb¼
XN

n¼ 0

kn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2
p

Vn
i

� �
ð25Þ

Using Eqs. (24) and (25), the output of the second hybrid
combiner/splitter (HCS2), with voltage transfer ratio op-
posite in sign and equal to the reciprocal of that of HCS1,
can be expressed as

Vout¼
XN

n¼ 0

�kn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2
p

ðaViÞ
n
� a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a2
p

Vn
i

� �� �
ð26Þ

According to Eq. (26), broadband compensation occurs for
the linear components of the combined signal, with n¼ 1.
Thus, all the linearly transformed spectral components
are eliminated. This is also true for the intermodulation
components that may result from the nonlinear interac-
tion between the two signal generators. The output of
HCS2 can, therefore, be applied directly to the spectrum
analyzer.

This technique does not require complicated high-order
selective filters and can attenuate the parasitic intermod-
ulation components and the fundamental frequency com-
ponents by about 50 dB over a wide range of frequencies
differing by 7–10 octaves. However, it requires a compen-
sator with a nonlinear characteristic similar to that of the
system under test.

8.2.4. Spectrum Analyzers. Spectrum analyzers are
widely used in measuring the intermodulation perfor-
mance of electronic circuits and systems. Internal circuits
of the spectrum analyzers are, themselves, imperfect and

will also produce distortion products [46]. The distortion
performance of the analyzers is usually specified by the
manufacturers, either directly or lumped into a dynamic
range specification. The performance of the analyzer can
be stretched, however, if the nature of these distortion
products is understood.

Amplitudes of the distortion products, resulting from
the internal circuits of the analyzer, can be reduced by
reducing the signal levels at the analyzer’s input. Thus,
using internal and/or external attenuators can reduce the
input signal levels to the analyzer and hence reduce its
distortion products and improve the intermodulation mea-
surement range of the spectrum analyzer. However, re-
duced input levels to the analyzer mean reduced signal-to-
noise ratio, and the distortion component to be measured
may be buried in the noise. While reducing the resolution
bandwidth of the analyzer can reduce noise, this may lead
to slower sweep rate. Thus, achieving an optimum dynam-
ic range involves tradeoffs between input signal levels and
analyzer distortion. Usually, datasheets of analyzers will
contain information about noise level in each resolution
bandwidth and distortion products generated by the ana-
lyzer for each input level. Using this information, one can
determine the dynamic range of the analyzer for various
input levels [86].

Whenever good selectivity, as well as sensitivity and
dynamic range, are of prime importance, test receivers
may be used in preference to spectrum analyzers [6]. Al-
ternatively, if the frequencies of the intermodulation com-
ponents of interest are sufficiently lower (or higher) than
the fundamental frequencies, then lowpass (or highpass)
filters can be used to remove the fundamental components
that would give rise to other nonlinear distortion compo-
nents in the spectrum analyzer. Attenuation factors of
80 dB or more, at frequencies outside the band of interest,
are recommended. The insertion loss of the lowpass (or the
highpass) filter should be as small as possible; 0.4 dB or
less is recommended.

If the frequency of the intermodulation component of
interest is not sufficiently higher (or lower) than the fun-
damental frequencies, then it would be necessary to have
complicated multiple-section high-order filters with am-
plitude–frequency characteristics that are nearly rectan-
gular. Such filters will change, to some extent, the
amplitude of the intermodulation components, and this
will complicate calculation of the intermodulation perfor-
mance of the system under test. A method for compensat-
ing for a large fundamental component, thus allowing the
measurement of small intermodulation components in its
presence, was described in Ref. 87.

A block diagram of the compensation method is shown
in Fig. 11. The input to the system under test is formed of
one large amplitude signal at frequency o1 and one small
amplitude signal at frequency o2 with o15o2. The output
of the system under test contains fundamental compo-
nents at frequencies o1 and o2, and intermodulation com-
ponents at frequencies o27no1, n¼ 1, 2,y, N. In order to
measure the small amplitude intermodulation compo-
nents, it is necessary to avoid applying to the analyzer
the fundamental component at frequency o2. This can be
achieved as follows. The output of the system under test is

SG1

SG2

C HSC1

DUT

CO

HSC2 SA

a

b
Vi

•

Figure 10. A technique for attenuating the intermodulation
products resulting from interaction between the signal genera-
tors of the fundamental components (SG—signal generator; C—
combiner; DUT—device under test; BRF—band-reject filter; PS—
phase shifter; DA—differential amplifier).
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fed to the second band-reject filter BRF2 to suppress the
fundamental component at o1. The output of the signal
generator of frequency o2 is fed to the first band-reject fil-
ter BRF1 to suppress any component at frequency o1 be-
fore reaching the phase shifter through the combiner. The
phase shifter compensates, at the frequency o2, the phase
shift through the system under test.

Ideally, the voltages of frequency o2 at the inputs of the
differential amplifier are equal. Thus, the output of the
differential amplifier at frequency o2 is ideally zero. In
practice, the output voltage at o2 will be attenuated by
50–60 dB [6]. The output of the differential amplifier,
with suppressed fundamental component at frequency
o2, can be applied to the spectrum analyzer. This compen-
sation technique, which entails additional filters and
matching units, can be used only for broadband measure-
ments with o15o2.

Although spectrum analyzers using digital IF sections
may not suffer from the internally generated distortion,
discussed above, they may suffer from the relatively
low-level distortion products resulting from the analog-
to-digital conversion. The amplitudes of these products
is usually less sensitive to the amplitude of the signal
components.

8.2.5. Noise Power Ratio Test. The accuracy of the noise
power ratio (NPR) test is affected mainly by two factors:
(1) the noise floor of the amplifier that will dominate under
very low loading conditions and (2) the distortion products
produced under very high loading conditions. It is, there-
fore, recommended to sweep the loading between two pre-
specified start and stop levels. The NPR is measured at
different levels, and the largest measured value of NPR is
considered as the worst case.

8.2.6. Microcomputer-Based Tests. Quantization errors
associated with the analog-to-digital conversion of the
data in microcomputer-based intermodulation test must
be taken into account. Measurement errors due to quan-
tization are affected by the length of the binary digits and
determine the dynamic range of operation [77].
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1. INTRODUCTION

Iterative methods are used in RF and microwave engi-
neering to solve complex systems by repeatedly refining
an approximate solution until a desired level of accuracy
or performance is achieved. In many such problems, an
exact solution does not exist and a direct numerical solu-
tion may not be feasible because of the very large number
of degrees of freedom. Typical applications include the so-
lution of large systems of differential and integral equa-
tions that may involve thousands or millions of unknown
variables. For these problems it may not be possible to
generate and store a full system matrix, and then solve it
directly (e.g., by inversion, factorization, or Gauss elimi-
nation). Iterative methods only need to apply an operator
(or system matrix) to the solution at each iteration. They
are particularly well suited for the solution of sparse ma-
trix systems because a large percentage of the operations
involved are negligible.

Mathematically, an iterative algorithm starts with an
initial approximate solution, and repeatedly applies an
operator to the solution to improve its accuracy at each
iteration. Eventually the solution should converge to a
given level of accuracy. Convergence is the primary issue
associated with any iterative method. The solution may
converge very slowly if the iterative operator is not well
conditioned, or it may even diverge. Figure 1 illustrates
the basic iterative loop.

Initial 
approximate

solution  
 End 

Yes

No

Is solution
 sufficiently
accurate? 

Apply iterative
 operator to obtain
 improved solution

 from previous 
solution 

Figure 1. Schematic diagram of an iterative solution.
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There are two broad categories of iterative methods:
stationary and nonstationary. Stationary methods are
characterized by an operator that does not change with
each iteration. Classical iterative methods are included in
this category, such as Jacobi and Gauss–Seidel. Conjugate-
gradient methods are included in the class of nonstation-
ary methods, wherein some parameters in the operator
change with each iteration [1].

In general, conjugate-gradient iterative methods have
better convergence properties than do classical iterative
methods when compared over a wide range of problems.
The convergence of classical methods tends to be very
problem-dependent. In fact, classical methods are often
based on the underlying physics of a particular scenario.
For example, a classical iterative algorithm may be de-
signed to model the multiple electromagnetic (EM) wave
scattering between two or more objects. Such an algorithm
could be very rapidly convergent for that problem, but
slowly convergent or even divergent for a different prob-
lem. On the other hand, conjugate-gradient methods have
theoretically guaranteed convergence if the system matrix
is nonsingular, although in practice the limited numerical
precision of a computer may cause the algorithm to stall.

The convergence of any iterative method may be im-
proved by altering the formulation so that it is better con-
ditioned. This is referred to as preconditioning the
operator or system of equations. The accuracy of the solu-
tion at each iteration may be gauged in terms of the re-
sidual error, which is a measure of how well the solution
satisfies the original system of equations.

2. HISTORICAL REVIEW OF ITERATIVE METHODS IN
ELECTROMAGNETICS

Iterative methods in EM did not become popular until ad-
vances in computer technology made it possible to solve
large systems of equations. Classical iterative methods
were developed to model physical EM interactions be-
tween different parts of a geometry. Thiele et al. first de-
veloped a hybrid technique to combine physical optics and
the method of moments in 1982 [2–4]. The solution iter-
ates between the optically lit region and the shadow re-
gion of an arbitrary scattering geometry. This method was
extended further and made more general by Hodges and
Rahmat-Samii [5], including the interactions between an-
tennas and their supporting platform. Domain decompo-
sition was used by Sullivan and Carin to break up a
method-of-moments (MoM) problem into multiple, sim-
pler, solution regions [6]. Iterative method of moments and
iterative physical optics have been used to solve multi-
bounce problems such as the EM scattering from large
open-ended cavities [7,8]. Classical iterative methods have
also been applied extensively to compute the scattering
from rough surfaces. The forward-backward method de-
veloped by Holliday et al. [9], and the method of ordered
multiple interactions of Kapp and Brown [10], take ad-
vantage of the dominant forward and backward propaga-
tion of EM waves over a rough surface. The generalized
forward–backward method extended this work to include
an obstacle on the rough surface by modifying the matrix

splitting used in the forward–backward method [11]. Com-
parisons of stationary with nonstationary iterative meth-
ods are presented in Refs. 12–14.

The conjugate gradient (CG) method was developed in
1952 by Hestenes and Stiefel [15]. However, like the clas-
sical iterative methods, it was not used in the area of elec-
tromagnetics until advances in computers made it possible
to solve large linear systems. Sarkar and Rao used the CG
method to solve method of moments problems in 1984 [16],
and Sarkar and Arvas presented a more general CG de-
velopment for eletromagnetics problems in 1985 [17]. The
CG–fast Fourier transform method (CG-FFT) became pop-
ular for solving quasiplanar geometries in the late 1980s
[18,19]. The development of fast integral equation meth-
ods, such as the CG-FFT, the fast multipole method [20],
the adaptive integral method [21], and the precorrected
FFT method [22] gave CG methods a boost. These methods
greatly reduce the computational cost of applying the in-
tegral equation operator, thereby allowing very large sys-
tems of equations to be solved.

3. MATRIX NOTATION FOR ITERATIVE METHODS

The solution of a system of equations with N degrees of
freedom, or unknown variables, may be expressed in ma-
trix format as

Ax¼ b ð1Þ

where A is an N�N system matrix, x is a column vector
containing the N unknown coefficients, and b is a known
excitation-dependent column vector. The individual ele-
ments of this equation may be expressed as

bm¼
XN

n¼ 1

Amnxn ð2Þ

This matrix equation is obtained by discretizing the EM
operator governing the problem of interest, whether it is
from a differential equation or integral equation formula-
tion. The unknown quantity, such as the EM fields or
equivalent currents, are expanded into a set of N
known basis functions with unknown coefficients compris-
ing the column vector x. The N basis functions are tested
(or sampled) with N test functions to yield a system of N
equations.

The preceding equation for the unknown coefficients
may be solved using direct matrix inversion or factoriza-
tion. However, the operational complexity for the direct
approach is O(N3), that is, of order N-cubed. This means
that the number of computations necessary to solve the
system is proportional to N3, which may be too costly when
there are thousands or millions of unknowns. Iterative
methods have an operational complexity of no more than
O(N2) per iteration, which is the cost of doing one matrix–
vector multiplication. So as long as the solution converges
quickly, the iterative method is much more efficient.

Iterative methods seek to solve Eq. (1) by succes-
sively improving an initial solution to a desired degree of
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accuracy. The residual error vector is a measure of the
accuracy of the solution after k iterations and is defined by

rðkÞ ¼ b�AxðkÞ ð3Þ

The residual error norm, or simply the residual error, is
the length of this vector normalized to the length of the
excitation vector, rðkÞ

�� ��= bk k, where jjrðkÞjj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rðkÞrðkÞ
p

. Here,
the inner product (or vector product) of two column vectors
is Hermitian, defined by

ab¼
XN

n¼ 1

a�nbn ð4Þ

where the * superscript denotes the complex conjugate.
(Note: The CG algorithm described later does not use the
complex conjugate in the inner product, as will be made
apparent.) The residual error tells us how well the solu-
tion satisfies the system of equations, and is most often
used as the criterion for halting the iterations. The abso-
lute error vector is defined by

eðkÞ ¼ xðkÞ � x ð5Þ

where x is the exact solution to (1). The spectral radius of a
matrix is defined as the magnitude of its largest eigenval-
ue. This quantity is important for determining conver-
gence of classical iterative methods, whereas the
eigenvalue spectrum of a matrix determines the conver-
gence of CG methods.

4. CLASSICAL ITERATIVE METHODS

As is apparent from the historical review presented ear-
lier, classical iterative methods are often used to solve
problems via a physical decomposition of the geometry,
sometimes even using a different solution technique for
each region. All of these methods can be cast in the form of
matrix splittings, where the original system matrix is de-
composed in some manner that makes the problem easier
to solve. Figure 2 shows some common matrix splittings.
We will focus on the lower–upper (LU) triangular split-
ting. The block-diagonal and banded matrix splittings are
extensions of the LU splitting, where the diagonal D is
replaced by the block-diagonal or banded portion of the
matrices. Likewise, the hybrid decomposition is a special
case of the block-diagonal splitting with only two blocks on
the diagonal.

All the matrix splittings of Fig. 2 have the general form
A¼M�N. We may then write an iterative equation from
Eq. (1) as

MxðkÞ ¼Nxðk�1Þ þ b ð6Þ

starting with some initial solution candidate x(0) and solv-
ing repeatedly. It is easy to show that if x(k)

¼ x(k�1), then
Eq. (1) is satisfied and x(k)

¼ x. To solve (6) for x(k), we need
M to be easily invertible or factorizable. Diagonal matrices
are trivial to invert, and block-diagonal matrices are

easily inverted by inverting each block independently of
the other blocks. Lower triangular and upper triangular
matrices are also easy to invert via backward and forward
substitutions, respectively [1]. All of these types of inver-
sions are computed much more efficiently than inverting
the entire system matrix A.

The absolute error vector at the kth iteration may be
shown to be

eðkÞ ¼ ðM�1NÞkðxð0Þ � xÞ ð7Þ

Therefore, the spectral radius of the matrix ðM�1NÞ must
be less than unity to guarantee convergence [1]. This en-
sures that the absolute error approaches zero as k goes to
infinity. The residual error vector for the kth iteration may
be shown to be

rðkÞ ¼NðxðkÞ � xðk�1ÞÞ

which is easily computed by saving the matrix–vector
product Nxðk�1Þ from the previous iteration. Some com-
mon iterative algorithms based on the matrix splittings of
Fig. 2 are discussed next.

4.1. Jacobi Iteration

This is the simplest classical iteration algorithm. We
choose M¼D and N¼ � (LþU), so the iterative equation
becomes

DxðkÞ ¼ b� ðLþUÞxðk�1Þ ð8Þ

The magnetic field integral equation (MFIE) has this
form, which is also used in the iterative physical optics

L 

U 

DA11 

A21 A22 

A12 

(a) (b) 

(c) (d)

Figure 2. Some common matrix splittings. (a) hybrid decomposi-
tion; (b) lower–upper triangular; (c) block-diagonal; (d) banded.
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technique [8]. The operational cost is O(N2), which is the
cost of computing the matrix–vector product ðLþUÞxðk�1Þ

on the right-hand side (RHS) of (8).

4.2. Gauss–Seidel Method

This is an improvement over simple Jacobi iteration [1].
Here we choose M¼DþL and N¼ �U, resulting in

ðDþLÞxðkÞ ¼ b�Uxðk�1Þ ð9Þ

This equation is solved using forward substitution. This is
easy to see by writing the expression for the individual
elements as

xðkÞm ¼

bm �
Pm�1

n¼ 1

xðkÞn �
PN

n¼mþ 1

xðk�1Þ
n

Dm
ð10Þ

The elements xðkÞm are updated sequentially for m¼
1,2,y,N, so the updated values can be used on the RHS
of (10). The convergence of Gauss–Seidel is expected to be
somewhat better than Jacobi, and with the same opera-
tional cost.

4.3. Symmetric Gauss–Seidel Method

The Gauss–Seidel method can be formulated using for-
ward or backward substitution. A symmetric form of
Gauss–Seidel iteration is obtained using both forward
and backward substitution in the following two-step algo-
rithm:

ðDþLÞxðk�1=2Þ ¼ b�Uxðk�1Þ

ðDþUÞxðkÞ ¼ b� Lxðk�1=2Þ
ð11Þ

This is the form of the forward–backward method [9],
or the method of multiple ordered interactions [10]. This
two-step algorithm has the same operational cost of a one-
step algorithm because the half-matrix–vector product
Lxðk�1=2Þ is reused in step 2 of each iteration, and Uxðk�1Þ

may be saved from the previous iteration and reused.

4.4. Relaxation

Unless the problem geometry is very well ordered, or the
system matrix is strongly diagonally dominant, the clas-
sical iterative algorithms above will probably have poor
convergence properties. To improve convergence, a relax-
ation parameter [1] (or damping coefficient), o may be in-
troduced. This is a constant usually in the range 0ooo2
such that the relaxed iterative equations reduce to the
basic equations above for o¼ 1. The relaxed Jacobi itera-
tive equation is given by

DxðkÞ ¼obþ ð1� oÞD� oðLþUÞ½ �xðk�1Þ ð12Þ

It is easy to show that (12) reduces to (8) for o¼ 1, and
if xðkÞ ¼ xðk�1Þ then (1) is satisfied and x(k)

¼ x for any non-
zero o.

Likewise, the relaxed Gauss–Seidel method, also
known as successive overrelaxation (SOR) [1], is given by

ðDþoLÞxðkÞ ¼obþ ð1� oÞD� oU½ �xðk�1Þ ð13Þ

The relaxed form of symmetric Gauss–Seidel is known as
symmetric successive overrelaxation (SSOR) [1], and is
given by

ðDþoLÞxðk�1=2Þ ¼obþ ð1� oÞD� oU½ �xðk�1Þ

ðDþoUÞxðkÞ ¼obþ ð1� oÞD� oL½ �xðk�1=2Þ
ð14Þ

Figure 3 shows a plot of the convergence of relaxed Jacobi,
SOR, SSOR, and the biconjugate gradient stabilized
(BCGS) algorithms for the problem of radar scattering
from a perfect electrically conducting cylinder computed
by the method of moments [14]. For this relatively simple
problem, the SSOR method has the best convergence and
the BCGS, the worst. However, for more arbitrary geom-
etries the classical iterations may fail to converge, and
may eventually diverge.

5. CONJUGATE-GRADIENT (CG) METHODS

CG methods are superior to classical iterative methods
in the sense that they are theoretically guaranteed to
converge in no more than N iterations if the matrix is
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Figure 3. Convergence of classical iterative methods compared
with BCGS.
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nonsingular. (In practice, the numerical precision of the
computer may limit this theoretical convergence.) They
are not limited to specific types of problems or physics, and
can be used as general matrix solvers. This is achieved by
generating a sequence of search vectors that will eventu-
ally span the entire N-space. The only difference between
the various CG versions is how these search vectors are
generated. In general, the search vectors are chosen such
that each new vector is linearly independent of all previ-
ous vectors, and the residual error is minimized. The basic
CG method is applicable only to symmetric systems and is
presented here first, followed by two popular methods for
nonsymmetric systems, the modified biconjugate gradient
(BCG) and the generalized minimum residual (GMRES)
methods. An excellent resource for these and other CG
algorithms is the Templates book [23], for which associat-
ed computer subroutines are readily available.

5.1. CG Algorithm for Complex Symmetric Matrices

The basic CG algorithm for solving the complex symmetric
matrix equation A ~xx¼ ~bb is listed below. A complete deriva-
tion is included later in this article. In the following algo-
rithm the vector products are not Hermitian, that is, there
is no complex conjugation as in (4).

Conjugate Gradient Algorithm 1
Initialization:

~vv¼
~bbffiffiffiffiffiffiffiffiffiffi

b
~
A ~bb

q ; ~xx¼ 0; ~rr¼ ~bb

Iteration:

1. ~xx¼ ~xxþ a ~vv; a¼ v
~

~bb

2. ~uu¼A ~vv; ~rr¼ ~rr� a ~uu
3. Check jj ~rrjj=jj ~bbjj � e; if yes, then stop, and ~xx is a good

approximation; if no, then continue.

4. ~pp¼ ~rr� b ~vv; b¼ u
~
~rr

5. ~vv¼ ~pp=
ffiffiffiffiffiffiffiffiffiffi
p
~
A ~pp

q

6. Go to step 1.

Each iteration of the CG algorithm involves one matrix–
vector multiplication, which is at most an O(N2) operation.
The residual error of the solution is checked in step 3. If it
is less than some threshold error e, the iterations are halt-
ed. This threshold level determines the accuracy of the
solution. For most engineering applications a threshold
level in the range 0.0001–0.01 yields sufficient accuracy.
Of course, greater accuracy requires more iterations, and
it is possible for the algorithm to stall before reaching a
given threshold. The convergence properties of the CG
method are discussed later in this article.

5.2. Modified Biconjugate-Gradient Method for
Nonsymmetric Matrices

In solving the magnetic field integral equation or combined
field integral equations or many other RF engineering

applications (such as hybrid finite-element/integral equa-
tion formulation), we quite often end up with a nonsym-
metric matrix equation A ~xx¼ ~bb, where A is an N�N
complex nonsymmetric matrix. There are many variants
of Krylov-based methods for solving this equation; here we
shall list the modified BCG method, followed by the
GMRES method. In the following algorithm the vector
products are not Hermitian; that is, there is no complex
conjugation as in (4).

Modified BCG Algorithm for Solving Complex Nonsymmetric
Matrix Equations

Initialization:

~xx¼ ~xxT¼ 0 ~rr¼ ~bb ~rrT¼
~bb

~pp¼ ~rr ~ppT¼ ~rrT

~vv¼
~ppffiffiffiffiffiffiffiffiffiffiffiffiffi

p
~

TA ~pp
q ~vvT¼

~ppTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p
~
AT ~ppT

r

Iteration:

1.

~xx¼ ~xxþ a ~vv¼ ~xxþ v
~
T
~bb

� �
~vv

~xxT¼ ~xxTþ aT ~vvT¼ ~xxTþ v
~

~bb

� �
~vvT

2. Compute
~uu¼A ~vv

~uuT¼AT ~vvT

3.
~rr¼ ~rr� a ~uu

~rrT¼ ~rrT � aT ~uuT

4. Check convergence. If jj ~rrjj=jj ~bbjj � e, then stop and ~xx
is a good approximation; if not, continue.

5.

~pp¼ ~rr� b ~pp b¼
u
~

T ~rr

u
~

T ~pp

~ppT¼ ~rrT � bT ~ppT bT¼

u
~
~rrT

u
~
~ppT

6.

~vv¼
~ppffiffiffiffiffiffiffiffiffiffiffiffi

p
~

TA ~pp
q

~vvT¼
~ppTffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p
~
AT ~ppT

r

7. Go to step 1.

In this BCG algorithm it is noted that two matrix–vector
products need to be computed for each iteration, one with
the original matrix A and the other with its transpose AT.
This makes the BCG methods roughly twice as computa-
tionally expensive as the CG method for symmetric sys-
tems. The difference between the basic BCG and the
modified BCG is that the former uses the Hermitian ma-
trix AH (i.e., complex conjugate–transpose) instead of the
transpose matrix AT.
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5.3. GMRES Method for Nonsymmetric Matrix Equations

Another useful Krylov space iterative method for nonsym-
metric systems is the generalized minimum residual
(GMRES) method [24]. Like the CG method, a sequence
of linearly independent search vectors is generated. How-
ever, unlike the CG method, the entire set of search vec-
tors is saved in memory. Coefficients are found that give
the minimum residual error over the complete set of
search vectors. In essence, it is a ‘‘brute force’’ CG meth-
od. The advantages are that only one matrix–vector prod-
uct is computed per iteration and the transpose of the
matrix is not needed. Furthermore, the GMRES method
truly minimizes the residual at each iteration, so its con-
vergence is monotonic. The disadvantage is that all the
previous search vectors must be stored in memory. There-
fore, the memory requirement grows with the number of
iterations. This may not be a problem for dense system
matrices for which the matrix storage is generally much
larger than the storage of a set of search vectors (depend-
ing, of course, on how many search vectors are stored).

To alleviate the memory requirement, the GMRES al-
gorithm may be restarted after a certain number of iter-
ations. The solution vector after one set of iterations is
used as the initial solution for the next set of iterations.
However, the restarted version of the GMRES algorithm
is not guaranteed to converge because the reduced set
of expansion vectors may not span the entire solution
space. The GMRES algorithm is listed in the third-edition
book by Golub and Van Loan [1] and in Templates [23].
A simplified algorithm that is conceptually equivalent
to GMRES, the generalized conjugate residual (GCR)
method [25], is listed below. In the following algorithm
the vector products are Hermitian, using complex conju-
gation as in (4).

Generalized Conjugate Residual Algorithm
Initialization: x¼ 0, r¼ b, p1¼ b, u1¼Ap1

Iteration: k¼ 1; 2; . . .:

1. x¼ xþ apk, a¼ukr= ukk k
2.

2. r¼ r� auk.

3. Check jjrjj=jjbjj � e. If yes, then stop, and x is a good
approximation; if no, then continue.

4. bi¼
uiAr

uik k
2
, for i¼ 1; 2; . . . ; k.

5. pkþ 1¼ r�
Pk

i¼ 1

bipi.

6. ukþ1¼Ar�
Pk

i¼ 1

biui.

7. Go to step 1.

This algorithm is very similar to the basic conjugate-
gradient method. Note that only one matrix–vector prod-
uct is used per iteration (in step 4) if we store all the
vectors pi and ui for i¼ 1; 2; . . . ; k: It is also helpful to store
uik k

2 to avoid repeated computation in step 4. If storage
becomes excessive, the algorithm may be restarted after
the mth iteration starting with p1¼pm and u1¼um.

6. PRECONDITIONERS FOR ITERATIVE METHODS

The convergence rate of iterative methods, both classical
and conjugate-gradient, can be very slow if the system
matrix is not well-conditioned. As mentioned in the sec-
tion on classical iterative methods, the convergence of
these methods depends on the spectral radius of the iter-
ation matrix ðM�1NÞ. Similarly, the convergence rate of
CG methods depends on the spectral properties of the sys-
tem matrix (see Section 7 for a discussion). Certain for-
mulations in electromagnetics give rise to poorly
conditioned systems, such as the electric field integral
equation (EFIE). Sometimes the formulation may be
altered to give a better conditioned system, such as by
converting the EFIE to the combined field integral equa-
tion. The choice of basis functions may also affect the con-
ditioning. Alternatively, one may apply a preconditioner
matrix M to the original system as

M�1Ax¼M�1b

Clearly, if the inverse of M approximates the inverse of A,
then the solution of this system should be easier, or, math-
ematically speaking, the matrix M�1A should have better
spectral properties than the original matrix. The precon-
ditioner may be implemented in any iterative algorithm
by replacing matrix–vector products of the form Ap with
M�1Ap, and the excitation vector b with M�1b. There are
cleverer ways to do this as described in Section 7.

The preconditioner should improve convergence, while
its inverse M�1 (or factorization) must be computed effi-
ciently. It is not a coincidence that the preconditioner ma-
trix M uses the same symbol as the classical iterative
matrix splitting M. In fact, the M matrix of all of the clas-
sical iteration matrix splittings discussed here and shown
in Fig. 2 may be used as a preconditioner, namely, diago-
nal, block-diagonal, lower or upper triangular, and banded.
Classical splittings often mimic wave interactions, which
make them useful as preconditioners. From the matrix-
splitting point of view, we want the matrix M to contain the
‘‘dominant’’ portion of the system matrix A. Then the in-
verse of M will approximate the inverse of A, and the it-
erative algorithm should therefore converge rapidly.

A very effective preconditioner for the EFIE with sub-
sectional basis functions is described in Ref. 26. The pre-
conditioner M is a sparse version of A, which contains the
matrix entries corresponding to basis interactions within
a specified distance. Incomplete factorization is used to
compute a sparse factorization of M. In fact, there is a
large class of preconditioners that use incomplete factor-
ization. Some common preconditioning approaches for
iterative algorithms are discussed in Refs. 1 and 23.

7. THEORY OF THE BASIC CG METHOD

The basic CG method is applicable only to symmetric sys-
tems. Consider the following complex symmetric matrix
equation

Ax¼ b ð15Þ
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where A is an N�N complex symmetric matrix, x is the
solution column vector, and b is the RHS excitation col-
umn vector. Before we derive the CG method, let us try to
answer a few related questions first.

A-Conjugate Condition. Given a set of basis column vectors
v0; v1; . . . ; vn�1f g with noN, how to determine the best ap-

proximate solution

~xxapp¼
Xn�1

i¼ 0

ci ~vvi ð16Þ

that solves (15). The answer is the Galerkin method, or
weighted residual. For each column vector, we shall form a
residual column vector

~RR¼ ~bb�A ~xxapp ð17Þ

Note also that equation (16) can be written in matrix
form as

~xxapp¼V ~cc

V¼ ~vv0 ~vv1 � � � ~vvn�1

� �
; ~cc¼

c0

c1

..

.

cn�1

2
66666666664

3
77777777775

ð18Þ

Subsequently, by requiring that the residual vector ~RR be
orthogonal to all the basis vectors is equivalent to solving
the coefficient vector ~cc through the following reduced ma-
trix equation

VtAV
� �

~cc¼Vt ~bb ð19Þ

Let us take a closer look at Eq. (19). If the reduced matrix
VtAV turns out to be an identity matrix, then the coeffi-
cients can be simply computed by

ci¼ v
~
i
~bb; v

~
¼ ð ~vvÞt ð20Þ

What is more is that, as will be seen later in this section,
there is no need to store all these basis vectors in order to
find the approximate matrix solution ~xxapp. Requiring
VtAV 
 I implies that the basis vectors need to satisfy

v
~
iA ~vvj¼ dij ð21Þ

which is called the A-conjugate condition.

Before moving on to derive the CG methods, lets take a
few moments to restate what we have discussed in a more
fundamental way. You see, as in many applications, to
solve equations, whether infinite dimensional problems
(integral equation formulations), or finite-dimensional

problems (like matrix equations), the Galerkin method is
a very good method of choice. Once again, in applying the
Galerkin method, we shall need to establish what the trial
and test function spaces are. When the operators are sym-
metric, some would argue that they need to be positive
definite as well, we can simply have both the trial and test
functions be the same. The next logical question will be
how to generate these basis vectors that span the trial and
test function spaces. As basic linear algebra taught us,
these basis vectors at least need to be linearly indepen-
dent, preferably orthonormal. This is where the A-conju-
gate condition comes in. When the operator is symmetric,
we can, with some violation when the operator is not pos-
itive definite, define the vector inner product as

~vvi; ~vvj

� �
¼ v

~
iA ~vvj ð22Þ

As you shall see, different definitions of the ‘‘inner prod-
uct’’ lead to different variants of CG methods.

For the matrix equation A ~xx¼ ~bb with a nonzero initial
solution ~xxi, it is always possible to solve for the correction
equation A ~xx0 ¼ ~bb0 ¼ ~bb�A ~xxi

� �
, and with ~xx¼ ~xx0 þ ~xxi. There-

fore, without loss of generality, we shall assume that we
will solve A ~xx¼ ~bb with initial guess zero. We shall derive
the CG method by induction.

k¼ 0: With the initial solution ~xxð0Þ ¼ 0, the residual vector
is simply ~rrð0Þ ¼ ~bb. The trial space for solving the matrix
equation can now be established as

V0¼ ~vv0½ � ¼MGSA ~rr0f g ð23Þ

The notation MGSA ~aa0 ~aa1 � � � ~aan�1

� �
means making

a orthonormal basis from the n column vectors,
~aa0 ~aa1 � � � ~aan�1 , through the modified Gram–Schmidt

(MGS) process and the inner product is defined by the
A-conjugate condition:

~vv0¼
~rr0ffiffiffiffiffiffiffiffiffiffiffiffiffi

r
~
0A ~rr0

q ð24Þ

Notice that, in equation (24), we have an expression r
~
0A ~rr0.

If the matrix A is positive definite, the expression r
~
0A ~rr0

will always be a positive nonzero number, thus Eq. (24)
will always be valid. Since in our case A is a complex sym-
metric matrix, it is possible that r

~
0A ~rr0 
 0 even though

~rr0O0. This is referred to as ‘‘breakdown’’ in the CG meth-
od. Although, in practical computation, it rarely occurs,
but when the matrix A is poorly conditioned, it is possible
that r

~
0A ~rr0 � 0 and thus causes slow and even failure to

converge in the CG process. It should be emphasized here
that many researchers object to the use of CG method to
non-positive-definite matrix equations; in reality, with
good preconditioners (a topic which is of paramount im-
portance) the CG method may be used to solve complex
symmetric matrix equations.

k¼ 1: The best solution in the trial space V0¼ span ~vv0f g,
from the Galerkin method, for the matrix equation
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A ~xx¼ ~bb is

~xxð1Þ ¼ c0 ~vv0; c0¼ v
~
0
~bb ð25Þ

Subsequently, the residual vector ~rrð1Þ can be obtained as

~rrð1Þ ¼ ~bb�A ~xxð1Þ ¼ ~rrð0Þ � c0A ~vv0 ð26Þ

Since the solution is solved through Galerkin method, and
v
~
0 ~rrð1Þ ¼ 0, it is certain that ~rrð1Þ is linearly independent with

vectors from V0¼ span ~vv0f g; therefore it would be a good
idea to have

V1¼V0 [ span ~rrð1Þ
� �

¼MGSA ~vv0 ~rrð1Þ
� �

ð27Þ

Consequently, our new basis vector is determined through
the modified Gram–Schmidt (MGS) process:

~ww¼ ~rrð1Þ � b ~vv0; b¼ v
~
0A ~rrð1Þ ¼ r

~

ð1ÞA ~vv0

~vv1¼
~wwffiffiffiffiffiffiffiffiffiffiffiffi

w
~
A ~ww

q
ð28Þ

It is easy to verify that v
~
0A ~vv1¼ v

~
1A ~vv0¼ 0 and v

~
0A ~vv0¼

v
~
1A ~vv1¼ 1. Moreover, we see from equation (26), A ~vv0 2 V1.

To summarize, at k¼ 1, we have the following condi-
tions:

1. V1¼ span ~vv0 ~vv1

� �
¼MGSA ~vv0 ~rrð1Þ

� �

2. Vt
1AV1¼ I

3. A ~vv0 2 V1

kth iteration: At this moment, we have the trial space
Vk�1¼ span ~vv0 ~vv1 � � � ~vvk�1

� �
and it satisfies

1. v
~
iA ~vvj¼ dij; i; j¼ 0; 1; . . . ðk� 1Þ

2. A ~vvi 2 Vk�1; i¼ 0; 1; . . . k� 2ð Þ

The best matrix solution in the trial space Vk�1¼

span ~vv0 ~vv1 � � � ~vvk�1

� �
is then

~xxðkÞ ¼
Xk�1

i¼ 0

ci ~vvi¼
Xk�1

i¼ 0

v
~
i
~bb

� �
~vvi

¼ ~xxðk�1Þ þ v
~
k�1

~bb

� �
~vvk�1¼ ~xx

ðk�1Þ þ a ~vvk�1

ð29Þ

and of course, the residual vector is computed through

~rrðkÞ ¼ ~bb�A ~xxðkÞ ¼ ~rrðk�1Þ � aA ~vvk�1 ð30Þ

From the Galerkin method it follows that

v
~
i ~rr
ðkÞ ¼ 0; i¼ 0; 1; . . . k� 1ð Þ ð31Þ

Since A ~vvi 2 Vk�1; i¼ 0;1; . . . k� 2ð Þ, we also have

v
~
iA ~rr
ðkÞ ¼ 0; i¼ 0;1; . . . k� 2ð Þ ð32Þ

Subsequently, the next basis vector will be computed by

~pp¼ ~rrðkÞ �
Xk�1

i¼ 0

bi ~vvi¼ ~rr
ðkÞ �

Xk�1

i¼ 0

v
~
iA ~rr
ðkÞ

� �
~vvi

¼ ~rrðkÞ � v
~
k�1A ~rrðkÞ

� �
~vvk�1¼ ~rr

ðkÞ � b ~vvk�1

ð33Þ

and

~vvk¼
~ppffiffiffiffiffiffiffiffiffiffi

p
~
A ~pp

q ð34Þ

Consequently, ~vv0 ~vv1 � � � ~vvk

� �
is an A-conjugate basis

for the trial space Vk. This process continues until ~rrðkÞ
�� �� is

very small at a certain iteration k; it then implies, for all
practical purposes, that ~xxðkÞ is the solution to the matrix
equation A ~xx¼ ~bb. Note that the process is extremely simple
and the recursive nature of the process makes it possible
not to store all the basis vectors.

The detailed induction argument above leads directly
to the basic CG algorithm 1 listed earlier in this article.

7.1. Convergence Rate of Conjugate-Gradient Methods

There are two features that can make CG converge fast:
(1) eigenvalue clusters and (2), a good condition number of
the matrix. To see why eigenvalue clusters are good for CG
method, let’s look at the following theorem.

Theorem 1. Assume that matrix A, which is a diagonal-
izable N�N symmetric matrix, has only k distinctive
eigenvalues, namely

lðAÞ¼ l0 l0 . . . l0

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{n0

l1 l1 . . . l1

zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{n1

. . . lk�1 lk�1 . . . lk�1

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{nk�1
8
<

:

9
=

;

n0þn1þ . . . þnk�1¼N

ð35Þ

then the dimension of the Krylov space

Km ~vv0;Að Þ¼ ~vv0 A ~vv0 � � � Am�1 ~vv0

� �
ð36Þ

will always be bounded by k regardless of the initial vector
~vv0 and m:

dim Km ~vv0;Að Þ½ � � k ð37Þ

Proof: Let ~eepi
be the ith eigenvector corresponding to

eigenvalue lp of the matrix A:

A ~eepi
¼ lp ~eepi

; i¼ 0; 1; . . . np � 1
� �

ð38Þ
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Since these eigenvectors form a complete set of basis vec-
tors, any column vector ~vv0 can be written as a linear com-
bination of these eigenvectors:

~vv0¼
Xk�1

p¼ 0

Xnp�1

i¼ 0

cpi
~eepi
¼
Xk�1

p¼ 0

~vvðpÞ0

~vvðpÞ0 ¼
Xnp�1

i¼ 0

cpi
~eepi

ð39Þ

It then follows that

A ~vv0¼
Xk�1

p¼ 0

Xnp�1

i¼ 0

lpcpi
~eepi
¼
Xk�1

p¼ 0

lp

Xnp�1

i¼ 0

cpi
~eepi

¼
Xk�1

p¼ 0

lp ~vv
ðpÞ
0

ð40Þ

Moreover, we have

An ~vv0¼
Xk�1

p¼ 0

ln
p ~vv
ðpÞ
0 ð41Þ

This means that for any Krylov vector An ~vv0, it can always
be written as a linear combination of k independent vec-
tors ~vvð0Þ0 ; ~vvð1Þ0 � � � ~vv

ðk�1Þ
0 . Thus, we conclude that

dim½Kmð ~vv0;AÞ�¼ dimf ~vv0 A ~vv0 . . . Am�1 ~vv0g � k ð42Þ

regardless of the initial vector and the iteration number
m.

Consequently, in applying the CG method, or any
Krylov-based methods, to solve a matrix equation with
k distinctive eigenvalues, CG converges in at most k
iterations.

Next, let’s examine the effect of condition number on
the convergence rate of the CG methods. To gain more in-
sight, let us assume further that matrix A is an N�N
symmetric positive definite (SPD) matrix. With this as-
sumption, we can state a fact that at the mth iteration, the
CG method produces the same solution as the following
minimization problem.

Minimization: Seek ~xxðmÞ 2 Km
~bb;A

� �
¼ ~bb A ~bb � � � Am�1 ~bb
� �

such that the quadratic form

x
~
� x

~

ðmÞ

� �
A ~xx� ~xxðmÞ
� �

ð43Þ

is minimized.

Since A is SPD, and its eigenvectors form a complete
set of basis vectors, we can express the RHS vector ~bb as

follows:

~bb¼ b0 ~ee0þ b1 ~ee1þ � � � þ bN�1 ~eeN�1¼
XN�1

i¼ 0

bi ~eei ð44Þ

It is easy to show then the exact solution ~xx is

~xx¼
b0

l0
~ee0þ

b1

l1
~ee1þ � � � þ

bN�1

lN�1
~eeN�1¼

XN�1

i¼ 0

bi

li
~eei ð45Þ

Furthermore, a general trial vector in the Krylov space in
the mth iteration is of the form

~vv¼
Xm�1

i¼0

ci Ai ~bb
� �

¼
XN�1

i¼ 0

c0þ c1liþ � � � þ cm�1l
m�1
i

� �
bi ~eei

ð46Þ

Subsequently

~xx� ~vv¼
XN�1

i¼ 0

1

li
1� c0li � c1l

2
i � � � � � cm�1l

m
i

� �
bi ~eei ð47Þ

and a quadratic functional F ~vvð Þ can be defined as

F ~vvð Þ¼ ðx
~
� v

~
ÞA ~xx� ~vvð Þ ð48Þ

Substituting (46) and (47) into Eq. (48), we have

Fð ~vvÞ¼
XN�1

i¼0

½1� c0li � c1l
2
i � � � � � cm�1l

m
i �

2 1

li
b2

i

� max
0�i�N�1

li

½1� c0li � c1l
2
i � � � � � cm�1l

m
i �

2
XN�1

i¼ 0

1

li
b2

i

¼ max
0�i�N�1

li

½1� c0li � c1l
2
i � � � � � cm�1l

m
i �

2 x
~
A ~xx

����

����

ð49Þ

Since the CG solution is the same as the one that mini-
mizes the quadratic functional, we have

F ~xxðmÞ
� �

¼ min
~vv2Kmð

~bb;AÞ
Fð ~vvÞ � x

	
A ~xx

���
��� min
f c0 c1 � � � cm�1 g

max
0�i�N�1

li

½1� c0li � c1l
2
i � � � � � cm�1l

m
i �

2

¼ x
	

A ~xx
���

��� min
Pmð0Þ¼ 1

max
0�i�N�1

PmðliÞ
�� ��2

ð50Þ

where Pm lð Þ is the mth polynomial in l. If we arrange
the eigenvalues of A in ascending manner, namely,
l0 � l1 � � � � � lN�1, then we can replace the best appro-
ximation problem on the discrete set with the best
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approximation problem on the interval l0 lN�1

� �
. Note

that we have

min
Pmð0Þ¼ 1

max
0�i�N�1

li

PmðliÞ
�� �� � min

Pmð0Þ ¼1
max

l0�l�lN�1

PmðlÞ
�� �� ð51Þ

The solution to the minmax problem on an interval is
known; namely

min
Pmð0Þ¼ 1

max
l0�l�lN�1

PmðlÞ
�� ��

¼
1

Tm
lN�1þ l0

lN�1 � l0

� � max
l0�l�lN�1

Tm
lN�1þ l0 � 2l

lN�1 � l0

� �����

����
ð52Þ

where Tm xð Þ¼
1

2
xþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1
p� �m

þ x�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � 1
p� �mh i

is the

Chebyshev polynomial. Also, since max
�1�x�1

Tm xð Þ
�� ��¼ 1 and

�1 � ½ðlN�1þ l0 � 2lÞ=ðlN�1 � l0Þ� � 1, we then find

min
Pmð0Þ¼ 1

max
l0�l�lN�1

PmðlÞ
�� ��¼ 1

Tm
lN�1þ l0

lN�1 � l0

� �

¼ 2
sm

1þ s2m
;

s¼
1�

ffiffiffiffiffiffiffiffiffiffiffi
l0

lN�1

r

1þ

ffiffiffiffiffiffiffiffiffiffiffi
l0

lN�1

r

ð53Þ

In conclusion, the convergence rate of CG method, mea-
sured in A norm is

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x
~
� x

~

ðmÞ

� �
A ~xx� ~xxðmÞð Þ

s

� 2
sm

1þ s2m

ffiffiffiffiffiffiffiffiffi
x
~
A ~xx

q
ð54Þ

7.2. Preconditioned CG method

We conclude the previous section by observing that CG
method works well on matrices that are either well-con-
ditioned or have just a few distinct eigenvalues. For many
RF engineering applications (such as the electric field in-
tegral equation), the system matrix equations are usually
not suitable directly for CG method. However, if a proper
preconditioning matrix, M¼CtC, can be found, then the
system matrix can be transformed into

A ~xx¼ ~bb) A0 ~zz¼ ~bb0

A0 ¼ Ct
� ��1

AC�1

� �
; ~xx¼C ~zz;

~bb0 ¼ Ct
� ��1

~bb

ð55Þ

Applying the CG algorithm 1 to the transformed matrix
equation results in the following algorithm.

CG Algorithm 2

Initialization: ~vv0 ¼
~bb0ffiffiffiffiffiffiffiffiffiffiffiffiffi

b0
~
A0 ~bb0

r ; ~zz¼ 0; ~rr0 ¼ ~bb0

Iteration:

1. ~zz¼ ~zzþ a ~vv0; a¼ v
~

0 ~bb0.

2. ~uu0 ¼A0 ~vv0; ~rr0 ¼ ~rr0 � a ~uu0.
3. Check jj ~rr0jj=jj ~bb0jj � e. If yes, then stop, and ~zz is a good

approximation; if no, then continue.

4. ~pp0 ¼ ~rr0 � b ~vv0; b¼u
~

0 ~rr0.

5. ~vv0 ¼ ~pp0=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
p
~

0A0 ~pp0
q

.

6. Go to step 1.

Of course, once we have ~zz, then we can obtain ~xx via
~xx¼C�1 ~zz. However, it is possible to avoid explicit refer-
ence to the matrix C�1 by defining ~pp0 ¼C ~pp; ~zz¼C ~xx and
~rr0 ¼ ðCt

Þ
�1 ~rr in every CG iteration. Indeed, if we substi-

tute these definitions into CG algorithm 2 and recall
~bb0 ¼ ðCt

Þ
�1 ~bb, then we obtain

CG Algorithm 3
Initialization:

C ~vv¼
Ct
� ��1

~bb
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

b
~

C�1 Ct
� ��1

� �
A C�1 Ct

� ��1
� �

~bb

s ; ~zz¼0; ~rr¼ ~bb

Iteration:

1. C ~xx¼C ~xxþ aC ~vv; a¼ v
~

~bb.

2. Ct
� ��1

~uu¼ Ct
� ��1

A ~vv; Ct
� ��1

~rr¼

Ct
� ��1

~rr� a Ct
� ��1

~uu.

3. Check jj ~rr0jj=jj ~bb0jj � e, If yes, then stop, and ~xx is a good
approximation; if no, then continue.

4. C ~pp¼ Ct
� ��1

~rr� bC ~vv; b¼ u
~

C�1 Ct
� ��1

~rr.

5. C ~vv¼C ~pp=
ffiffiffiffiffiffiffiffiffiffi
~ppA ~pp

p
.

6. Go to step 1.

Finally, the entire algorithm can be simplified by using
the preconditioner M¼CtC directly instead of referring to
C or Ct. This is then the preconditioned CG algorithm.

Preconditioned CG Algorithm

Initialization: ~zz¼ 0; ~rr¼ ~bb; ~pp¼M�1 ~rr; ~vv¼ ~pp=
ffiffiffiffiffiffiffiffiffiffi
p
~
A ~pp

q

Iteration:

1. ~xx¼ ~xxþ a ~vv; a¼ v
~

~bb.

2. ~uu¼A ~vv; ~rr¼ ~rr� a ~uu.

3. Check jj ~rrjj=jj ~bbjj � e. If yes, then stop, and ~xx is a good
approximation; if no, then continue.

4. ~pp¼M�1 ~rr� b ~vv; b¼u
~
M�1 ~rr.

5. ~vv¼ ~pp=
ffiffiffiffiffiffiffiffiffiffi
p
~
A ~pp

q
.

6. Go to step 1.
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1. INTRODUCTION

This article describes ongoing activities to create a new
family of standards that supports the emerging Intelligent
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Transportation Systems (ITS) and telematics wireless
markets. ITS-WAVE is a radiocommunication system in-
tended to provide seamless, interoperable services to sur-
face transportation systems. After an initial overview of
the ITS-WAVE family of standards, more emphasis will be
given to the radio (lower layers) part of the system, and
the use of orthogonal frequency-division multiplexing
(OFDM) for the physical layer [1].

1.1. ITS, Telematics, and Wireless Interoperability

The Intelligent Transportation Systems (ITS) initiative
was created by Congress in the Intermodal Surface Trans-
portation Efficiency Act of 1991 (ISTEA) to improve the
mobility and safety of the surface transportation system.
ITS is defined as those systems utilizing synergistic tech-
nologies and systems engineering concepts to develop and
improve transportation systems of all kinds. Communica-
tion and information technologies are at the core of road-
side infrastructure and in-vehicle systems. These
technologies promise to enhance mobility by improving
the way we monitor and manage traffic flow, clear inci-
dents, reduce congestion, and provide alternate routes to
travelers. The telematics industry is focused on driver
comfort and safety, and while ‘‘telematics’’ in general
has meant the blending of computers and telecommuni-
cations, it is used within the ITS community with the
connotation of ‘‘automotive telematics’’ or the in-vehicle
subsystem of ITS.

In 1999, the Federal Communications Commission
(FCC) allocated the 5.850–5.925-GHz band for use by the
ITS radio service for both public safety and commercial
ITS applications. Many standards development organiza-
tions (e.g., IEEE, IETF, ISO) are engaged in the process of
achieving an end-to-end ITS wireless interoperability.
This article addresses Wireless Access in Vehicular Envi-
ronments (WAVE), which is currently being developed un-
der the IEEE WG 802.11, WAVE Study Group.

1.2. ITS Radio Services

The proposed ITS-WAVE standard addresses broadband
wireless communications that operate in a long range
(r1000 m) and at a high data rate [27 Mbps (megabits
per second)] for all ITS applications. The proposed lower-
layer standard currently addresses communications
between roadside units and mostly high-speed, but occa-
sionally stopped and slow-moving, vehicles or between
high-speed vehicles. The ITS new spectrum will be used to
support multiple applications to enhance public safety and
transportation mobility and can be categorized as follows:

1. Public Safety: The primary use of this band is to offer
services such as emergency vehicle signal preemp-
tion and announcements for work zones. While the
FCC has allocated the 4.9 GHz for communications
between first responders, the 5.9-GHz band is ex-
pected to allow first responders to communicate with
the general driving public on roads and freeways.

2. Mobility: Services such as electronic toll, vehicle
probes, traveler information, and public transporta-

tion integration are expected to enhance the trans-
portation system performance.

3. Driver Safety: New features such as support of col-
lision avoidance and warnings for excessive speed
and railroad crossings are expected to improve sys-
tem performance. More recently, vehicle manufac-
turers and telematics providers have shown interest
in the ITS-WAVE standards. There is no other ra-
diocommunication technology that can support the
real-time requirements for vehicle-to-vehicle com-
munications.

1.3. ITS-WAVE Development History

Attempts to develop standards for the wireless ITS envi-
ronment date back to the early 1990s, when California
adopted the Title 21 regulation to achieve a common stan-
dard for ‘‘toll collections.’’ The dedicated short-range com-
munications (DSRC) standard at 900 MHz, and Title 21
[2], predated the ITS initiative, and addressed only the
electronic toll collection; it was not intended to support a
national interoperable wireless ITS standard.

The Intermodal Surface Transportation Efficiency Act
of 1991 (ISTEA) funded many research ITS programs. In
the mid-1990s, the author (then with the New Technology
program at Caltrans) initiated some of the first technical
studies to develop an integrated wireless communications
system for all ITS applications [3]. In 1996, the U.S. Na-
tional System Architecture identified wireless communi-
cations as one of the critical enabling technologies needed
to support many of the ITS services. Later, the USDoT
funded more studies, and the California Department of
Transportation (Caltrans) established the Testbed Center
for Interoperability (TCFI) to study and test end-to-end
wireless interoperability. In May 1997, the Intelligent
Transportation Society of America (ITSA) filed a Petition
for Rulemaking, requesting that the FCC allocate 75 MHz
of spectrum in the 5.850–5.925-GHz band on a coprimary
basis for DSRC-based ITS services. In 1998 at the IEEE–
Vehicular Technology Conference, the author suggested to
leverage the economical feasibility of the IEEE 802.11 to
achieve wireless ITS interoperability [4]. In 1999, the FCC
amended Parts 2 and 90 of the Commission’s Rules to al-
locate the 5.850–5.925-GHz band to the Mobile Service for
Dedicated Short Range Communications of Intelligent
Transportation Services.1 The USDoT funded the Ameri-
can Society for Testing and Materials (ASTM) to initiate
the standard writing group for the DSRC at 5.9 GHz. In
2000, TCFI tested the first video relay to a moving vehicle
at highway speed using OFDM technology.2 The success-
ful test paved the way to use broadband technologies for
wireless ITS. Later, the ASTM selected the OFDM Forum
proposal to use the IEEE 802.11a [5,6] as the basis for the
new standard.3 The new DSRC standard is now being

1ET Docket 98-95, 14 FCC Record 18221.
2Wireless LAN provided the OFDM equipment at 2.4 GHz; Fur-
ther infromation is available at http://www.wi-lan.com.
3The OFDM-Forum proposal (802.11 RA) suggested changing the
physical layer of the IEEE 802.11 to match the requirements of
the ‘‘road access’’ environment. (http://www.ofdm-forum.com).
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completed within the IEEE WG 802.11. The Study Group
(SG) decided to use the ASTM standard [7] as the basis for
the ITS-WAVE proposal.4 As the proposed standard is not
limited to short-range applications, the SG has named it
the Wireless Access in Vehicular Environments (WAVE)
instead of DSRC. This will also avoid any confusion with
the single carrier technology in use in the United States
(900-MHz band) or in Japan and Europe (at 5.8 GHz but
different standards).

On December 17, 2003 the FCC adopted the rules
for the ITS band. It is expected that the new standard
(possibly 802.11p) will be completed by the end of 2005.

2. ITS RADIO SERVICES SYSTEM-LEVEL DESCRIPTION

2.1. Spectrum Allocation for ITS, Telematics, and Public
Safety

The Broadband ITS Radio Service (ITS-RS) establishes a
common framework for providing wireless services in the
5.850–5.925-GHz band. This band is allocated for ITS-RS
applications by the FCC.5 Figure 1 shows the spectrum
allocation in the 4.9–5.9-GHz band. The differences be-
tween the ITS-WAVE and the IEEE 802.11 WLAN sys-
tems stem from the fact that the ITS-WAVE operates in a
licensed band, and it establishes reliable communications

between units operating at full vehicle mobility, a different
environment than the indoor WLAN.

These communications may occur with other units that
are (1) fixed along the roadside or above the roadway, (2)
mounted in other high-speed moving vehicles, (3) mounted
in stationary vehicles, (4) mounted on mobile platforms
(e.g., watercraft, buoy, or a robotic platform), or (5) porta-
ble or handheld. In-vehicle communications units are
called onboard units (OBUs). Communication units fixed
along the freeways, over the road on gantries or poles, or
off the road in private or public areas, are called roadside
units (RSUs). The WAVE RSUs may function as stations
or as access points (APs) and the WAVE OBUs only have
functions consistent with those of stations (STAs). The
common function between all RSUs is that these station-
ary units control access to the radiofrequency medium for
OBUs in their communication zone or relinquish control to
broadcast data only.

The vehicular mobility environment requires that we
design a system that can survive both the time-dispersive
(frequency-selective) multipath fading and the frequency-
dispersive (time-selective) fading environment. Tests con-
ducted at the Testbed Center For Interoperability (TCFI)
at UCSB show that we may encounter up to 400 ns of
delay spread and up to 2200 Hz of Doppler spread as
explained later. Single-carrier transmission, with a time-
domain equalizer, has an inherent limitation due to con-
vergence and tracking problems which arises as the
number of taps increase. A coded OFDM (COFDM)
approach similar to the IEEE 802.11a/g standard offered
a more robust, as well as economically feasible solution

ITS-RS
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4.900 5.000 5.150 5.250

5.030 5.091

5.150
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5.350
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DFS & TPC DFS & TPC

4.900 5.000 5.100 5.200 5.300 5.400 5.500 5.600 5.700 5.800 5.900 6.000

DFS: Dynamic Frequency Selection
TPC: Transmit Power Control

Freq./GHz

Homeland Security
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Max mean
Tx power
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5.725

5.725

5.85

5.825

5.8505.725

5.925
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Frequency allocations 4.9-5.9 GHz:

Figure 1. Spectrum allocation at the 5-GHz Band. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

4The ASTM E2213-02 was approved but not published because of
copyright issues with the IEEE.
5Title 47, Code of Federal Regulations (CFR), Part 90, Subpart M.
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based on the success of the WLAN industry. This economic
feasibility also made the COFDM approach a better can-
didate than the single-carrier transmission with a fre-
quency-domain equalizer. Although, the latter has the
same complexity and may have some good features [e.g.,
avoids the PAPR (peak-to-average power ratio) issues].

The 802.11a scheme would not be able to tolerate the
delay spread expected in the WAVE environment. Figure 2
shows the impact of delay spread on a 16-QAM signal
constellation for a 64-subcarrier OFDM system [1]. The
channel has a two-ray multipath; the second ray is 6 dB
lower than the first one: (1) delay spread less than guard
time (Fig. 2a), (2) delay spread greater than guard time
by 3% of the FFT interval (Fig. 2b), and (3) delay
spread greater than guard time by 9% of the FFT inter-
val (Fig. 2c).

We proposed to double the guard interval (GI) to be
more multipath-tolerant; in principle, using half the mas-
ter clock should double the GI and scale down the channel
bandwidth to 10 MHz, a desired outcome to increase the
number of channels within the allocated spectrum. Of
course the maximum data rate will be reduced to 27 Mbps,
which is still adequate for demanding ITS applications
(e.g., video relay). WLAN chips manufacturers (e.g., In-
tersil and Atheros) confirmed the feasibility of the ap-
proach using their current 802.11a implementations.6 It is
expected that products with the correct front end operat-
ing at 5.9 GHz (10 MHz bandwidth) will be available as the
market develops.

In order to accommodate the more dynamic vehicle en-
vironment with essentially the same radio technology, and
provide priority to public safety communications, the ITS
community is proposing a complementing set of standards
under the IEEE SCC32. These standards address the
upper layers including a different channel structure and
access mechanism than that of the IEEE 802.11 as ex-
plained later.

2.2. System Architecture and SDO Coordination

The International Standards Organization (ISO) and
the IEEE are coordinating their standards development

efforts to achieve ITS wireless interoperability. To this end
a common CALM/WAVE architecture has been developed
as shown in Figs. 3 and 4.

The current scope of the IEEE-WAVE proposed project
is to create an amendment of IEEE 802.11 to support com-
munication between vehicles and the roadside and be-
tween vehicles while operating at speeds up to a minimum
of 200 km/h for communication ranges up to 1000 m. The
amendment will support communications in the 5-GHz
bands; specifically, the 5.850–5.925-GHz band within
North America with the aim to enhance the mobility and
safety of all forms of surface transportation, including rail
and maritime transportation. Amendments to the PHY
and MAC will be limited to those required to support com-
munications under these operating environments within
the 5-GHz bands.

The IEEE SCC32 sponsors the IEEE P1556, DSRC
Security and Privacy and the ITS-WAVE (upper layers).
The WG P1556 is proposing a dual-certificate system for
public safety and vehicle safety to balance security and
anonymity requirements. The IEEE WG P1609 architec-
ture adopted IPV6 as the method of handling upper-layer
applications. It consists of a series of four standards:

1. P1609.4 defines the channelization approach and
considers integration issue with the IEEE 802.11e
and IEEE 802.11 h.

2. P1609.3 is based on the IPv6 specification and may
include a broad range of supporting standards de-
fined by the Internet Engineering Task Force
(IETF). It defines IPv6 addressing and configura-
tion issues, network services (e.g., WAVE router ad-
vertisement), and all the WAVE management
entities needed for registration and ‘‘service table’’
exchanges.

3. P1609.2 defines applications services.

4. P1609.1 defines a resource manager for onboard
units (OBUs).

The ISO-Transport Information & Control (TC204)
Working Group 16 is developing standards for wide-area
wireless communications for transport information and
control. ISO-TC204-WG16 is developing the communica-
tion air interface for long and medium range (or short
media) (CALM) architecture. The CALM scope includes
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Figure 2. Impact of delay spread. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

6WLAN products from Intersil are now part of Conexant (http://

www.conexant.com), Atheros ( http://www.atheros.com).
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communications between fixed sites and switching be-
tween communication media (e.g., 3G cellular and
WAVE), as well as issues such as handover and mobility
management. CALM mandates end-to-end system inter-
operability at all levels. CALM-M5 is adopting the IEEE-
WAVE proposal for the lower layers at 5 GHz.

2.3. Basic Concept of Operation

The ITS-WAVE typically consists of two types of radio
devices. The first type is always used while stationary,
usually permanently mounted along the roadside, and
is referred to as the roadside unit (RSU). The second is

SNMP agent
(RFC 1157)

App 1

App Data
Sockets

App 2

App Data
Sockets

OBU IVN
App 3

App Data
Sockets

UDP

Networking Services

IVN
L2/L1

UDP (RFC 768)

Networking Services (IPv6 – RFC 2460)

SNMP
MIB

SME
(1609.3)

Logical Link Control (802.2)

Channelization (1609.4)

MAC (802.11p)

PHY (802.11p)

WME
(1609.3)

MLME
(802.11p)

PLME
(802.11p)

IVN
L2/L1

IVN: In- Vehicle Network

Figure 3. Wave architecture.

CME
(Commun

ication
Managem

ent
Entity)

ISO

 LME
(Link 

Managem
ent Entity) 

Common
Station,

PHY,
MAC, LLC
Managers

Service Access Point – Management Service Access Point – Data Transfer

CALM M5

CALM M5

3G
cellular

std

CALM 3G

NETWORK INTERFACE
Routing and Media Switching based on IPv6

ISO 21210-2

Directory
Services

Convergence
Layer

Convergence
Layer

Layer 5-7
INTERNET

Non-CALM-
aware

Point-to-point

Non-CALM-
aware

IP (Internet)

CALM-Aware
APPLICATIONS

Figure 4. CALM architecture. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

ITS RADIO SERVICE STANDARDS AND WIRELESS ACCESS IN VEHICULAR ENVIRONMENTS (ITS-WAVE) AT 5.9 GHz 2245



mobile, mounted on board vehicles, and is referred to as
the onboard unit (OBU). Three types of communication
are supported: a command/response type between a ser-
vice provider and a service user, a broadcast to listener,
and a peer-to-peer type that does not identify either device
as controlling the actions of the other. OBUs and RSUs
can initiate both types of communication. The command/
response type includes various forms of transactions be-
tween a service provider and a user of that service. To en-
sure scalable interoperability between ITS-WAVE units,
the proposed standards define two levels of implementa-
tions. A minimal implementation only supports the lower
layers, those below the network layer, and will be referred
to as a ‘‘WAVE radio.’’ An implementation that has the full
ITS-WAVE protocol stack is referred to as a ‘‘WAVE de-
vice.’’ Multiple devices interact with each other through
the Networking Services (IEEE P1609).

Figure 5 represents the current ITS-WAVE band plan.
The ITS-WAVE uses a ‘‘control channel’’ and any of six ‘‘ser-
vice channels’’. Licensing of both roadside RSUs and OBUs
are necessary to prevent unauthorized use of the control
channel. OBUs should be licensed by rule, since these
devices are mobile and can operate nationwide, communi-
cating with any other ITS-WAVE devices within range.

The onboard units (OBUs) are required to listen on the
control channel every few hundred milliseconds, in order
to check for public safety messages. The messages on the
control channel are of variable length, but are generally
kept short, to permit maximum access to the channel.
Control channel access will be performed via a standard
IEEE 802.11a, Multiple Access with Collision Avoidance
(CSMA/CA). By default, all devices when turned on are
tuned to the control channel. If an ITS-WAVE device

desires to transmit, but detects another message being
broadcast on the control channel, it must wait before at-
tempting to transmit. A request to send (RTS) is initiated,
and time is granted first to high priority (public safety)
broadcasts, then to lower-priority transmissions. The
same control channel is used for roadside-to-vehicle, ve-
hicle-to-roadside, and vehicle-to-vehicle communications.
‘‘Control channel interval’’ and ‘‘service channel interval’’
are controlled by RSU beacon frames. Since the control
channel will be fixed throughout the nation, all ITS-WAVE
devices will be able to access those services in an interop-
erable matter.

A registration process must occur before a WAVE device
can be considered ‘‘ready for operation’’; the RSU broad-
casts beacon frames that include the ‘‘provider service ta-
ble’’ (PST) and the ‘‘WAVE router advertisement’’ (WRA)
on the control channel. Application initialization proce-
dures are based on SNMP, and the designated service
channel, priority, and power level are indicated in the
PST. At the end of the application initialization state,
the RSU commands the OBU to switch to the designated
service channel. The RSU, now on the service channel,
receives UDP datagrams sent by the OBU. The RSU
routes datagrams to and from the applications indicated
by the global IPv6.

The description above is included to give an idea about
the basic concept of operations, with the understanding
that the proposed standards are now under development.
The P1609.3, 1609.4, and the P1556 are currently the
most critical part of the WAVE family of standards as they
require integration and coordination with many other
standards such as IEEE 802.11e/h/i and many of the
IETF recommendations.
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Figure 5. ITS-wave band plan. (This figure is available in full color at http://www.mrw.
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It is expected that WAVE radios that implement only
the lower layers will develop first, as they leverage the
existing IEEE 802.11a standard and chip technology.

3. DESIGNING FOR WIRELESS VEHICULAR
ENVIRONMENTS

3.1. Channel Impairments

There is extensive literature on different statistical mod-
els of the communication channels at different frequency
bands [8]. However, limited data of actual field measure-
ments for vehicle–vehicle and vehicle–roadside communi-
cation are available at the ITS-WAVE frequency band.
Statistical models include large-scale path loss models and
small-scale fading models:

1. Large-scale propagation models characterize the
mean received power over large transmitter–receiv-
er separation distances. It is used to estimate radio
coverage area of a transmitter.

2. Small-scale (fading) models characterize the rapid
fluctuations of the received signal strength and
phase over a very short distance. Multipath struc-
ture (power delay profile) is used to measure and
describe the fading effects.

Both large- and small-scale fading models are needed
for packet error rate characterization.

3.1.1. Time-Dispersive (Frequency-Selective) Multipath
Fading Channel. A time-dispersive channel is defined as a
channel for which the delay spread is much wider than the
signal duration. The classification of a channel as time
dispersive is therefore dependent on the data rate of the
system. For a single carrier, high-data-rate systems, time-
dispersive channels are commonly encountered. This type
of fading is often referred to as frequency-selective because
the signal may be simultaneously faded at one frequency
and not at another. OFDM is robust against delay spread by
design because of the longer symbol time and the fact that
each subcarrier experiences a flat-fading channel. Similar
to the IEEE 802.11a, the insertion of guard interval, and
the use of forward error correction (FEC) are essential de-
sign elements to the coded OFDM scheme employed in the
WAVE physical layer. This multipath rejection capability
was one of the main reasons for selecting COFDM instead
of a single-carrier system, especially for ITS applications
that operate at longer ranges and at high data rates.

Short-range systems typically experience significantly
smaller delay spreads than does a longer-range system.
Previous studies show that 90% RMS (root-mean-square)
delay spread is less than 100 ns for typical short-range
applications (e.g., toll collection) in urban environments.7

RMS delay spread could be up to 300 ns [9,10] in a non-
line-of-sight (NLoS) heavy-multipath environment, as
may be expected in a freeway urban environment.

In order for subcarriers to perceive a flat-fading chan-
nel, the bandwidth (subcarrier spacing) must be less than
the ‘‘coherence bandwidth’’ (Bc) of the channel.8 Bc is the
bandwidth of the channel variation in frequency and is
defined [8] as

Bc¼ 1=5s

where s is the RMS delay spread of the channel. The ITS-
WAVE has a subcarrier spacing (bandwidth) of 156 kHz,
and each subcarrier will encounter flat fading as long as
so100 ns (for rangeo300 m). For long ranges (large delay
spread), the pilot channels are available to estimate the
channel in the frequency domain if they are well struc-
tured. In order to use the pilots for channel estimation, the
pilot spacing in frequency has to be less than Bc (B2 MHz
for s¼ 500 ns). This may not be the case using the current
pilot structure of the IEEE 802.11a (pilot spacing¼ 14�
156 kHz¼ 2.18 MHz4Bc). Interpolation of pilot subcar-
rier in the current structure may not be sufficient to track
the frequency selective fades. It is expected that the first
generation WAVE radios, those using modified 802.11a
chips, will be limited in range and may not be suitable for
long-range public safety applications.

3.1.2. Frequency-Dispersive (Time-Selective) Fading
Channel. Frequency-dispersive channels are classified as
channels that have a Doppler spread larger than the
channel bandwidth. Doppler spread is a direct result of
multiple Doppler shifts which are caused by motion of the
transmit and/or receive antenna. Doppler shifts can also
result from reflections off of moving objects.9 Distortion of
the power spectrum of the received signal results from
Doppler spread, which can be approximated by the Dopp-
ler spread Bd

Bd¼ fm . cos a

where fm¼v . fc/c, where v is the vehicle speed in m/s, fc is
the carrier frequency in Hz, c is the speed of light in m/s,
and a is the angle between the direction of vehicle travel
and the ray of the communication path. In the case of the
ITS-WAVE where vehicle speeds of r120 mph (193 km/h)
must be supported (public safety), the maximum Doppler
shift for a vehicle traveling directly toward the roadside
antenna would be about 1100 Hz at 5.9 GHz, and much
less for vehicle–vehicle communication (two vehicles head-
ing in the same directions).

Time-selective fading caused by Doppler spread is
described by the coherence time (Tc) of the channel. Tc

represents the duration over which the channel character-
istics do not change significantly, and is defined [8] as

Tc¼0:423=fm

7For transmit–receive (Tx/Rx) separation of 30–300 m, both LoS
and NLoS (Xiongwen, etc.; IEEE JSAC 2002).

8Bc is defined as the bandwidth over which the frequency corre-
lation function is above 0.5.
9If a sinusoidal signal is transmitted over a fading channel (com-
monly referred to as a constant wave), the Doppler spread Bd is
defined as the range of frequencies over which the received Dopp-
ler spectrum is essentially nonzero.
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At a vehicle speed of 120 mph and a frequency of 5.9 GHz,
Tc¼ 400ms. When using pilot symbols at the start of a
packet, the assumption is that channel variations during
the rest of the packet are negligible. This limits the packet
duration to less than Tc, and places an upper limit on the
packet size. At a data rate of 3 Mbps, 1

2-code-rate BPSK-
modulated signal, the maximum packet size10 is 135 bytes.
Although this suggests that higher-order modulation
would give better performance, as their transmission
time is shorter, these modulation schemes degrade more
in the presence of channel impairment.

3.2. The ITS-WAVE Physical Layer

The ITS-WAVE physical layer is based on using the
robustness of the coded orthogonal frequency-division
multiplexing (OFDM) signal to achieve the required per-
formance in the wireless vehicular environments. OFDM
is a special case of multicarrier modulation (MCM), which
is the principle of transmitting data by dividing the data-
stream into several parallel bitstreams and modulating
each bitstream onto individual subcarriers. Each subcar-
rier is a narrowband signal, resulting in long bit intervals.
High data rates are achieved by using multiple orthogonal
subcarriers for a single data transmission. The OFDM
system differs from traditional MCM in that the spectra of
the subcarriers were allowed to overlap under the restric-
tion that they were all mutually orthogonal. An orthogo-
nal relationship between subcarriers is achieved if there
are integer numbers of subcarrier frequency cycles over
the symbol interval. This orthogonality guarantees that
each subcarrier has a null at the center frequency of all
other subcarriers as shown in Fig. 6.

Orthogonality is achieved with precision by modulating
the subcarriers with a discrete Fourier transform (DFT),
which is implemented in hardware with the fast Fourier
transform (FFT). By transmitting several symbols in par-
allel, the symbol duration is increased proportionately,
which reduces the effects of intersymbol interference (ISI)
caused by the dispersive fading environment. Additional
multipath rejection and resistance to intercarrier inter-
ference (ICI) is realized by cyclically extending each sym-
bol on each subcarrier. Rather than using an empty guard
space, a cyclic extension of the OFDM symbol is used to

ensure that delayed replicas of the OFDM symbol will
always have an integer number of cycles within the FFT
interval. This effectively converts the linear convolution of
the channel to a circular one, as long as the cyclic prefix
(CP) is longer than the impulse response of the channel.
The penalty of using a CP is loss of signal energy propor-
tional to the length of the CP. In order to avoid excessive
bit errors on individual subcarriers that are in a deep fade,
forward error control (FEC) is typically applied.

The ITS-WAVE physical layer organizes the spectrum
into operating channels. Each 10-MHz channel is com-
posed of 52 subcarriers. Four of the subcarriers are used as
pilot carriers for monitoring path shifts and ICI, while the
other 48 subcarriers are used to transmit data symbols.
Subcarriers are spaced 156.25 kHz apart, giving a total
bandwidth of 8.8 MHz. The composite waveform, consist-
ing of all 52 subcarriers, is upconverted to one of the seven
channels between 5.850 and 5.925 GHz. As shown
in Fig. 7, channels are numbered from � 26 to 26. Sub-
carrier 0 is not used for signal processing reasons, and
pilot subcarriers are assigned to subcarriers � 21, � 7, 7,
and 21. To avoid strong spectral lines in the Fourier trans-
form, the pilot subcarriers transmit a fixed bit sequence as
specified in the IEEE 802.11a using a conservative mod-
ulation technique. Table 1 compares the ITS-WAVE and
the IEEE 802.11a parameters. Table 2 lists ITS-WAVE
baseband modulation values.

3.2.1. Structure of the WAVE Physical Layer. The phy-
sical layer is structured as two sublayers: the physical-
layer convergence procedure (PLCP) sublayer and the
physical-medium-dependent (PMD) sublayer. The PLCP
communicates to MAC via primitives through the physi-
cal-layer service access point (SAP); it prepares the PLCP
protocol data unit (PPDU) shown in Fig. 8. The PPDU
provides for asynchronous transfer of the MAC protocol
data unit (MPDU) between stations. The PMD provides

Table 1. Comparison of 802.11a and ITS-WAVE Parameters

Parameter 802.11a ITS-WAVE

Channel bandwidth (MHz) 20 10
Subcarrier spacing (kHz) 312.5 156.25
TFFT (ms) 3.2 6.4
TGI (ns) 800 1600
TSYM (ms) 4 8
Channel symbol rate (Msps) 12 6
Minimum data rate (BPSK) (Mbps) 6 3.0
Maximum data rate (64-QAM) (Mbps) 54 27

A B C D ETone

Figure 6. Subcarrier Orthogonality in OFDM systems. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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Figure 7. Structure of an Operating Channel.

10Packet duration¼ [10(16þ2)(80þ1)(80þ135)(8)(2/48)(80)]�
100 ns¼400ms.
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actual transmission and reception of the physical layer
entities via the wireless medium, interfaces directly to the
medium, and provides modulation and demodulation of
the transmission frame.

3.2.2. Roles of Preamble, Training Sequences, and Pi-
lots. The ITS-WAVE specifies a preamble at the start of
every packet as shown in Fig. 9.

The PLCP preamble consists of 10 short training sym-
bols, each of which is 1.6 ms, followed by two long training
symbols, each of which is 6.4 ms including a 3.2-ms prefix
that precedes the long training symbol. The long training
sequence contains a guard interval, TGI2, and two long
training symbols, each 6.4ms in duration. The short sym-
bols are used by the receiver for synchronization [signal
detection, AGC (automatic gain control), diversity selec-
tion, frequency offset estimation, and timing synchroniza-
tion]. The long symbols are used to fine-tune the frequency

offset and channel estimates. This training sequence is
transmitted over all 52 subcarriers and is QPSK-modu-
lated. In terms of algorithmic complexity, carrier frequen-
cy offset and timing recovery are by far the most difficult to
determine. The phase-locked-loop (PLL) on the radio sub-
system is responsible only for maintaining the 5-ppm volt-
age-controlled oscillator (VCO) requirement. Digital
signal processing is used, independent of the VCO, to
remove the carrier frequency offset. It is important
to note that once the carrier frequency offset is deter-
mined by the digital baseband hardware, there is no time
to provide a feedback signal to the WAVE radio’s VCO
since a PLL network will take too long to eliminate the
offset. The training sequences are followed by the SIGNAL
symbol, which is a single BPSK-modulated OFDM data
symbol containing information about the packet such as
data rate.

After preamble transmission, any common frequency
offset is tracked via the four pilot subcarriers as shown in
Fig. 10. It is not necessary to use pilots to estimate the
channel as long as the channel remains fairly stationary
over the duration of a single packet. The four pilot signals
facilitate coherent detection throughout the duration of
the packet. The remaining subcarriers carry the data
body of the packet. The pilot spacing is selected to be
less than the coherent bandwidth of the channel, as
explained later.

3.2.3. ITS-WAVE Performance Issues. The performance
of an OFDM receiver is affected by several factors, most
of which fall into the categories of hardware limita-
tions and channel impairments. Hardware limitations,

Table 2. ITS-WAVE Baseband Modulation

Data Rate (Mbps) Code Rate Modulation N_CBPS N_DBPS

3 1
2 BPSK 48 24

4.5 3
4 BPSK 48 36

6 1
2 QPSK 96 48

9 3
4 QPSK 96 72

24 1
2 16-QAM 192 96

18 3
4 16-QAM 192 144

24 2
3 64-QAM 288 192

27 3
4 64-QAM 288 216
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Figure 9. ITS-WAVE PLCP structure.
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particularly clock accuracy and oscillator stability, affect
the synchronization accuracy of the receiver. The channel
impairments discussed in Section 3.1 include ‘‘delay
spread’’ and ‘‘Doppler spread,’’ which result in frequency-
selective fading and time-selective fading, respectively.

OFDM is extremely sensitive to receiver synchroniza-
tion imperfections, which can cause degradation of system
throughput and performance. The overlap between sub-
carriers leads to a system that is extremely sensitive to
imperfections in carrier frequency synchronization. Also,
multiplexing symbols onto multiple subcarriers results in
a system that is extremely sensitive to imperfections in
timing synchronization. This requires that the receiver
architecture be structured to correct for frequency, timing,
and sampling. Figure 11 is a simplified block diagram [1]
depicting the major processing modules associated with
the ITS-WAVE physical layer.

3.2.3.1. Synchronization. Synchronization is a big hur-
dle in OFDM systems. The ITS-WAVE physical layer uses

the same synchronization scheme as in the IEEE 802.11a;
it usually consists of three processes:

1. Frame detection
2. Carrier frequency offset estimation and correction
3. Sampling error correction

Frame detection is used to determine the symbol
boundary so that correct samples of the symbol frame
can be taken. The first 10 short symbols are identical and
are used for frame detection. The received signal is corre-
lated with the known short-symbol waveform that pro-
duces correlation peaks. The received signal is also
correlated with itself with a delay of one short symbol,
which creates a plateau for the length of 10 short symbols.
If the correlation peaks are within the plateau, the last
peak is used as the position from where the start of the
next symbol is determined.

Frequency offset estimation uses the long training
symbols, which are two FFT symbols back-to-back. The

Frame detection:
10 short symbol

Frequency offset
estimation:
Two FFT symbol
back-to-back

Data

Pilot
52 sub-carriers

Frequency

S
ym

bo
l

Figure 10. Pilot structure. (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Figure 11. Basic OFDM block diagram.
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corresponding chips of the two FFT symbols are then
correlated to estimate the frequency offset. Channel esti-
mation uses the same two OFDM symbols as the frequen-
cy offset estimation. Once the frame start is detected,
frequency offset is estimated and signal samples are com-
pensated, the two long symbols are transformed into fre-
quency domain by FFT. After performing FFT on the
preambles, the frequency-domain values are compared
with the known preamble values to determine the chan-
nel response.

3.2.3.2. Carrier Frequency Offset. The ITS-WAVE (like
the 802.11a) specifies that the carrier frequency and sym-
bol clock be derived off the same oscillator. This allows the
receiver to compute symbol clock drift directly from the
carrier frequency offset (e.g., ppm error). Frequency syn-
chronization must be applied before the FFT. Without a
carrier frequency offset, the peak of any subcarrier corre-
sponds to the zero crossings of all other subcarriers. When
there is a random frequency offset, there is no longer an
integer number of cycles over TFFT, resulting in ICI. The
degradation in SNR that occurs due to random frequency
offset is approximated by D [1] in decibels

D �
10

3 ln 10
ðpDFTFFTÞ

2 Es

N0

DF is the frequency offset and W (¼ 1/TFFT) is the band-
width of the composite OFDM waveform (subcarrier spac-
ing). In essence, any carrier frequency offset results in a
shift of the received signal in the frequency domain. This
frequency error results in energy spillover between sub-
carriers, resulting in loss of their mutual orthogonality.
The approximation states that the degradation increases
with the square of normalized frequency offset. The major
tradeoffs encountered when selecting an appropriate car-
rier frequency offset correction algorithm include speed,
accuracy, and performance under noisy conditions.

Short training symbols can recognize offsets as high as
312.5 kHz [1

2� (1/1.6 ms)]. However, their short duration
results in reduced accuracy since they produce only 16-
point FFT samples per symbol. Although there are 10

short training symbols, 5 or 6 are consumed during RSSI,
AGC, and timing recovery. Long training symbols provide
a much more accurate estimate of the frequency offset
since they produce 4 times as many FFT points compared
to the short training symbol. However, their long extent
limits the discernable frequency offset to 78 kHz [1

2�

(1/6.4 ms)] as shown in Fig. 12. Noise imparts variance on
the final offset estimate, thereby mitigating its accuracy.

3.2.3.3. Symbol Timing. Errors in symbol timing syn-
chronization manifest as ISI and nonuniform phase shift
to the constellation points. Both of these effects naturally
lead to degradation of bit error rate (BER). The fast fourier
transform (FFT) demodulation process accumulates over
exactly one 6.4-ms OFDM interval. If the start of the sym-
bol time is not accurately established, the FFT demodu-
lation process will operate on two adjacent symbols
leading to ISI as shown in Fig. 13. Coarse synchroniza-
tion can resolve to within half the sampling period and
remove ISI. However, the residual sampling time offsets
must be identified, or a nonuniform phase shift will be
imparted to the constellation points.

The 6.4-ms FFT window is divided up into 64 time in-
stants separated by 100 ns. Each point of the FFT is com-
puted at a rate of 10 Msps (megasamples, i.e., 10,000
samples, per second), which corresponds to 64 discrete
frequency-domain samples of the composite 6.4-ms symbol.
Since these 64 samples are 100 ns apart [Ts¼ 100 ns], the

Long sync and 
Data symbol spectrum:
52 sub-carriers

0 freq

Coarse frequency estimate must place 52 sub-carriers
To within ½ frequency-bin of their true location: +/− 78.125 KHz

0.15625 MHz

freq0

Short sync spectrum:
12 sub-carriers

+1 +1 +1−1 −1 −1 −1 −1 +1 +1 +1 +1

0.625 MHz

Figure 12. Carrier frequency offset.
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Figure 13. ISI and sampling-time offset. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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range of the maximum detectable sampling offset ranges
from � 50 to þ 50 ns. This sampling time offset manifests
itself in the frequency domain as a phase shift, which is
proportional to the subcarrier frequency. Subcarriers at
the high end of the frequency range are affected dispro-
portionately relative to those subcarriers at the low end.
The effect of this phase shift on BER can be devastating, as
symbols that map to subcarriers at the edges will experi-
ence a phase shift that rotates the constellation point out
of its reliable detection region.

Sampling frequency offset does not negatively impact
performance on a ‘‘symbol per symbol’’ basis. However, it
can have harmful effects over large numbers of symbols.
The ITS-WAVE proposal calls out a 5 ppm static center
frequency offset from the VCO for analog-to-digital/digi-
tal-to-analog clocks and carrier VCOs. At 10 MHz, a 5 ppm
figure corresponds to a 50 Hz offset, which means that one
of the clocks is toggling 50 Hz faster than the other. In the
period of one 10-MHz clock (100 ns), one clock will advance
past the other by 0.5 psc. If we take into account the num-
ber of samples per symbol and the number of symbols in a
large packet, we find that over a time span of 50 symbols
the sampling instants for symbols will have shifted by
2 ns.11 This timeshift will manifest itself in the frequency
domain as a phase shift proportional to the subcarrier fre-
quency. This is clearly a receiver steady-state issue, and
can’t be detected during training. During receiver track-
ing, this offset is taken care of by processing the pilots and
feeding back corrections to an interpolator.

3.2.4. ITS-WAVE Adjacent-channel and Cochannel Inter-
ference. Effects of adjacent-channel and cochannel inter-
ference has been studied using simulation [11], a Simulink

model developed to evaluate these types of interference as
shown in Fig. 14.

In the model shown in Fig. 14 we consider the type of
the device and apply the corresponding spectrum mask as
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Figure 14. Enhanced simulation model. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

Table 3. ITS-WAVE Device Class Spectral Mask

Device
Class

7 4.5 MHz
Offset

75 MHz
Offset

75.5 MHz
Offset

710 MHz
Offset

715 MHz
Offset

A 0 �10 �20 �28 �40
B 0 �16 �20 �28 �40
C 0 �26 �32 �40 �50
D 0 �35 �45 �55 �65

Table 4. ITS-WAVE Classes and Transmit Power Levels

Device Class Maximum Device Output Power (dBm)

A 0
B 10
C 20
D 28.8

Table 5. ITS-WAVE Receiver Sensitivity

Data Rate (Mbps) Minimum Sensitivity (dBm)

3 �85
4.5 �84
6 �82
9 �80
12 �77
18 �70
24 �69
27 �67110.5 psc/sample�80 samples/symbol�50 symbols¼2 ns.
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given in Table 3. The model also considers the fact that the
devices operate at the maximum power output according
to Table 4, which reflects the increase of the out-of-band
attenuation for higher power devices. The model takes
into account the minimum receiver sensitivity as per
Table 5. The channel path loss is modeled according
to the two-segment model with a breakpoint of 164 m as
given by

LðdÞdB¼ 20 log ðdÞþ 43:05 ðdo164 mÞ

LðdÞdB¼ 40 log ðdÞ � 1:263 ðd364 mÞ

This is typical for models that use ray tracing [12], where
the path loss is generally proportional to 1/d2 before the
breakpoint and 1/d4 after the breakpoint. The breakpoint
represents the point at which the first Fresnel zone touch-
es the ground, wherein the reflected ray off the surface of
the ground cancels some of the power of the direct ray. The
breakpoint is approximated by dbpD(4hthr)/l, where ht is
the transmit antennal height and hr is the receive anten-
na height.

3.3. The ITS-WAVE MAC Layer

Generally, for reliable system operation, the MAC must be
properly designed to match the physical layer so that its
impairments do not cause undue degradation at higher
layers. The IEEE 802.11 MAC is a very complex protocol;
it took over 10 years of development with the support of
dozens of corporations developing products for the WLAN
market. The ITS-WAVE Study Group intends to use the
IEEE 802.11a MAC without modification, except for
changes to the management information base (MIB).
The management information specific to each layer is rep-
resented as a MIB for that layer. The generic model of
MIB-related management primitives exchanged across
the management SAPs is to allow the SAP user entity
to either GET the value of a MIB attribute, or to SET the
value of a MIB attribute. The invocation of a SET:request
primitive may require that the layer entity perform

certain defined actions. Figure 15 depicts these generic
primitives.

4. CHALLENGES AND FUTURE DEVELOPMENTS

4.1. Validation, Verification, and Testing

Developing the ITS-WAVE family of standards is a com-
plex task, and the fact that these standards will be sup-
porting safety applications makes validation, verification,
testing, and system integration critical steps for develop-
ing this market. The USDoT has begun this process
through funding the Vehicle Safety Communications Con-
sortium (VSCC) and other industry participants. At the
Caltrans Testbed Center For Interoperability (TCFI), we
have developed lab and field infrastructure [11] in order
to support these activities as the standards mature.
Figure 16 shows data collected over the air using Agilent’s
equipment (VSG, VXI, and PSA) at TCFI. In addition, we
have demonstrated passing data between the test equip-
ment and the simulation tool (Simulink). Validation of the
MAC layer will be a special challenge; currently we are
experimenting with Telelogic’s TAU G2, which supports
both the Specifications and Description Language (SDL)
and the Unified Modeling Language (UML).12 SDL is an
ITU formal language that was used to describe the orig-
inal IEEE 802.11 MAC specifications.

4.2. System Integration: The Santa Barbara Radio
Access Network

Beyond the development of the ITS-WAVE family of stan-
dards and the availability of telematics products, the de-
velopment of the ITS wireless market will require reliable
roadside infrastructure [13]. This infrastructure requires
feeder and backhaul networks that may use both fixed
wireless and landline networks. Figure 17 shows one such
infrastructure that has passed the planning stage: Santa
Barbara’s Radio Access Network (RAN) [14]. The RF plan-
ning of 28 sites has been completed, and some sites are
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Figure 15. GET and SET operations.

12Further information is available at http://www.telelogic.com.
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being installed through the collaboration of Caltrans,
local governments, and the university (UCSB). SB-RAN
is currently part of a new proposal to develop a public
safety testbed, which addresses wireless infrastructure
interoperability (WII) issues for both the ‘‘first responder’’
(4.9 GHz) and the ITS (5.9-GHz) bands.

4.3. Observations and Future Developments

While WAVE standards efforts are progressing within the
IEEE, there are remaining questions yet to be answered
regarding many issues such as the following:

* Security architecture (P1556 and 802.11i)
* Multiple-channel devices and the current ‘‘concept of

operations’’
* Interference mitigation in a real environment

* MAC extension and its relation to IEEE 802.11e/h
* ‘‘Pilot structure’’ and its impact on dedicated public

safety channels
* Fast handover
* IP-based internetworking
* Wireless infrastructure interoperability

As we move from the descriptive phase of the standard
development to the performance and testing phases, the
need for better protocol development tools will continue to
be a challenge.

Roadside system integration issues are rarely ad-
dressed in the wireless ITS community. Issues such as
cost-effective feeder and backhaul networks to support the
wireless infrastructure are considered implementation
issues and are outside the scope of the national efforts.
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Figure 17. Santa Barbara’s RAN site locations.
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

Figure 16. Over-the-air ITS-WAVE signal—18 Mbps. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Presently, the ITS industry is addressing market-enabling
applications such as vehicle safety and toll 0applications.
The more general ITS ‘‘public safety’’ applications such as
work-zone safety (WZS), public protection disaster relief
(PPDR), and homeland security, are assumed to be the
role of public agencies.

The potential gains from considering advanced tech-
nologies such as software-defined radios (SDR), and mul-
tiple-input/multiple-output (MIMO) systems have not yet
been investigated for wireless ITS applications.

5. SUMMARY AND CONCLUSION

This article examined the emerging ITS-WAVE family of
standards, with emphasis on the mobile vehicle environ-
ment and the lower-layer standard. Our findings con-
firmed the validity of adopting the IEEE 802.11a as the
basis for the broadband wireless ITS standard. The OFDM
Forum proposal, originally submitted to the ASTM for
wireless road access, is now well understood and it has
been accepted by the ITS industry.

The physical-layer, proposal is ready for standardiza-
tion with the exception of the new pilot structure issue.
Long-range dedicated public safety cannot be realized
without resolving this issue. The data-link layer proves
to be more challenging, as we integrate other IEEE stan-
dards (e.g., 802.11e/h/i).

As new devices and systems are introduced, there will
be a need for demonstration projects, testing standards,
compliance certification, and performance benchmarks.
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KLYSTRON

PAUL J. TALLERICO

Los Alamos National Laboratory

The klystron is a very successful high-power microwave
amplifier since it has good gain, over 40 dB; good efficiency,
above 50%; good life expectancy, above 30,000 h, output
power up to 150 MW pulsed for several microseconds, or
1.3 MW CW, and reasonable bandwidth of 5% to 15%
(measured at rates slower than the response times of the
cavities), but the instantaneous bandwidth is generally
under a few percent. The klystron can be designed to op-
erate with a center frequency between 200 MHz and
40 GHz, but the bandwidth of a single klystron is usual-
ly small. The lower frequency limit occurs only because of
the impracticably large size of the klystron at large wave-
lengths, and the upper frequency limit arises from the
difficulties in scaling the device with wavelength. The op-
timum frequency range for the high-power (above 100 kW)
klystron is from 300 MHz to perhaps 20 GHz, but a few
kilowatts of peak power can still be obtained up to
100 GHz. Special versions of the klystron—the extended-
interaction klystron and the hybrid klystron–traveling-
wave amplifier—can provide several kilowatts power over
100 GHz.

1. OPERATION PRINCIPLE

The klystron is a vacuum electron device for transforming
DC energy into RF energy, and it may be either an oscil-
lator or an amplifier. In the past, small reflex klystron os-
cillators were used as local oscillators in microwave
receivers, but these oscillators are not used in modern
equipment. Therefore the amplifier klystron is empha-
sized in this article. The klystron was invented in 1938 by
the Varian brothers [1,2] to utilize the finite transit time of
electrons in motion (which is a severe impediment to the
operation of most electron devices at microwave frequen-
cies) and thereby obtain previously impossible levels of
microwave power. The klystron is called a linear beam de-
vice, since the fields that influence the electron motion are
predominantly in the same direction as the electron mo-
tion. As the frequency is raised for all electron devices, the
transit time of the electrons eventually causes low effi-
ciency and poor operation. The basic idea is to start with
an unbunched, moderate velocity electron beam in a mag-
netic system such that the beam translates along an axis
with minimal radial spreading. If two RF cavities are also
along this axis, the first one can be driven by an external
RF source (the input cavity), and the second can serve as a
source (the output cavity) of microwave power. This power
is obtained from the kinetic energy of the electron beam,
which comes from the DC power supply. Figure 1 shows a
simplified drawing of a four-cavity klystron. If we arrange

the various cavity voltages and phases such that the beam
is converted in tight bunches that cross the output gap
periodically, we would expect to convert a significant por-
tion of the electron-beam energy into microwaves. Tuning
the intermediate cavities to frequencies above the operat-
ing frequency makes the induced voltage and phase cor-
rect to maximize the bunching.

The principle of operation is called velocity modulation.
The electrons are emitted in a continuous stream at the
cathode, and accelerated to a moderate velocity by the DC
fields in the electron gun. We want the electrons to arrive
at the output gap in short bunches, so these bunches can
be slowed down by the fields in the output cavity. In this
manner, energy from the power supply is converted into
microwave energy in the output cavity. In a gridded vac-
uum tube, the control grid is used to convert a continuous
stream of electrons from a cathode into bunches, but the
grid only works well when the time the electrons take to
move from the cathode to the grid is small compared to an
RF period. The input cavity in the klystron has an RF
voltage that makes a field that oscillates with time along
the axis. The klystron is designed so that the first electrons
in each period are slowed down, and the last electrons in
each period are accelerated, while the electrons near the
center of the period are left alone (the E field is a cosine
wave, in this example). As the initially uniform density
beam drifts down the axis, the faster electrons at the rear
catch up to the slower electrons from the front, and, if the
dimensions are correct, the fast, slow, and average velocity
electrons arrive at the output gap center at the same time.
Of course, with a continuum of electrons in the bunches
cavity, and in the presence of the unavoidable electron re-
pulsion (space charge) effects, the bunched beam is only
more temporally concentrated in the output cavity, and the
electrons remain distributed in time. Thus, the beam is
density modulated at the output gap, and a careful anal-
ysis (see below) shows that the velocity and density mod-
ulation are cosine and sine waves, respectively.

Several of the reasons for the klystron’s importance in
RF power generation may be seen from Fig. 1. The major
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Figure 1. Simplified sketch of a four-cavity klystron. The klyst-
ron body is at ground potential, and a high voltage, negative
polarity power supply is attached to the cathode.
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advantage is that the klystron is naturally made of three
main components: the electron gun (on the left), the RF
interaction section, and the collector, on the right. Each
component has only a simple function, and can be de-
signed almost independently of the other parts. Thus,
there are essentially no RF fields in the electron-gun re-
gion, so it is designed to make a good, laminar, and uni-
form electron beam. Similarly, the RF section is composed
of several resonant cavities that are designed to optimize
the gain and efficiency of power conversion. Significant
heat is developed in the collector area, and this can be
designed to safely dissipate large amounts of heat, since
there are no DC and only minimal RF fields in this region.
When power is expensive, the heat in the collector may be
reduced by designing a multiple-stage depressed collector,
so that the fields in the collector sort the electrons in the
spent beam, and the beam is collected at several poten-
tials, thereby reducing the heat produced and the power
consumed. There are mechanical problems introduced by
the complexity of the multiple-stage depressed collector,
and the power supply becomes more complicated, so this
technique is used only where power is expensive, such as
satellite and airborne applications. Depressed collectors
are also used in UHF television transmitters, where the
electrical power costs can be a significant portion of the
annual operating costs, since these transmitters operate
for 24 h per day with peak output powers at or above
50 kW.

2. APPLICATIONS OF THE KLYSTRON

The major uses of the klystron are in UHF television
transmitters, particle accelerators, communication system
uplinks, and radar. There are several thousand UHF tele-
vision transmitters in the world, and a majority of the
higher-power ones, above 50 kW, use the klystron as the
final amplifier. The more modern UHF television trans-
mitters use either klystrodes or depressed-collector klyst-
rons to save energy. The latter are discussed subsequently.
The most common particle accelerator is the electron lin-
ear accelerator, and about five thousand are used for tu-
mor treatment and medical diagnoses in the world. About
half of the newer, higher power medical accelerators are
driven by klystrons, while the lower powered half are
driven by magnetron oscillators. Particle accelerators for
nuclear science are generally powered by klystrons, and a
review is given in Ref. 3. Indeed, the modern, high-power
klystron [4] was developed to power the Stanford Linear
Accelerator, which is the world’s highest-energy electron
accelerator. The development of the high-power klystron
started at Stanford after Word War II, and the power lev-
els of pulsed klystrons were increased from 30 kW to over
50 MW over a few decades. The linear particle accelerators
for nuclear physics are usually even more powerful than
the medical accelerators, and klystrons are the most pop-
ular vacuum devices used for these applications. This is
especially true for large, high-power accelerators. The
largest linear electron accelerator is the Stanford Linear
Accelerator, and it uses 320 of the 50 MW peak power
klystrons at 2856 MHz and 3 ms pulses at repetition rates

as high as 360 Hz. The highest powered proton linear
accelerator is at the Los Alamos Neutron Science Center,
where 44 of the 1.25-MW-peak klystrons operate at
805 MHz with 1 ms pulses at a 120 Hz repetition rate.

The role of the klystron in radar is diminishing, since
the klystron is best suited for large, high-power transmit-
ters. However, the air traffic control system use klystrons
in airport radar, and klystrons are also used in weather
radar. Thus, there are over 2000 radar klystrons in oper-
ation, but many radar applications now use many small
amplifiers, whose phase can be controlled to electronically
steer the radar beam. This combination can still give mod-
erate to large output powers, and the steering can be done
electronically, so it is very rapid.

Another market is the satellite uplink transmitters,
whose numbers are about 7000. Most of these have
klystron amplifiers, but some of the newer ones use trav-
eling-wave amplifiers as their final amplifier. The travel-
ing-wave amplifier has a greater bandwidth, and it can be
smaller, so it is becoming the amplifier of choice for this
application.

3. DESIGN METHODS

The design methods depend on the klystron component,
corresponding to the labels in Fig. 1. Each section of the
klystron may be designed almost independently of the
other sections, which simplifies the design and optimiza-
tion processes.

3.1. Electron Gun

The first section is the electron gun, and its design is a DC
problem, complicated by large space charge fields. The
cathode is space-charge-limited, so the emission follows a
Child–Langmuir law, with the current proportional to the
1.5th power of the cathode to anode voltage, and the pro-
portionality constant is called the perveance, P. Thus, the
cathode current is given by the expression

I¼PV
3=2
A ð1Þ

where VA is the anode voltage. The modern electron gun
was invented by J. R. Pierce [5], but his methods provide
only a starting point for the design. A good electron
gun has laminar (noncrossing) trajectories, and a relative-
ly uniform cathode current density. The gun must also
have the correct current at the design voltage, and the
electric fields in the gun must be low enough so that
sparking very rarely occurs. The peak and average cur-
rent density at the cathode must be low enough so the
cathode life is satisfactory. The detailed design of the elec-
tron gun is accomplished with Poisson equation solvers
that solve Poisson’s equation for the electric (and mag-
netic) static fields, and the Lorentz force equations with
finite-element or finite difference methods. Three-
dimensional computations are sometimes required to
account for grids or other nonsymmetric features. Anoth-
er constraint on the gun design is that the beam radius at
the entrance to the RF interaction region must be small
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relative to the operating wavelength. For good perfor-
mance, the normalized radius of the beam krb must be
in the range of 0.5 to 1.0, where b is the beam radius at the
entrance to the RF region, and the radial propagation
constant is

kr¼
o

u0g0

ð2Þ

where o is the radian frequency of operation, g0 is the
relativistic mass ratio for the electron, and u0 is the ve-
locity of the electron beam corresponding to the average
beam voltage V0. For low-beam currents, the average
beam voltage is the anode voltage, but the space charge
fields of the beam at higher currents reduce the beam’s
kinetic energy. The mass ratio is essentially unity for low
beam voltages, and in general, is given by

g0¼ 1þ
ZV0

c2
ð3Þ

where c is the velocity of light and Z is the magnitude of
the electronic charge-to-mass ratio. If we assume that the
charge density in the beam is constant, we can use Gauss’
law to show that the voltage at the beam center Vc is

VA � Vc¼
I

2pe0u0

1

2
� lnðb=aÞ

� �
ð4Þ

where a is the radius of the beam tunnel and e0 is the
permittivity of free space.

The simplest klystron electron gun produces a solid cy-
lindrical beam, with the cathode at a negative voltage and
the anode at ground potential. This design is best for
short-pulse applications, where the high-voltage pulse
comes from a pulse transformer. An advantage of this de-
sign is that the gun is as simple as possible; it is a diode.
This simplicity has two advantages: (1) the parts count is
minimum, and this helps cost and reliability; and (2) the
fields in the gun region can be minimized for any given
peak output power with this design. The second type of
electron gun has a modulating anode, and both types are
shown in Fig. 2. This electron gun may be called a triode
type, since there is now a second anode and a second in-
sulator in the gun. In operation, voltage of the modulating
anode controls the beam current. The modulating anode is
a complication in the design, and it is used either for long-
pulse applications for pulses above 0.5 ms (where the
pulse transformer becomes very large), or for high-effi-
ciency operation, where the beam current is adjusted to
optimize the efficiency for a given operating cathode volt-
age and output power. The modulation anode becomes the
anode of the gun, and the voltage between the modulating
anode and the anode forms a lens that must be accounted
for in the design. The modulating anode aperture is made
thick enough so that when it is at the cathode potential,
only negligible current flows in the klystron. The cathode
is usually shaped to be a segment of a sphere for a solid
beam, but it can have a conical shape to produce a hollow
beam. This is the magnetron injection gun, and it also
is shown in Fig. 2. Hollow-beam klystrons have some

advantages, including higher perveance and potentially
higher efficiency, but the magnetron injection gun can be
noisy, since the electrons circulate around the cathode,
and influence the emission.

3.2. RF Cavities

The RF cavities must be designed for a high R/Q ratio
(which is a measure of the efficiency of the interaction
compared to the stored energy in the cavity), good cou-
pling to the beam, and the correct resonant and harmonic
frequencies. The input and output cavities are generally
tuned close to the operating frequency, and the remaining
cavities are tuned for the desired bandwidth and efficien-
cy, as determined either by experiment, or by specially
written, nonlinear, large-signal klystron software. Most of
the intermediate cavities are tuned above the operation
frequency to maximize efficiency, and the detuning in-
creases towards the output cavity. The cavity shape is
called reentrant, since this shape puts most of the electric
fields in the beam region. Typical reentrant cavity shapes

(a)

(b)

(c)

Figure 2. The three types of klystron electron guns: (a) the diode
gun; (b) the modulating-anode gun; (c) the magnetron injection
gun. The high-voltage insulators are shown shaded.
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are shown in Fig. 1. The cavities are each designed for a
particular frequency, but mechanical tuners are usually
included to compensate for manufacturing tolerances.
Some klystrons, especially those for UHF TV transmit-
ters, are designed so the tuners may be adjusted by the
final customer, to change the center frequency (TV chan-
nel) on demand. Another subtlety of the cavity design is
that it is unwise to make the geometry too similar from
cavity to cavity. If the cavities all have the same geometry,
the higher order cavity modes are likely to overlap, and
this increases the probability of exciting significant har-
monic voltages with the harmonics of the beam current.
The highest R/Q ratio is when the gap is centered in the
cavity, but the gaps are often offset by varying amounts,
which slightly reduces the R/Q ratio, but that also signif-
icantly alters the harmonic frequencies. Remember that
the designer is trying to achieve perfect delta-function
bunches of current, and thus the amplitude of all the har-
monic currents may be up to twice the DC component.
Thus, low impedance at the first few harmonics of the
beam current is another requirement on the cavities. Low
impedance at the higher harmonics is not important, since
the coupling of the cavity fields to the beam is generally
small for high harmonics.

3.3. The Magnetic Circuit

The magnetic circuit is designed to keep the beam con-
fined. Most klystrons have an axial magnetic focusing field
(supplied by either a solenoid or permanent magnets) that
counteracts the radial repulsive force on the electron
beam. A focus solenoid is shown schematically in Fig. 1.
The focus coils and their return circuits can be heavy and
rather expensive in a pulsed klystron, and the power dis-
sipated in the focus coils can be several kilowatts. Re-
search is under way to make short-pulsed, high-power
klystrons with permanent magnetic focusing, to eliminate
this loss of energy and the weight and expense of the focus
coils and their power supplies. Permanent magnet sys-
tems are also used with either a single magnet or periodic
focusing, and the reader should see TRAVELING-WAVE TUBE

for more information on periodic focusing systems. Per-
manent-magnet focusing is used on several commercial
medium power (up to 5 kW) klystrons in the 1.5–3 GHz
frequency range.

At the gun end, the magnetic field is designed to be
parallel with the electron trajectories, so the trajectories
are unchanged by the field. The magnetic field balances
the space charge forces, and the magnetic field required by
the unbunched beam is given by the relation

o2
c ¼

2o2
p

g0ð1� KÞ
ð5Þ

where oc¼ ZBz0 is the cyclotron frequency, Bz0 is the axial
magnetic field at the entrance to the RF interaction
region, where the beam has a minimum diameter

op¼

ffiffiffiffiffiffiffiffi
Zr0

e0

r

is the free-space plasma frequency, r0 is the space charge
density at the beam minimum, and K is the square of the
ratio of the magnetic flux at the cathode to the magnetic
flux at the beam minimum. The range of K is from 0 to 1,
with K¼ 0 being called the Brillouin flow case, after its
inventor, and K approaching 1 is the confined flow case,
where the electrons follow lines of constant magnetic flux,
and no radial motion is possible. The higher values of K
make the beam more resistant to radial spreading, and are
used at high frequencies. The Brillouin case is difficult to
achieve, since flux lines from the focus magnet tend to link
the cathode, but it can be achieved approximately with a
bucking coil whose excitation is adjusted to null the mag-
netic field at the cathode surface. As the beam bunches,
the radial space charge forces grow, and the axial mag-
netic field increases by a factor of B2 at its peak near the
center of the output gap. The magnetic field then drops
quickly to cause the beam to rapidly expand into the col-
lector. With careful design, including use of Poisson equa-
tion solvers, all these requirements can be realized with a
single set of coils and magnetic pole pieces connected with
a single power supply.

It is also possible to transport the electron beam
through the klystron with an array of electrostatic lens-
es. Electrostatic focusing was investigated seriously for
satellite transmitters when designers thought that the
only solution for satellite broadcasting to earth was with
500–1000-W transmitters on the satellite. Several proto-
type, lightweight, electrostatic-focused klystrons were
designed and built, but improvements in the receiver
noise figure rendered these higher-powered transmitters
obsolete before they were ever deployed in space.

3.4. Collector

The collector’s function is to stop the beam and transfer
the heat produced by this action to a cooling media. The
most stressful operation for the collector is the case with
no RF signal applied to the klystron. In this case, the en-
tire beam power is dissipated in the collector. In its basic
form, the collector is a hollow cylinder terminated in a
cone, that is part of the overall vacuum envelope. The ex-
terior has a cooling jacket, generally with water as the
coolant, and lead shielding is used with the higher pow-
ered klystrons, since the electrons produce X rays when
they are suddenly stopped. The maximum power density
must be limited to 500–1000 W/cm2, depending on the
cooling method, with the former applying to turbulent
flow cooling, and the latter for mixed-phase water cooling,
where steam is generated at the outside of the collector,
but rapidly condenses in the cooling stream. Copper,
because of its high thermal conductivity, is the most com-
mon collector material, but key parts of the collector are
often made of stainless steel, to strengthen the assembly.

For pulsed klystrons, it is desirable to have the collector
capable of being isolated from the rest of the klystron with
a ceramic joint. This allows the precise monitoring of the
body current, and the body current may be monitored to
protect the klystron. Many klystrons dissipate 3–10% of
the beam power in the body, and this component is not
usually designed to dissipate much power.
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3.5. The Depressed Collector

Only the kinetic energy of the moving electrons can be
converted into microwave energy. After the beam has gone
through the output gap, its remaining energy is converted
into heat when the electrons strike the collector surface.
However, a majority of this energy may be recovered by
designing an array of electrodes at carefully selected po-
tentials to form the collector. This is called a multistage
depressed collector, and it is used in spaceborne and tele-
vision transmitters to reduce the energy demands on the
power supply. A schematic of a depressed collector is
shown in Fig. 3. The voltages on the figure follow the in-
equality VcoV1oV2oV3oV4, where Vc is the cathode
voltage. In practice, V4 may be only a few percent of the
cathode voltage, thus, when no signal is applied to the
klystron, all the current is collected on the lowest collector,
and the power supply has to provide only a few percent of
the normal beam power. The electrostatic fields in the col-
lector region sort out the electrons by their kinetic energy.
Consider a case with three energy levels in the spent
beam. The electrons with the most energy are intercepted
at potential that is close to the cathode, while the electrons
with a lower kinetic energy are intercepted at a potential
that is between the cathode and the anode, and those with
the lowest kinetic energy are intercepted at the anode po-
tential. The kinetic energy of the high-energy electron
classes is reduced by the work done moving to a more
negative potential, so the heat produced at the collector is
reduced, as is the power from the power supply. In this
example klystron, the power supply must produce three
more voltages, in between the cathode and anode poten-
tial, so the power supply is more complicated. However,
when energy must be conserved, the depressed collector
can save energy. The energy that can be recovered by the
depressed collector increases with the number of stages, or
potentials, in the collector, but so does the complexity of
the power supply.

There are three practical problems of the depressed
collector that should be addressed. First, the collector seg-
ments must have a low secondary emission ratio, since
secondary electron current will travel to a higher poten-
tial, and absorb energy from the power supply. Second, the
electrons should all hit the collector segments where the
electric field will push any secondary electrons back into

the emitting electrode. Third, the insulators and cooling
system must be carefully designed, so only acceptably
small amounts of RF radiation are emitted into the space
surrounding the collector. The beam in the collector is
partially bunched, and it can deliver real RF power to the
collector and its circuitry.

High-power (450-kW), high-efficiency klystrons have
not been produced with depressed collectors, since in this
type of klystron, some electrons are almost stopped in the
output gap, so if there is a potential barrier in the collec-
tor, these very slow electrons can be returned to the RF
interaction region, and cause the klystron to be unstable.
However, depressed collector klystrons are commercially
available for the UHF television band to the 50 kW level.

3.6. Mechanical Considerations

The major mechanical requirements are that the klystron
have a good vacuum, be strong enough to withstand the
stresses of handling and from the water system, and the
mechanical design must be repairable. The klystron must
also withstand the thermal stresses involved in normal
operation and during the bakeout process, which is a 450–
6001C bake for 2–3 days for a large klystron. To allow re-
pairs, the klystron often has weld flanges between cavities
and at the collector and electron gun. The design must
also have no trapped volumes, so it can be outgassed dur-
ing the bakeout. Materials consistent with high vacuum
must also be used, such as oxygen-free, high-conductivity
copper, stainless steel, and tungsten and tantalum in the
gun area. The RF window is generally made of high-purity
aluminum or beryllium oxides, both of which have low
losses, and which can be brazed to thin metal membranes
for attachment to the klystron.

4. LIMITATIONS OF THE KLYSTRON

4.1. Efficiency

The maximum efficiency obtainable with a klystron re-
mains an open question. For decades, the 58% result men-
tioned previously was considered the maximum
theoretical limit, but numerical calculations involving sec-
ond harmonic cavities, first published by Lien [6], showed
that 70% to 75% efficiencies may be obtainable. The early
experimental results [7,8] showed that the new numerical
results were essentially correct, but it was several years
before the first commercial klystron with over 60% effi-
ciency was produced. The maximum efficiency achieved to
date is 76%, in an S-band, 100-kW CW klystron [9] de-
signed for industrial heating. However, for the highest ef-
ficiencies, the klystron’s bandwidth, gain, and even
stability are reduced, due to electrons that are returned
from the output gap. Most of the high-efficiency klystrons
have a second-harmonic cavity to optimize the shape of
the bunch, and the S-band record klystron referred to pre-
viously has two second-harmonic cavities. Unfortunately,
space charge effects reduce the klystron efficiency, so for
high efficiency, the klystron must be designed with low
beam current, and low perveance P, which is a geometric
factor of the electron gun. Based on results of large signal

V1

V4 V3 V2

Output
cavity

Insulators

Figure 3. Schematic diagram of a depressed collector with four
potentials.
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calculations and on experimental data, the optimized
efficiency of klystron is estimated as [10]

Ze¼ 0:82� 0:228P . 106 ð6Þ

Thus, it is plausible that 80% efficiencies may be available
in the future, provided that the market is large enough to
support the necessary research. There will likely be more
than one harmonic cavity in 80% efficient klystron. Equa-
tion (6) is an expression for the electronic efficiency which
neglects the losses in the output cavity, which are also a
function of the perveance or the operating voltage. While
these losses are usually small, for very low perveance they
become proportionately larger, and cannot be neglected.

4.2. Power

The maximum power that may be obtained from the klyst-
ron is limited by arcing considerations in the region of the
electron gun, the output cavity, or the output window. At
the highest peak powers, there is an inverse correlation
between maximum peak output power and pulse length,
since both pulse voltage and RF breakdown depend on
pulsewidth. In the submicrosecond region, klystrons have
been made with field-emission cathodes and up to 15 GW
[11] output powers. For pulse lengths of a few microsec-
onds, the peak power is limited to about 150 MW [12]. In
the CW regime, the record peak power is 1.3 MW [13], and
only slow progress has been made in raising this power
from the first practical 1 MW CW klystron in 1989 or ear-
lier. The effect of pulselength on the peak power obtain-
able from a given klystron often varies as the pulselength
to the �1

2th power. Representative state-of-the-art peak
powers are 150 MW for 3 ms, 20 MW for 15 ms, and 5 MW
for 1000 ms. This is typical of short and medium pulsed
klystrons.

For the highest peak powers, the output cavity electric
fields must be minimized. The first step to reduce these
fields is to round the cavity noses more, but this also re-
duces the interaction impedance. Major improvements in
the output fields are obtained by separating the output
cavity into two or more coupled cavities, separated by a
short drift space. With two cavities, for example, the volt-
age of each cavity is reduced to 50% of the single cavity
value, and so the fields are reduced also by this same 50%.
The ohmic losses in the output cavity are proportional to
the square of the cavity voltage, so the losses for the two-
cavity system will each be only be 25% of the original sin-
gle cavity, and the total ohmic losses will be 50% for the
two-cavity system compared to the single cavity solution.

4.3. Frequency

The beam dynamics allow frequency scaling in the klyst-
ron, so that if all the dimensions are changes by a factor k0,
the klystron will operate with the same characteristics at
a new frequency, f/k0. However, if k0 is less than unity, all
the current and power densities in the new klystron will
be 1/k02 as high, so this limits the power available at high
frequency. Both peak and average power then scale as f� 2.
Hence, the optimum frequency range for the klystron is

from 0.5 to perhaps 20 GHz. Reduced power klystrons are
available at up to 100 GHz. The low frequency limit occurs
because of the massive size of a low-frequency klystron.
With solid beams of ordinary perveance (between 0.75 and
2.0� 10� 6) the low frequency limit is about 200 MHz.
Hollow or multiple beams may permit a reduction in this
lower limit, since with higher currents we have a slower
electron velocity and therefore a smaller klystron.

The extended interaction klystron uses a set of coupled
cavities to replace each cavity in the klystron. Amplifiers
can be made with the extended interaction technique at
frequencies up to 100 GHz. For even high-frequency oper-
ation, the gyroresonant principle must be used, and the
gyroklystron is discussed further in the gyrotron section.

4.4. Bandwidth

The bandwidth of the klystron is relatively small, since
there are five or more tuned cavities in the klystron. The
loaded Q’s of these cavities depend on their shape, the
frequency, and the beam current, since the beam loading
is the most important factor in determining the cavity
loading. The designer has very little control over these
variables; the shape is always reentrant, with a gap that
does not exceed one radian; the frequency is set by the
application, so only the beam current can be controlled.
The beam current follows Eq. (1). The output power Po

depends on the electronic efficiency and the power in the
klystron beam, Po¼ ZePV

5=2
A . Since the beam loading is

proportional to I, one achieves high bandwidth by increas-
ing the beam current, for a given power, but this reduces
the overall efficiency. In practice, klystrons with high
(above 65%) efficiency tend to have 1 dB bandwidths of
about 71%, and if the perveance is increased, the effi-
ciency drops to under 50%, but the 1 dB bandwidth can be
increased to 15% [14], even for klystrons at the 1 MW
power level. Large bandwidths are easier to obtain in the
klystron with high-output powers, since the beam imped-
ance decreases as the operating voltage increases. The DC
beam resistance is given by the relation, Ro¼ 1=ðPP0:2

0 Þ,
and this is proportional to the maximum fractional band-
width. Thus, wideband klystrons must either have high
perveance, or high output power. Up to 10 cavities may be
used, and optimally tuned to increase the bandwidth, and
multiple resonances are designed into the output cavity
and its coupling system. The klystron is not suited for
wideband low-power applications, and the bandwidth,
even for high-power devices, is limited to 15–20%. The
cluster cavity concept [15], where each cavity is replaced
by a set of closely spaced cavities, has the potential to
make improvements in both bandwidth and efficiency, and
devices with up to 25% bandwidth should be possible with
this concept. A wideband, cluster cavity klystron would
have as many as 15 cavities, and it would be more expen-
sive than a conventional klystron, but the bandwidth
could be significantly greater.

4.5. Gain

The klystron generally has a gain of 40–60 dB, with the
lower gain corresponding to either a few cavities or wide
bandwidth. In narrowband applications, gains over 60 dB
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are possible, but the stability may suffer. At the higher
frequencies, above 10 GHz, gain is more difficult to
achieve, since the coupling function to the gap is not
favorable.

4.6. Noise

The major noise sources in the klystron are (1) shot noise
from the electron beam, (2) resistor noise from the input
circuit, and (3) noise from the cathode temperature. The
shot noise in a diode is given by the relation

hi2
ni¼ 2eIBFðyÞ ð7Þ

where e is the electronic charge, B is the klystron band-
width, and

FðyÞ¼
4

y
½y2
þ 2ð1� cos y� y sin yÞ� ð8Þ

and the transit angle of the diode is

y¼
2oLd

u0
ð9Þ

where Ld is the distance from the diode cathode to the
anode. This value of the rms noise in the current is re-
duced by space charge effects, but the noise is proportional
to the klystron current. Hence, high-power klystrons often
have relatively high noise, with a noise figure of 30 dB
being typical. When the klystron is used as a low-noise
amplifier, it must be operated at low beam current. Even
with low beam current, the klystron typically has a 6 dB
noise figure, which is much higher than the few tenths of a
dB that is possible with a good solid-state amplifier.

5. KLYSTRON VARIATIONS

Several physical variations of the conventional, solid cy-
lindrical-beam klystron have been studied, including the
sheet-beam [16], hollow-beam [17], and the multiple-beam
[18] klystron. The cluster klystron [19] is a variation of the
multiple beam klystron for very high output power where
several beams are put in the same vacuum envelope, but
they feed a common output cavity. These designs spread
out the beam to reduce the adverse effects of space charge.
Both the hollow-beam and multiple-beam klystron have
been demonstrated, but the latter is under active devel-
opment and is discussed here. The fundamental concepts
include all klystron cavity gaps have a radial variation of
the electric fields, so it is better to have all the electrons at
one radius; and by spreading out the electron beam, the
potential depression formed by the space charge will be
minimized, so the variation in kinetic energy in the beam
is minimized. In the interaction with the output gap, only
the beam’s kinetic energy can be converted to microwave
power, the potential energy can be recovered only by using
a multiple-stage depressed collector [20], which reduces
the energy of the collected electrons. This in turn, reduces

the power from the power supply, but does not increase the
output power of the klystron.

Another variant of the klystron is a hybrid of the trav-
eling-wave amplifier (used as the input section) and the
klystron output section (or vice versa). This type of am-
plifier can easily achieve 10–15% bandwidth, high output
power, and good gain. The extended-interaction klystron
has an RF structure that consists of several coupled cav-
ities, rather than single cavities. With this technology,
monotron oscillators can be built to produce 1 kW at fre-
quencies up to 325 GHz, and amplifiers can be made up to
100 GHz.

5.1. Relativistic Klystron

Since the electron has a rest mass of 511 keV, relativistic
effects start to appear at only 50 kV, so most high-power
klystrons have relativistic effects in their detailed design.
However, the term relativistic klystron is applied only to
those klystrons operating at or above 500 kV, where rela-
tivistic effects are extremely important. The relativistic
factor for klystron scaling with voltage is g3=2

0 , so for a given
frequency, the length becomes very long for high-voltage
operation, or for g significantly larger than unity. Thus, the
relativistic klystrons often exploit a gating effect of an elec-
tron beam that is very near the space charge propagation
limit. The propagation limit occurs when the potential de-
pression because the beam’s space charge is so high that all
the kinetic energy is converted into potential energy, and
the beam stops. This limiting current depends on the ge-
ometry of the beam and the surrounding drift tunnel or
cavity. The limiting current for a solid beam of radius b in a
drift tunnel of radius a is [21]

Imax¼
4pe0mc3

e

ðg2=3
0 � 1Þ3=2

1þ2 lnða=bÞ
ð10Þ

where m is the rest mass of the electron and the first ratio
on the right-hand side is the Alfven current, which is
17.1 kA for electrons.

The beam current in the relativistic klystron is gener-
ally a few tenths of this limiting current, while for con-
ventional klystrons the current is often less than one
tenth of the limiting current, but it increases with beam
voltage. By operating fairly close to the current limit and
carefully controlling the transverse geometry, the bunch-
ing distances for the relativistic klystron may be drasti-
cally reduced from the classic formulas given later, which
do not include the gating effect. To obtain such high cur-
rent, the relativistic klystrons often utilize field emission
cathodes, which limits their performance to pulselengths
below 1ms and limits the repetition rate for the pulse per
minute range. The formidable output power of around a
gigawatt can be produced, but the efficiency is generally
only 20%, because the beam motion during the short pulse
is not as uniform and laminar as is possible with lower
current beams.

Many variations of the relativistic klystron are possi-
ble, and some of the most successful to date have been the
virtual cathode or vircator family of devices [22].
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5.2. Reflex Klystron

The reflex klystron has a reflector electrode after the first
cavity, so the electrons pass through the cavity, are re-
flected by the electrostatic field from the reflector, and
transverse the cavity again in the reverse direction. The
beam is velocity modulated by the cavity in the first pass,
and the beam will be bunched in nþ 3

4 RF periods, where n
is any positive integer, including zero. By varying the po-
tential of the reflector, we can adjust the time the electrons
spend in the reflector region, and this changes the fre-
quency of the oscillator. Hence, the device is inherently
electronically tunable, so it has been applied primarily as
a local oscillator, at the milliwatt power levels. High out-
put powers are possible, but the device has lower efficiency
than the conventional klystron, since the bunch geometry
cannot be optimized in the reflex case.

5.3. Monotron Oscillator

The monotron is another single-cavity oscillator. The
fundamental principle is that the impedance that the
unbunched beam presents to a cavity is negative for
long-transit angles, and the magnitude of this negative
impedance varies linearly with the beam current. Hence,
if the cavity and beam are properly designed, the real part
of the cavity impedance can be negative and the cavity will
oscillate, extracting power from the beam. One pitfall of
klystron design is that a cavity, or more often, an inad-
vertent resonator in the electron-gun region, may start to
oscillate at the klystron’s design current, due to a monot-
ron oscillation. The designer must know the impedance
seen by the beam as a function of frequency, and remove
the oscillation possibilities by reducing the Q of the un-
wanted peaks. This is especially important for high-cur-
rent beams.

6. THEORY

There are two different limiting small-signal theories of
the klystron that are each valid in their own small-signal
regions. But the klystron is a very nonlinear device, and
one must resort to numerical calculations to predict the
efficiency, large-signal gain, and the phase and amplitude
transfer functions of the klystron.

6.1. Small-Signal Theory

There are two simple theories of klystron operation, Web-
ster’s ballistic theory [23] and the space charge wave
theory [24]. The ballistic theory is valid in the limit of
small-space-charge forces. The principal result of the the-
ory, when applied to a two-cavity klystron, is that the nth
harmonic current amplitude is

in

I0

����

����¼ 2Jn n
aMyd

2

� �
ð11Þ

where I0 is the DC beam current, Jn is the nth-order Bess-
el function, a is the ratio of the voltage at the input gap
to the DC beam voltage (V0), M is the gap coupling

coefficient, a number less than 1 that expresses the effi-
ciency of the RF fields in the input gap in coupling to the
beam, and yd¼oL/u0 is the drift distance (in radians of
transit time) between the center of the input and output
cavities. For the highly idealized case of a gridded planar
gap, M¼ [sin(Lg/2)]/[Lg/2], where Lg is the distance be-
tween the grids, measured in radians. If we assume an
output gap with its value of M and a, then the electronic
efficiency (the ratio of the RF energy produced to the
beam’s kinetic energy) may be written as

Ze¼M2a2J1
aMy

2

� �
ð12Þ

where the subscript 2 refers to the output cavity. When
M2a2¼ 1, the effective gap voltage experienced by an elec-
tron equals the DC beam voltage, and electrons will begin
to be reflected from the output gap, and this can cause
instabilities due to the electronic feedback. The first max-
imum of J1 is approximately 0.584. Thus, the limiting val-
ue of klystron efficiency is half the current bunching ratio,
or 58%. For several decades after the invention of the
klystron, no klystron produced 58% efficiency, but the
modern klystron can have an efficiency of up to 76%, and
even higher with development.

The bandwidth and frequency response of the klystron
was first calculated with the space charge wave theory.
The space charge wave theory of the klystron is valid
when the gap voltages are small and space charge forces
are high. The bunching in the klystron can be explained as
a result of two waves carried by the electron beam, a cur-
rent wave, and a velocity wave. These waves obey a trans-
mission-line equation, and are sinusoidal with distance
and time for the usual case of an unaccelerated beam [25].
The voltage at the input gap modulates the velocity of the
electrons as they cross the gap (and thus initiates a cur-
rent wave), and in the drift space the velocity modulation
is converted to current modulation. These modulation
waves are a result of longitudinal plasma oscillations of
the electrons, but it is complicated because the magnetic
field and boundary conditions in the drift tubes also affect
this plasma frequency. The result of this theory is that
each cavity gap in the klystron excites a current and a
velocity wave on the beam. The first cavity is driven by an
external source (the drive signal), which excites a current
wave plus a small velocity wave, due to the finite axial
extent of the gap fields. The current wave is a sine wave
with distance, so it grows. This wave interacts with the
second cavity impedance and produces a larger voltage in
the second cavity compared to the input cavity, provided
that the second cavity is tuned reasonably close to reso-
nance. This cavity voltage excites a second current and
velocity wave, which adds to the original waves from the
first cavity, and the process is repeated at each cavity. If
we neglect the small velocity waves and concentrate on
the current waves, then the standing waves set up by an
input gap are of the form [26]

u1

u0
¼

aM

2
cos Z1 ð13Þ
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and

i1

I0
¼ � j

aM

2op=o
sin Z1 ð14Þ

where Z1¼ (Ropz)/(u0) is the axial distance measured in
reduced-plasma radians. The plasma reduction factor R is
a measure of the reduction in the plasma frequency by the
combined effects of the drift tunnel and the magnetic focus
field. The plasma frequency is the free-space oscillation of
electron density variations, for a one-dimensional situa-
tions. In the klystron, the space charge fields are two-di-
mensional, and a significant fraction of the space charge
electric fields terminate on the drift tunnel walls, rather
than on electron scarcity regions. The net result is that the
actual plasma frequency, oq¼Rop, is usually about one-
tenth of the free-space value. The value of op/o is almost
always less that unity, and this ratio usually is a few times
0.1. Thus, the current wave is generally 3–10 times larger
than the velocity wave, which is often neglected. The
small-signal bandwidth of the klystron may be determined
by calculating the waves that begin at each cavity, due to
the voltage produced in that cavity by the prior cavities.
However, the electron beam itself loads down each cavity
with a capacitive and a resistive component that are in
parallel with the usual L, C, and R parallel elements that
represent the cavity at the detuned short plane. If the
gaps were gridded, the conductance G¼Gbþ jBb supplied
by the beam to the gap is calculated from the subsequent
relations.

Gb

G0
¼ 1�

cos Lg

L2
g

�
sin Lg

2Lg
ð15Þ

and

Bb

G0
¼

sin Lg

L2
g

� 1þ
cos Lg

2Lg
ð16Þ

where G0 is I0/V0, the DC beam conductance. These small-
signal equations are easily programmed on small comput-
ers, and are widely used to estimate the bandwidth of
klystron designs. Note that when designing a wideband
klystron, there are frequencies at which the response from
the current waves discussed previously is very small. The
total response is the sum of the responses from the current
waves and from the small velocity waves that have been
neglected. Under these conditions, the velocity waves can-
not be neglected.

6.2. Large-Signal Simulation

Since the klystron is such a nonlinear device, with many
parameters, the linear theories cannot be used to predict
the overall efficiency or the power that is intercepted along
the klystron body, and large-signal nonlinear computer
programs must be used to optimize the efficiency. The first
large-signal klystron analysis was performed by Webber
in 1958 [27]. For the next decade, the early klystron sim-
ulations were not very accurate, with about 10–15%

errors, since the theory was not self-consistent. The force
equations were written for both gap and drift regions, with
approximate expressions for the space charge. Electrons
were tracked through a series of cavities and drift regions,
but the amplitudes and phases of the gap fields were es-
timated by circuit equations that basically came from the
linear space charge wave theory, where the beam current
is assumed to be unaffected by the cavity fields. These
amplitudes and phases were not necessarily correct, since
the beam’s current at large gap fields is altered by the gap
fields. The necessity of iterating this procedure was first
published by Kageyama et al. in 1977 [28]. The older
methods were still used to estimate the voltages and fields
in each cavity, but in addition, for each cavity, the induced
current is calculated from Ramo’s induced current theo-
rem [29], which states the equivalence of the electrical
energy change in a circuit to the work done by the parti-
cles on fields. For the klystron, the general form of the
induced current is

iiðtÞ¼

Z

V

JðtÞ .EðtÞdV

VgðtÞ
ð17Þ

where the space charge current is given by J, the electric
field E is only that due to the cavity, Vg is the gap voltage,
and V is the entire volume over which there are cavity
fields. One next takes a Fourier component of this time
function to get the appropriate frequency component of
the induced current.

Once the last electron leaves a particular gap, the in-
duced current is finally known, and the gap voltage and
phase are recalculated, using the Fourier component at
the appropriate frequency. The old and new complex gap
voltages are averaged, and used for the next iteration of
the beam through this gap. After a few such cycles, the
new fields and phase are very close to the previous esti-
mates, and the cavity parameters are then established.
Then, the next drift space calculation is performed, and
the process continues in the next gap, until the output gap
is reached. The output gap is special because the output
gap voltage is often greater than the beam voltage, and
the optimum loading of the cavity is not known a priori.
The difference between the beam current at the entrance
to the cavity and the inducted current in the output cavity
is very large, since the output cavity voltage is so great.
The optimum coupling between the output cavity and the
external load must also be found empirically (with a large-
signal computer program), by varying the Q of the output
cavity. The output cavity is a parallel RLC circuit (when
viewed from the waveguide plane of the detuned short),
and the beam is a current source, while the load being
driven by the klystron is coupled to the output cavity by an
iris, or a loop at low frequencies. This coupling iris can be
represented by a transformer. The schematic is shown in
Fig. 4. For the simple case where the load is purely resis-
tive, the coupling iris may be ignored, and the combination
of the iris and the load resistor can be replaced by a resis-
tor transformed to the primary of the transformer, which
is then in parallel with the RLC circuit. Refinements of the
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method include using a wave equation solver to obtain ac-
curate calculations of the cavity field distributions, and it-
erating over more than one cavity at a time when there are
reflected electrons. These calculations must be repeated
for each drive level, load on the klystron, and frequency,
and so they are time consuming for large-bandwidth klyst-
rons.

One of the most difficult calculations of the large-signal
klystron programs is the evaluation of the space charge
forces. There are basically two methods for calculating
these forces. The earliest method is to calculate the Green
function for the charged particle being followed, while ac-
counting for the particular boundary conditions. For ex-
ample, the Green’s function fields at the point r, z for a
unit-charged ring of radius r0 and position z0, moving with
velocity u0 along the z axis, and contained in a conductive
cylinder of radius a are [30]

Er r; z; r0; z0ð Þ ¼
g0

2pe0a2

X1

l¼ 1

JðvlrÞJ0ðvlr
0Þ

J2
1ðvlaÞ

eð�vlg0 jz�z 0 jÞ ð18aÞ

Ezðr; z; r
0; z0Þ ¼

sgnðz� z0Þ

2pe0a2

X1

l¼ 1

J0ðvlrÞJ0ðvlr
0Þ

J2
1ðvlaÞ

eð�vlg0jz�z 0 jÞ

ð18bÞ

and

Byðr; z; r
0z0Þ ¼

u0

c2
Erðr; z; r

0z0Þ ð18cÞ

where the eigenvalues are the roots of J0(vla)¼ 0. A finite
approximation to the infinite series is only calculated
once, at the start of each problem. There are two major
difficulties with using these equations in a computer code.
The first is that the space charge fields are added in a
point-by-point manner, so the time spent calculating the
fields grows with n, the number of particles, as n2. This
places a practical limit of around 100–300 particles with
this method, for a personal computer. The other problem is
more fundamental; these equations were derived by using
a Lorentz transformation of the static fields of a moving
charge into the laboratory frame. The g0 and u terms in
the equations depend on this velocity. For most of the
klystron, the particles move with an almost constant ve-
locity, so this approximation is not bad, but in the penul-
timate and output cavities, there is a large spread of
velocity, and Eqs. (18) lose their accuracy.

An alternative method of calculating the space charge
fields is to directly integrate Maxwell’s equations, with the
bunched beam as a driving force. This method is called the
particle-in-cell method, and a grid is set up over the klyst-
ron interaction area. The beam currents are averaged over
the grid, and discretized versions of the curl equations are
integrated to find the time derivatives of the fields. The
major advantages of this method are that the method is
valid for any distribution of particle velocity, and the com-
putation time grows much more slowly, only as n log(n). A
reference to the particle-in-cell method as applied to klyst-
rons is Ref. 31, and a general reference to the particle in
cell method is Ref. 32.
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1. INTRODUCTION

This article investigates the high-frequency effects that
occur when sources or discontinuities are present on print-
ed-circuit transmission lines. Although many of the con-
clusions are general, the analysis and the results will
focus on microstrip and stripline types of transmission
lines, where there is a single-strip conductor that is within
a layered structure that may contain either one or two
ground planes. Examples include the microstrip structure
shown in Fig. 1a, the covered microstrip shown in Fig. 1b,
and the stripline structure that has an airgap over the

strip conductor, as shown in Fig. 1c. (Later in the article,
the analysis will be extended to include coupling between
two strip conductors, so that the crosstalk current induced
on a passive microstrip line from coupling to an adjacent
active microstrip line can be studied.)

The analysis and results will focus on the current and
fields that are excited when a gap voltage source is located
at the origin (z¼ 0) on an infinite structure, where the
strip conductor extends from �N to N, as shown in Fig. 2.
This source model allows for a semianalytical treatment of
the problem in the spectral domain, which greatly simpli-
fies the solution. Other types of sources may be consid-
ered, however. Many of the conclusions also apply to
discontinuities on the line (bends, junctions, etc.),
although such discontinuity problems are not specifically
treated here.

One of the main goals of the article is to examine the
nature of the current on the transmission line that is ex-
cited by the gap voltage source, and explore what types of
spurious effects occur at high frequency. It is well known
that at low frequency, simple transmission line theory
may be used to adequately predict the current on the strip
conductor. In particular, the current I(z) predicted by sim-
ple transmission-line theory is

IðzÞ¼
1

2Z0
e�jkBM

z zj j ð1Þ

where Z0 is the characteristic impedance of the line and
kBM

z is the propagation wavenumber of the transmission-
line mode, which is also called a ‘‘bound mode’’ (BM) of
propagation, since the fields of this mode decay trans-
versely away from the structure (in the 7x direction), and
hence are bound to the guiding structure.

At high frequency, simple transmission-line theory is
no longer adequate to accurately predict the current ex-
cited by the gap source, for various reasons. First, it
should be noted that the definition of the characteristic
impedance Z0 is not unique at high frequency [1]. Second,
at high frequency, the current on the strip is not solely
that of the bound transmission-line mode (as assumed in
the above equation), but it also consists of a ‘‘continuous
spectrum’’ (CS) part, which is not predicted by transmis-
sion-line theory, and which becomes more important as
the frequency increases. The analysis presented here
allows for an accurate calculation of the bound-mode
amplitude that is excited by the gap source at any fre-
quency, even when the bound-mode current is not the
dominant current on the line. The bound mode current
has the form

IðzÞ¼ABMe�jkBM
z zj j ð2Þ

where the modal amplitude ABM is determined by a res-
idue in the complex plane, as explained later.

The semianalytical treatment presented here allows for
a calculation of the CS current, which may become very
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Figure 1. Cross sections of (a) a microstrip line, (b) a covered
microstrip, and (c) stripline with an airgap.
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important at high frequencies. The method also provides
a convenient description of the physics of the CS current.
In particular, the CS current includes the effects of
leaky modes, which are modes that radiate (leak energy)
as they propagate. The leakage may be of two types. In
one case the leakage occurs into the fundamental mode
of the substrate, which is either a surface-wave mode
or a parallel-plate mode, depending on whether there
are one or two ground planes. (When only a single ground
plane is present, the structure will be called ‘‘open,’’ since
the structure is open to free space. When there are
two ground planes, the structure will be called ‘‘closed.’’)
Assuming that only a single substrate mode is above
cutoff (the usual case), the leakage will occur into the
fundamental TM0 mode of the substrate. In the other
case, which only occurs on open structures, the leakage
occurs into both the TM0 substrate mode and into
space. In either case, a leaky-mode (LM) current has the
form

IðzÞ¼ALMe�jkLM
z zj j ð3Þ

where the propagation wavenumber kLM
z ¼ b� ja of the

leaky mode is complex as a result of radiation loss. The
excitation of a leaky mode may cause considerable spuri-
ous effects, including power loss, interference with the de-
sired bound mode, and crosstalk with neighboring circuit
components. The semianalytical treatment presented here
allows for a calculation of the excitation of any leaky
modes that are part of the CS current. In the representa-
tion used here (and explained later), leaky modes appear
explicitly as part of the continuous spectrum if the modes
are ‘‘physical,’’ meaning that the leakage mechanism of
the mode (either into the substrate or into both the sub-
strate and into space) is consistent with the phase con-
stant of the leaky mode.

The analysis also reveals that the CS current on
the strip conductor consists not only of leaky modes
but also of a component called the ‘‘residual-wave cur-
rent.’’ The residual-wave (RW) current is the leftover, or
residual, part of the CS current that is not representable
as a sum of physical leaky-mode (LM) currents. When no
physical leaky modes are present, the RW current is
identically the same as the CS current. When physical
leaky modes are present, the CS current consists of both
the LM and the RW currents. In either case, the RW cur-
rent may become important at high frequency. The anal-
ysis further shows that the RW current consists, in
general, of two parts. One part is called the ‘‘TM0 RW cur-
rent,’’ and exists for both open and closed structures. The
second type, called the ‘‘k0 RW current,’’ exists only for
open structures. An asymptotic analysis shows that for
large distances z from the source, the TM0 RW current
behaves as

ITM0

RW ðzÞ¼ATM0

RW

1

zj j3=2
e�jkTM0

zj j ð4Þ

where kTM0
is the wavenumber of the TM0 substrate mode,

while the k0 RW current behaves as

Ik0

RWðzÞ¼Ak0

RW

1

zj j2
e�jk0 zj j ð5Þ

where k0 is the wavenumber of free space.
Section 2 provides a detailed description of the semi-

analytical method of analysis that is used to calculate the
strip current and the consistent BM, LM, and RW compo-
nents. The analysis shows how the total strip current is
representable as a sum of BM and CS currents, and also
how the CS current can be represented as a sum of phys-
ical LM currents together with RW currents.

In Section 3, results will be presented to show the types
of spurious effects that can occur for the various types of
printed-circuit transmission-line structures in Fig. 1, due
to the LM currents and the RW currents.

Section 4 extends the analysis and the results of the
previous sections by considering the calculation of the
crosstalk current that is excited on a passive (victim) line,
when a gap voltage source is present on an excited line. It
is shown that simple transmission-line theory can predict
the crosstalk current accurately at low frequency, using an
even/odd-mode analysis. However, at high frequency, the
CS current becomes important, and the crosstalk current
cannot be adequately described by simple transmission-
line theory.

Section 5 examines the nature of the crosstalk field that
surrounds a printed-circuit transmission line, when it is
excited by a gap voltage source. It is seen that at low fre-
quency the field decays away from the line fairly rapidly,
but at high frequency this is not the case. When physical
leaky modes are present, very strong focused radiation
may occur in a specific direction, leading to very high
crosstalk fields.

Section 6 concludes the article by summarizing the
most important observations and conclusions that are ob-
tained from the study of the printed-circuit transmission
line excited by a gap voltage source.

2. ANALYSIS FOR CURRENT EXCITED BY A GAP SOURCE

This section describes the theory underlying the compu-
tation of the current excited on the strip conductor of a
infinite printed-circuit line by a gap voltage source on the
line as shown in Fig. 2. The substrate is a lossless dielec-
tric that can be layered and an optional metallic wall can
cover the line (in which case the structure is referred to as
a ‘‘closed’’ structure, since it is closed vertically, and radi-
ation into space is prohibited). The line is assumed to be
infinite along the longitudinal direction (z) and the con-
ductors are infinitesimally thin and perfectly conducting.
(Although only lossless striplike lines will be considered
here, the present approach can be extended to lossy and/or
slotlike lines with some modifications.) The basic ideas of
the theory will be exposed in this section in connection
with a single microstrip line. Section 4 will treat the cur-
rent excited on a pair of coupled microstrip lines.
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In order to compute the surface current on the strip
conductor, Js¼Jxx̂xþJzẑz, the following electric field inte-
gral equation (EFIE) has to be solved:

Et½Jsðx; zÞ� ¼Egap
t ðx; zÞ ð6Þ

where Egap
t is the tangential electric field impressed in the

gap (where the ‘‘t’’ subscript denotes ‘‘tangential’’) to model
the gap voltage source. This impressed electric field is
equated to the field that is computed from the strip cur-
rent using the transverse part of the corresponding dyadic
Green’s function of the layered structure at the strip in-
terface, Gtðx; z; x0; z0Þ ¼Gxxx̂xx̂xþGxzðx̂xẑzþ ẑzx̂xÞþGzzẑzẑz, as the
following convolution product

Etðx; zÞ¼

Z 1

�1

Z w=2

�w=2
Gtðx� x0; z� z0Þ

� Jsðx
0; z0Þdx0dz0

ð7Þ

where the translational symmetry of the grounded sub-
strate in the tangential plane has been incorporated. The
impressed field is assumed to be

Egap
t ðx; zÞ ¼ �

1

D
rect

x

w=2

� �
rect

z

D=2

� �
ẑz ð8Þ

in order to give a uniform gap field that corresponds to
homogeneous voltage drop of 1 V along the gap (D denotes
the longitudinal width of the gap, and rect(x)¼ 1 if 7x7r1
and is zero otherwise). For future use it is convenient to
note that the z Fourier transform of the impressed gap
field, ~EEgapðx; kzÞ, of (8) is given by

~EEgapðx; kzÞ¼ � rect
x

w=2

� �
sinc

kzD
2

ð9Þ

where sinc(x)¼ sin(x)/x. (In the present notation, ~AAðkaÞ de-
notes the Fourier transform of A(a) for any function A.)

Next, the EFIE is solved by means of Galerkin’s method
[2], for which the unknown induced current density on the
strip has to be expanded in basis functions. First, and for
simplicity of explanation, the current density will be ex-
panded using only one basis function. The extension to

include multiple basis function will be discussed after-
ward.

2.1. Single Basis Function

If only a single basis function is employed to expand the
induced current density on the strip, Js(x, z) will have only
a longitudinal component, Jsz, which can be represented
by

Jszðx; zÞ¼TðxÞIðzÞ ð10Þ

where T(x) denotes the transverse profile, which is nor-
malized to give

Z w=2

�w=2
TðxÞdx¼ 1 ð11Þ

so that I(z) actually represents the longitudinal current on
the line at a distance z from the source. Specifically, the
following basis function has been chosen

TðxÞ¼
rect x

w=2

� �

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

w
2

� �2
�x2

q ð12Þ

which will give a good approximation for narrow strips.
The EFIE (6) can be then written as

Z 1

�1

Z w=2

�w=2
Gzzðx� x0; z� z0Þ

Tðx0ÞIðz0Þdx0dz0 ¼Egap
z ðx; zÞ

ð13Þ

The application of the longitudinal inverse Fourier trans-
form

IðzÞ¼
1

2p

Z 1

�1

~IIðkzÞ e
�jkzz dkz ð14Þ

to the integral equation above (or alternatively, taking the
Fourier transform of both sides with respect to z) leads to

~IIðkzÞ

Z w=2

�w=2

~GGzzðx� x0; kzÞTðx
0Þdx0

¼ rect
x

w=2

� �
~EEgap

z ðkzÞ

ð15Þ

The tilde above the Green’s function indicates here a 1D
Fourier transform with respect to z. If Galerkin’s method
is now applied, (15) can be finally expressed as

~IIðkzÞ

Z w=2

�w=2
TðxÞ

Z w=2

�w=2

~GGzzðx� x0; kzÞTðx
0Þdx0dx

¼

Z w=2

�w=2
TðxÞdx

" #
~EEgap

z ðkzÞ

ð16Þ

∆

y

w

h

x

z

�,�0

Figure 2. Geometry of an infinite microstrip line excited by a gap
voltage source at z¼0.
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which, after taking into account (11), allows this to be
written as

~IIðkzÞ¼
~EEgap

z ðkzÞ

DðkzÞ
ð17Þ

with

DðkzÞ¼

Z w=2

�w=2
TðxÞ

Z w=2

�w=2

~GGzzðx� x0; kzÞ

Tðx0Þdx0 dx

ð18Þ

It should be noted that D(kz) actually represents a func-
tion whose zeros are the modal propagation constants ðkM

z Þ

of the infinite microstrip line. A careful study of the sin-
gularities of this function in the complex kz plane will be
presented later in this section.

Two common techniques have been commonly used in
the literature to compute integrals such as D(kz): the spec-
tral-domain approach (SDA) [3,4] and the discrete com-
plex images technique (DCIT) [5–7]. Each is discussed
further below.

2.1.1. Spectral-Domain Analysis. As is well known, the
use of the SDA is motivated by the fact that the dyadic
Green’s function can be obtained in closed form (or by
means of certain algorithms) in the spectral domain [8–
10]. Thus, assuming that ~GGzzðkx; kzÞ is known in closed
form, D(kz) can be expressed analytically in terms of a
spectral-domain integral involving this Green’s function.
(The tilde over the Green’s function indicates here a 2D
Fourier transform of the Green’s function.) This is accom-
plished by first expressing the inner integral in Eq. (18) as
an inverse Fourier transform of the Fourier transform (in
x), noting the convolutional nature of the integral, and
then performing the outer integral in x in closed form, re-
sulting in the Fourier transform of the function T(x). The
result is (assuming that T(x) is an even function)

DðkzÞ¼
1

2p

Z

Ckx

~GGzzðkx; kzÞ
~TT2ðkxÞdkx ð19Þ

where Ckx is an appropriate inverse Fourier transform
path from minus infinity to infinity in the complex kx

plane [11–13].
Since the preceding integral has to be computed many

times to obtain the current profile given by (14), it is very
convenient to minimize as much as possible the intensive
numerical effort required to compute (19). Different strat-
egies have been proposed in the literature to speed up the
overall computation of similar integrals, and one that has
been found particularly efficient is the extraction of an as-
ymptotic behavior that can be further expressed in closed
form. This involves splitting the integral (19) into two
integrals

DðkzÞ¼DsðkzÞþD1ðkzÞ ð20Þ

where

DsðkzÞ¼

Z

Ckx

~GGzzðkx; kzÞ �
~GG1zz ðkx; kzÞ

h i

~TT2ðkxÞdkx

ð21Þ

D1ðkzÞ¼

Z 1

�1

~GG1zz ðkx; kzÞ
~TT2ðkxÞdkx ð22Þ

so that Ds(kz) can be computed with low computational
effort. An asymptotic expression for the spectral-domain
Green function is

~GG1zz ðkx; kzÞ¼ �
jom0

2
þ

1

2joem
k2

z

� �
kxj j

k2
x þ k2

0

ð23Þ

(where k0 is the free-space wavenumber). Use of this ex-
pression leads to a closed-form expression for DN(kz)
[14,15].

2.1.2. Discrete Complex Images Technique. One of the
main numerical disadvantages of the spectral-domain
technique is that obtaining the longitudinal current pro-
file from Eq. (14) requires numerically evaluating the in-
tegral (21) with infinite limits for each value of kz. This
drawback can be considerably alleviated if the discrete
complex images technique (DCIT) is used to obtain a
closed-form expression for the Green’s function in the spa-
tial domain. This procedure has been employed elsewhere
[7,16,17] to deal with 2D printed lines when Eq. (6) is
posed as a mixed potential integral equation (MPIE) [18].
It is worth mentioning that the integrals to be repeatedly
computed are double definite integrals with nonsingular
integrands (except at the strip edges) that can be very ef-
ficiently computed by low order Gauss–Chebyshev quad-
ratures [17]. Our experience shows that this scheme
reduces the CPU time at least 5 times when compared to
that required by the SDA.

2.1.3. Multiple Basis Functions. The procedure shown in
the previous section is numerically accurate only for those
situations where the transverse component of the current
density can be neglected (which is usually found at low
frequencies and/or for narrow strips). In general, however,
an expansion with multiple basis functions is required.
For this purpose, the current density on the strip is
assumed to be (with q even and p odd)

Jzðx; zÞ¼
XNf

q¼ 0

Tz
qðxÞI

z
qðzÞ ð24Þ

Jxðx; zÞ¼
XNf

p¼ 1

Tx
pðxÞI

x
pðzÞ ð25Þ

where Tz
pðxÞ and Tx

qðxÞ are, respectively, the basis functions
used to expand the transverse profile of the z and x com-
ponents of the current density, and Iz

pðzÞ and Ix
qðzÞ are the

corresponding unknown coefficient functions accounting
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for the longitudinal profile of the current density. The
term Nf denotes the maximum order of the basis functions.
The transverse profile is accounted for by the usual
Chebyshev polynomials of the first and second kinds
[Tn( � ) and Um( � ), respectively] weighted by the proper
edge condition, namely

Tz
qðxÞ¼ ð2� dq0Þ

2

wp
Tqð2x=wÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2x
w

� �2
q ð26Þ

Tx
pðxÞ¼

4

wp
jUpð2x=wÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
2x

w

� �2
s

ð27Þ

where dmn is the Krönecker delta. The use of this expan-
sion in the EFIE, after using Galerkin’s method and ap-
plying the longitudinal Fourier transform, leads to the
following linear equation system

Gxx
pp0 ðkzÞ

h i
Gxz

pq0 ðkzÞ

h i

Gzx
qp0 ðkzÞ

h i
Gzz

qq0 ðkzÞ

h i

2

64

3

75 .

~IIx
pðkzÞ

h i

~IIz
qðkzÞ

h i

2

64

3

75¼
0½ �

~bbz
qðkzÞ

h i
2
4

3
5 ð28Þ

where

Gxx
pp0 ðkzÞ¼

Z w=2

�w=2
½T x

p ðxÞ�

Z w=2

�w=2

~GGxxðx; x
0;kzÞT

x
p0 ðx
0Þdx0 dx

ð29aÞ

Gxz
pq0 ðkzÞ¼

Z w=2

�w=2
½T x

p ðxÞ�

Z w=2

�w=2

~GGxzðx; x
0; kzÞT

z
q0 ðx
0Þdx0 dx

ð29bÞ

Gzx
qp0 ðkzÞ¼

Z w=2

�w=2
½T z

q ðxÞ�

Z w=2

�w=2

~GGzxðx; x
0; kzÞT

x
p0 ðx
0Þdx0 dx

ð29cÞ

Gzz
qq0 ðkzÞ¼

Z w=2

�w=2
½T z

q ðxÞ�

Z w=2

�w=2

~GGzzðx; x
0; kzÞT

z
q0 ðx
0Þdx0 dx

ð29dÞ

~bbz
qðkzÞ¼

~EEgap
z ðkzÞdq0 ð29eÞ

The current along the line can be obtained finally as

IðzÞ¼

Z w=2

�w=2
Jzðx; zÞdx¼

XNf

q¼0

Iz
qðzÞ

Z w=2

�w=2
Tz

qðxÞdx ð30Þ

which can be recognized as simply IðzÞ¼ Iz
0ðzÞ because of

the normalization condition imposed on the basis func-
tions. Therefore

IðzÞ ¼
1

2p

Z

Ckz

~IIz
0ðkzÞ e

�jkzz dkz ð31Þ

The coefficients of the Galerkin matrix (29a)–(29d) can
be numerically obtained by using the SDA or the DCIT
techniques discussed in the previous sections, since the
introduction of multiple basis functions does not affect the
asymptotic or singular behavior of the corresponding
integrals.

2.2. The Complex kz Plane

It has been shown above that the computation of the cur-
rent on the strip I(z) requires an inverse Fourier trans-
form given, in general, by Eq. (31). It is well known that
the study of the singularities of the integrand of any com-
plex spectral integral gives very valuable information
about the integral itself [19]. In this way, references
have shown [12,13,20–22] that a study of the integrand
of (31) in the complex kz plane provides a deep and very
useful physical insight into the nature of the current
excited on the line, and furthermore, how to decompose
the current into its constituent parts. Since the exp(� jkzz)
function is fully analytic in the entire kz plane, any sin-
gularity of the integrand comes necessarily from
~IIz
0ðkzÞ �

~IIðkzÞ, and therefore the present study will focus
on the poles and branch points of this latter function.

Looking at the form of ~IIðkzÞ given in (17), it can be rec-
ognized that the numerator will not show any singularity
in the kz plane since ~EEgap

z ðkzÞ is the Fourier transform of a
bounded function. Thus, the pole singularities of ~IIðkzÞ will
come from the zeros of the denominator D(kz) (for the case
of multiple basis functions, this function will be the de-
terminant of the Galerkin matrix), which have been pre-
viously identified as the propagation wavenumbers for
modes on the infinite line. Also, the branch points of D(kz)
will be the branchpoint singularities of ~IIðkzÞ.

The discussion above shows that the nature of the com-
plex kz plane defined by ~IIðkzÞ is fully determined by the
function D(kz). This function can be rewritten in general
(also for multiple basis functions) as

DðkzÞ¼

Z

Ckx

Qðkx; kzÞdkx ð32Þ

where Q(kx, kz) involves the spectral-domain Green func-
tion (SDGF). The expression given in Eq. (19) for D(kz)
makes apparent that its singularities are themselves de-
termined by both the singularities of the SDGF and the
corresponding integration path Ckx in the complex trans-
verse wavenumber plane (kx).

There are two types of singularities in the complex kz

plane: poles and branchpoints. Poles correspond to guided
modes that exist on the printed-circuit transmission line,
and the residues at the corresponding pole locations de-
termine the amplitudes of the modes that get launched by
the gap voltage source, including both bound and leaky
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modes. During a path deformation to the steepest-descent
path (discussed later), the bound-mode poles are always
captured, and hence the bound-mode currents always ap-
pear explicitly in the final expression for the current.
Leaky-mode poles may or may not be captured, however.
Leaky modes whose poles are captured are said to be
‘‘physical’’ leaky modes, and these currents appear explic-
itly in the final expression for the current. Leaky modes
whose poles are not captured do not appear explicitly in
the final expression for the current, and are said to be
‘‘nonphysical.’’ However, these nonphysical poles may still
have an influence on the total current, by virtue of their
proximity to the steepest-descent path. This will be par-
ticularly true when a nonphysical pole is close to being
physical, so that the pole is close to the steepest-descent
path.

Branchpoints in the kz plane arise because of a non-
uniqueness in the evaluation of the integral (32). In par-
ticular, different paths of integration in the complex kx

plane may be used for the path Ckx
. These different paths

may detour around the pole and/or branchpoint singular-
ities of the SDGF in different ways, resulting in different
values for the integral. This corresponds to D(kz) being a
multiple-valued function of kz. Mathematically, this may
be conveniently viewed as the complex kz plane corre-
sponding to a Riemann surface. On each sheet of the sur-
face a different path of integration is used in the kx plane
to evaluate the integral in Eq. (32).

The SDGF for an open structure such as microstrip has
singularities at particular points in the transverse wave-
number kt plane, where k2

t ¼ k2
x þ k2

z . This results in cor-
responding singularities at the following locations in the
complex kx plane [13,23–25]:

1. Branchpoints at kx¼7kxb, where k2
t ¼ k2

xbþ k2
z ¼ k2

0

2. Proper poles at kx¼7kxp, where k2
t ¼ k2

xpþ k2
z ¼k2

sw,
where ksw is the propagation constant for a proper
surface wave of the background layered structure

3. Improper poles at kx¼7kxi, where k2
t ¼ k2

xiþ

k2
z ¼ k2

imp, where kimp is the propagation constant of
an improper mode of the background layered struc-
ture

The improper modes of the background layered struc-
ture can be classified as either improper surface-wave
modes, if the propagation constant kimp is purely real, or
as complex leaky modes, if kimp is complex. (An improper
surface-wave mode is never regarded as a physical mode.
A complex improper leaky mode is regarded as being
physical if the phase constant of the mode is less than
k0, so that the radiating leaky mode is a fast wave with
respect to free space [26,27].)

A careful study of the integration paths in the kx plane,
and their evolution as the point kz moves in the complex kz

plane, reveals that branchpoints in the complex kz plane
occur at the following locations:

1. Branchpoints at kp
zb¼ � kTM0

, where kTM0
is the

wavenumber of the TM0 surface-wave (or parallel-
plate) mode of the background layered structure (it

is assumed here that only the TM0 mode is above
cutoff).

2. Branchpoints at ki
zb¼ � kimp, where kimp is the

wavenumber of an improper (improper real or com-
plex leaky) mode of the background layered struc-
ture.

3. Branchpoints at k0
zb¼ � k0, where k0 is the free-

space wavenumber.

The branchpoints at kp
zb and ki

zb give rise to a double-val-
ued function of kz (corresponding to two sheets of the kz

Riemann surface), since circling these branchpoints twice
gives back the original function D(kz) at the starting point
in the kz plane. Thus, the path of integration in the kx

plane in integral (32) evolves back to the original path
when the point kz moves twice around the branchpoint
back to the original point.

The branchpoints at k0
zb¼ � k0 have a logarithmic

character in the sense that there are an infinite number
of sheets associated with these branchpoints; that is, each
time the branchpoint is circled in the kz plane, the path of
integration in the kx plane changes, and never returns to
the original path after a finite number of encirclements of
the branchpoint. The original path of integration lies in
the sheet that is denoted as the ‘‘zero’’ sheet, for which the
path of integration in the kx plane stays on the top (proper)
sheet of the kx Riemann surface.

As shown in Ref. 13, the branchpoints corresponding to
the improper modes of the background structure at
ki

zb¼ kimp do not appear on the zero sheet of the 7k0

branchpoints on the kz Riemann surface (such branch-
points appear only on the odd sheets of the 7k0 branch-
points). The original path of integration Ckz, which stays
on the zero sheet, thus sees the branchpoints only at
k0

zb¼ � k0 and kp
zb¼ � kTM0

. The branchpoints at �kTM0

appear only on the even sheets of the 7k0 branch points,
including the zero sheet.

The complex kz plane for the case of an open structure
such as microstrip line is shown in Fig. 3. The branch-
points at 7k0 and at �kTM0

are shown. To aid in the un-
derstanding of the branchpoints and the kz Riemann
surface, an example is given to connect the location of

x

xx

x

kz  plane

Im(kz)

Re(kz)

k0 kTM0

C B

A

x
x

Figure 3. The kz plane showing two pairs of branchpoints at7k0

and �kTM0
, a pair of proper poles at 7A, and two pairs of leaky

poles at 7B and 7C.
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the kz point on the Riemann surface with the correspond-
ing path of integration in the kx plane. Three points are
shown in the complex kz plane, labeled as A, B, and C. The
corresponding paths of integration in the kx plane are
shown in Figs. 4a, 4b, and 4c.

Point A is located on the real axis of the kz plane, and is
assumed to be on the zero sheet of the branchpoints at
7k0 and also the top sheet of the branchpoints at �kTM0

.
(The original path of integration Ckz is on this sheet.) This
point corresponds to a path of integration that stays along
the real axis in the kx plane, shown in Fig. 4a, without
detouring around any pole or branchpoint singularities of
the SDGF.

Point B is assumed to lie on the zero sheet of the 7k0

branchpoints, and the bottom sheet of the �kTM0
branch-

points. Such a point is obtained by starting from point A,
then moving into the first quadrant of the kz plane, and
then moving down, crossing the real axis between k0 and
kTM0

. In doing so, the branchcut from the kTM0
branchpoint

is crossed, to enter the lower sheet of this branchpoint on
the kz Riemann surface. The corresponding path in the kx

plane detours around the TM0 poles of the SDGF located
at 7kxp, but stays on the top sheet of the Riemann surface
in the kx plane.

Point C is assumed to be on the lower (� 1) sheet of the
k0 branchpoints on the kz Riemann surface. Such a point is
obtained by starting from point A, then moving into the
first quadrant of the kz plane, and then moving down,
crossing the real axis between the origin and k0. In doing
so, the branchcut from the k0 branchpoint is crossed, to
enter the lower sheet of this branchpoint on the kz Riem-
ann surface. (As soon as this branchcut is crossed, the
branchpoints at �kTM0

no longer appear, since these
branchpoints appear only on the even sheets of the 7k0

branchpoints.) The corresponding path of integration
crosses through the branchcuts of the SDGF in the kx

plane and lies partly on the improper lower sheet of the kx

Riemann surface. The path also detours around the TM0

surface-wave poles of the SDGF.
For covered structures such as covered microstrip, the

only branchpoints that occur are those at the wavenum-
bers of the parallel-plate modes of the background struc-
ture. Assuming that only the TM0 parallel-plate mode is
above cutoff, there will be one pair of branchpoints on the
real kz axis at kzb¼ � kTM0

. There will also be an infinite
number of branchpoints on the imaginary axes, corre-
sponding to the wavenumbers of the evanescent parallel-
plate modes. The complex kz plane for a covered structure
is shown in Fig. 5.

x

x

x

x

TM0

Im(kx)

Re(kx)

Im(kx)

Re(kx)

x

x

Im(kx)

Re(kx)

(a)

(c)

(b)

Figure 4. Integration paths in the transverse wavenumber com-
plex plane (kx) corresponding to (a) point A, (b) point B, and
(c) point C in Fig. 6.

x

x

x x

Im(kz)

kz plane

Re(kz)

kTM0Ckz

Figure 5. The kz plane showing a pair of branchpoints at �kTM0
,

a pair (out of an infinite number) of branchpoints on the imagi-
nary axis, and two pairs of poles.
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2.3. Decomposition of the Total Current

When computing the fields of a simple source such as a
dipole in the presence of a grounded dielectric slab, the
existence of square-root-type branchpoints at 7k0 in the
integrand of the corresponding Fourier integral is related
to radiation in the free space, namely, to its continuous
spectrum [23,24]. This principle holds for more complicat-
ed systems, such as the gap source on the microstrip line,
discussed here. The existence of branchpoints is related to
mechanisms of radiation. Thus, for the microstrip line un-
der study, the fact that ~IIðkzÞ has multiple pairs of branch-
points indicates that radiation can take place by means of
different mechanisms (or, in other words, that the contin-
uous spectrum will have different components). Specifi-
cally, the 7k0 branchpoints are related to radiation into
free space, and the branchpoints at �kTM0

are related to
radiation in the form of surface waves or parallel-plate
modes of the background waveguide.

In addition to branchpoints, ~IIðkzÞ also has pole singu-
larities that originate from the roots of D(kz). It is well
known that D(kz) has an infinite number of roots: a finite
set corresponding to bound (proper) modes and an infinite
set of leaky (improper) modes [28–35]. Specifically, the
different poles of ~IIðkzÞ are located as follows:

* Bound modes—the poles lie on the zero sheet with
respect to the 7k0 branchpoints and on the top (prop-
er) sheet with respect to the �kTM0

branchpoints.
* Surface-wave leaky modes—the poles lie on the zero

sheet with respect to 7k0 branchpoints and on the
bottom (improper) sheet with respect to the �kTM0

branchpoints.
* Surface and space-wave leaky modes—the poles lie on

the � 1 sheet of the 7k0 branchpoints.

A typical diagram of the integration path Ckz to com-
pute I(z) together with some relevant singularities of ~IIðkzÞ

is shown in Fig. 6. The path is equivalent to a real-axis
path that runs from �N to N, detouring around the
branchpoint singularities and also the bound mode poles
on the real axis.

With an understanding of the complex kz plane, it is
now possible to discuss the physical significance of a

particular mode. This physical significance can be defined
by the degree of excitation of this mode from a realistic
source. A mode that is physically significant should be ex-
cited by a suitable finite source, which implies that the
current I(z) on the line will then have a component that
closely resembles the current of the mode. (If a particular
mode is excited with a sufficient amplitude, this modal
component may dominate the total line current.)

One possible ‘‘measure’’ of the relative significance of
each microstrip mode can be obtained by looking at the
‘‘distance’’ from the corresponding pole in the kz plane to
the integration contour Ckz on the Riemann surface. The
term ‘‘distance’’ here refers to distance on the Riemann
surface. For example, two points on the opposite sides of a
branchcut, both on the same sheet, will not be ‘‘close’’ to
one another, regardless of how geometrically close they
are together. Two geometrically close points on either side
of a branchcut will be close on the Riemann surface if they
are located on different sheets, such that there is a con-
tinuous connection between the two points.

Since the kBM
z pole on the real axis corresponding to a

bound mode is on the same sheet as the integration path
Ckz, this pole is always close to the path of integration, and
is therefore always physically significant. For the leaky-
mode poles, however, the poles may or may not be close to
the integration path, depending on which sheet they are
located, and the value of the phase constant b of each
mode. The physical significance of a leaky mode can be
summarized concisely by saying that a mode can have
physical significance only if the mode satisfies what is de-
noted as the path consistency condition (PCC). This con-
dition (which was called the ‘‘condition of leakage’’ in Ref.
32) states that the path of integration in the kx plane used
to obtain a particular leaky-mode solution should be con-
sistent with the phase constant b of the leaky mode that is
obtained by using the given path. For example, if the path
in the kx plane used to obtain a leaky mode is the one
shown in Fig. 4b, which corresponds to leakage into the
TM0 mode but not into space, the resulting leaky mode
will be physically significant (or ‘‘physical’’) provided the
phase constant of the leaky mode is in the range
k0obokTM0

. If the path in the kx plane used to obtain a
leaky mode is the one shown in Fig. 4c, which corresponds
to leakage into both the TM0 mode and into space, the re-
sulting leaky mode will be physically significant (or ‘‘phys-
ical’’) provided the phase constant of the leaky mode is in
the range bok0.

This physical significance of a leaky mode is directly
related to the closeness of the corresponding pole to the
path Ckz on the Riemann surface. For example, consider a
leaky-mode pole located as shown in Fig. 6, to the left of
the branchpoint k0; that is, <ðkzpÞok0. Such a leaky mode
is close to the path Ckz if it is on the � 1 sheet of the 7k0

branchpoints. This means that the path of integration in
the kx plane is that shown in Fig. 4c. Similarly, if a leaky-
mode pole is located in the region k0o<ðkzpÞokTM0

, the
pole is close to the path Ckz if the pole is on the zero sheet
of the 7k0 branchpoints, and the bottom sheet of the
�kTM0

branchpoints.
A more mathematical way of determining the physical

significance of the leaky modes, which also provide

kz plane

k0 kTM0
kz

BM

kz
LM

Ckz

Im(kz)

Re(kz)

x

x x

x

Figure 6. The kz plane showing the integration path Ckz, two
pairs of branchpoints at7k0 and �kTM0

, a pair of proper poles at
�kBM

z , and a pair of leaky poles at �kLM
z .
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additional insight into the nature of the current and fields
excited by the source, is to deform the original integration
path Ckz to a vertical set of steepest-descent paths (SDPs)
[23,24,36]. Figure 7 illustrates this for the case of an open
structure such as microstrip (for z40).

Figure 7a shows how the original Ckz path may be first
deformed into a path CBC detouring around all the branch-
cuts (the TM0 and k0 branchcuts) and a set of residue
contributions CBM from paths that encircle all of the
bound-modes poles on the positive real axis (in the figure
only one bound mode is assumed). The total current (TC)
on the strip can be decomposed as

IðzÞ¼ � j Resf ~IIðkBM
z Þge

�jkBM
z z

þ
1

2p

Z

CBC

~IIðkzÞ e
�jkzz dkz

ð33Þ

¼ IBMðzÞþ ICSðzÞ ð34Þ

where the residue contribution around CBM accounts for
the launching amplitude of the bound-mode (BM) current
from the gap source and the integral around CBC defines
the continuous-spectrum (CS) current on the line that is
induced by the gap source. It is interesting to note that
standard transmission-line theory only predicts the BM

current and not the CS current, which is a consequence of
the full-wave modeling of the complete current spectrum
due to the gap source. This latter current usually increas-
es with frequency and is responsible for spurious effects
observed in the line current, as shown later.

The CS current can be further decomposed by deform-
ing the CBC path to a set of vertical SDPs as shown in
Fig. 7b. In this deformation some leaky-mode (LM) poles
may be captured and therefore will appear explicitly in the
final decomposition of the strip current. In particular, a
leaky-mode pole will be captured if the leaky mode is a
physical one, satisfying the path consistency condition de-
scribed previously. The residue contribution of the cap-
tured LM poles will define the launching amplitude of the
physical leaky modes. Nonphysical leaky-mode poles will
not give an explicit contribution to the leaky-mode current
(defined from the residues of the captured poles), but the
possible influence of such poles is automatically included
in the calculation of the ‘‘residual wave’’ (RW) currents,
which are the contributions from the path integrations
along the two vertical SDP paths. The RW currents rep-
resent that part of the CS current that is not represented
explicitly by the sum of the physical LM currents. The
total strip current can therefore be expressed as

IðzÞ¼ IBMðzÞþ ILMðzÞþ ITM0

RW ðzÞ

þ Ik0

RWðzÞþ
X

i

Ii
RWðzÞ

ð35Þ

where

IBMðzÞ¼ � j Res ~IIðkBM
z Þ

n o
e�jkBM

z z ð36aÞ

ILMðzÞ¼ � j Res ~IIðkLM
z Þ

n o
e�jkLM

z z ð36bÞ

ITM0

RW ðzÞ¼
1

2p

Z

SDPTM0

~IIðkzÞ e
�jkzz dkz ð36cÞ

Ik0

RWðzÞ¼
1

2p

Z

SDPk0

~IIðkzÞ e
�jkzz dkz ð36dÞ

Ii
RWðzÞ¼

1

2p

Z

SDPi

~IIðkzÞ e
�jkzz dkz ð36eÞ

The first term represents the currents of the bound modes
that are launched by the gap source. Usually there is only
one, and this is the desired transmission-line mode. The
second term represents the sum of all physical leaky
modes, from the residues of the captured poles. In general,
there may be two types of physical leaky modes, those that
leak into only the TM0 mode, and those that leak into both
the TM0 modes and into space. The next term is the TM0

RW current, arising from the path integration along the
vertical SDP path that descends downward from the
branchpoint at kzb¼ kTM0

. The next term is the k0 RW
current that arises from the path integration along the
vertical SDP path that descends downward from the
branchpoint at kzb¼ k0. The last series term is a set of
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Figure 7. (a) Complex kz plane showing the integration path Ckz,
an integration path CBC around the branch cuts, and a residue
path CBM around the BM pole; (b) complex kz plane showing the
path deformation of Ckz to a set of vertical SDPs, a residue path
around the captured LM pole kLM

z , and a residue path CBM around
the BM pole.
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RW currents that comes from SDP paths (not shown in
Fig. 7b) that descend from branchpoints associated with
improper complex modes of the background structure.
These RW currents are included whenever the phase con-
stants of the corresponding improper modes of the back-
ground structure are less than k0, so that the
branchpoints are intercepted by the path deformation.
These RW currents are usually negligible because of the
large imaginary part of the corresponding branchpoints.

Although the TM0 and k0 RW currents do not have
closed-form expressions, it is possible to evaluate their as-
ymptotic behaviors for large z [21,36]. The calculation
shows that the TM0 RW current behaves as

ITM0

RW ðzÞ � ATM0

RW

e�jkTM0
z

ðkTM0
zÞ3=2

ð37Þ

and the k0 RW current as

Ik0

RWðzÞ � Ak0

RW

e�jk0z

ðk0zÞ2
ð38Þ

3. RESULTS FOR THE CURRENT EXCITED BY A
GAP SOURCE

In this section results will be presented for the three
structures shown in Fig. 1, to illustrate the types of spu-
rious effects that may be observed in the current excited
by a gap voltage source on a printed-circuit transmission
line. The three structures are microstrip, covered micro-
strip, and stripline with an airgap. In each case plots of
the total current are presented, along with plots of the
bound mode and continuous-spectrum currents. When
physical leaky modes are present, the continuous-spec-
trum (CS) current is decomposed into the leaky-mode
(LM) and residual-wave (RW) parts, and these are shown.

3.1. Microstrip

For the microstrip structure of Fig. 1a, the current excited
by the gap source consists of a BM current and a CS cur-
rent. The CS current consists of any physical leaky modes
that exist at the frequency of interest, together with a RW
current, which consists of both the TM0 RW current and
the k0 RW current.

In all the cases presented, the only physical leaky mode
that is found to exist is one that leaks into the TM0 sur-
face-wave mode, and not into space. Such a leaky mode is
physical, and hence is included in the composition of the
CS current, if k0obokTM0

. Results are presented for both
a moderate-permittivity substrate and a high-permittivity
substrate [21].

Results are first presented for the case of a moderate
permittivity substrate, er¼ 2.2, for several different values
of w/h, corresponding to different characteristic impedances.
The substrate thickness is h¼ 1.0 mm in all cases.

Figure 8 shows the dispersion plot for a narrow line,
with w/h¼0.333. For this dimension, the low-frequency
characteristic impedance is 145.8O. A plot of the normal-

ized phase constant of the bound mode is shown, along
with a plot for the leaky mode. Also, for reference, a plot of
the normalized phase constants for the TM0 and TE1 sur-
face-wave modes of the grounded substrate are included.
It is observed that leakage begins at 30 GHz. Above this
frequency a leaky mode with a complex propagation wave-
number exists on the microstrip line. The leaky mode
leaks into the TM0 surface-wave mode of the grounded
substrate. The leaky mode is an EH0 mode, meaning that
the transverse profile of the current closely resembles the
expected quasi-TEM shape function. Below 30 GHz there
is no leaky mode, only a pair of improper real modes
(modes that are improper, but with a real propagation
wavenumber). The leaky mode becomes physical above
about 35 GHz, where it crosses the TM0 dispersion line to
become a fast wave with respect to the TM0 surface wave.

Figure 9 shows the total current on the strip versus
normalized distance from the source, for various frequen-
cies. In this figure, and in all subsequent results, the
length of the gap source is taken as D¼ 0.1l0. It is seen
in Fig. 9 that the total current is increasingly oscillatory
as the frequency increases. This is due to the interference
between the BM and CS currents. At low frequency, only
the BM current is significant, and the current level is es-
sentially flat with distance from the source. As the fre-
quency increases, the amplitude of the CS current also
increases, resulting in a stronger interference effect.

Figure 10 shows the dispersion plots for the case of a
moderate strip width, w/h¼ 1. For this case the low-
frequency characteristic impedance is 95.2O. Comparing
with Fig. 8, it is seen that leakage begins at a lower fre-
quency for this wider strip, although the lowering in fre-
quency is not dramatic. The leakage starts at about
27 GHz, with the leaky mode becoming physical at about
33 GHz, where the phase constant crosses the TM0 dis-
persion curve. The leaky mode is not physical between
approximately 47 and 70 GHz, where the dispersion curve

N
or

m
al

iz
ed

 p
ha

se
 c

on
st

an
t

1.4

1.35

1.3

1.25

1.2

1.15

1.1

1.05

1
80706050403020100

Freq (GHz)

RIM
LM
BM
TM0
TE1

Figure 8. Normalized phase constants (normalized by k0) versus
frequency, for a microstrip line with a moderate substrate per-
mittivity (er¼2.2) and a small strip width (w¼0.333 mm, h¼

1.0 mm). The bound mode (BM) is shown along with the leaky
mode (LM) and the TM0 and TE1 surface-wave modes. At low
frequency there is no leaky mode, only a pair of improper real
modes (RIM). (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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is below the unity line, so that bok0. In this frequency
range a physical leaky mode would be one that leaks into
both the TM0 surface-wave mode of the substrate and into
space. However, no such physical leaky mode is found.

Figure 11 shows the current on the strip at various
frequencies, for the case of moderate strip width. Compar-
ing with Fig. 9, it is seen that the level of spurious oscil-
lations is roughly the same, although the overall level of
the current is higher for the wider strip case, because a
wider strip corresponds to a smaller characteristic imped-
ance, and hence the bound mode is excited with a larger
amplitude. However, the CS current is also excited with a
larger amplitude, giving roughly the same level of oscilla-
tions in the total current.

Figure 12 gives the dispersion behavior for a wide-strip
case, where w/h¼ 3. For this case the low-frequency char-
acteristic impedance is 51.1O. It is seen that the trend
of a lower leakage frequency continues, with leakage now

beginning at about 23 GHz, and the leaky mode becoming
physical at about 27 GHz. The leaky mode is once again
nonphysical in a particular high-frequency region, from
about 33 to 64 GHz.

The current plots in Fig. 13 for the wide-strip case show
a continuing increase in the overall current level, as ex-
pected. As with the other cases, the level of the spurious
oscillation increases with frequency. However, for this
wider strip case an interesting new effect is also observed.
At a high frequency of 70 GHz, the oscillations decay ex-
tremely slowly with distance from the source. In fact, out
to eight wavelengths from the source, there is no noticeable
decay in the oscillation amplitude of Fig. 13. This is because
the CS current decays very slowly with distance in this
case. The effect has been examined in detail in Ref. 22,
where it is shown that the effect is due to a leaky-mode pole
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approaching the branchpoint at k0 in the complex kz plane.
The frequency at which this effect occurs is given approx-
imately for wide strips by the following empirical formula
[22]:

k0
ffiffiffiffi
er
p

w¼2p ð39Þ

In Fig. 14, the current is investigated in more detail for the
case of moderate strip width (w/h¼ 1), at a frequency of
20 GHz. Part (a) of this figure shows the total current and
its constituent parts, the BM and CS currents; part (b)
shows the CS current resolved into its constituent compo-
nents, the k0 RW current and the TM0 RW current. There is
no physical leaky mode at this frequency (see Fig. 10), so
the CS current is simply the sum of the two RW currents.
The TM0 RW current is the stronger of the two residual
waves, although the amplitudes are somewhat comparable.
At 40 GHz the situation changes in that a physical leaky
mode now exists (see Fig. 10). At this higher frequency the
oscillations in the total strip current are larger, as seen in
Fig. 15a, because the magnitude of the CS current is larger
at this higher frequency. In Fig. 15b, the CS current is
shown with its three components, the leaky-mode current,
the k0 RW current, and the TM0 RW current. Close to the
source, the LM current is the strongest. However, because
the LM current decays exponentially with distance, the two
RW currents become dominant for larger distances. The
TM0 RW current is the more dominant of the two, as for the
20-GHz case. The presence of the physical leaky mode
causes the level of spurious oscillation to be quite signifi-
cant close to the source in the 40-GHz case, much larger
than in the 20-GHz case. Farther away from the source the
level of spurious oscillation is still slightly larger in the 40-
GHz case, but the increase is not as dramatic.

Figure 16 shows the dispersion behavior for a micro-
strip with a high-permittivity substrate (er¼ 10.2) and a
moderate strip width (w/h¼ 1). (The leaky-mode solution
is plotted up to 37.5 GHz, which is already well within the

nonphysical region.) Comparing with Fig. 10, it is seen
that the higher permittivity has lowered the frequency at
which leakage begins. At about 24 GHz a second surface-
wave mode, the TE1 mode, begin to propagate, and the
dispersion curve for this mode is included in the plot.
Above this frequency, there will be a third propagating RW
current, corresponding to the TE1 branchpoint on the real
axis in the complex kz plane.

Figure 17 shows the current versus distance from the
source for this high-permittivity case. The level of spuri-
ous oscillations in the strip current increases with fre-
quency, as for the moderate-permittivity case of Fig. 11.
Figure 18a shows the total strip current at 20 GHz for the
case of Fig. 16 along with its components, the BM and CS
currents. In Fig. 18b it is seen that a physical leaky mode
dominates the CS current near the source, although the k0

RW and TM0 RW currents are not negligible, even near
the source. Because of the exponential decay of this leaky
mode, the oscillations in the total strip current die out
fairly quickly with distance.
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2280 LEAKY MODES AND HIGH-FREQUENCY EFFECTS IN MICROWAVE INTEGRATED CIRCUITS



At 40 GHz, the oscillations become stronger, as seen in
Fig. 19. As before, the CS current is responsible for the
oscillations, as seen in Fig. 19a. However, the strong CS
current is not due to the excitation of a leaky mode, as was
the case for the moderate-permittivity substrate at
40 GHz (Fig. 15). For the higher-permittivity substrate
at 40 GHz, the leaky mode shown in Fig. 16 is not physical,
since its dispersion curve is lower than that of the TE1

surface-wave dispersion curve (while this leaky mode has
leakage only into the TM0 surface-wave mode). Further-
more, no physical leaky mode that leaks into both the TM0

and TE1 surface-wave modes is found at this frequency.
Figure 19b shows that the strong CS current is due to the
TE1 RW current. The TE1 RW current is very strong be-
cause the dispersion curve for the leaky mode is only
slightly below that for the TE1 surface-wave mode. The
leaky mode is therefore only slightly into the nonphysical
region. Mathematically, this means that even though the
LM pole is not captured by the path deformation to the
steepest-descent paths from the branchpoints, the LM
pole is close to the TE1 branch point, and thus makes its
influence felt in the TE1 RW current.

3.2. Covered Microstrip

In practice, microstrip lines are often used in microwave
circuits that are placed into packages of some type. It is
therefore important to determine the influence of the top
and sidewalls of a package on the possible leakage behav-
ior of various transmission lines. The effects of a top cover,
as shown in Fig. 1b, is investigated here. The addition of a
top cover still allows the same method of analysis to be
used as for the open microstrip structure, as discussed in
Section 2. Because of the cover, leakage may only occur
into the TM0 parallel-plate substrate mode, and not into
free space (it is assumed here that only the TM0 substrate
mode is above cutoff). Furthermore, there is only one type
of residual current, the TM0 RW current.

One of the most important conclusions, demonstrated
from the results below, is that the presence of the top cover
lowers the frequency at which leakage begins. This is be-
cause the top cover significantly raises the dispersion plot
of the TM0 mode, while influencing the dispersion plot of
the guided mode to a lesser degree. Hence, physical leak-
age begins at a lower frequency with the top cover.

Furthermore, it is demonstrated that the top cover also
increases the overall amplitude of the CS current. Hence,
spurious effects significantly increase due to the presence
of the top cover.

Figure 20 presents a dispersion plot for a moderate
permittivity substrate (er¼ 2.2) and a strip–width : sub-
strate-height ratio of w/h¼ 1, for uncovered microstrip.
This result is the same as that shown in Fig. 10, except
that the result is plotted in a normalized form, versus the
electrical thickness of the substrate h/l0. (Although the
result in Fig. 10 is plotted against frequency using fixed
dimensions in millimeters instead of plotting versus nor-
malized electrical substrate thickness, the result is just as
general, since it can be directly converted into a result for
normalized substrate thickness, following the style of
Ref. 37.) For the uncovered microstrip, the splitting point
(the frequency at which leakage first begins as a nonphys-
ical leaky mode) is at about h/l0¼ 0.09, and the frequency
at which the leaky mode enters the physical fast-wave
region is at about h/l0¼ 0.11. Clearly, physical leakage on
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typical microstrip lines occurs only for high frequencies or
thicker substrates.

Figures 21a–21c show the dispersion curves for cover
heights of hc/h¼2.0, 1.0, and 0.5, respectively, showing
the changes in the dispersion plots as the top cover is
brought successively nearer to the strip.

For a cover height hc/h¼ 1.0, the frequency at which
leakage begins is approximately h/l0¼0.02. When the
cover height is reduced still further to hc/h¼ 0.05, leak-
age now occurs at all frequencies. These results clearly
demonstrate that for smaller cover heights the potential
exists for spurious effects such as crosstalk and power loss
due to the leaky mode. An investigation into the current
excited on the strip by a gap voltage source, presented
next, will confirm this.

Figure 22 shows a plot of the current for the uncovered
case of Fig. 20, at a moderate frequency (h/l0¼ 0.04). At
this frequency we may note from Fig. 20 that there is no
leaky mode, so that the continuous spectrum consists only
of the residual wave. From Fig. 22 it is seen that the CS
current is very small, and that the total strip current is
essentially the same as that of only the bound mode. The
residual wave is therefore very small. At this moderate
frequency the continuous spectrum is small enough that
no serious spurious effects are observed. Of course, signif-
icant spurious effects will be observed at higher frequen-
cies, as demonstrated in Section 3.1, but at this relatively
low frequency the spurious effects are quite small.

Figure 23 shows a plot of the current for the same
moderate-permittivity case as in Fig. 22, but for a cover
height of hc/h¼ 1.0. The normalized frequency is h/l0¼

0.02 (half of the value used in Fig. 22). Even though the
frequency is half that used in the uncovered case, the
spurious oscillations are clearly much more severe. From
Fig. 21b it is seen that the leaky mode is not physical at
this frequency, so the CS current consists entirely of the
RW current. Hence, one conclusion is that the presence of
a top cover increases the amplitude of the RW current.
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Figure 24a shows the current for the case of a smaller
cover height, hc/h¼ 0.5, at the same normalized frequency
of h/l0¼ 0.02. All other parameters remain the same as in
Fig. 23. (See Fig. 21c for a dispersion plot.) This figure re-
veals two important aspects about the effects of reducing
the cover height:

1. The level of oscillation in the total current has in-
creased significantly, compared to that in Fig. 23,
which corresponds to the same frequency. This is
partly because lowering the cover height has de-
creased the amplitude of the bound mode, but even
more importantly, it has dramatically increased the
amplitude of the CS current. Part (b) of Fig. 24
shows that the leaky mode is now the main compo-
nent of the CS current.

2. Comparing Figs. 24b and 23, it is also seen that the
RW current is somewhat stronger for the lower cover
height. (In Fig. 23 there is no physical leaky mode at
this frequency, so the RW current is the same as the
CS current.) However, the main reason why the CS
current is significantly larger in Fig. 24 is the pres-
ence of the very strong leaky mode. Hence, lowering
the top cover both increases the amplitude of the RW
current and also results in the excitation of a strong
LM current.

3.3. Stripline with an Airgap

The stripline structure is one of the most well known and
widely used printed-circuit transmission-line structures.
A homogeneous stripline structure will support only a
TEM mode of propagation, and no leaky modes. This is
because the substrate between the two ground planes is
homogeneous. However, during manufacture, an airgap
may be inadvertently introduced, resulting in the airgap

stripline structure shown in Fig. 1c. It has been known for
some time that airgaps within stripline packages can de-
grade the performance of the stripline, although the fun-
damental reasons were perhaps not clear. It is shown here
that the airgap lowers the phase constant of the dominant
quasi-TEM stripline mode below that of the TM0 parallel-
plate mode of the (now inhomogeneous) background struc-
ture. This causes the stripline mode to become a physical
leaky mode. This means that the stripline mode used for
signal transmission will suffer from power loss due to
leakage, as well as crosstalk and other effects due to leak-
age into the TM0 mode.

When a small airgap is present, it is shown that there is
a bound mode present, as well as the leaky mode. Howev-
er, the bound mode is one that has the field characteristics
of a parallel-plate type of mode. In fact, as the airgap
thickness tends to zero, the bound mode evolves into a
TEM parallel-plate mode. A conventional stripline feed
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Figure 23. Plots of the total current, BM current, and CS cur-
rent on a covered microstrip line versus normalized distance from
the delta gap voltage source at h/l0¼0.02 (hc/h¼1.0, w/h¼1.0,
er¼2.2).
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Figure 24. (a) Plot of the total current, BM current, and CS cur-
rent on a covered microstrip line versus distance from the delta
gap voltage source, for er¼2.2, w/h¼1.0, and a cover height of
hc/h¼0.5, with normalized frequency h/l0¼0.02; (b) the CS cur-
rent is shown along with its constituent parts: the LM current
and the TM0 RW current.
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would predominantly excite the leaky mode, since this is
the mode that resembles the TEM stripline mode that
would exist with no airgap. However, a practical feed will
also excite the bound-mode field to some extent, more so as
the airgap thickness increases, since the fields of the leaky
and bound modes tend to become less distinct as the air-
gap thickness increases. The fact that both a leaky mode
and a bound mode are excited means that spurious oscil-
lations will occur in the strip current, as was observed in
the results presented for the previous two structures, mi-
crostrip and covered microstrip. This interference ex-
plains the experimental observation in Ref. 11, which
was subsequently investigated more thoroughly in [20],
where a very sharp and pronounced spurious dip in the
transmission (S21) response was observed at a specific fre-
quency, using the airgap stripline. The spurious dip that
was observed was attributed to interference between the
bound mode and the leaky mode, and this is proved by an
examination of the currents excited by a gap voltage
source.

The normalized phase and attenuation constants at
30 GHz are plotted with respect to the airgap thickness in
Figs. 25a and 25b, respectively. It is seen from part (a) that
the LM will be a physical mode (a fast-wave solution with
respect to the TM0 parallel-plate mode) for an airgap
thickness less than 0.5 mm. The physical validity of the
leaky mode is gradually lost as the airgap thickness
increases beyond this value.

For an airgap thickness of d¼ 0.3 mm, plots of the total
current as well as the BM and CS currents are shown in
Fig. 26a. Figure 26b shows the CS current and its two
constituent parts, the LM current and the RW current. For
this airgap thickness, Fig. 26a shows that the CS current
is much more strongly excited than the BM current. More-
over, the curves in Fig. 26b show that the CS current is
almost entirely accounted for by the LM current. This is
because the leaky mode is physical for this airgap thick-
ness, and because the field of the leaky mode resembles
that of the usual TEM stripline mode, and hence is excited
quite strongly by the gap voltage source. The dip in the
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amplitude of the total current at about 25 wavelengths
from the source is due to the destructive interference be-
tween the BM and CS currents, which have an approxi-
mate 1801 phase difference at this distance. Because the
LM current dominates the CS current, it is concluded that
the dip in the total current magnitude is due to a destruc-
tive interference between the bound and leaky modes that
are excited by the source.

At the point of destructive interference, the amplitudes
of the leaky and bound modes are not necessarily equal,
and this explains why the dip in the total current does not
extend complexly to zero in Fig. 26a at z¼ 25l0. However,
by correct selection of the airgap thickness, the ampli-
tudes of the two modes can be made equal, resulting in an
essentially complete destructive interference. A smaller
airgap thickness will cause the amplitude of the leaky
mode to dominate the amplitude of the bound mode at the
point of destructive interference, while a larger airgap
thickness will cause the amplitude of the bound mode to
dominate. A critical airgap thickness thus exists that
equalizes the two amplitudes at the interference point.
This is demonstrated in Fig. 27 for airgap thickness of
d¼0.353 mm. For this case there is an almost perfect can-
cellation of the total current on the strip at z¼ 32l0, point-
ing out how the simultaneous presence of the LM and the
BM currents can significantly distort the expected trans-
mission behavior of the line.

4. CROSSTALK BETWEEN TWO MICROSTRIP LINES

This section investigates the current excited on a pair of
coupled microstrip lines when one of the lines (the source
line, i.e., line 1) is excited by a gap voltage source (see Fig.
28) [38]. The crosstalk current is defined as the current
induced on line 2 (the victim line, which is passive). At low
frequency the current on the two lines is well predicted by
standard transmission-line theory, which gives the follow-
ing expressions for the current on each strip

ITLT
1 ðzÞ¼

1
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1
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e�jke
zzþ

1
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zz

� �
ð40Þ
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2 ðzÞ¼
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1
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e�jke
zz �
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Zo
0

e�jko
zz

� �
ð41Þ

where Ze
0 and Zo

0 are the frequency-dependent even-mode
and odd-mode characteristic impedances and ke

z and ko
z are

the corresponding wavenumbers. However, simple trans-
mission-line theory fails to predict the effects of the con-
tinuous spectrum, and ignores all radiation effects. It will
be seen that the CS current can be predominant at high
frequency, and can thus be a source of undesirable spuri-
ous effects that can ruin the performance of microwave
circuitry involving neighboring printed-circuit lines.

4.1. Formulation for the Currents

The same concepts presented in Section 2 apply to the
present case, with some extension to account for the fact
that currents now exist on two lines. One important fea-
ture of the present structure is that the currents do not
show any symmetry about the center of either line, and
thus a multiple-basis function expansion is necessary in
practice to model these currents. Thus, the surface current
can be expanded, similarly to (24) and (25), as

JðlÞz ðx; zÞ¼
XNf

q¼ 0

Tz
l;qðxÞI

z
l;qðzÞ ð42Þ

JðlÞx ðx; zÞ¼
XNf

p¼ 1

Tx
l;pðxÞI

x
l;pðzÞ ð43Þ

where the subscript l¼ 1, 2 is now added to denote the
strip conductor (the integers q and p are no longer even
and odd, respectively, as they were for the case of a single
strip).

However, with the aim of keeping the explanation of
the problem as simple as possible, only a single longitudi-
nal basis function will be used on each line in the following
explanation. This implies that the surface current on each
line is expanded as Jð1Þz ðx; zÞ¼T1ðxÞI1ðzÞ and
Jð2Þz ðx; zÞ¼T2ðxÞI2ðzÞ and thus the EFIE can be written as

Eð1Þz ½T1ðxÞI1ðzÞ� þEð1Þz ½T2ðxÞI2ðzÞ� ¼Egap
z ðzÞ ð44Þ

Eð2Þz ½T1ðxÞI1ðzÞ� þEð2Þz ½T2ðxÞI2ðzÞ� ¼ 0 ð45Þ
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Figure 28. Top view of a pair of coupled microstrip lines. Line 1
is fed by a gap voltage source, causing a crosstalk current in line 2.
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The Galerkin testing procedure combined with the appli-
cation of the inverse longitudinal Fourier transform leads
to the following system of equations

~II1ðkzÞ

Z

w1

T1ðxÞE
ð1Þ
z ½T1ðxÞe

�jkzz�dxþ ~II2ðkzÞ

Z

w1

T1ðxÞE
ð1Þ
z ½T2ðxÞe

�jkzz�dx¼ ~EEgap
z ðkzÞe

�jkzz

ð46Þ

~II1ðkzÞ

Z

w2

T2ðxÞE
ð2Þ
z ½T1ðxÞe

�jkzz�dxþ ~II2ðkzÞ

Z

w2

T2ðxÞE
ð2Þ
z ½T2ðxÞe

�jkzz�dx¼0

ð47Þ

which can be rewritten as

Z11ðkzÞ Z12ðkzÞ

Z21ðkzÞ Z22ðkzÞ

" #
~II1ðkzÞ

~II2ðkzÞ

" #
¼

~EEgap
z ðkzÞ

0

" #
ð48Þ

where the Zij(kz) coefficients (i, j¼ 1, 2) have the following
form:

* Space Domain:

ZijðkzÞ¼

Z

wi

Z

wj

TiðxÞ ~GGzzðx� x0; kzÞTjðx
0Þdx0 dx ð49Þ

* Spectral Domain:

ZijðkzÞ¼
1

2p

Z

Ckx

~TTið�kxÞ
~GGzzðkx; kzÞ

~TTjðkxÞe
�jkxsð1�dijÞdkx

ð50Þ

The form given in (49) will be used when the DCIT is used
with the corresponding MPIE in the space domain, and
expression (50) is used when the EFIE is solved using the
SDA approach.

Following the same rationale as in Section 2, the total
current on the lines is given by I1ðzÞ¼ Iz

1;0ðzÞ and
I2ðzÞ¼ Iz

2;0ðzÞ, which are given in terms of their correspond-
ing longitudinal Fourier transforms as

IlðzÞ¼
1

2p

Z

Ckz

~IIz
l;0ðkzÞe

�jkzz dkz; l¼ 1; 2 ð51Þ

4.2. Results

The theory presented above (using multiple basis func-
tions) has been implemented in a computer code to study
the crosstalk current in line 2, I2(z), for a pair of coupled
microstrip lines when line 1 is excited by a 1-V gap voltage
source.

Figure 29 shows the crosstalk current for two micro-
strip lines at various frequencies (low, medium, and high
frequencies) and a wide separation between the lines

(s/h¼ 10). The crosstalk current is plotted versus distance
z from the origin (the source is at z¼ 0 on line 1). Both the
total current (TC) numerically obtained from (51) and the
transmission-line theory (TLT) current given by (41) are
shown. The curves show that, at the low frequency of
1 GHz (h/l0E0.003), transmission-line theory predicts
very accurately the crosstalk current. At 20 GHz (h/
l0E0.065) there is overall agreement, but the exact cross-
talk current shows a noticeable oscillation, which is due to
the presence of the CS current. At 40 GHz (h/l0E0.13) the
CS current has become strong enough that there is no
agreement at all between the exact and the TLT currents.

It is interesting to note that at low frequency, for a large
line separation, the crosstalk current exhibits an almost
perfectly linear growth with distance z. This is explainable
from Eq. (41), which may be rewritten as

ITLT
2 ðzÞ¼

1
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Ze
0
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1
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0
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þ
j

2Zo
0

e�jka
z z sinðDkzz=2Þ

ð52Þ

where ka
z ¼ ðk

e
z þko

zÞ=2 is the average of the two bound-
mode wavenumbers and Dkz¼ ke

z � ko
z is their difference.

As the line separation increases, the even- and odd-mode
characteristic impedances and wavenumbers approach
each other, making the first term in Eq. (52) negligible
and the second term approximately linear.

To explore the nature of the spurious behavior of I2(z) at
high frequency (40 GHz), Fig. 30 shows the decomposition
of this current in terms of its constituent parts, the BM
and the CS currents. The TLT current predicted by
Eq. (52) is also shown for comparison. It is seen that the
CS current is significantly stronger than the BM current,
confirming that the CS current is responsible for the spu-
rious effects. It is also interesting to note that the TLT
current predicts fairly accurately the actual BM current
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on the line. Thus, transmission-line theory predicts accu-
rately the amplitude of the BM currents on the line, which
in the exact theory comes from the residues at the two BM
poles in the complex kz plane. Transmission-line theory
does not account for the CS current, however, so the TLT
current is far from the actual current on the line.

It is also interesting to note from Fig. 29 that for low to
moderate frequencies, the crosstalk current decreases as
the frequency increases. This is because the even- and
odd-mode wavenumbers become more nearly equal as the
frequency increases. As seen from Eq. (52), this results in
the crosstalk current I2(z) becoming smaller. However,
when the frequency becomes very high, the crosstalk cur-
rent increases with frequency, due to the increase of the
CS current. This is illustrated by Fig. 31, which shows
that at 80 GHz the crosstalk current has significantly in-
creased from 40 GHz.

For large line separations, the CS current strongly
dominates the crosstalk current at high frequencies.
This is illustrated by Fig. 32, which shows that at
80 GHz, the total crosstalk current and the CS component

of the crosstalk current are essentially indistinguishable.
Physically, this is because for large line separation and
high frequency, the crosstalk current is due mainly to ra-
diation from the source line into the TM0 parallel-plate
mode, as opposed to quasistatic coupling. Radiation from
the source line mainly induces a CS current on the victim
line, instead of a bound mode, since the bound modes have
wavenumbers that are larger than that of the TM0 parallel-
plate mode, and hence cannot couple to the TM0 parallel-
plate radiation.

The behavior of the high-frequency crosstalk current
for various line separations is shown in Fig. 33. For a
small line separation (s/h¼ 2), the crosstalk current is well
accounted for by TLT model, but this good agreement
worsens as the line separation increases. This fact can be
adduced to the predominant quasistatic nature of the
crosstalk coupling for small separation between the lines,
which is accounted for by the TLT model. As the frequency
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increases, the TLT model loses accuracy as the CS current
becomes stronger. It is clear by comparing Figs. 29 and 33
that as the line separation increases, the frequency at
which the CS current becomes appreciable decreases.
Hence, simple transmission-line theory loses accuracy at
lower frequencies when the line separation is larger.

5. CROSSTALK FIELDS

In this section, the fields radiated by the currents on the
strip conductor of a printed-circuit transmission line are
examined, to see how crosstalk fields may be produced,
especially at high frequency, due to the radiation from the
currents that are induced on the strip conductor excited by
a gap voltage source [39,40].

The structure that is examined is the covered micro-
strip structure of Fig. 1b. The currents on this structure
that are produced by a gap voltage source have already
been examined in some detail in Section 3.2, where it was
shown that the total current consists of a bound-mode
(BM) transmission-line mode together with a continuous-
spectrum (CS) current. The CS current consists of a phys-
ical leaky-mode (LM) current, when such a mode exists,
together with a TM0 residual-wave (RW) current. Hence,
there are a maximum of three different types of currents
on the line, the BM, LM, and RW currents.

The BM current is normally regarded as a nonradiating
type of current, since the fields are bound to the guiding
structure. Indeed, for such a mode propagating on an in-
finite line, there would be no radiation and no power loss
(assuming lossless conductors and dielectric). However,
the 1-V gap voltage source at z¼ 0 is a discontinuity, and
radiation in general occurs from discontinuities. In par-
ticular, the current in Eq. (2) has a slope discontinuity (a
discontinuity in the derivative) at z¼ 0. Because of this
discontinuity, the BM current will produce a radiation
field, with radiation occurring into the TM0 parallel-plate
substrate mode. As shown in the results below, the level of
this radiation increases with frequency.

The RW current increases with frequency, as demon-
strated in Section 3.2. This current is a rather complicated
function of distance z from the source, although asymp-
totically it propagates with a wavenumber of kTM0

, as
shown in Eq. (4). For this reason, the radiation from this
current is somewhat endfire directed, concentrated more
toward the direction of the strip axis, as will be shown in
the results below. However, the radiation is somewhat dif-
fuse, since the current is actually composed of a continu-
ous spectrum of wavenumbers.

When a physical LM current exists on the line, the ra-
diation from this current is typically directive, in the form
of a beam, since the LM current has a single wavenumber
b that is less than kTM0

. The LM current may thus be re-
sponsible for significant crosstalk fields in the direction of
this beam. This will be demonstrated in the results pre-
sented below.

5.1. Calculation of Crosstalk Fields

To calculate the crosstalk field, it is first assumed that only
radiation into the TM0 parallel-plate mode is significant.

All of the other higher-order parallel-plate modes are as-
sumed to be sufficiently far below cutoff that these fields
decay very rapidly away from the strip current, and hence
are negligible at any significant distance away from the
strip (in practice, more than a half-wavelength or so).
Hence, the crosstalk field is assumed to be the field of the
TM0 parallel-plate mode that is produced by the current
on the strip conductor. To calculate this field, the field of a
unit amplitude infinitesimal electric dipole in the z direc-
tion on top of the substrate at x¼0, z¼0, y¼h is consi-
dered. The TM0 field from the dipole has the following
form in cylindrical (r, f, y) coordinates:

Eyðr;f; yÞ¼Af ðyÞHð2Þ1 ðkTM0
rÞ cosf ð53Þ

where, for 0oyoh, we obtain

f ðyÞ ¼ cosðky1yÞ ð54Þ

with

ky1¼ðk
2
1 � k2

TM0
Þ
1=2

ð55Þ

where k1 is the wavenumber in the substrate. The con-
stant A can be determined by spectral-domain techniques,
but the value is not important here.

The field from the strip current is found by integrating
over the strip current, using the above mentioned dipole
field as a Green’s function. Assuming the line width to be
small relative to a wavelength, the integral has the fol-
lowing form

Eyðx; y; zÞ¼Af ðyÞ

Z 1

�1

Iðz0ÞHð2Þ1 ðkTM0
r0Þ cosf0 dz0

ð56Þ

where

r0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þ ðz� z0Þ2

q
ð57Þ

tan ðf0Þ ¼
x

z� z0
ð58Þ

Integrating across the substrate height, the voltage drop
between the strip and the ground plane at any point is

Vhðx; zÞ¼ � Ah sincðky1hÞ

Z 1

�1

Iðz0ÞHð2Þ1 ðkTM0
r0Þ cosf0 dz0

ð59Þ

The integral can be accelerated by using a technique such
as the Shanks transform [41].

5.2. Results

All the cases presented in this section are for a covered
microstrip with er¼2.2 and w¼h, with a cover height
hc¼h. The dispersion plot for this structure is shown in
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Fig. 34. This figure shows three distinct regions of behavior.
In the first region, h/l0o0.021, there is no leaky mode; only
a pair of nonphysical improper real modes exist, in addition
to the bound mode. In the region 0.021oh/l0o0.052, a
leaky mode exists, but it is nonphysical (since the wave-
number of the leaky mode is larger than that of the TM0

parallel-plate mode). In the region h/l040.052 the leaky
mode is physical. Results will be shown for each region to
illustrate how the field surrounding the strip behaves.

The first case is that for h/l0¼ 0.005. For this low-fre-
quency case, the operating point is well inside the non-
physical spectral-gap region in the dispersion plot of
Fig. 34. As a result of the low frequency, the continuous-
spectrum current is very small, as shown in Fig. 35. The

oscillations in the total current due to the interference
between the BM and CS currents are apparent, although
they are small in amplitude, since the CS current is quite
small compared with the BM current. Figure 36 shows a
plot of the field surrounding the strip for this case. The
field is fairly diffuse away from the strip, with noticeable
oscillations close to the strip as the observation distance z
increases. This oscillation is due to an interference be-
tween two components that make up the overall field pro-
duced by the BM current. One component is the field due
to a bound mode propagating on an infinite line. This field
propagates in the z direction with the wavenumber of the
bound mode, and decays exponentially away from the line.
The second component is a radiation type of field that
propagates radially with a wavenumber kTM0

and decays
as 1=

ffiffiffi
r
p

, and arises because of the slope discontinuity of
the BM current at the origin.

Figure 37 shows the current components at a higher
frequency of h/l0¼ 0.04. At this frequency the leaky mode
exists, but is nonphysical. Figure 37 shows that at this
higher frequency the CS current has become significant,
because of the strong RW current that now exists. Figure 38
shows that the field surrounding the strip has begun to
become more directive in shape, although the field is still
somewhat diffuse.

Figure 39 shows the current components at a still high-
er frequency of h/l0¼ 0.08. At this frequency the leaky
mode exists and is physical. Because of the physical LM
current, the CS current is now quite strong. Figure 40
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Figure 35. Strip current for a covered microstrip at a normalized
frequency of h/l0¼0.005 (hc¼h, w¼h, er¼2.2).
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shows that the field surrounding the strip has begun to
assume a beamlike shape, due to the radiation of the LM
current. The overall level of the field is also higher. Clear-
ly, significant crosstalk could occur with circuit compo-
nents that are placed within the beamlike region of strong
leakage fields. The angle of leakage of the leaky mode,

measured from the strip axis, is given approximately (for
small attenuation constants) as

f0¼ cos�1 b
kTM0

� �
ð60Þ
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Figure 37. Strip current for a covered microstrip at a normalized
frequency of h/l0¼0.04 (hc¼h, w¼h, er¼2.2).
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Figure 39. Strip current for a covered microstrip at a normalized
frequency of h/l0¼0.08 (hc¼h, w¼h, er¼2.2).

x/
� 0

z/�0

2.5

2

1.5

1

0.5

0
0 5 10 15 20

3.5

3

4

4.5

5

0.044+
0.04 to 0.044 
0.036 to 0.04 
0.032 to 0.036
0.028 to 0.032 
0.024 to 0.028

0.02 to 0.024 
0.016 to 0.02 
0.012 to 0.016 
0.008 to 0.012 
0.004 to 0.008 
0 to 0.004

Figure 40. Normalized substrate voltage for the covered micro-
strip of Fig. 39. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

2290 LEAKY MODES AND HIGH-FREQUENCY EFFECTS IN MICROWAVE INTEGRATED CIRCUITS



where b is the phase constant of the leaky mode. This
equation actually predicts the leakage angle for a leaky
mode existing by itself on an infinite line, with a small
attenuation constant. The predicted leakage angle from
this equation is B13.51, whereas the actual beam angle in
Fig. 40 is B181. The discrepancy is caused by several fac-
tors: (1) the attenuation constant of the leaky mode is not
zero, as is assumed in Eq. (60); and (2) the total field con-
sists of the BM and RW fields in addition to the LM field.
Finally, the direction of maximum radiation for the field
radiated by the LM current of Eq. (3) is not the same as
the direction of leakage for a leaky mode on an infinite
line, since the field radiated by the LM current of Eq. (3)
consists of a source discontinuity radiation term due to the
slope discontinuity of the current at the origin.

6. CONCLUSIONS

This article has examined the nature of the current and
fields excited by gap voltage source on an infinite printed-
circuit transmission line, in order to ascertain the nature
of the current and to show what types of spurious effects
may be produced at high frequency. Three particular
structures have been examined: microstrip, covered
microstrip, and stripline with an airgap above the strip
conductor.

A semianalytical method for determining the strip cur-
rent has been used, based on a Fourier transform of the
current in the longitudinal (z) direction. The strip current
is thus expressed as an inverse Fourier transform integral
in the complex longitudinal wavenumber (kz) plane. This
method provides an accurate calculation of the strip cur-
rent, as well as physical insight into the nature of the
current on the strip. In particular, deforming the original
path of integration in the kz plane allows for a convenient
decomposition of the total strip current into a sum of con-
stituent parts.

It was shown that the total current consists of a bound-
mode (BM) current together with a continuous-spectrum
(CS) current. The BM current corresponds to the usual
transmission-line mode, whose fields are bound to the
strip region, decaying away from the strip in the trans-
verse (x) direction. The amplitude of the BM current is
accurately calculated at any frequency by taking the res-
idue in the kz plane at the BM pole. The amplitude of the
BM current obtained this way is accurate even for high
frequencies, where the definition of the characteristic im-
pedance becomes ambiguous. The CS current is, generally
speaking, a high-frequency radiation type of current
whose existence cannot be predicted by simple transmis-
sion-line theory.

The CS current consists of two types of current. The
first is a set of any physical leaky-mode currents. A ‘‘phys-
ical’’ leaky mode is defined here as one that satisfies a
‘‘path consistency condition,’’ meaning that the nature of
the leakage (as determined by the path of integration in
the transverse wavenumber (kx) plane used to calculate
the wavenumber of the leaky mode) is consistent with the
phase constant of the leaky mode. For open structures
such as microstrip, there are two types of leaky modes that

may in principle be physical. One type has leakage into
only the TM0 surface-wave mode of the grounded sub-
strate (assuming here that only the TM0 mode is above
cutoff). This type of leaky mode is physical when the phase
constant of the leaky mode is less than the wavenumber of
the TM0 surface-wave mode, and greater than the wave-
number of free space. The second type of leaky mode,
which can exist on open (uncovered) structures, has leak-
age into both the TM0 surface-wave mode and also into
space. This type of leaky mode is physical when the phase
constant of the leaky mode is less than the wavenumber k0

of free space. For the cases presented here, only the first
type of physical leaky mode has been found to exist for the
parameters used in the results. For closed structures
(meaning that a ground plane exists both above and be-
low the structure) such as covered microstrip, only the
first type of leaky mode can exist.

The second type of current that makes up the CS cur-
rent is the ‘‘residua1-wave’’ (RW) current. This current
physically represents the current that is left over when
the physical leaky-mode currents are removed from the
CS current. For open structures such as microstrip, the
RW current consists of a sum of two different RW currents:
a TM0 RW current and a k0 RW current. Mathematically,
these currents arise from the corresponding branchpoints
in the complex kz plane, at the locations of the TM0 sur-
face-wave wavenumber and the k0 wavenumber, respec-
tively. Although there is no closed-form expression
available for these currents, an asymptotic analysis re-
veals how they behave for large distances z from the
source. The TM0 RW current propagates with the wave-
number of the TM0 surface-wave mode, and decays with
distance along the strip as z�3/2. The k0 RW current prop-
agates with the wavenumber k0 of free space, and decays
with distance along the strip as z� 2. For a closed structure
such as covered microstrip, only the TM0 RW current
exists.

Hence, for an open structure such as microstrip, the
strip current produced by the gap voltage source consists
of a sum of five possible current waves:

1. The bound-mode (transmission-line mode) current

2. A physical leaky mode (if any) that leaks into the
TM0 substrate mode

3. A physical leaky mode (if any) that leaks into both
the TM0 substrate mode and into space

4. A TM0 residual-wave current, which asymptotically
propagates with the wavenumber of the TM0 mode
and decays as z�3/2

5. A k0 residual-wave current, which asymptotically
propagates with the wavenumber of free space and
decays as z� 2

For a closed structure such as covered microstrip, only
currents 1, 2, and 4 exist.

For microstrip, only the desired BM current exists at
low frequency. However, as the frequency increases, the
CS current becomes increasingly important. For mode-
rate frequencies, the CS increases in amplitude as the
frequency increases because the RW current increases in
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amplitude with frequency. For high frequencies a leaky
mode (having leakage into the TM0 surface-wave mode)
becomes physical, and the CS current becomes very sig-
nificant above this frequency. This frequency occurs
roughly when the substrate is a tenth of a wavelength
thick electrically in the dielectric. As the frequency in-
creases, a significant oscillation is observed in a plot of the
strip current versus the distance z from the source. This
oscillation is due to an interference between the desired
BM current and the CS current.

For covered microstrip, the oscillations in the strip cur-
rent also increase with frequency, since the CS current
increases with frequency. However, the effect of the top
cover also significantly increases the magnitude of the
spurious oscillation. This is due to two effects: (1) as the
top cover is lowered toward the microstrip line, the am-
plitude of the RW current increases; and (2) even more
importantly, as the top cover is lowered, the frequency at
which a physical leaky mode exists is lowered. In fact, for
a sufficiently small cover height, a physical leaky mode
exists at all frequencies. Therefore, even at low frequen-
cies, a significant oscillation in the strip current may be
observed when the cover height is sufficiently small, due to
the leaky mode. For a certain value of the cover height, a
complete destructive interference will occur between the
leaky mode and the bound mode at some distance from the
source; that is, the two currents will have an equal am-
plitude and a 1801 phase difference at some distance z
from the source. At this point on the line the total current
will essentially have a complete null.

Homogeneous stripline supports only the desired TEM
mode of propagation. However, during manufacture, an
airgap may be inadvertently introduced above the strip
conductor. It has been known for many years that such an
airgap may lead to poor performance, although the rea-
sons were, perhaps, not completely clear. It was shown
here that the presence of the airgap causes the TEM strip-
line mode to become a leaky mode. For a small airgap the
leaky mode still resembles the usual TEM stripline mode,
but the mode now has a complex wavenumber due to
leakage loss (leakage into the TM0 parallel-plate mode of
the background airgap structure). This results in power
loss as the mode propagates, which is in addition to any
attenuation due to conductor or dielectric loss. In addition
to the quasi-TEM leaky mode, there is also a bound mode
that exists on the structure with a small airgap, but the
bound mode has a field configuration that resembles that
of a parallel-plate mode, and is thus only weakly excited
by the gap source (or by a conventional stripline connector,
in practice). The bound mode does not attenuate with dis-
tance from the source, however, and thus a significant in-
terference may occur between the quasi-TEM leaky mode
and the bound mode at some distance from the source.
This results in a spurious dip in the observed transmission
response (S12) of the transmission line at a particular dis-
tance from the source (or at a particular frequency, if the
distance is fixed).

The analysis and results were extended to the case of
two coupled microstrip lines, where a gap voltage source
was placed on one line (the source line) and the current
that was produced on the second line (the victim line) was

examined. It was concluded that at low frequency, an
even/odd-mode transmission-line analysis is sufficient to
determine the crosstalk current on the victim line. Inter-
estingly, for larger line separation, and low frequency, the
crosstalk current displays an almost linear behavior,
growing linearly with distance z on the line away from
the origin (where the gap source is placed on the source
line). This is explainable from simple transmission-line
theory. At higher frequency, the CS current becomes im-
portant, and simple transmission-line theory is no longer
adequate to predict the crosstalk current. For large line
separation and higher frequencies, the main component of
the crosstalk current is in fact the CS current.

Finally, the field surrounding a printed-circuit trans-
mission line that is excited by a gap voltage source was
examined, and results were shown for the case of a cov-
ered microstrip line (with a moderate cover height). The
nature of this field is important for understanding the
crosstalk that may occur with other circuit components
placed in the package near the printed-circuit transmis-
sion line. At low frequency, it is mainly the bound mode
that is excited on the line. However, because of the dis-
continuity in the derivative of the current (slope disconti-
nuity) at the source location, there is radiation from the
BM current. The total field from the BM current, when
plotted along the z direction parallel to the strip, is an
oscillatory one. This is because the field from the BM cur-
rent physically consists of two parts: (1) the field of the
bound mode itself, which decays exponentially away from
the strip, and (2) the radiation from the slope discontinu-
ity in the BM current at the origin.

As the frequency increases, the RW current becomes
appreciable, and the crosstalk fields become stronger and
extend out to distances farther from the line. The cross-
talk field is fairly diffuse, however. As the frequency in-
creases past the point where a leaky mode becomes
physical, the crosstalk field begins to assume a beamlike
shape, due to radiation from the leaky-mode current,
which is directed at a particular leakage angle. At these
higher frequencies, crosstalk may be especially severe for
circuit components that are in the direction of the leakage
radiation.
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1. FUNDAMENTAL CONCEPTS

1.1. Definition

According to the IEEE Standard 145-1993, a leaky-wave
antenna (LWA) is ‘‘an antenna that couples power in small
increments per unit length either continuously or dis-
cretely, from a traveling wave structure to free space.’’

The basic behavior of LWAs can efficiently be described
by means of a particular type of wave, that is the leaky
wave, which can propagate in open waveguiding struc-
tures and describes a gradual loss of power towards the
external environment (leakage).

1.2. Basic Radiation Features

LWAs belong to the class of traveling-wave antennas for
which the illumination is produced by a wave that prop-
agates along a guiding structure [1–3]. If compared with
the wavelength, a single LWA typically is long in the prop-
agation direction (z), while its cross section usually is of
the order of the wavelength (see, as reference, the first two
examples in Fig. 1). Therefore, a LWA radiates along its
length and is generally excited from one input of an open

guiding structure by a traveling wave, which propagates
mainly in a longitudinal direction (e.g., þ z) and is atten-
uated due to the power leakage toward the external (air)
region, thus leaving a negligible field at the termination of
the line. In a harmonic regime [assuming an exp(jot) time
dependence], the longitudinal behavior of such a wave can
be characterized by a complex propagation constant of the
type kz¼ bz� jaz [3–5], where bz is the phase constant and
az is the attenuation constant of the leaky wave (when only
power loss due to radiation is taken into account, az is also
termed leakage constant). As discussed later, the knowl-
edge of the complex propagation constant of this leaky
wave allows for a straightforward description of the main
radiation features of LWAs.

Usually the radiation pattern of a single LWA excited at
one end has a typical fan shape; in the elevation (or zenith)
plane it presents a narrow beam scannable by varying the
frequency, while in the cross (or azimuth) plane usually it
presents a wider beam due to a smaller transverse aper-
ture. Multidirectional excitation is also possible, as can
occur in planar dielectric structures excited by local sourc-
es (dipoles or slots) able to produce conical beams.

In general, beamshaping is achievable by means of
suitable longitudinal variations of the structure (and of
the consequent equivalent aperture distribution); the
proper modulation of geometric parameters (tapering) al-
lows for flexible control of the radiation pattern. In some
cases, in order to obtain a particular beam shaping or a
physical matching with mounting curved surfaces, LWAs
can be designed with certain amounts of curvature along
their lengths [6]. Broadbeam LWAs have also been pro-
posed using straight lengths with suitable longitudinal
modulation of both phase and leakage constants [7].

For ordinary LWAs the frequency-dependent scanning
properties in the elevation plane are related to the kind of
the waveguiding structure employed, which can be clas-
sified as either of uniform (Fig. 1a) or of periodic type
(Fig. 1b) [1,2]. In LWAs derived by waveguides that are
longitudinally uniform, the structure maintains a fixed
transverse geometry (with possible continuous smooth
modulation of the shape in the z direction); this type of
radiators typically allows for angular scanning in one
quadrant, from around broadside toward one endfire
(i.e., the ‘‘forward’’ one, concordant with the wave propa-
gation direction). In LWAs derived by waveguides that are
longitudinally periodic, the structure along z is periodi-
cally loaded with suitable modifications or discontinuities,
at intervals that are usually short with respect to the
wavelength; this type of radiator allows for a wider angu-
lar scanning, in both the forward and backward quad-
rants. However, for different reasons, limitations in such
scanning ranges generally exist for both the types of struc-
tures. A scan range in both quadrants may also be accom-
plished by properly using nonreciprocal anisotropic
media.

When a pencil beam is desired with possible two-
dimensional (2D) scanning, both in elevation and cross
planes, a linear phased array of juxtaposed LWAs may be
employed, capable to furnish a wider equivalent aperture
also in the transverse direction [8,9] (see Fig. 1c). LWA
arrays are in general constituted by a linear configuration

E

Array of
leaky-wave
line sources

Load

Feed system with
phase shifters

�r

Φ Φ Φ Φ

(a) (b)

(c)

Figure 1. Basic structures of leaky-wave antennas (LWAs):
(a) uniform LWAs—geometry derivable by a partially open me-
tallic rectangular waveguide; (b) periodic LWAs—geometry deriv-
able by a strip-loaded dielectric-rod waveguide; (c) LWA arrays—
a printed topology based on microstrip.
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of sources (i.e., one-dimensional elements), instead of pla-
nar ones of standard arrays (i.e., two-dimensional ele-
ments). For such LWA arrays the pointed-beam scanning
is achievable by varying both the frequency for the eleva-
tion plane and the usual phase shift between elements
for the cross plane.

1.3. Applications

Since LWAs are derived by partially open waveguides,
they present a number of distinctive features as radiators,
including (1) capability of designing a wide variety of ap-
erture distributions and consequent flexibility for beam
shaping through tapering; (2) possible use as wideband
radiators that allow for large angular scanning by varying
frequency instead of using mechanical or electronic
means; (3) achievement of very narrow beams, often
with good polarization purity; (4) simplicity of feeding
and economy for 2D scannable pencil-beam arrays, due
to the reduced number of phase shifters; (5) handling of
high-power amounts at microwaves, particularly for struc-
tures derived by metallic waveguides; (6) easy integration
of planar LWAs with microwave integrated circuit (MIC)
technology; (7) reduction of some bulk problems, due to
usual small profiles in the cross sections; and good phys-
ical matching with unconventional mounting geometries.

LWAs are used mainly for microwaves and millimeter
waves. The fundamental studies were presented during
the 1940s and 1950s, basically for aerospace control ap-
plications; since then, a wide number of different solutions
for LWAs have been proposed in connection with changing
requirements and constraints. Also the applicability of
this type of antennas has been widened, involving various
aspects of monitoring, remote sensing, wireless local area
network (WLAN) communications, and so forth.

2. OPERATION PRINCIPLES

2.1. Leaky Waves in Open Structures

It is known that, in order to describe radiation of a source
from an open waveguiding structure, the evaluation of the
field through a spectral representation (i.e., including a
sum of a finite number of guided modes and an integral
contribution of the continuous spectrum) can be very dif-
ficult and cumbersome to quantify in many practical cir-
cumstances. In well-designed LWAs the radiation field can
be evaluated accurately in much a simpler fashion by con-
sidering the contribution due to the presence of just one
mode of complex type, that is a leaky wave of the open
guide.

In general, the characteristic dispersion equation for a
waveguide (whose solution furnishes the propagation con-
stants kz of the modes as a function of geometry and fre-
quency) presents discrete eigenvalues, which in open
waveguides can also assume complex values, thus giving
rise to solutions of the type kz¼bz� jaz. It is seen that
these complex solutions are in general nonspectral, that is
the relevant modal fields violate the radiation condition
(they attenuate along the propagation direction but expo-
nentially increase in a transverse direction away from the

structure). Actually, when properly excited by a source at
a finite section, such a complex wave assumes its physical
validity within an angular sector close to the equivalent
aperture of the open guiding structure, and the relevant
field distribution is able to furnish a fundamental contri-
bution to the evaluation of the near field. Since the far
field is achieved by a simple Fourier transform of the field
on the aperture, a leaky wave can definitively furnish a
highly convergent and efficient quantification of the radi-
ation of the open structure, as an advantageous alternative
to a continuous spectrum evaluation.

When a leaky wave exists and can also be efficiently
excited by a source in a structure based on an open wave-
guide, it therefore can describe simply but accurately the
radiation phenomena of the structure, which is therefore
termed a leaky-wave antenna.

2.2. Phase and Leakage Constants

Evaluation of the complex eigensolutions for open wave-
guides depends on the physical parameters involved (fre-
quency and geometry) and is generally achievable with
numerical methods. Among them, the transverse reso-
nance technique [10] is one of the most used approaches
for either rigorous or approximate evaluations, according
to the antenna topology. When separation of variables
does not strictly hold, other numerical methods can any-
way be employed to accurately determine the complex
eigensolutions of the involved open waveguides. The most
appropriate choice depends on several factors related to
the computational features of the methods, the geometry
of the open-type structures, and other variables. Among
the various possibilities, integral equation techniques
(such as boundary element method, or spectral-domain
approaches for planar structures) are well suited to cal-
culate complex eigensolutions also for involved topologies.

A typical behavior of the real and imaginary parts of
the longitudinal wavenumber kz of a leaky wave supported
by an open guide is illustrated in Fig. 2, specifically with
respect to the dispersion curves of the normalized param-
eters bz/k0 (Fig. 2a) and az/k0 (Fig. 2b) versus frequency f
(where k0 is the free-space wavenumber). Radiation of LW
structures can occur approximately inside the frequency
range where the wave becomes fast (bz/k0o1), and power
can therefore leak out from the guiding structure toward
the outside air region in the typical form of an inhomoge-
neous plane wave [4,5]. The valid frequency range for ef-
fective LWA applications is actually where, as the
frequency decreases, bz/k0 diminishes monotonically
from unity toward rather low values; in this region, to
have an efficient directive beam, az/k0 should assume
rather limited values (e.g., typically az/k0 varies from
about 10�1 to 10� 3, as will be discussed further). As the
frequency decreases further, a sudden rise of az/k0 can
generally be found, which describes the predominance of
reactive phenomena instead of radiative ones, while bz/k0

can present a flat zone with approximately constant low
values before showing a further steep rise as frequency
goes to zero: in these ranges, radiative effects can no long-
er be represented by the leaky wave and the structures
usually cannot work well as antennas.
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It is worth remembering that in planar structures that
are also transversely open, a different type of leakage can
occur, too, associated with the propagation of complex
waves that carry away power from a source in the later-
al region inside the substrate (surface waves), instead of
toward the upper-air region (space waves); the waves in
the substrate do not give useful contributions to a LWA
far-field radiation but describe power that leaks out in the
stratified structures and accounts for typical interference
and crosstalk effects in planar circuits [8,11].

2.3. Behavior of a Leaky-Wave Antenna

As stated above, LWAs are described by an inhomogeneous
fast wave, which propagates on an equivalent aperture
losing power towards free-space with a leakage amount
that is usually rather limited for a sufficiently directive
beam. The simplest LWA geometry for this purpose is

derivable by a closed metallic waveguide in which a suit-
able ‘‘small’’ aperture is introduced longitudinally in order
to calculate a continuous power loss along its length, as
shown in Fig. 3a for a rectangular guide with a slit cut on a
sidewall. This structure, besides having a historical im-
portance as the first proposed LWA in 1940 [1–3], can be
taken as a reference structure for explaining the basic be-
havior of LWAs in terms of a waveguide description.

In fact, in this structure a leaky wave can be considered
as excited by a standard incident mode for the closed rect-
angular waveguide, that is, the dominant TE10, which
travels in the þ z direction with a known phase constant
b0z for a fixed choice of the physical parameters (geometry
and frequency). For a sufficiently small geometric pertur-
bation due to the slit, the phase constant is changed just
‘‘slightly’’ to a value represented by bz, and a ‘‘low’’ leakage
rate az also originates; as mentioned, this accounts for the
longitudinal attenuation due to the wave that is no longer
confined and flows also in the outside region. The propa-
gating field inside the waveguide and in the proximity of
its aperture is therefore described by the complex longi-
tudinal wavenumber kz¼ bz� jaz, whose specific quantifi-
cation depends on the physical parameters of the
structure.

In this case the leakage phenomenon is assumed along
þ z (bz40 and az40), and by supposing that the vertical
field variations are almost negligible (kyD0), it is easily
seen that, from the general separation condition for wave-
guides ðk2

0¼o2m0e0¼ k2
t þ k2

z ffi k2
x þ k2

z Þ, the horizontal
wavenumber is also complex

kx¼ bx � jax; ð1Þ

with bx40 and axo0, since bxax¼ � bzaz results. There-
fore a plane wave of inhomogeneous type exists, having a
complex propagation vector k of the type

k¼ b� ja

b¼ bxx0þbzz0

a¼ axx0þ azz0

ð2Þ

with the phase vector b directed at an angle that describes
the outgoing of power from the guide to the external, and
the attenuation (leakage) vector a that is perpendicular to
b, and represents attenuation along z and amplification
along x. Consequently, the field has a spatial dependence
of the type

exp½�jðbxxþ bzzÞ� exp½jaxjx� azz� ð3Þ

Therefore, this plane wave travels at an angle
y¼ sin�1

ðbz=jbjÞ with respect to broadside carrying out
power, and its amplitude is transversely increasing as ex-
pected in a leaky wave. It should be noted that the point-
ing direction angle y of the leaky wave is usually
expressed under the approximate form yffi sin�1

ðbz=k0Þ,
since in general the leakage constant is numerically neg-
ligible with respect to the phase constant. The nature of
the propagation vector is sketched in Fig. 3b, while the
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Figure 2. Typical dispersion behavior of the leaky-mode complex
wavenumber: (a) normalized phase bz/k0 and (b) leakage az/k0

constants versus frequency f for an open waveguide (microstrip
operating the EH1 mode).
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distribution of equiphase and equiamplitude surfaces with
the decreasing power flow along the guide is represented
in Fig. 3c. It should be recalled that, even though the leaky
wave has a nonspectral nature, the field generated from a
source located at a finite distance along z still satisfies the
radiation condition, since the field increases transversely
only in a limited sector given by angles greater than the y
value describing the direction of power leakage [4,5].

A quantitative description of the behavior of this LWA
can be achieved with a simple evaluation of the complex
eigenvalue derivable as a modification of the dominant
mode by employing, for example, a transverse resonance
technique. To this aim, it is required a characterization of
the slit aperture in the sidewall as a circuit element in the
equivalent transmission line. For the quantification of
such discontinuities, a great deal of work has been deve-

loped, basically through variational methods [8,10]. The
solution of the relevant resonance equation in the complex
plane for the perturbed dominant mode describes the
leaky-wave behavior; for example, in Fig. 3d the equiva-
lent network for the LWA considered here is shown,
through which kz is determined as a function of the physi-
cal parameters of the antenna.

3. DESIGN PROCEDURES

3.1. Basic Radiative Features

For a basic LWA constituted by a single nontapered open
guiding structure, the fundamental parameters given by
pointing direction and beamwidth are simply determined
as a function of kz and other few basic quantities. In

y
x

z x

z

�

�
�

x

z

�

equiamplitude surfaces

equiphase surfaces

b

a

d
E a

B GY0

Y0

G
= G' = e = 2.718, � = 1.781

	 b
2 a

Y0

B = B' = ln csc
	 d
2 b

a e
� d

b
a

ln
b
a

+( ) ( )

Z(x) + Z(x) = 0

(a) (b)

(c)

(d)

Figure 3. LWA derived by a sidewall slit
rectangular waveguide; (a) geometry of the
structure; (b) nature of the propagation vec-
tor of the inhomogeneous plane leaky wave
(phase and attenuation vectors); (c) equip-
hase and equiamplitude planes of the leaky
wave with the relevant leakage phenomenon
along the guide; (d) equivalent transverse-
resonance network, resonance conditions,
and network parameters for evaluation of
leaky-wave complex wavenumbers as a func-
tion of the physical parameters involved.
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particular, as seen before, the beam maximum direction
ym is mainly related to the normalized phase constant ac-
cording to the simple relationship:

sin ym ffi bz=k0 ð4Þ

Since bz has a dispersive behavior, as is typical of wave-
guiding structures, a change in the frequency yields a
beam scanning. Typically, as the frequency is increased
from the cutoff, the pointing angle varies its direction from
around the broadside ðym¼ 0�Þ, toward the forward endfire
ðym¼ 90�Þ.

Regarding the beamwidth, we recall that the leakage
constant az quantifies the rate of power loss along the line
due to the radiation, thus influencing primarily the effec-
tive dimension of the equivalent aperture for the line
source; in fact, the more az increases, the more the actu-
al illumination length reduces (and the less the beam-
width is focused). A basic link between the leakage
constant and the antenna length L derives from the spec-
ification of the radiation efficiency Z, expressible in LWAs
as Z¼ ½Pð0Þ � PðLÞ�=Pð0Þ, where P(0) is the input power
delivered to the structure and P(L) is the output power left
at the end section. The link between leakage rate and
length is generally dependent on the desired radiation
pattern and therefore on the aperture distribution. Refer-
ring to a uniform-section LWA, where az is independent of
z, we obtain Z¼ 1� expð�2azLÞ. It should also be noted
that, for narrowbeam applications, a very high increase in
efficiency should require an extreme prolongation of the
line source; actually, in LWAs it typically radiates around
90% or at most 95% of the input power, where the remain-
ing power at the termination is absorbed by a matched
load to avoid a backlobe of radiation due to the reflected
wave. Once the efficiency is chosen, a fixed link therefore
exists between the relative length in terms of wavelengths
L/l0 and the normalized leakage constant az/k0. For a uni-
form-section LWA, an inverse proportionality relationship
between L and az is found to be of the type:

L=l0 ffic=ðaz=k0Þ

c¼ ð1=4pÞ ln ½1=ð1� ZÞ�
ð5Þ

where c is related to the value of the desired efficiency
(e.g., for 90% of efficiency it is c¼ 0.185). For a tapered
section, since az depends on z, the link between efficiency,
length, and leakage rate is related to the chosen illumi-
nation and is more complicated.

In order to achieve narrow beams in the elevation
angle, the effective longitudinal aperture has to be suffi-
ciently wide (usually several wavelengths), and this im-
plies a rather low leakage rate. The half-power (� 3-dB)
beam-width Dy is directly linkable to the normalized
antenna length L/l0 through an approximate relationship,
which also takes into account the contribution of the scan
angle [1]

Dyffi a=½ðL=l0Þ cos ym� ðradÞ ð6Þ

where the proportionality factor a is dependent on the
aperture distribution. It has the most reduced value for
a constant aperture distribution (aD0.88) and increases
for tapered distributions (typically, more than unity) [1].
From the previous expression, it is seen that, since
cos ym ffi kt=k0, the beamwidth can also be expressed as
Dyffi 2p=ðktLÞ. This means that the beamwidth is, at first
approximation, practically constant when the beam is
scanned away from broadside by varying the frequency
for air-filled LWAs (where kt is independent of frequency),
while it changes for dielectric-filled LWAs (where kt de-
pends on frequency). The effective aperture is neverthe-
less reduced for a fixed antenna length as the beam
approaches endfire (where the previous expression be-
comes inaccurate), and Dy anyway tends in practice to
enlarge. It can be seen that for an ideal semiinfinite uni-
form structure, that is, an antenna aperture from z¼ 0 to
z¼L- >1, the beamwidth is determined by the leakage
rate only, since in this case it can be found that
Dyffi 2az=kt. Moreover, in this situation the radiation pat-
tern depends only on bz and az and does not present side-
lobes:

RðyÞ 	
cos2 y

ða=k0Þ
2
þ ðb=k0 � sin yÞ2

ð7Þ

For finite antenna lengths, sidelobes are produced and the
expression for R(y) is more involved. In general the spec-
ifications on the sidelobe level are related to the choice of
the aperture distribution, whose Fourier transform allows
for the derivation of the radiation pattern.

3.2. Scanning Properties

It is seen that, for LWAs derived by partially open air-filled
metallic waveguides, the beams scan in theory an angular
region from around the broadside ðbz=k0 ffi 0Þ toward one
endfire ðbz=k0 ffi 1Þ. In practice, around broadside the
structure works near the cutoff region of the closed wave-
guide where reactive effects are increasingly important.
Nevertheless, the leaky-wave values for bz/k0 cannot be
extremely low, and at the same time az/k0 tends to increase
too much, adversely affecting the possibility of focusing
radiation at broadside. Regarding the behavior at endfire
it is seen that, since bz/k0 tends to unity asymptotically as
the frequency increases, in the unimodal range (where
these structures are usually employed) the beam cannot
reach so closely the endfire radiation in an air-filled LWA.

A way of improving the angular scanning is to fill these
structures with dielectric materials. Thus, since in this
case the normalized phase constant approaches the
square root of the relative permittivity as the frequency
is increased ðbz=k0� > e1=2

r Þ, the bz/k0¼ 1 value can actual-
ly be approached in a much more restricted frequency
range. It should be noted that for such dielectric-filled
structures the beamwidth may change strongly as a func-
tion of frequency and therefore as the pointing angle var-
ies [see comments to Eq. (6)]. Moreover, it should be noted
that in many leaky structures (such as the dielectric and
printed ones), as the frequency is increased, the leaky-
mode solution changes into a guided-mode solution
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through an involved ‘‘transition region’’ [2]; in this fre-
quency range, also called the ‘‘spectral gap,’’ the contribu-
tion of the leaky wave to the accurate determination of the
field tends progressively to decrease, and generally the
structure does not work well as a LWA.

As mentioned, while the uniform LWAs usually radiate
only in the forward quadrant, with the limits specified
above, the LWAs derived from periodically modulated
slow-wave guides can start to radiate from the backward
endfire in the lower frequency range. The design princi-
ples of periodic LWAs are in most part similar to those of
uniform LWAs [1,2]. The main difference lies in the char-
acterization of the fast wave that is now associated with a
Floquet space harmonic of the periodic guide [1,2]. One
can see that if a uniform guide is considered whose oper-
ating mode is slow [bz/k041, e.g., a dielectric waveguide],
and a longitudinally periodic discontinuity is properly
added (e.g., an array of metal strips or notches, placed at
suitable distances p), such periodicity furnishes a field ex-
pressible in an infinite number of space harmonics
ðbznp¼bz0pþ 2npÞ, where bz0 is the phase constant of
the fundamental harmonic, which is slightly varied with
respect to the original value bz of the unperturbed guide.
With proper choices of the physical parameters, it is in
general possible to make only one harmonic fast (typically,
the n¼ � 1 one), so that it can radiate as a leaky wave
(presence of an additional attenuation constant az).

In this case, the phase constant of this fast harmonic
can assume both positive and negative values
(�1obz=k0o1), as a function of the parameters involved;
in particular, as frequency is increased, the beam starts to
radiate from backward endfire toward the broadside. In
general, also periodic LWAs can have difficulties in work-
ing well in the broadside region, since usually for periodic
structures there exists an ‘‘open stopband’’ [1], where the
attenuation constant rapidly increases, resulting in a wid-
ening beamwidth. As the frequency is further increased
after broadside, the beam is then scanned also in the for-
ward quadrant. In periodic LWAs, depending on the choice
of the design parameters, additional limitations in the
forward scanning behavior could exist when a second har-
monic also starts to radiate before the first harmonic
reaches its endfire, thus limiting the scanning range of
the single beam [1,3].

3.3. Leaky-Wave Arrays

If an increase of directivity in the cross-plane is desired, a
simple improvement for LWAs based on long radiating
slots can be achieved by a physical enlargement of the
transverse aperture (e.g., with a flared transition to en-
large the effective cross-aperture). As said before, a more
efficient way to increase directivity in the cross-plane is to
use a number of radiators placed side-by-side at suitable
lateral distances, thus constituting a linear array: it is
then possible to achieve radiation with a focused pencil
beam. In addition, if properly phased, these arrays of
LWAs allow a 2D scanning of the beam; in the elevation
plane, as is typical for LWA’s, the scanning is achievable by
varying the frequency, while in the cross-plane the scan-
ning is achievable with phase shifters that vary the phase

difference among the single-line sources. As noted, in
LWAs only a one-dimensional number of phase shifters
is therefore necessary, with particular structural simplic-
ity and economic advantage if compared to all the usual
radiators requiring a two-dimensional number of shifters
for the scanning. Additional desirable features of such ar-
rays are in general the absence of blindspots and good
polarization properties [8,9].

For the analysis of such LW arrays, an efficient method
is that one based on the ‘‘unit cell’’ approach [8,9]. In this
way, it is possible to derive the behavior of the global
structure by referring to a single radiator taking into ac-
count the mutual effects due to the presence of all the
others. In the equivalent network this is achievable by
changing only the description of the radiation termination
for a periodic-type array environment (infinite number of
linear elements); in particular, an ‘active admittance’ can
be quantified, which describes the external radiating re-
gion as a function of the geometry and of the scan angle.
More sophisticated numerical techniques also allow for
accurate analyses of arrays by taking into account the
mutual couplings for a finite number of elements.

3.4. Pattern Shaping

In the basic requirements of the LWAs radiation pattern,
in addition to the specification for the maximum of the
beam direction and for its half-power width, the sidelobe
behavior also has a primary importance. In general, it is
required to derive the properties of the source in connec-
tion with a desired radiation pattern. Since LWAs can be
viewed as aperture antennas with a current distribution
having a certain illumination A(z), it is possible to obtain
the far field through a standard relationship [1–3]:

EðyÞ¼GðyÞ
Z L

0
jAðz0Þjej Arg ½Aðz 0 Þ�ejkz 0 sin y dz0 ð8Þ

The radiation pattern for E is expressed in terms of a
Fourier transform of the line-source complex current dis-
tribution on the aperture multiplied by the pattern of the
element current G (e.g., a magnetic dipole).

It is easily seen that if the LWA geometry is kept lon-
gitudinally constant, the amplitude distribution has an
exponential decay of the type exp(� azz). As is known, this
behavior furnishes a quite poor radiation pattern for the
sidelobes that are rather high (around � 13 dB). It there-
fore derives that, in conjunction with the choice of a fixed
illumination function A(z) giving a desired sidelobe be-
havior (cosine, square cosine, triangular, Taylor, etc.), the
leakage rate has to be modulated along the direction z of
the line source: in practice this is achievable by properly
modifying the cross section of the LWA structure along z
with the so-called tapering procedure. Considering that,
for a smoothly tapered antenna, the power radiated per
unit length from the antenna aperture is simply related
to the aperture distribution [viz., �dPðzÞ=dz¼ 2azðzÞ
PðzÞ¼ cjAðzÞj2], a useful analytical expression for az(z) as
a function of the amplitude A(z), of the line-source length
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L, and of the efficiency Z is obtainable [1–3]:

azðzÞ¼
1

2

jAðzÞj2

1

Z

Z L

0
jAðz0Þj2 dz0 �

Z z

0
jAðz0Þj2 dz0

ð9Þ

From Eq. (9) it is also seen that the more the efficiency is
desired high (around unity), the more az has to increase
towards extremely high values around the terminal sec-
tion (as mentioned, efficiency in common practice does not
exceed 90–95%).

For narrowbeam applications, in the tapering proce-
dure the longitudinal modification of the geometry should
be made in an appropriate way in order to affect only the
leakage constant, taking into account the fact that the
phase constant should conversely be maintained the same
(bz should not depend on z in order to have the correct
pointing angle for each elementary current contribution
on the aperture).

The pattern shaping procedure requires therefore the
knowledge of the phase and leakage constants as a func-
tion of the geometric parameters of the chosen structure,
and this is achievable, as mentioned, by finding the suit-
able complex eigensolution with numerical methods. In
general, for beam shaping, either when it is required a
proper az distribution with bz constant (for narrow beams)
or when az and bz have to assume suitable longitudinal
patterns (for wide beams), the procedure is strongly sim-
plified if it is possible to find geometric parameters
through which the leakage and phase constants are var-
ied as independently as possible. This property is related
to the topology characteristics of the waveguiding struc-
ture [1,12].

4. REALIZATION

4.1. Types of Leaky-Wave Antennas

The various LWAs topologies that have been investigated
in the literature are based on different solutions derived
by waveguiding structures. We briefly survey the main
classes proposed in the applications:

1. Some LWAs based on partially open metallic wave-
guides are presented in Fig. 4. Figure 4a shows a top
wall slitted rectangular guide LWA; Fig. 4b, a stub-
loaded rectangular guide LWA; and Fig. 4c, a
‘‘stepped’’ rectangular guide LWA [12]. Many other
solutions have been proposed for this class of radi-
ators, based on groove guide, ridge guide, and so on [1].

2. Examples of structures based on hybrid metallic/
dielectric guides are given in Fig. 5; a basic config-
uration of nonradiative dielectric (NRD) waveguide
can be suitably modified to obtain a foreshortened
(Fig. 5a) and asymmetric (Fig. 5b) NRD LWAs [1].

3. Configurations of printed-circuit LWAs are shown in
Fig. 6; a basic uniform microstrip LWA operating on
a leaky higher-order mode is shown in Fig. 6a, a

periodically loaded microstrip LWA is in Fig. 6b, and
a periodical meander microstrip LWA is in Fig. 6c [1].

4. In basic dielectric guides, a periodic loading is re-
quired in order to isolate a suitable fast-wave space
harmonic from the intrinsically slow-wave guiding
structure. The most usual periodic perturbation is
represented by grating of grooves or metal strips,
usually placed in the top surface of the guide
(Fig. 7a); also lateral metal patches can be used in
hybrid forms (dielectric/microstrip) (Fig. 7b); the re-
duction of the beamwidth in the cross plane with
flared horns has also been employed (Fig. 7c) [1]. All
these topologies are good candidates, particularly for

b

a

x
z

y

W

∆

b1

br

(a)

(b)

(c)

Figure 4. Metallic-guide LWAs: (a) top-wall slitted rectangular
guide LWA; (b) stub-loaded rectangular guide LWA; (c) stepped
rectangular guide LWA.
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high-frequency applications (millimeter and submil-
limeter waves), where the use of dielectric instead of
metal for the guidance can reduce losses.

5. It has to be noted that in uniform planar dielectric
LWAs based on a single layer usually present quite
high leakage values, with consequent weak capabil-
ity in focusing radiation. A significant improvement
is achievable by properly dimensioning a substrate/
superstrate structure (Fig. 8a), where a simple ele-
ment (dipole or slot) is able to excite a leaky wave
giving a conical highly directive beam. This basic
topology can be arranged to allow for a very focused
pencil beam with a limited number of radiating el-
ements in form of widely spaced array (Fig. 8b).

Feed, Losses, and Manufacture

Feeding LWAs is often quite simple; in particular, for
LWAs derived by metal guides, the feed is represented
by a continuous transition from the closed structure acting
on a suitable guided mode to the related open one acting
on a perturbed (leaky) mode. Tapered transitions from the
closed to the open structures can be realized to reduce the
discontinuity effects and the possible excitation of spuri-
ous modes that could arise from abrupt transitions. At the
output termination, the introduction of a matched load
can strongly decrease the remaining power that, if reflect-
ed, should give rise to a backlobe in a direction symmetric
to the mainbeam with respect to the broadside. The use of
dielectric structures as LWAs can present more difficulties
for efficient feeding and coupling, particularly in planar
configurations. Attention has to be paid to obtain a ‘‘good
launching’’ of the desired leaky wave, avoiding the exci-
tation of additional guided and leaky modes. For planar
guides, such as microstrip or layered dielectrics, local cou-
pling elements (such as slot or dipoles) are usually em-
ployed to excite the leaky mode from an input line toward
the radiating line [9].

Ohmic losses seldom affect the radiative performance of
LWAs significantly, since the attenuation due to the leak-
age of radiated power is generally more influent than the
attenuation due to dissipated power in the practical guid-
ing structure. However, since power loss can be excessive
as frequency increases, particularly for LWAs based on
quasi-closed metal guides, the choice of open guides with
dielectrics and a limited use of metal is naturally advis-
able for millimeter-wave applications.

The general simplicity of LWA structures makes their
manufacture usually easy to perform, even though differ-
ent construction problems can arise depending on the cho-
sen topology and the frequency range. Simple structures
are particularly desirable at millimeter waves, due to the
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Figure 5. Hybrid metallic/dielectric LWAs: (a) foreshortened
nonradiative dielectric (NRD) LWA; (b) asymmetric NRD LWA.
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Figure 6. Printed-line LWAs: (a) uniform high-
er-mode microstrip LWA—space-wave radiation
can be associated, for instance, with the strip
current distribution of the EH1 mode, which is
leaky in a suitable frequency range; (b) a pair of
periodically loaded microstrip LWA’s; (c) a pair
of periodical meander microstrip LWAs.
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reduced dimensions. On the other hand, oversimplified
shapes seldom allow good control of radiation perfor-
mance. In particular, a delicate aspect concerns the usu-
ally small longitudinal modifications of the geometry
related to tapering for beam control. In this case, an ac-
curate determination of the fabrication inaccuracies and
tolerances has particular importance to avoid overwhelm-
ing the required geometric variations for tapering, thus
degrading the improvements of the pattern shaping.
Finally, in specific applications, the practical effects of
radomes for environmental protection have to be taken
into account.

4.2. Measurement Techniques

The radiation properties of LWAs can be tested experi-
mentally through different types of measurement, most of
them applicable to aperture antennas. Some basic param-
eters, such as efficiency and mismatching effects, can be
measured directly through the transmission and/or reflec-
tion scattering parameters with a network analyzer. Ra-
diation patterns and directivity properties as a function of
the observation angles (y and f in the zenith and azimuth
planes, respectively) can be measured for various frequen-
cy values with different techniques, on the aperture, in the
radiating near field (Fresnel region), and in the far field
(Fraunhofer region). In particular, measurements on the
aperture are quite easy to perform. A measurement of the
field in the close proximity of the aperture can be achieved
with a small pickup element (e.g., an electric dipole probe
placed parallel to the aperture electric field). Amplitude
and phase of the signal received by the probe are thus
measurable through a network analyzer, with possible
compensation techniques related to the mutual coupling
between the current distribution on the aperture and the
current probe element. As said, from the determination of
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Figure 7. Dielectric-guide LWAs: (a) a pair of periodically loaded dielectric LWAs; (b) dielectric
insular guide LWA with metallic patches; (c) dielectric LWA with a flared horn to reduce the cross-
plane beamwidth.
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Figure 8. Planar LWAs: (a) layered-dielectric LWA based on a
substrate/superstrate structure with an electric-dipole excitation;
(b) high-gain LW arrays of widely spaced elements in a substrate/
superstrate structure excited through slots: linear and planar
configurations.
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these basic parameters, a complete knowledge of the ra-
diative characteristics is easily achievable in LWAs.
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LEFT-HANDED MATERIALS FOR MICROWAVE
DEVICES AND CIRCUITS

CLIFFORD M. KROWNE

Naval Research Laboratory
Washington, DC

1. INTRODUCTION

The use of so-called left-handed materials in the construc-
tion of components for physics instruments or electronic
devices is an extremely new area to blossom. The materi-
als themselves display a different property of matter
compared to ordinary matter relative to the propagation
or motion of electromagnetic waves through them. In
ordinary matter, through which one sends light, the

energy flow or power travels in the same direction as the
phase front or phase motion of the wave. This is not unlike
what one would see after dropping a pebble in a pond of
water and then observing the ripples. The motion started
by initially dropping the pebble in the pond tends to
spread out from the point of initial impact where the
pebble entered the water surface. As anyone who has
seen this phenomenon can attest to, ripples emanate
from the initial entry point, and continue in time to spread
out, producing increasingly large circles, whose radial
distance from the initial entry point increases. One can
see that the power flows radially away from the initial
point. Also, the phase front of the wave, measured by
following a wave crest or trough, also flows radially away
from the initial point. So at any given location, the
direction of both the power flow and the wave front are
the same, or codirectional, and perpendicular to the wave
crest, which is in the shape of a circle. If we represent the
power flow by a vector, called the Poynting vector P and
the phase front by another vector k at any given location
in coordinate space r, we can say that P .k > 0, where the
dot indicates the multiplication of two vectors, called the
dot product. Of course, for our example of the pebble in the
pond, the problem in computing the dot product is trivial
because for any r location, which in rectilinear coordinates
is specified by x, y, and z, P and k point in the same
direction, and when this occurs, the dot product must both
be positive and have a maximum value (Fig. 1a). A more
complex situation would be when these two vectors do not
point in the same direction (Fig. 1b). This is still not a
problem, because we still know how to compute the dot
product of two noncollinear vectors. One simply projects
one vector onto the other vector, a process that produces
the answer Pk cos y. Here P is the magnitude of the vector
P, k the magnitude of the vector k, and y the angle
between them. The cosinusoidal function of y creates the
dot product.

Left-handed materials do not produce positive dot
products between the power and phase vectors. Rather,
they have P .ko0, in apparent contradiction to what we

P

k

r

(a)

Pebble in Pond

P

k

(b)

θ

Figure 1. (a) Example of relationship between the power flow
vector P and the phase vector k for a pebble dropped into a pond at
its center—red denotes the location of the crests in the waves
emanating from the pond center; (b) nonparallel power P and phase
k vectors, with an angle y between them. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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understand to be normal behavior. However, there is
nothing fundamental that dictates, on the basis of Max-
well’s equations, that the product must always be positive.
Since it is known that the Poynting vector is equal to the
cross-product of the electric E and magnetic H fields, or
E
H, in normal matter it can be demonstrated that E, H,
and k form a right-handed system (see Fig. 2a). Clearly, if
k points oppositely to P, the triad E,H,k must form a
left-handed system (see Fig. 2b); this is how the term
‘‘left-handed material’’ arose. Sometimes left-handed ma-
terial is abbreviated LHM. Similarly, for ordinary matter,
or right-handed material, we can use RHM. Left-
handed materials have also been variously referred to as
negative-index-of-refraction materials (NIMs or NIRMs),
negative-phase-velocity materials (NPVs or NPVMs),
backward wave materials (BWMs), and negative permit-
tivity and permeability materials (DNMs or NMs). In the
latter acronym, the ‘‘D’’ indicates double because both
the permittivity and permeability are simultaneously
negative. To see that the dual assignment of negative
constitutive parameters of a materials leads to a left-
handed arrangement of the vector triad, it is sufficient
to examine Maxwell’s two curl equations. Index of refrac-
tion is a concept arising from optics, and merely gives the
ratio between the speed of light in the material in compar-
ison to free space or a vacuum. It is usually denoted by the
letter ‘‘n.’’

Interest in left-handed media (LHM) originally arose
because of its purported ability in combination with right-
handed (RHM) or ordinary media to allow unusual focus-
ing of waves, with possible applications in subwavelength
control of optical imaging and negative-index-of-refraction
(NIR) behavior leading to new radar uses [1]. Definite
proof of NIR has occurred in several laboratories, and
there is little question that focusing possibilities exist in
the much lower frequency microwave/millimeter wave-
length regimes compared to the optical regime, although
it is now known that imperfect focusing is the best that
can be expected. However, this should present no funda-
mental stumbling block as long as we do not require
perfect focusing performance of imaging systems. Thus,
applications can be foreseen in the radiocommunication
bands. As far as providing focusing capability at the much
higher optical frequencies, that is still an unresolved

question. One unusual property of the LHM in conjunc-
tion with RHM is the ability to take diverging or parallel
rays of light and focus them with a flat plate of LHM. A
normal concave lens will now cause rays of light hitting it
from a source to diverge, but a convex lens will focus the
light rays. These unusual behaviors of LHM were pointed
out in the late 1960s in the Russian physics literature [2].
However, the possibility of backward wave behavior has
been known since the 1950s and is available in both the
American and British physics and electronics literature.
So for half a century or so, something has been known
about LHM. The earliest work involved backward wave
propagation in traveling-wave tubes [3,4] or microwave or
millimeter-wave devices and models using nonreciprocal
materials [5] or higher-order modes. This earliest work
generally involved propagation in one dimension, or di-
mensions lower than three, as opposed to the left-handed
phenomena occurring in any wave direction. When left-
handed behavior occurs in any direction, the property is
called isotropic, meaning that the behavior is seen for any
arbitrary propagation direction. Isotropy is what allows
the unlimited focusing property that was discussed in the
Russian literature in the late 1960s, and which generated
the tremendous interest in the physics community world-
wide in the late 1990s.

In contrast to the imaging and radar applications
stemming from LHM, potential electronic uses may also
exist because new physics of propagation in left-handed
media occur in structures compatible with integrated
circuits. Treating the LHM as intrinsic with microscopic
properties that may be described by constitutive relations
relating the displacement field or electric flux density D
and electric field intensity E (i.e., D¼ eE) and relating the
magnetic flux density B to magnetic field intensity H, (i.e.,
B¼ mH), the electromagnetic fields within guided-wave
structures employed in integrated circuits can be studied.
Completely new dispersion diagrams and electromagnetic
field configurations have been found, and it has been
proved that propagation in these devices enables regions
of forward and backward waves to exist [6]. Such new
propagation behavior is in agreement with more recent
macroscopic realizations using lumped/distributed circuit
elements to make backward wave circuits [7]. These
circuits show that various transmission lines, couplers,
and other circuit elements with different or improved
characteristics may be produced. It is expected that the
same could be done for filters, producing devices with new
properties or improved characteristics, since propagating
and evanescent frequency bands exist in the dispersion
diagram. Additionally, the new electromagnetic field dis-
tributions strongly imply that improved isolators and
circulators [8] could be constructed using LHM in combi-
nation with nonreciprocal materials based on carrier
cyclotron motion or spin precession. New control compo-
nents using reciprocal media are also possible by teaming
up LHM with ferroelectric materials [9], for example.

The knowledge that backward waves can be produced
from discrete inductor and capacitor arrangements con-
figured as unit cells in a transmission system has been
known for a long time, and standard textbooks date back
to 1967 [10]. This is the origin of the lumped/distributed
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Figure 2. Orientation of the electric E, magnetic H, power P,
and phase k vectors in (a) a right-handed material (RHM) and
(b) a left-handed material (LHM). (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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elements mentioned above and employed in circuits made
using ordinary materials to obtain the backward wave
behavior. Dating even further back is the idea that
periodic waveguiding structures, with finite-sized unit
cells, require the superposition of an infinite set of discrete
modes to determine the field at any given location in the
repetition direction, call it z. The result of the super-
position is to create what is sometimes referred to as
‘‘space harmonics,’’ a coupled system of modes that to-
gether satisfy the periodic boundary conditions of the
structure. But what also occurs from this superposition
with repetition distance d is a k–frequency f diagram
repeated infinitely in reciprocal space of period size 2p/d.
If we call k0 the phase behavior within the basic reciprocal
unit cell, then the general phase solution includes all the
harmonics, stated mathematically as kn¼ k0þ2pn/d, n¼
0, 71, 72, . . . ;�1 [11]. Thus all periodic circuits and
structures have an equal number of forward and backward
space harmonics.

We will direct our attention in this article, therefore, to
the most original area of left-handed materials and de-
vices, those that utilize intrinsic crystalline properties of
the material, as opposed to those using lumped elements
consisting of capacitive or inductive sections, or RHM
transmission lengths, which has been the approach of
more recent work producing backward wave devices and
circuits. The easiest way to produce intrinsic LHM crystal-

line properties in a guided-wave device is to choose
metallic rods and split rings with gaps and to repeat
them in a lattice where the repeat distance is much
shorter than the effective wavelength. This arrangement
is shown schematically in Fig. 3a, and was used in a
different context to produce some of the initial results
giving rise to the hope in the physics community that
optical focusing could be possible given the proof of
principle at microwave frequencies (on the order of 5–
15 GHz) [12]. But ideally, one would like to have a single-
crystalline substrate of material as in Fig. 3b, at the
microscopic level. Barring this possibility, another way
to make LHM is to combine a layer of crystalline material
that has the desired negative permittivity eo0 with
another layer of crystalline material which has the desired
permeability mo0. This two-layered structure is shown in
Fig. 3c. It is even possible that these uniform layers of
material could be amorphous and not crystalline. All that
would be needed for this concept to work is that each
individual layer be substantially less than the wavelength
sampling the combination in the vertical direction [13].
This sampling may be evaluated by hitting the two-
layered combination by an incident wave as in Fig. 4a
and comparing the reflected and transmitted response to
the single-layer case in Fig. 4b. It might even be desirable
to make multilayered combinations as in Fig. 3d with
alternating layers of negative permittivity eo0 with
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Figure 3. Various arrangements of matter to
form intrinsic crystalline double-negative ma-
terial (DNM) or left-handed material (LHM)
from (a) inclusions of metallic rods and split
resonator rings in a normal RHM or double-
positive material (DPM) host, (b) a single-
crystalline substance or a single amorphous
substance, (c) a bilayer combination of two
materials with one having eo0 but m40 and
the other having mo0 but e40, (d) multiple
stacked bilayers, and (e) a heterostructure or
superlattice, which creates one of the two
bilayers (or both) from (c). (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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negative permeability mo0. Finally, in an extension of the
idea in Fig. 3d, heterostructure or superlattice repetitions
of layers could be made on the scale of nanometers to
produce to the simultaneous eo0 and mo0, as in Fig. 3e.
Fig. 5 shows an e/m plot for DNM or LHM (in the elliptical
region) in comparison to other materials already charac-
terized in terms of their basic physical properties. Roughly
speaking, electromagnetic waves can propagate in the
first and third quadrants of the chart whereas the waves
are evanescent or nonpropagating in the second and
fourth quadrants. What material processes will be utilized
to combine some of the other materials in the chart into
DNM, or what new developments will occur to produce
completely new materials for DNM await the future.

Next, the electromagnetic field theory and physics of
the DNM will be combined into a governing equation

describing the guided-wave DNM problem. Once the
governing equation is found, mathematics is done to cast
the problem in terms of a Green’s function solution. The
Green’s function approach finds the solution to the DNM
structure as if it were hit by a singularity forcing function
(in our case it is actually currents on the guiding strip
conductor) on an infinitely narrow strip (such as a wire in
two dimensions that forms a point), and then uses this
simplified and general function to find the actual solution.
From the Green’s function for the DNM structure, the
electromagnetic fields formulas can be found, and the
fields can be computed by using a computer code employ-
ing numerical techniques.

2. GOVERNING EQUATION FOR GUIDED-WAVE DNM
SUBSTRATE MATERIALS

Maxwell’s time-varying equations describe the electro-
magnetic field behavior in a medium if they are combined
with constitutive relationships embedding the physical
properties of the medium in them. Maxwell’s two curl
equations are

r
Eðt;xÞ¼ �
@Bðt;xÞ

@t
;

r
Hðt;xÞ¼
@Dðt;xÞ

@t
þJðt;xÞ

ð1Þ

Constitutive relationships are

Dðt;xÞ¼ ��ee�eeEðt;xÞþ ��rr�rrHðt;xÞ;

Bðt;xÞ¼ ��rr�rr0Eðt;xÞþ ��mm�mmHðt;xÞ
ð2Þ

Here x¼ (x1,x2,x3)¼ (x,y,z). Most general NPV medium can
have all constitutive tensors in (2) nonzero, including the
magnetoelectric or optical activity tensors ��rr�rr and ��rr�rr0, as they
are sometimes denoted. The formulation is therefore kept
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general in order to retain the most flexibility for studying
materials with widely varying physical properties. Be-
cause many problems are often transparent in the
frequency domain, and because nonharmonic problems
can be resolved into a superposition of time-harmonic
components, we elect to study here time-harmonic electro-
magnetic wave propagation through the solid-state
LHM-RHM structure (RHM¼ right-handed-medium, or
ordinary medium). Taking the time harmonic variation
to be of a form eiot, Maxwell’s equation become

r
EðxÞ¼ � ioBðxÞ; r
HðxÞ¼ ioDðxÞþJðxÞ ð3Þ

with the constitutive relationships dropping the explicit t
dependence

DðxÞ ¼ ��ee�eeðoÞEðxÞþ ��rr�rrðoÞHðxÞ;

BðxÞ¼ ��rr�rr0ðoÞEðxÞþ ��mm�mmðoÞHðxÞ
ð4Þ

Dependence of the constitutive parameters on radian
frequency is a well recognized fact, and that is why explicit
variation on o is shown. However, for the study to be
conducted here at specific frequencies, we do not need to
call out this dependence explicitly. We will be setting, for
example, ��ee�eeðoÞ¼ v for o¼ov. Therefore, we set

DðxÞ ¼ ��ee�eeEðxÞþ ��rr�rrHðxÞ; BðxÞ ¼ ��rr�rr0EðxÞþ ��mm�mmHðxÞ ð5Þ

and understand it means (2).
Curl equations (1) may be combined into a single

governing equation [14]

LTðxÞVLðxÞ¼ ioVRðxÞ ð6Þ

where the matrix partial differential operator acting on
the E–H column vector is

LTðxÞ¼
0 LqðxÞ

�LqðxÞ 0

" #
ð7Þ

where the quadrant operator is

LqðxÞ¼

0 �
@

@z

@

@y

@

@z
0 �

@

@x

�
@

@y

@

@x
0

2

66666664

3

77777775

ð8Þ

Vectors in (6) are

VLðxÞ¼

Ex

Ey

Ez

Hx

Hy

Hz

2
666666666664

3
777777777775

¼
E

H

" #
; VRðxÞ¼

Dx

Dy

Dz

Bx

By

Bz

2
666666666664

3
777777777775

¼
D

B

" #
ð9Þ

Restricting ourselves to a guided-wave structure with
the wave traveling in a uniform crosssection in the z
direction, that is, where the wave has the form eiot� gz, g
¼ g(o), simplifies (6)–(8) to

LTðx; yÞVLðx; yÞ¼ ioVRðx; yÞ ð10aÞ

LTðx; yÞ ¼
0 Lqðx; yÞ

�Lqðx; yÞ 0

" #
ð10bÞ

Lqðx; yÞ¼ �

0 g
@

@y

g 0 �
@

@x

�
@

@y

@

@x
0

2

66666664

3

77777775

ð10cÞ

Finally, there are certain advantages for approaching
the problem in the Fourier transform domain, not the least
of which is that real-space convolution integrals reduce to
products, and so for the integral equation technique to be
applied to a finite enclosed region in the x direction, with
layering in the y direction, the finite Fourier transform
pair

Fðkx; yÞ¼

Z b

�b

Fðx; yÞe�ikxxdx;

Fiðkx; yÞ¼

Z b

�b

Fiðx; yÞe
�ikxxdx

ð11aÞ

Fðx; yÞ¼
1

2b

X1

kx ¼�1

Fðkx; yÞe
ikxx;

Fiðx; yÞ¼
1

2b

X1

kx ¼�1

Fiðkx; yÞe
ikxx

ð11bÞ

is applied to the fields, converting (10) into

LTðkx; yÞVLðkx; yÞ¼ ioVRðkx; yÞ ð12aÞ

LTðkx; yÞ¼
0 Lqðkx; yÞ

�Lqðkx; yÞ 0

" #
ð12bÞ

Lqðkx; yÞ¼ �

0 g
@

@y

g 0 �ikx

�
@

@y
ikx 0

2
666664

3
777775

ð12cÞ

Constitutive relationships (2) can be combined into a
supertensor

VRðt;xÞ¼MVLðt;xÞ; M¼
��ee�ee ��rr�rr

��rr�rr0 ��mm�mm

" #
ð13Þ
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and using the harmonic transformation leading to (5)

VRðxÞ¼MðoÞVLðxÞ ð14Þ

Characterization of the wave by the complex propagation
constant reduces (14) to

VRðx; yÞ¼MðoÞVLðx; yÞ ð15Þ

When the finite Fourier transform is applied to (15), we
obtain

VRðkx; yÞ¼MðoÞVLðkx; yÞ ð16Þ

Inserting this formula describing the material physics into
electromagnetic equation yields, after eliminating VR, the
following equation:

LTðkx; yÞVLðkx; yÞ¼ ioMðoÞVLðkx; yÞ ð17Þ

This matrix equation can in principle be solved for the
normal-mode eigenvectors and eigenvalues g¼ g(o), rea-
lizing that the 1
6 column vectors and the 6
6 operator
and material tensor square matrices use the full electro-
magnetic field component set. However, because we will
restrict ourselves to canonical layered structures (layered
in the y direction—see in Fig. 6 cross-sectional and topside
views of a DNM or LHM multilayered structure), it is very
convenient to extract the perpendicular field components
from (17) using rows 2 and 5, which do not possess
differential operator @/@y:

�gV4 � ikxV6¼ io
X6

i¼ 1

m2iVi ð18aÞ

gV1þ ikxV3¼ io
X6

i¼ 1

m5iVi ð18bÞ

Solution of the pair of equations in (18) is

Vi¼
X6

j¼ 1

aijð1� d2; jÞð1� d5; jÞVj; i¼ 2; 5 ð19Þ

where di; j is the Krönecker delta function, or

Ey¼a21Exþa23Ezþa24Hxþa26Hz ð20aÞ

Hy¼a51Exþa53Ezþa54Hxþa56Hz ð20bÞ

Here aij are given by

aij¼
a0ij
Da

ð21Þ

Da¼m22m55 �m25m52 ð22Þ

a021¼m25 m51þ
ig
o

� �
�m21m55 ð23aÞ

a023¼m25 m53 �
kx

o

� �
�m23m55 ð23bÞ

a024¼m25m54 �m55 m24 �
ig
o

� �
ð23cÞ

a026¼m25m56 �m55 m26þ
kx

o

� �
ð23dÞ

a051¼m52m21 �m22 m51þ
ig
o

� �
ð23eÞ

a053¼m52m23 �m22 m53 �
kx

o

� �
ð23f Þ

a054¼m52 m24 �
ig
o

� �
�m22m54 ð23gÞ

a056¼m52 m26þ
kx

o

� �
�m22m56 ð23hÞ

Here M consists of the set {mij} of elements.
The governing equation of the problem can be acquired

by realizing that rows 1, 3, 4, and 6 of (17) contain first-
order linear differential equations:

gV5þ
dV6

dy
¼ io

X6

i¼ 1

m1iVi ð24aÞ

�
dV4

dy
þ ikxV5¼ io

X6

i¼ 1

m3iVi ð24bÞ

�gV2 �
dV3

dy
¼ io

X6

i¼ 1

m4iVi ð24cÞ

dV1

dy
� ikxV2¼ io

X6

i¼ 1

m6iVi ð24dÞ
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With the help of (19) to remove V2 and V5 from (24), we
obtain

dF
dy
¼ ioRF ð25Þ

F¼

V1

V3

V4

V6

2
666664

3
777775
¼

Ex

Ez

Hx

Hz

2
666664

3
777775

ð26Þ

r1j¼m6yþa5ym65þa2y m62þ
kx

o

� �
ð27aÞ

r2j¼ � m4yþa5ym45þa2y m42 �
ig
o

� �� 	
ð27bÞ

r3j¼ � m3yþa2ym32þa5y m35 �
kx

o

� �� 	
ð27cÞ

r4j¼m1yþa2ym12þa5y m15þ
ig
o

� �
ð27dÞ

Here the y(j) index on aij is defined by

yðjÞ¼

3

2
j; j¼ 2; 4

3j� 1

2
; j¼ 1; 3

8
>><

>>:
ð28Þ

Here R consists of the set {rij} of elements.
The Green’s function problem is posed by placing a

Dirac delta forcing function

JsdðxÞ¼ ðx̂xþ ẑzÞdðx� x0Þ ð29Þ

on the strip conductor (which could be an ordinary metal
or a superconductor) and solving the partial-differential
equation system in space subject to appropriate boundary
and interfacial conditions. Equation (29) says that a sur-
face current of unit delta magnitude is impressed in the x
and z directions. This is consistent with the strip having
width w in the x direction, infinitesimal extent in the y
direction, and extending infinitely in the z direction
corresponding to a uniform cross section. Because we
have Fourier-transformed the problem into the spectral
domain, the impressed delta current now appears as

JsdðkxÞ¼ ðx̂xþ ẑzÞ

Z b

�b

dðx� x0Þ e�ikxx 0dx0 ¼ ðx̂xþ ẑzÞ e�ikxx 0 ð30Þ

where 2b is the finite width of the enclosure bounding the
x extent. Of course, the actual current is a continuous
superposition of weighted contributions over the following

strip width:

JsðxÞ¼

Z w=2

�w=2
Js;xðx

0Þ x̂xþJs;zðx
0Þ ẑz


 �
dðx� x0Þdx

¼

Z w=2

�w=2
Jsðx

0Þdðx� x0Þdx

ð31Þ

Here we have been using the fact that current exists only
on the strip. Equation (31) merely states that scanning the
extent of the strip (with the delta function) will reproduce
the correct current distribution function. Now one can
state that (3) and (14) having assumed a time-harmonic
variation, or (10a) and (15) assuming a z-directed propa-
gation constant also, form a complete set of partial-diffe-
rential equations subject to the interfacial conditions

ŷy
 Hþ �H�
� �

¼JsðxÞ ð32Þ

Eþt ¼E�t ð33Þ

and boundary conditions

Eyðx; yÞ¼Ezðx; yÞ¼ 0; x¼ � b ð34aÞ

Exðx; yÞ¼Ezðx; yÞ¼ 0; y¼ 0;hT ð34bÞ

Equation (32), which arose from curl equation (3), says
that the tangential H field above the interface minus that
below is related to the surface current at that interface. If
we take this interface to be where there are conductor
strips, then, Js(x)a0, but at other interfaces without
strips, Js(x)¼ 0 and tangential H field continuity occurs.
Equation (33) assures tangential electric field E continuity
at any interface. Equation (34a) enables the finite Fourier
transform, and (34b) constrains the device to be fully
enclosed with actual (or computational) walls, where hT

is the total vertical structure thickness.

3. GREEN’S FUNCTION FOR DNM MATERIALS

In the Green’s function construction, (29) is impressed on
the system through (32), which creates the field solution

Gðx; y; x0Þ ¼FL dðx� x0Þ½ � ð35Þ

Here the system linear operator FL takes the delta func-
tion d(x� x0) applied in either the x̂x or ẑz direction and
determines the field component responses, making a two-
indexed tensor (dyadic) of size 6
 2. Equation (35) im-
plicitly assumes that a single interface has the delta
function source, and this is acceptable because later on
when numerical field plots are shown, that will be the
situation for the multilayered structures examined. But
there is no reason in principle why this formula cannot be
extended to multiple forcing function interfaces (this has
been done for ordinary media problems in the literature).
Multiplying (35) on the right by Js(x

0) and integrating, and
because FL is a linear operator, the current vector along
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with the integral operator may be pulled inside it, giving

Z b

�b

Gðx; y; x0Þ .Jsðx
0Þdx0 ¼FL

Z b

�b

Jsðx
0Þdðx� x0Þdx0

� 
ð36Þ

The left-hand side is the field solution of the problem
F(x,y), and because the argument of the linear operator by
(31) is the total vector surface current, (36) yields

Fðx; yÞ¼FL JsðxÞ½ � ð37Þ

Therefore, with knowledge of Gðx; y; x0Þ, the field solution
is immediately known:

Fðx; yÞ¼

Z b

�b

Gðx; y; x0Þ .Jsðx
0Þdx0 ð38Þ

Considering Js as a form of a field, as well as F as a field,
makes (36) an integral equation of the homogeneous
Fredholm type of the second kind. Neither Js nor F is
known. They must be found by solving (38), with the

understanding that the kernel Gðx; y; x0Þ can be acquired
before finding the unknowns. Because we will be working
in the spectral domain, the integral equation of problem
(38) must be converted to this domain also. There are
several ways to find the entire field solution, and one
effective way, which does not require obtaining the dyadic
Green’s function over the whole cross-sectional spatial
domain, utilizes the fact that the strip is a perfect
conductor with

Etðx; yÞ¼ 0 : jxjowp; y¼ yI ð39Þ

A smaller piece of the G must be used, G
xz

EJ , which relates
the driving surface current to the two tangential electric
field components. At the y¼ yI interface, (38) is then cast
into the form

Eðx; yIÞ¼

Z b

�b

G
xz

EJðx� x0; yIÞ .Jsðx
0Þdx0 ð40Þ

Form (40) of the integral equation is a convolution
integral of the kernel and the driving surface current. It
has the wonderful property that transformation into the
spectral domain removes the integral operation. The
solution procedure employed requires us to take a finite

Fourier transform of (40)

Z b

�b

EðxÞ e�ikxxdx¼

Z b

�b

e�ikxxdx

Z b

�b

G
xz

EJðx� x0Þ .Jsðx
0Þdx0

� 	

¼

Z b

�b

Z b

�b

G
xz

EJðx� x0Þe�ikxxdx

� 	
.Jsðx

0Þdx0

¼

Z b

�b

Z b

�b

G
xz

EJðx
0 0Þe�ikx x 0 þ x 0 0ð Þdx0 0

� 	
.Jsðx

0Þdx0

¼

Z b

�b

Z b

�b

G
xz

EJðx
00Þe�ikxx0dx00

� 	
.Jsðx

0Þe�ikxx 0dx0

¼

Z b

�b

G
xz

EJðx
0 0Þe�ikxx 0dx 0 0

� 	
.

Z b

�b

Jsðx
0Þe�ikxx 0dx0

� 	

¼G
xz

EJðkxÞ .JsðkxÞ ð41Þ

or

EðkxÞ¼G
xz

EJðkxÞ .JsðkxÞ ð42Þ

In (41) x0 0 ¼ x� x0, dx0 0 ¼dx, led to the third step and (11a),
to the final step. G

xz

EJ is given by [15]

~GGxxðkx; gÞ¼
Pð1Þ13 Pð21Þ

24 Pð2Þ14 � Pð21Þ
14 Pð2Þ24

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

þ
Pð1Þ14 Pð21Þ

13 Pð2Þ24 � Pð21Þ
23 Pð2Þ14

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

ð43aÞ

~GGxzðkx; gÞ¼ �
Pð1Þ13 Pð21Þ

24 Pð2Þ13 � Pð21Þ
14 Pð2Þ23

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

�
Pð1Þ14 Pð21Þ

13 Pð2Þ23 � Pð21Þ
23 Pð2Þ13

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

ð43bÞ

~GGzxðkx; gÞ¼
Pð1Þ23 Pð21Þ

24 Pð2Þ14 � Pð21Þ
14 Pð2Þ24

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

þ
Pð1Þ24 Pð21Þ

13 Pð2Þ24 � Pð21Þ
23 Pð2Þ14

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

ð43cÞ

~GGzzðkx; gÞ¼ �
Pð1Þ23 Pð21Þ

24 Pð2Þ13 � Pð21Þ
14 Pð2Þ23

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

�
Pð1Þ24 Pð21Þ

13 Pð2Þ23 � Pð21Þ
23 Pð2Þ13

h i

Pð21Þ
14 Pð21Þ

23 � Pð21Þ
13 Pð21Þ

24

ð43dÞ
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with

Pð1Þ ¼Pð1Þðh1Þ; Pð2Þ ¼Pð2Þðh2Þ;

Pð21Þ
¼Pð2Þðh2ÞP

ð1Þ
ðh1Þ

ð44Þ

PðyÞ¼ eioRy ð45Þ

where hi is thickness of the ith layer.

4. ELECTROMAGNETIC FIELDS FOR DNM

Formulas (43) were found utilizing (25), which has a
solution in the ith layer of

Fi¼FðyiÞ¼PðiÞðyiÞFiðhT;iÞ ð46Þ

using the global y coordinate. It is very convenient to
convert to the local coordinates y0 where for the ith layer
now the local coordinate (h0 � 0) is

yi
0 ¼ yi � hT;i; hT;i¼

Xi�1

k¼ 0

hk ð47Þ

where hT,i is the total thickness of all the layers prior to
the ith layer. In the local coordinate system, (46) appears
as

Fi¼Fðyi
0Þ ¼PðiÞðyi

0ÞFið0Þ ð48Þ

This equation is applied repeatedly to each layer through-
out the structure, exercising caution to impose (32)–(34) in
the spectral domain

ŷy
 Hþ ðkx; yÞ �H�ðkx; yÞ

 �

¼JsðkxÞ; y¼ yI ð49Þ

Eþt ðkx; yÞ¼E�t ðkx; yÞ; y¼hiþhT;i¼
Xi

k¼ 0

hk ð50Þ

and boundary conditions

Exðkx; yÞ¼Ezðkx; yÞ¼ 0; y¼ 0;hT ð51Þ

Boundary conditions on the sidewalls (34a) are converted
to the spectral domain in a process that generates the
discretization of kx. The detailed derivation will be given
since the whole technique hinges on it.

By (11b), the spatial electric field components Ey,z are
expressed as

Ey; zðx; yÞ¼
1

2b

X1

kx ¼�1

Ey; zðkx; yÞe
ikxx ð52Þ

Consider first the case where Ey,z(x,y) has even symmetry
with respect to the x axis. (Symmetry choices will be
covered in more detail after the derivation of the discre-

tization kx values.) For even symmetry, we obtain

Ey; zðx; yÞ¼Ey; zð�x; yÞ ð53Þ

Invoking (52), this becomes

1

2b

X1

kx ¼�1

Ey; zðkx; yÞe
ikxx¼

1

2b

X1

kx ¼�1

Ey; zðkx; yÞe
�ikxx

¼
1

2b

X�1

kx ¼ þ1

Ey; zð�kx; yÞe
ikxx

ð54aÞ

1

2b

X1

kx ¼�1

Ey; zðkx; yÞ � Ey;zð�kx; yÞ

 �

eikxx¼0 ð54bÞ

Equation (54b) is valid for any x if the bracketed term is
zero, namely, if

Ey; zðkx; yÞ¼Ey; zð�kx; yÞ ð55Þ

Now we must insert this back into the expansion (52),
obtaining

Ey; zðx; yÞ¼
1

2b

X1

kx ¼�1

Ey; zðkx; yÞe
ikxx

¼
1

2b

X0�

kx ¼�1

Ey; zðkx; yÞe
ikxxþEy; zð0; yÞ

þ
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
ikxx

¼
1

2b

X0þ

kx ¼ þ1

Ey; zð�kx; yÞe
�ikxxþEy; zð0; yÞ

þ
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
ikxx

¼
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
�ikxxþEy; zð0; yÞ

þ
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
ikxx

¼
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞ e�ikxxþ eikxx

 �

þEy; zð0; yÞ

¼
1

b

X1

kx ¼ 0þ

Ey; zðkx; yÞ cos kxxð ÞþEy; zð0; yÞ ð56Þ

In (56), Eq. (55) was used for the third step. Imposition of
boundary condition (34a) forces (56) to obey

1

b

X1

kx ¼ 0þ

Ey; zðkx; yÞ cos kxxð ÞþEy; zð0; yÞ¼ 0 ð57Þ
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or

cos kxbð Þ¼ 0; Ey; zð0; yÞ¼ 0 ð58Þ

The first constraint in (57) restricts kx to

kx¼
2n� 1

2
p; n¼ 0;�1;�2; � � � ð59Þ

showing that kxa0, allowing us to drop the second (57)
constraint. For odd symmetry, we obtain

Ey; zðx; yÞ¼ � Ey; zð�x; yÞ ð60Þ

Invoking (52), this becomes

1

2b

X1

kx ¼�1

Ey; zðkx; yÞe
ikxx¼ �

1

2b

X1

kx ¼�1

Ey; zðkx; yÞe
�ikxx

¼ �
1

2b

X�1

kx ¼ þ1

Ey; zð�kx; yÞe
ikxx

ð61aÞ

1

2b

X1

kx ¼�1

Ey; zðkx; yÞþEy; zð�kx; yÞ

 �

eikxx¼ 0 ð61bÞ

Equation (61b) is valid for any x if the bracketed term is
zero, namely, if

Ey; zðkx; yÞ¼ � Ey; zð�kx; yÞ ð62Þ

Now we must insert this back into the expansion (52),
obtaining

Ey; zðx; yÞ¼
1

2b

X1

kx ¼�1

Ey; zðkx; yÞe
ikxx

¼
1

2b

X0�

kx ¼�1

Ey; zðkx; yÞe
ikxxþEy; zð0; yÞ

þ
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
ikxx

¼
1

2b

X0þ

kx ¼ þ1

Ey; zð�kx; yÞe
�ikxxþEy; zð0; yÞ

þ
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
ikxx

¼ �
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
�ikxxþEy; zð0; yÞ

þ
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞe
ikxx

þ
1

2b

X1

kx ¼ 0þ

Ey; zðkx; yÞ �e�ikxxþ eikxx

 �

þEy; zð0; yÞ

¼
i

b

X1

kx ¼ 0þ

Ey; zðkx; yÞ sin kxxð ÞþEy; zð0; yÞ ð63Þ

In (63), Eq. (62) was used in the third step. Imposition of
boundary condition (34a) forces (63) to obey

�
i

b

X1

kx ¼ 0þ

Ey; zðkx; yÞ sin kxbð ÞþEy; zð0; yÞ¼ 0 ð64Þ

or

sin kxbð Þ¼ 0; Ey; zð0; yÞ¼ 0 ð65Þ

The first constraint in (65) restricts kx to

kx¼
n

b
p; n¼ 0;�1;�2; � � � ð66Þ

Since the first constraint allows kx¼ 0, technically the first
summation in (64) does not have n¼ 0 in its domain, but
by widening its domain to cover kx¼ 0, the second con-
straint may be dropped; that is, (64) becomes

�
i

b

X1

kx ¼ 0

Ey; zðkx; yÞ sin kxbð Þ¼0 ð67Þ

and rule (66) is exact.
Next we treat the origin of the symmetry choices. Go to

the harmonic equations (3), and expand them out by
components for the simplest case of isotropic DNM, ob-
taining

@Hz

@y
�
@Hy

@z
¼ ioeDNMExþJx;

@Hx

@z
�
@Hz

@x
¼ ioeDNMEy;

@Hy

@x
�
@Hx

@y
¼ ioeDNMEzþJz

ð68aÞ

@Ez

@y
�
@Ey

@z
¼ � iomDNMHx;

@Ex

@z
�
@Ez

@x
¼ � iomDNMHy;

@Ey

@x
�
@Ex

@y
¼ � iomDNMHz

ð68bÞ

Setting Jz(x,y)¼ even for the impressed current, we find
that (68a) requires that Ez(x,y)¼ even, Hy(x,y)¼ odd, and
Hx(x,y)¼ even in its third equation; Hz(x,y)¼ odd
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and Ey(x,y)¼ even in its second equation; and Ex(x,y)¼ odd
and Jx(x,y)¼ odd in its first equation. These selections are
consistent with (68b). For Jz(x,y)¼ odd, all the selections
are reversed. Care must be exercised in this process, and
one can show that for biaxial DNM, where the ��ee�ee tensor is
biaxial, the ��mm�mm tensor is biaxial, or both, the symmetry
choices still hold. This is the case whether the biaxial
tensors are principle axis and diagonal, or the crystal is
rotated, producing a nondiagonal tensor(s). However, pure
symmetry choices are rarely allowed for nonreciprocal
materials such as materials employing precessional spin
behavior (as in a ceramics with magnetic ions) or cyclotron
carrier motion (as in semiconductors with free electrons or
holes), which require the superposition of the even and
odd symmetry choices.

The surface currents that drive the problem self-con-
sistently can be chosen in a number of ways, as it is
necessary to prepare complete sets only of basis functions
that are used to construct them. They are selected in the
real-space domain to display some advantageous proper-
ties, for example, edge singularity behavior due to charge
repulsion. For the complete set of cosinusoidal basis func-
tions modified by the edge condition, we have for a strip
with even-mode symmetry (determined by the z-compo-
nent symmetry as just discussed above)

JzmðxÞ¼ xemðxÞ¼

cos p x
w m� 1½ �

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x=w

� �2
q ; xj j � w

0; wo xj j

8
>><

>>:
ð69aÞ

JxmðxÞ¼ ZemðxÞ¼

sin p x
w m

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x=w

� �2
q ; xj j � w

0; wo xj j

8
>><

>>:
ð69bÞ

and for odd-mode symmetry

JzmðxÞ¼ xomðxÞ¼

sin p
2

x
w 2m� 1½ �

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x=w

� �2
q ; xj j � w

0; wo xj j

8
>>>><

>>>>:
ð70aÞ

JxmðxÞ¼ ZomðxÞ¼

cos p
2

x
w 2m� 1½ �

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x=w

� �2
q ; xj j � w

0; wo xj j

8
>><

>>:
ð70bÞ

Superposition of the complete set forms the total surface
current [and constitutes the method of moments (MoM)
when unknown currents or fields are expanded using
basis sets and inner products with weights taken on the
structure-governing equation to derive a linear system to

be solved]:

Jx;eðxÞ ¼
Xnx

m¼ 1

ae;mZe;mðxÞ; Jz;eðxÞ¼
Xnz

m¼ 1

be;mxe;mðxÞ ð71aÞ

Jx;oðxÞ ¼
Xnx

m¼ 1

ao;mZo;mðxÞ; Jz;oðxÞ¼
Xnz

m¼ 1

bo;mxo;mðxÞ ð71bÞ

Fourier transforming (71) according to (11a) gives

Jx;eðnÞ¼
Xnx

m¼ 1

ae;mZe;mðnÞ;

Jz;eðnÞ ¼
Xnz

m¼ 1

be;mxe;mðnÞ

ð72aÞ

Jx;oðnÞ¼
Xnx

m¼ 1

ao;mZo;mðnÞ;

Jz;oðnÞ ¼
Xnz

m¼ 1

bo;mxo;mðnÞ

ð72bÞ

with

xe;m nð Þ¼ xe;m kx n½ �ð Þ ¼
pw

2
fJ0 kxwþ m� 1½ �pð Þ

þJ0 kxw� m� 1½ �pð Þg

ð73aÞ

Ze;m nð Þ¼ Ze;m kx n½ �ð Þ ¼ �
ipw

2
fJ0 kxwþmpð Þ

� J0 kxw�mpð Þg

ð73bÞ

xo;m nð Þ¼ xo;m kx n½ �ð Þ ¼ �
ipw

2
J0 kxwþ 2m� 1½ �

p
2

� �n

�J0 kxw� 2m� 1½ �
p
2

� �o ð74aÞ

Zo;m nð Þ¼ Zo;m kx n½ �ð Þ ¼
pw

2
J0 kxwþ 2m� 1½ �

p
2

� �n

þJ0 kxw� 2m� 1½ �
p
2

� � ð74bÞ

An exact solution is obtained only when nx and nz-N.
However, a finite number of them may be used, depending
on the propagating eigenmode modeled, to find a reason-
ably accurate numerical result. In (73) and (74), J0

denotes the Bessel function of the first kind.
Eigenvalues g and eigenvectors of the propagating

problem can now be found from (42), the interfacial strip
equation (drop all interfacial indexes, and use subscripts
to label elements)

Exðn; gÞ¼Gxxðg;nÞJxðn; gÞþGxzðg;nÞJzðn; gÞ

Ezðn; gÞ¼Gzxðg;nÞJxðn; gÞþGzzðg;nÞJzðn; gÞ
ð75Þ

by substituting for the surface currents using expression
(72a) or (72b) depending on the mode symmetry to be
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studied (we drop the explicit mode symmetry type nota-
tion since we will treat only one or the other type of pure
symmetry solution here):

Exðn; gÞ¼Gxxðg;nÞ
Xnx

i¼ 1

aiZiðnÞþGxzðg;nÞ
Xnz

i¼ 1

bixiðnÞ

Ezðn; gÞ¼Gzxðg;nÞ
Xnx

i¼ 1

aiZiðnÞþGzzðg;nÞ
Xnz

i¼ 1

bixiðnÞ

ð76Þ

Next multiply the first equation of (76) by Zj and the
second by xj, then summing over the spectral index n (this
is the inner product part of the MoM method)

X1

n¼�1

ZjðnÞExðn; gÞ¼
X1

n¼�1

ZjðnÞGxxðg;nÞ
Xnx

i¼ 1

aiðnÞZiðnÞ

" #

þ
X1

n¼�1

ZjðnÞGxzðg;nÞ
Xnz

i¼ 1

biðnÞxiðnÞ

" #

X1

n¼�1

xjðnÞEzðn; gÞ ¼
X1

n¼�1

xjðnÞGzxðg;nÞ
Xnx

i¼ 1

aiðnÞZiðnÞ

" #

þ
X1

n¼�1

xjðnÞGzzðg;nÞ
Xnz

i¼ 1

biðnÞxiðnÞ

" #

ð77Þ

Interchanging the order of the basis function and spectral
summations in (77), we obtain

X1

n¼�1

ZjðnÞExðn; gÞ ¼
Xnx

i¼ 1

aiðnÞ
X1

n¼�1

ZjðnÞGxxðg;nÞZiðnÞ

" #

þ
Xnz

i¼ 1

biðnÞ
X1

n¼�1

ZjðnÞGxzðg;nÞxiðnÞ

" #

X1

n¼�1

xjðnÞEzðn; gÞ¼
Xnx

i¼ 1

aiðnÞ
X1

n¼�1

xjðnÞGzxðg;nÞZiðnÞ

" #

þ
Xnz

i¼ 1

biðnÞ
X1

n¼�1

xjðnÞGzzðg;nÞxiðnÞ

" #

ð78Þ

Examine the left-hand sides of this paired set of equations
(78):

�1 1

1 �1

2
4

3
5
X1

n¼�1

Ze;o;j

xe;o;j

8
<

:

9
=

;ðnÞEx; zðn; gÞ

¼
X1

n¼�1

Z�
j

x�
j

8
><

>:

9
>=

>;
ðnÞEx; zðn; gÞ

¼
X1

n¼�1

Z b

�b

Zj

xj

8
<

:

9
=

;ðxÞe
�ikxxdx

2
4

3
5
�

Ex; zðn; gÞ

¼
X1

n¼�1

Z b

�b

Z�
j

x�
j

8
><

>:

9
>=

>;
ðxÞeikxxdxEx; zðn; gÞ

¼
X1

n¼�1

Z b

�b

Zj

xj

8
<

:

9
=

;ðxÞe
ikxxdxEx; zðn; gÞ

¼

Z b

�b

Zj

xj

8
<

:

9
=

;ðxÞ
X1

n¼�1

Ex; zðn; gÞeikxx

" #
dx

¼ 2b

Z b

�b

Zj

xj

8
<

:

9
=

;ðxÞEx; zðx; gÞdx

¼ 0

ð79Þ

where the first and second rows in the left-hand side
matrix correspond, respectively, to even and odd symme-
try. Right-hand equalities in the first, second, fourth,
sixth, and last lines used, respectively, (73) and (74),
(11a), (69) and (70), (11b), and (40) with (69) and (70).
Equation (79) amounts to a Parseval theorem [16] for the
problem at hand. Enlisting this theorem, we can rewrite
(78) as

Xnx

i¼ 1

aiðnÞ
X1

n¼�1

ZjðnÞGxxðg;nÞZiðnÞ

" #

þ
Xnz

i¼ 1

biðnÞ
X1

n¼�1

ZjðnÞGxzðg;nÞxiðnÞ

" #
¼ 0

Xnx

i¼ 1

aiðnÞ
X1

n¼�1

xjðnÞGzxðg;nÞZiðnÞ

" #

þ
Xnz

i¼ 1

biðnÞ
X1

n¼�1

xjðnÞGzzðg;nÞxiðnÞ

" #
¼ 0

ð80Þ

Since (80) is valid for any jth basis test function, it may be
condensed into the form

Xnx

i¼ 1

aiðnÞX
ji
xxðgÞþ

Xnz

i¼ 1

biðnÞX
ji
xzðgÞ¼ 0; j¼1; 2; . . . ;nx

Xnx

i¼ 1

aiðnÞX
ji
zxðgÞþ

Xnz

i¼ 1

biðnÞX
ji
zzðgÞ¼ 0; j¼ 1; 2; . . . ;nz

ð81Þ
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where (this is referred to as the Galerkin technique since
{Zi, xi}¼ {Zj, xj })

Xji
xxðgÞ¼

X1

n¼�1

ZjðnÞGxxðg;nÞZiðnÞ

Xji
xzðgÞ¼

X1

n¼�1

ZjðnÞGxzðg;nÞxiðnÞ

Xji
zxðgÞ¼

X1

n¼�1

xjðnÞGzxðg;nÞZiðnÞ

Xji
zzðgÞ¼

X1

n¼�1

xjðnÞGzzðg;nÞxiðnÞ

ð82Þ

In matrix form, (81) appears as

Xxx Xxz

Xzx Xzz

2
4

3
5

a

b

2
4

3
5¼ 0; X

a

b

2
4

3
5¼ 0; Xv¼ 0

X¼

Xxx Xxz

Xzx Xzz

2

4

3

5; v¼

a

b

2

4

3

5

ð83Þ

Once system of equations (83) is solved, then vector v
containing the coefficients needed to construct the surface
current, and from them the electromagnetic field, is
known, which is the problem eigenvector. The eigenvalue
g is determined from this system also (from the determi-
nant of X set to zero). From (72), the total vector surface
current is obtained:

Jðx; yÞ¼
1

2b

Xnmax

n¼�nmax

Jðn; yÞeianx ð84Þ

Once the total surface current is available, the total

eigenvector field solution follows from G
xz

EJðx� x0; yIÞ in

(40) [17]:

Eðx; yÞ ¼
1

2b

Xnmax

n¼�nmax

Eðn; yÞeianx;

Hðx; yÞ¼
1

2b

Xnmax

n¼�nmax

Hðn; yÞeianx

ð85Þ

Spectral expansion is truncated at the same maximum
number of terms n¼nmax for all vector components. Basis
function summation limits nx and nz for the x and z
components (m¼mmax) [see (72) for the surface current
expansion] can be truncated at different values. Current
and fields are real physical quantities, so they must be
converted through

Jpðx; y; zÞ¼Re Jðx; yÞeiot�gz
 �
;

Epðx; y; zÞ¼Re Eðx; yÞeiot�gz
 �
;

Hpðx; y; zÞ¼Re Hðx; yÞeiot�gz
 �
ð86Þ

which reasserts both the time and z dependence down the
guiding structure. At a particular z plane, say, z¼0, we
may drop the explicit z dependence. And if we don’t wish to
watch the time evolution of the harmonic wave, which is
sufficient for plotting purposes, we may further set t¼ 0,
and write (86) as

Jpðx; yÞ¼Re Jðx; yÞ½ �;

Epðx; yÞ¼Re Eðx; yÞ½ �;

Hpðx; yÞ¼Re Hðx; yÞ½ �

ð87Þ

5. NUMERICAL DETERMINATION OF THE FIELDS
FOR DNM

Let us, for the sake of discussion, consider a possible use of
DNM or LHM in a combination structure as in Fig. 6,
which could indicate where the future may lie with such
materials under appropriate development. Figure 6a is a

Ferroelectric

Ferrite

Left-Handed Medium

Air

Left-Handed Medium

100 µm-thick YIG

Metallization

(a) (b)

Metal
1 µm-thick Ba0.6Sr0.4TiO3

Figure 6. (a) Cross section of a multilayered
coplanar structure possessing a ferroelectric
material, a ferromagnetic material, and a
DNM or LHM; (b) perspective drawing of the
structure with possible substances and thick-
nesses for ferroelectric and ferromagnetic ma-
terials. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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cross-sectional view of metallization in what is commonly
referred to as a coplanar microstrip pattern. The electric
fields go from the inner metal strip to the edges of the
wider strips of metal. The wider strips attach to the metal
enclosure and so act as ground planes on the surface
between the layers of materials and the air above them.
The RF electric field tends to go from the inner strip to the
outer ground planes. Because the fields are close to the
ferroelectric–air interface using this metallization pat-
tern, control of the ferroelectric material’s properties
using a static DC voltage bias between the strip and the
ground planes allows control component capabilities. In
particular, the static DC voltage bias will change the
ferroelectric material’s dielectric constant, which will
affect the RF propagation. Below the ferroelectric layer
is a layer of ferromagnetic material that can be controlled
with a static magnetic field bias. The ferromagnetic
material’s magnetic properties, through its permeability
tensor, are altered by changing the magnetic field bias.
Finally, on the bottom is the DNM or LHM, which allows
one to change the field line patterns of the prior two
layers, thereby adding a further degree of design capabil-
ity to the structure’s RF performance. Because device
impedance varies as Z¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
meff=eeff

p
, where meff and eeff

respectively are the effective permeability and permittiv-
ity of the device structure, we may express the impedance
as Z¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
meff ðfmÞ=eeff ðfeÞ

p
½DNM�, which serves to indicate

where the major effect of each material is. Clearly, the
DNM affects the whole field pattern, and that is why it is
to the right of the radical sign, altering the field patterns
in both ferroelectric and ferromagnetic materials. Figure
6b shows a topside view of the same structure, with some
specific possible materials labeled for the ferroelectric and
ferromagnetic substances. Although this structure has
been neither built nor modeled, it shows where the
research and development could go in the future. How-
ever, an experimental structure containing a ferroelectric
layer and a ferromagnetic layer was fabricated and tested
in 2000 [18].

Before examining a structure compatible with inte-
grated planar circuit technology, the material will be

made less general and complex by eliminating the optical
activities (magnetoelectric coefficients) in Section 2. Then
the factors needed to reconstruct the y components of the
transverse electric Ey and magnetic Hy fields become
Da¼ e22m22, a21

0 ¼ � e21m22, a23
0 ¼ � e23m22, a24

0 ¼m22ig=o,
a26
0 ¼ � m22kx=o, a51

0 ¼ � e22ig=o, a53
0 ¼ e22kx=o, a54

0 ¼

�e22m21, and a56
0 ¼ � e22Z23. One notices that the first

two factors contain off-diagonal constitutive permittivity
tensor elements, the next four contain only diagonal
constitutive tensor elements, and the last two contain
off-diagonal constitutive permeability tensor elements.
Because the discussion below will be limited to biaxial
electric and magnetic crystals utilized in the principal
axis system, off-diagonal-element-dependent factors will
become null, making a21

0 ¼0, a23
0 ¼ 0, a54

0 ¼ 0, and
a56
0 ¼ 0.
Since microstrip is one of the fundamental building

blocks of RF hybrid and integrated circuits, actual nu-
merically determined results will be shown for a structure
with a single substrate material, that of a DNM or LHM,
and a single microstrip conductor strip. The structure to
be modeled is shown in Fig. 7. Figure 7a shows a cross-
sectional view, indicating that the device is surrounded by
a perfect conducting wall (electric wall), and Fig. 7b shows
a perspective view without the obstruction of the enclo-
sure walls. The enclosure walls can be thought of as a
computational vehicle for using the numerical procedure
described in Sections 2–4, even if the actual device is not
inside a conductor box. Since, in general, the LHM or
DNM can be anisotropic, the permittivity and permeabil-
ity of the material are characterized by tensors ��ee�ee and ��mm�mm (or
[e] and [m] in the figure). For our actual DNM study device,
however, isotropy will be assumed, making ��ee�ee¼ eI and
��mm�mm¼ mI, where I¼ identity tensor. Because the material is
DNM, ��ee�ee¼ eI¼ � ej jI and ��mm�mm¼ mI¼ � m

�� ��I, where ej j ¼ em;re0

and m
�� ��¼ mm;rm0. Here the subscript ‘‘r’’ denotes relative

values to free space, where e0 and m0 are the free-space
values of, respectively, the permittivity and permeability.
Substrate relative permittivity and permeability magni-
tude values are set to em;r¼ 2:5 and mm;r¼2:5. Structure
dimensions are height hT¼ 5.5 mm, substrate thickness

Left-Handed Medium

Air

Microstrip metal

[ ][ ]

Electric wall
enclosure

Stri
p

M
et

all
iza

tio
n

LHM

Ground Plane

(a) (b)

µ ε

Figure 7. (a) Single microstrip structure using a
DNM or LHM substrate—a perfect conductor
(electric wall) encloses the device; (b) perspective
drawing of the structure, without the encum-
brance of the enclosing walls. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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hs¼ 0.5 mm, air region thickness ha¼ 5 mm, box width
B¼ 2b¼ 5 mm, and strip width ws¼ 2w¼ 0.5 mm.

Figure 8 shows the electric field magnitude E¼|E| in
a color scale plot with the color scale shown below the
figure at the frequency of 5 GHz. (This figure and the
others to follow, including the associated propagation
constants g, were obtained using nx¼nz¼1 number of
surface current basis functions, n¼ 200 Fourier terms,
and over 8000 gridpoints for magnitude plots from a
computer code. A larger number of nx, nz, and n have
been examined for plots and propagation constants, but
are not discussed here [4,19].) It is a linear scale. Strip
location is indicated by a solid dark line at y¼0.5 mm, x¼
70.25 mm. Overlaid on the magnitude plot is a line
drawing of E vector shown in white lines. Electric field
direction is also noted by the arrows attached to the lines.
The next figure (Fig. 9) shows the magnetic field magni-
tude H¼|H| in a color scale plot with the color scale
again shown below the figure. Once again a line drawing
of H vector is overlaid in white lines on top of the
magnitude plot, with H-field direction indicated by the
arrows attached to the lines. In Figs. 9 and 10, we have
shown only a limited number of field lines, since in
principle one can draw an infinite number of them. In
addition, for the electric field lines, we have drawn lines
only from the strip, although electric field lines exist
elsewhere in the device cross section. Figure 10 extracts
from Figs. 9 and 10 the field lines in order to observe them
better. Electric field emanation from the strip conductor in
terms of the orientation of its vector depends on how the
charge resides on the strip, and will vary depending on the

mode propagating. Magnetic field-line circulation around
the strip conductor is contrary to what one normally
expects for ordinary materials. For ordinary materials,
the circulation would be either clockwise or counterclock-
wise, depending on whether the current was flowing,
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Figure 8. Magnitude plot of electric field E with an overlay of
electric field lines of the E vector is shown for the structure of
Fig. 7 at 5 GHz. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 9. Magnitude plot of magnetic field H with an overlay of
magnetic field lines of the H vector is shown for the structure of
Fig. 7 at 5 GHz. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 10. Electric E and magnetic H field lines for the structure
of Fig. 7 at 5 GHz. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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respectively, out of or into the paper. But for DNM or LHM
in the structure, the behavior changes, as clearly evi-
denced in Fig. 10.

The propagation constant for the structure at 5 GHz
turns out to be entirely real, that is, g¼ aþ ib¼ ib, where a
is the attenuation constant and b is the phase propagation
constant, the same quantity that was denoted k in Section 1.
Its value at 5 GHz is b¼ 2.22663 (relative to the free-space
value), and gives the phase behavior in the z direction,
perpendicular to the structure cross section. To provide a
comparison to other frequencies for this structure, its
value at 10 GHz becomes complex and is g¼ aþ ib¼
0.939414þ i2.13414 [17,20]. At 40 GHz it is still complex,
(g¼ 1.01830þ i1.33370 [17,20]) and at 80 GHz, it reverts
again to being purely a phase, but with two lowest-order
fundamental solutions, b¼ 1.17765 and b¼ 1.78861. Com-
plex g values at the intermediate millimeter wavelength
frequencies mean that the wave is evanescing, or decaying
as the wave propagates down the structure. For a 	 b, it
will not take many wavelengths of distance down the
guiding structure for the wave to be completely attenu-
ated. However, such wave reduction amplitude control can
provide the basis for filtering functions. Now let us return
to the discussion of field plots.

For a comparison to an ordinary media structure,
Fig. 11 shows the E-field magnitude and an overlaid arrow
plot giving the electric field vector E (arrow length gives
the magnitude, while its orientation indicates its direction)
at 15 GHz for a somewhat anisotropic device. Its dimen-
sions are total height hT¼4.5 mm, substrate thickness hs

¼ 1.5 mm, air region thickness ha¼ 3 mm, box width B¼
2b¼ 8.5 mm, and strip width ws¼ 2w¼ 1.5 mm. The mate-
rial is pyrolitic boron nitride with diagonal permittivity
tensor elements exx¼ ezz¼ 5.12 and eyy¼ 3.4. The crystal is
oriented so that the structure coordinates and the princi-
pal crystal axes match. Although the material’s permit-
tivity anisotropy is 33.6% referenced to the dominant
diagonal elements, the overall field behavior is indicative
of a normal media structure, enough to enable us to

compare it to our demonstration DNM device. Note how
the majority of the field magnitude is below the interface.
This structure’s propagation constant g¼ 1.77882.

This is not the case for our demonstration LHM device,
numerically evaluated at 10 GHz and shown in Fig. 12 for
the electric E field. Much of the field is above the interface
and to the sides of the strip. Figure 13 shows the magnetic
H field. This figure seems remarkable because the field
appears large away from the strip. The ability of the
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Figure 11. Electric field magnitude E and an
overlaid arrow plot giving the electric field vector
E at 15 GHz for a ordinary media structure.
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 12. Magnitude plot of the electric field E, with an over-
laid arrow plot giving the electric field vector E, is shown for the
structure of Fig. 7 at 10 GHz. (This figure is available in full color
at http://www.mrw.interscience.wiley.com/erfme.)
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LHM-RHM combination structure to expel the field from
the usual regions it is found in and to place it in other
regions signals its potential application toward reconfigur-
ing fields in ordinary devices and designing completely
new devices.

6. CONCLUSION

There are many fascinating aspects of double-negative
materials (DNM) or left-handed materials (LHM) in rela-
tion to their physics in guided-wave structures. Likewise,
the electronic aspects of using DNM or LHM as substrates
based on the new physics of this material could lead to
many new devices, modified old ones with additional
functionality, or improved old devices. Many microwave
components come to mind that could be affected by the use
of this new DNM, including transmission lines [21], phase
shifters, couplers, power dividers, isolators, circulators,
and filters, to name just a few.
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LENS ANTENNAS

J. A. G. MALHERBE

University of Pretoria
Pretoria, South Africa

1. LENSES AS ANTENNAS

There are certain, very specific reasons why a lens an-
tenna would be chosen for a given application, and also
very specific disadvantages associated with it. They have
high directivity and low sidelobe patterns. Lenses are fed
from the rear, and consequently there is no aperture
blockage. Furthermore, they can be designed to have a
minimum of aberrations for off-axis operation, and are
therefore ideally suited to multibeam applications. In
some instances, extremely wide scan angles can be
achieved. Two-dimensional scanning lenses are well sui-
ted in application as linefeeds for cylindrical parabolic
reflectors for scanning in a single plane.

At the same time, lenses suffer from internal dielectric
losses, as well as reflection losses at the surface interfaces.
They are often bulky, and have to be mounted by the edges
of the antenna. But this disadvantage is a result of the
advantage that they have no aperture blockage. These
disadvantages are not typical of, for instance, reflector
antennas. In spite of the disadvantages, the positive
properties of lens antennas make that they are the chosen
solution especially where wide scan angles are needed. At
the higher microwave and millimeterwave frequencies,
size ceases to be a major consideration in the application of
lenses.

1.1. Optics and Dielectrics

The electromagnetic spectrum extends from the very low
radiofrequencies through the microwave and millimeter-
wave frequencies to beyond the visible spectrum of light.

All of these wave phenomena can be described by the same
set of wave equations, and there is no reason why the
principles applicable to optics cannot be extended down-
ward to cover the RF–microwave spectrum. Together with
the physical principles and theory, follows devices result-
ing from the application of the theoretical principles.

Lenses that make use of the refractive phenomena
associated with wave motion can be used to collimate
electromagnetic radiation in exactly the same way as
they do in optical systems.

In optical systems, extensive use is made of the prin-
ciples of geometrical optics, where propagation is repre-
sented as taking place along a straight line or ray, and the
same principles will be applied in understanding electro-
magnetic lenses in the RF and microwave areas. The
principles of reflection, refraction, and diffraction are
central to the development of lens antennas, although
the latter lies beyond the scope of this article.

Two important principles of optics are basic to lens
action:

1. The propagation (phase) velocity for wave propaga-
tion differs between various media with different
relative permittivity. The relative permittivity is
directly related to the refractive index of the mate-
rial, n¼ er

1/2. The index of refraction for natural
homogeneous dielectric materials, is always n41.
It varies from about just over 1 for foam-type plastic
dielectrics to between 2 and 4 for plastics, through a
wide range from 2 to 80 for mixtures that contain
various ceramics.

2. When rays are obliquely incident on the interface
between two media, the wave is partially reflected,
and partially refracted. Refraction takes place as
shown in Fig. 1. Rays will be refracted towards the
surface normal PP0 at oblique incidence when tra-
veling from a less to a more dense material, and vice
versa. This is known as Snell’s law; it sets the
relationship between the angles of incidence and
refraction for known values of n. Snell’s law is stated
as

sin ji¼n sin jt ð1Þ
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Figure 1. Refraction at an interface between two media.
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The statement on natural dielectrics needs expansion.
Clearly, most of the materials mentioned, are not natural
materials in the true sense of the word, but they perform
in the same way as natural materials, so we will use the
term. There are also a large number of other, constructed
and artificial media, for which no1. Figure 2a, shows a
plane wave incident on the interface between free space
and a set of parallel conducting plates, with the E field
parallel to the plates. Providing that the plate separation
lies between l and l/2 of the free-space wave, a single
mode, the transverse electric (TE) mode, will propagate,
with a phase velocity larger than that of light in free
space.

In effect, this constitutes a medium with no1, and can
be used to construct a lens. If the wave is not polarized
with the E-field parallel to the plates, as in Fig. 2b, the
wave will propagate between the plates in the transverse
electromagnetic (TEM) mode, which has the same phase
velocity as free space. This is clearly not useful. In the first
case, Snell’s law is obeyed.

In cases where the wave has a component of velocity
normal to the conducting plates, as depicted in Figs. 2c
and 2d, the behaviour of the wave in the x–y plane is as
described above. In the x–z plane, though, the wave is
forced to propagate between the parallel plates. This is
termed a constrained wave. In this plane, Snell’s law is not
obeyed.

Waveguides also exhibit the property of a phase velo-
city different from that of free space. By closely packing
waveguides of particular cross section, a synthetic

material is created that will have a controlled value of n,
and can be applied to the construction of lens antennas. In
fact, any device or medium that can be employed to control
the phase of a wave over a surface, can be applied as an
artificial dielectric medium. In a later section we shall see
that even coaxial transmission lines can be applied for this
purpose.

A number of synthetic dielectrics have also been devel-
oped. They consist variously of plastic bases that have
been impregnated with regular lattices of metal spheres,
wires, and strips of various cross sections. In some in-
stances, the inclusions are dielectric spheres, or voids such
as holes.

In the interest of clarity, we shall discern between
natural dielectrics when the refractive index n41, and
artificial dielectrics if no1. Synthetic dielectrics will not
be treated as examples, and the above definitions will
suffice.

1.2. Single-Surface Dielectric Lens

The function of a lens antenna is to collimate all energy
radiated from a source. Traveling from the source, all
electrical paths to the lens aperture must be of the same
length for the rays to add constructively.

In Fig. 3a, the simplest lens is illustrated, where one
surface has been chosen to be plane, and the refractive
index is n41. The electrical pathlength of a ray traveling
the path FPP0 must be the same for P anywhere on the
lens surface. Refraction occurs only at the curved surface
P, and the rays exit in a direction normal to the plane
surface of the lens at P0. The body that satisfies this
condition is readily described mathematically, and it turns
out that the curved surface of the lens a hyperbola, with
the focus at the origin [1]. Inspection of Fig. 3a leads to the
conclusion that the lens can be gainfully increased in size
only until the angle subtended by the lens approximates
the asymptotes of the hyperbola, and this limits the
practical size of the lens.

Because no refraction occurs at plane P0, such lenses
are termed single-surface. Note that the position of the
plane at P0 does not enter into any equation, and we are
free to make the lens as thick as we like (not that that
would be of any advantage). The point being that the lens
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Figure 2. Electromagnetic wave passing through parallel con-
ducting planes: (a, b): Incidence parallel to the plane of the
conductors for an E field polarized parallel and normal to the
conductors, respectively; (c,d) incidence at an angle to the con-
ductors.
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Figure 3. (a) Single-surface dielectric lens with one flat surface;
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in effect collimates radiation from a less to a denser
medium.

An alternative single-surface lens is shown in Fig. 3b.
Here the surface P0 is chosen to describe an arc of a circle;
thus, P0 is an equiphase surface with radius r1, and no
refraction occurs there, because incidence is normal to the
surface. Once again, we are free to choose the radius as
large or as small as we like, because no refraction occurs,
and any additional path in the dielectric material is
common to all rays. In fact, we may choose the radius to
be so small that F lies within the dielectric, and an
observer to the right of P will not be able to determine
whether F lies in free space, or whether the body to the left
of P0 is also immersed in the dielectric. For the waves
arriving at QQ0 to be in phase across the surface, the
electrical pathlength P0PQ must be constant. The solution
is once again readily found to be that the curve P0 must be
described by an ellipse, with the focus of the lens at the
focal point of the ellipse farthest from QQ0. This lens is the
complement of the planoconvex lens described above. It
collimates radiation from a dense to a less dense medium.

In Section 1.1, parallel plates and waveguides as
synthetic dielectrics were discussed. Bearing in mind the
fact that for these cases the index of refraction, no1, the
wave travels in effect from a more to a less dense material
if we keep one surface plane (equiphase). It should there-
fore not come as a surprise to find that the locus of points
describing a parallel-plate lens with one equiphase sur-
face, is an ellipse, as shown in Fig. 4. Note that Snell’s law
is automatically satisfied in the case of all single-surface
lenses.

1.3. Zoned Lenses

The lenses described above present a problem, insofar as
that for the practical ranges of refractive index, they are
going to be extremely bulky. In order to alleviate both the
bulkiness and the dissipation loss through the lens asso-
ciated with it, the surface of the lens can be zoned, that is,
subdivided into sections for which the electrical path-
length through each section, is equal within a wavelength
(or integral number of wavelengths). Waves that travel an
integral number of wavelengths further or less, will, of

course, combine in phase with each other. This is achieved
if the steps are equal to l/(n� 1). This is shown in Fig. 5a
for zoning on the flat surface of a natural dielectric lens,
and in Fig. 5b, where the curved surface of the same lens
has been zoned. Zoning for an artificial dielectric lens is
shown in Fig. 5c.

In the latter case, each zone is a section of a different
ellipse, because as the zoned sections are stepped, the
focal distance changes. The zoning exercise is therefore
not a simple geometric shift of the lens surface, but a
separate lens design for each zone. Fortunately, the
mathematics is not complicated, and is given in the next
section. Note that this is a frequency-dependent solution,
and zoning immediately restricts the useful bandwidth of
the antenna.

1.4. Lenses with Two Refracting Surfaces

If the lens has two refracting surfaces (neither of which is
equiphase), not only does the equal electrical length
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Figure 4. Single-surface lens, with no1, as for parallel-plate
waveguide lenses.
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condition need to be satisfied, but also Snell’s law, at each
of the refracting surfaces. In the mathematical analysis
for such lenses, it will be found that there are more
variables than equations, and it becomes necessary to
make assumptions to obtain solutions.

In the lens in Fig. 6a, one of the surfaces has been fixed
as planar. This immediately removes one degree of free-
dom, causing a unique solution to exist, in spite of the fact
that also Snell’s law needs to be satisfied at both surfaces.
The zoned version of the same lens is shown in Fig. 6b.
In all other instances (where both surfaces are free, as in
Fig. 6c), it is found that there is no unique solution for the
surfaces, and a practical design involves choices deter-
mined by other considerations [2]. Specific design proce-
dures are discussed in a later section.

1.5. Three-Dimensional Lenses

Up to this point, the lenses studied were described by ray
optics and were two-dimensional. In practice, three-di-
mensional structures are needed, often with specific prop-
erties in orthogonal planes. Neglecting the fact that there
are end effects when a cylindrical structure is finite, the
solution for a cylindrical is identical in cross section to that
of the two-dimensional solution. Fig. 7a shows the geome-
try for a cylindrical lens, fed by a line source, which could
typically be a slotted waveguide. The illuminating wave-
front is cylindrical.

The rigor of deriving the equations for the geometric
surfaces in structures that have some symmetry in a
spherical coordinate system can be avoided by simply

rotating the two-dimensional solution about its axis to
obtain solutions with rotational rather than translational
symmetry. For convenience, these lenses will be called
spherical, although they are, of course, not spheres. A
spherical lens fed by a point source is shown in Fig. 7b.
The illuminating wavefront is spherical.

Both these lenses would be constructed of a natural
dielectric, n41, because of their plano-convex shape. For
3D structures with no1, parallel-plate lenses are popular
because of their light weight and low loss, and two possible
structures are shown in Fig. 8; dielectric spacers would be
used to hold the conducting sheets in place. The structure
for a cylindrical lens with the conducting planes in the x–y
plane, is shown in Fig. 8a; the E field is also polarized in
this plane, and Snell’s law is satisfied over the concave
area of the lens. In the lens of Fig. 8b, the conducting
planes lie in the x–z plane, as does the E field. It is,
however, a constrained lens, and Snell’s law is not satis-
fied over the concave face of the lens. For both examples,
an appropriate slotted waveguide for forming a linear
source is shown.

Figure 9 shows a spherical lens constructed of parallel
plates, and fed by a point source. As with lenses con-
structed from natural dielectrics, the principles of zoning
can be applied to the parallel-plate lenses. Arrays of
closely packed waveguides of round, rectangular or hex-
agonal cross section are used as a constraining medium in
the construction of waveguide lenses. When the operating
frequency of the lens lies within the frequency band of the
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Figure 7. Cylindrical lens fed by a line source (such as a slotted
waveguide) and (b) spherical lens fed by a point source, such as a
small horn.
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Figure 8. Cylindrical lenses constructed of parallel plates: (a)
lens not constrained; (b) lens constrained. An appropriate wave-
guide linefeed is shown in each case.
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waveguide, lenses can be constructed that can be zoned in
the same way as the dielectric or parallel plate lenses, and
Fig. 10 shows schematically the structure of a zoned
rectangular waveguide lens with one planar surface and
one concave surface. If the correct dimensions are chosen
for the elemental waveguides, the appropriate TE mode
will propagate as discussed above, and ensure the correct
phase delay through the lens. Waveguide lenses constrain
the wave in at least one of the major axes [3]. The major
advantage of this type of lens is that, because the ele-
mental waveguides are symmetric about the major axes of
the lens, the incident wave can be circularly polarized,
without any loss of lens action.

Integrated dielectric lenses, with the source embedded
in the dielectric of the lens, have found application in
integrated systems, where the lens is mounted directly on
top of the stripline or microstrip board that feeds the lens
and carries the rest of a microwave circuit. Figure 11
shows an example of such a lens.

1.6. Other Lens Systems

In the areas of application where lenses offer the best
solution, it is because of their ability to scan a narrow

beam over a relatively wide angle, that they find regular
application. In many instances, substantially more com-
plex lens systems satisfy this need. While a more exten-
sive treatment will be given in Section 3, a brief
qualitative description is given here. It will be seen that
specific conditions need to be met for a lens to properly
collimate the radiation of a source that lies off the focus of
the lens. One way to ensure a larger focal area is to design
a lens with a multiplicity of focal points. This makes it
possible to feed the lens from a number of different points,
each corresponding to a new position of the beam of the
lens.

1.6.1. Constrained Lens. The constrained lens shown in
Fig. 12 has two perfect off-axis focal points, from where the
radiation will be collimated in a direction off the main axis
of the lens. A source illuminating the lens from anywhere
on a circular arc with radius f, and centered at the origin
O, will cause the lens to scan in a different direction for
each position. Because of these points are not foci, the
collimation of the beam will not be perfect, but it will be
good enough, provided the source lies between F and F0. By
arranging a number of sources on the feed arc, a different
beam can be scanned for each of the sources illuminating
the lens.

A geometric analysis shows that for two symmetric foci
the inner surface of the lens must be an ellipse, with the

Figure 9. Spherical lens constructed from parallel plates.

Figure 10. Cross sections through zoned lens of rectangular
waveguide.

(a) (b)

Figure 11. Integrated dielectic lens: (a) the lens is shown on a
substrate; (b) thin lens with the same focal length.
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Figure 12. Constrained lens with two symmetric focal points.
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two focal points F and F0 on the foci of the ellipse. The
construction of the lens would be either as in Fig. 8b, of
parallel plates, or of stacked waveguides. The choices that
will determine the specific shape of the outer surface of the
lens, and other design parameters coupled to it, are
discussed in Section 3.2.

1.6.2. The Rotman Lens. In the Rotman lens shown in
Fig. 13, the lens consists of a structure that does not have
a dielectric per se, not even parallel plates. Each of the two
lens surfaces consists of a number of antennas, connected
one on one by means of a section of coaxial line. The
lengths of the lines determine the phase delay that would
normally be associated with the delay through a lens
section. The lens is fed from a series of points on a curve
FF0 as for the constrained lens discussed above; the
structure makes it possible to change the outer lens sur-
face shape arbitrarily.

The Rotman lens, of course, is a constrained lens, and
originally the lens was constructed of parallel plates that
bound the wave between the beam ports (the lens illumi-
nating radiators) and the element ports (the inner surface
of the lens). Currently, the most popular form of realiza-
tion has the beam and element ports constructed of etched
tapers, with the inner beam cavity area of stripline, as is
shown in Fig. 14.

Because of the stringy transmission lines that connect
the two faces of the lens, these lenses are also known as
‘‘bootlace lenses’’.

1.6.3. The R-2R Lens. Another type of bootlace lens is
the R-2R lens shown in Fig. 15. In this lens the feeding
curve (the beam port) and the inner face of the lens (the
element port) both lie on the same circle of radius R, while
the array port containing the radiating elements of the
array lie on a circle of radius 2R. The array elements are
connected to the element port elements by transmission
lines of equal length, and the lens can scan over a wide
angle, free of any distortion.

1.6.4. The Luneburg Lens. A unique and interesting
lens, first described by Luneburg [4], is shown in Fig. 16.

The Luneburg lens is a spherically symmetric lens with
variable index of refraction, given by n¼ (2� r2)1/2 for a
sphere of unit radius. When the lens is fed at any point on
the surface, it produces a plane wave in a direction
diametrically opposite to the feedpoint. In view of the
symmetry, moving the feedpoint about the surface results
in a scanned beam from a direction diametrically opposite
the feedpoint.

Because of the problem of manufacturing a body with a
predetermined variation of the dielectric, a number
of approximations consisting of discrete shells of fixed
dielectric constant are used; these are described in Sec-
tion 3.4.

1.6.5. Fresnel Zone Plate Lenses. The concept of the
Fresnel lens dates from the middle of the nineteenth
century, but was until recently (as of 2004) seen as an
optical rather than an RF or microwave device. It differs
radically from the other lenses described in this article,
insofar as it does not make use of the principle of refrac-
tion, but rather uses reflection and diffraction.

In its simplest form, the Fresnel lens consists of pro-
perly spaced concentric rings of alternately transparent

F

F′

Figure 13. Rotman lens: layout and ray geometry.
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Figure 15. R-2R lens.
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and opaque or reflective material. The sizes of the rings
are so chosen that the pathlength from the outside dia-
meter to the focus is one-half wavelength longer than the
pathlength to the focus from the inside diameter, as shown
in Fig. 17. Energy is reflected and diffracted from the rings
in such a way that the forward-scattered components add
nominally in phase at the focal point of the plate—at least,
their phases will differ by less than half a period. Because
of very poor aperture efficiency, practical Fresnel lenses
have been developed that are constructed from alternate
rings of different dielectrics. Zone plate lenses are attrac-
tive solutions when low material weight, low absorption
loss and flat lens surfaces are relevant design factors.

2. LENS DESIGN CONSIDERATIONS

This section addresses a number of practical considera-
tions pertaining to the operation of lens antennas, as well
as aspects that have to be taken into consideration with
the design of such structures.

2.1. Lens Design Equations

The design equations for the lenses described in Section 1,
are derived readily from first principles [1,2]:

For the simple planoconvex lens of Fig. 3a

r¼
ðn� 1Þf

n cos j� 1
ð2Þ

y¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn2 � 1Þx2þ 2ðn� 1Þ fx

p
ð3Þ

The maximum thickness of the lens is given by

d¼
1

ðnþ 1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f 2þ
nþ 1

n� 1

� �s

a2 � f

 !
ð4Þ

For the ellipitical lens (Fig. 3b),

r1¼ f � d ð5Þ

r2¼
ðn� 1Þf

n� cos j
ð6Þ

y1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðf � tÞ2 � ðx1þ f Þ2

q
ð7Þ

y2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2
n� 1

n

� 
fx2 �

n2 � 1

n2

� 
x2

2

s

ð8Þ

The central thickness of the lens given by

d¼
2r1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4r2

1 � d2
q

2ðn� 1Þ
ð9Þ

For the concave lens with n o1, as shown in Fig. 4, we
obtain

r¼
ð1� nÞf

1� n cos j
ð10Þ

y¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� nÞð�xÞf � ð1� n2Þ x2

p
ð11Þ

2.2. Zoning: Equations and Effects

The usefulness and purpose of zoning has been discussed
in Section 1. Johnson and Jasik [2] give equations that
describe the surfaces of zoned lenses.

y

x
ψ

Figure 16. Luneburg lens.
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Figure 17. Fresnel lens. Basic structure is shown in (a); shadow-
ing is illustrated in (b). Use of dielectric annuli is illustrated in (c).
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Referring to the zoned lens of Fig. 5b, we have

r¼
ðn� 1Þf1 � ðK � 1Þl

n cos j� 1
ð12Þ

y¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn2 � 1Þx2þ 2ðn� 1Þf1xþ2ðK � 1Þlnxþ2f1ðK � 1ÞlþðK � 1Þ2l2

q

K ¼ 1;2;3;4:::

ð13Þ

For the zoned concave lens of Fig. 5c, we obtain

r¼
ð1� nÞf1þ ðK � 1Þl

1� n cos j
ð14Þ

y¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� nÞð�xÞf1 � ð1� n2Þx2 � 2ðK � 1Þð�xÞnlþ 2ðK � 1Þf1lþ ðK � 1Þ2l2

q
;

K ¼ 1; 2; 3; 4:::

ð15Þ

The lens shown in Fig. 6b has two surfaces, and its zoning
equations are given by

x2¼
ðK � 1Þlþ ðn� 1Þdþ f �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f 2þ y2

1

q

n�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
y2

1

n2ðf 2þ y2
1Þ

s

8
>>>><

>>>>:

9
>>>>=

>>>>;




ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
y2

1

n2ðf 2þ y2
1Þ

s

ð16Þ

y2¼ y1 1þ
x2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2ðf 2þ y2
1Þ � y2

1

q

2
64

3
75

K ¼ 1; 2; 3; 4:::

ð17Þ

Unfortunately, zoning has some disadvantages; Fig. 18a
illustrates one of them. If the lens is a zoned single
surface, there will be a solid-angle section in which the
energy is not refracted into the lens path. This represents
loss. On the other hand, for the zoned two-surface lens
shown in Fig. 18b, no energy will be lost, but a section of
the aperture will not be illuminated. This will cause
degradation of sidelobe performance. If the zoning is
done in the plane surface of a single-surface lens, it is
possible to achieve a situation with no loss or shadowing.
However, this represents the more unattractive case,
where the lens retains the shape of the large, curved
surface, which is mechanically much more difficult to
handle (Fig. 18c). A similar situation arises with lenses
where no1, as shown in Fig. 18d. Ultimately, the decision
on the shape of the lens will be determined by practical
considerations.

The other major disadvantage of zoning affects band-
width, in that the zoned lens is inherently frequency-
sensitive. But as will be seen in Section 2.5 on bandwidth,
there can also be an upside to zoning when applied to
parallel-plate or waveguide lenses.

2.3. Gain and Sidelobe Level

The illumination of the radiating aperture is the primary
variable in determining the gain and sidelobe level of an
antenna. In certain instances, such as with antenna
arrays, extremely intricate field distributions are possible,
making for very specific sidelobe performance; associated
directly with the sidelobe performance is the gain. Lower
sidelobes generally mean a broader beamwidth, and a
decrease in gain. Consequently the field in the aperture of
the lens is of primary concern.

In the case of a lens with a hyperbolic surface, it has
already been pointed out that the maximum size of the
lens is limited by the asymptotes. Silver [1] derives an
expression for the amplitude distribution over the lens
aperture. If the distance from a point on the lens surface to
the axis of a spherical lens is given by r¼a sinj, and if the
source radiates an amplitude of A(j), then the ratio of
amplitudes between the source and aperture is given by

AðrÞ

AðjÞ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn cos j� 1Þ3

f 2ðn� 1Þ2ðn� cos jÞ

s

ð18Þ

For the cylindrical hyperbola, the ratio of source to
aperture fields is given by

AðyÞ

AðjÞ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn cos j� 1Þ2

ðn� 1Þ f ðn� cos jÞ

s

ð19Þ

As the amount of power per unit solid angle radiated from
the source is constant, and as the projected area of the lens
in becomes substantially larger, there will be a severe
dropoff of illuminating field toward the edges. In this case,
the low edge illumination implies low sidelobe levels and
not much can be done to increase the illumination around
the edges.

Figure 18. Effects of zoning. Energy in the shaded solid angle in
(a) is lost. In (b) there is no loss, but the aperture is shaded. For
the stepped lens in (c) there is no loss or shading. Shading in a
concave lens is shown in (d).
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For the lens with an elliptic contour, the corresponding
amplitude ratios are

AðrÞ

AðjÞ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� cos jÞ3

f 2ðn� 1Þ2ðn cos j� 1Þ

s

ð20Þ

and

AðyÞ

AðjÞ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� cos jÞ2

ðn� 1Þf ðn cos j� 1Þ

s

: ð21Þ

For this lens, the limiting variable occurs on the secondary
(radiating) side of the lens; the lens cannot be made larger
than the largest dimension of the ellipse. In this case, the
illumination is substantially stronger at the edges of the
lens. Here edge illumination is naturally reduced by
practical feeds, such as horns or linear waveguide arrays.

Radiation from the source antenna in any complex
antenna system is always designed to illuminate the
secondary element with the largest possible portion of
the available power. Spillover from the primary radiator
represents a loss of gain, and it is usually attempted to
ensure that spillover is as small as possible, by choosing
an appropriate element or elements for the purpose.

2.4. Reflections and Loss

In the qualitative discussion on lenses so far attention has
been given only to the direct ray paths that contribute to
the formation of the radiation properties of the antenna.
Unfortunately, at each interface between two materials,
reflection occurs; such reflections in general do not add in
a way that enhances the performance of the antenna.

Consider, for instance, the lens in Fig. 3a. The wave
striking the plane interface between the lens and air is
partially reflected back into the lens, to retrace along the
same path on which it had entered the lens, and is
concentrated at the focal point, causing a substantial
mismatch at the feedpoint. Similarly, at the circular sur-
face in Fig. 3b, where the first circular wavefront strikes
the lens, the wave is partially reflected straight back at
the source.

Referring to Fig. 1, for perpendicular polarization, (i.e.,
the electric field perpendicular to the plane of incidence),
the coefficient of reflection at an interface is given by

r? ¼
Er

Ei
¼

cos ji �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � sin2 ji

q

cos jiþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � sin2 ji

q ð22Þ

and for parallel polarization

rjj ¼
Er

Ei
¼

n2 cos ji �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � sin2 ji

q

n2 cos jiþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � sin2 ji

q ð23Þ

where Er is the reflected field strength and Ei is the
incident field.

At perpendicular incidence, the magnitude of the re-
flected field could be of the order of the surface reflection
coefficient for a plane wave. For a dielectric constant of
2.56, n¼ 1.6, this could be as high as –12.7 dB, correspond-
ing to a loss in gain of 0.24 dB.

As in optical instruments, the lens may be coated in a
quarter-wavelength layer of index of refraction, nl¼n1/2 to
ensure a match between the two media. Application at a
plane surface is obviously relatively easy, but at a slope
the effective thickness in the direction of the incident wave
must be used. Certain other devices are employed to either
cancel the reflected power, or to concentrate it elsewhere.
A slight offset of the feed from the lens axis will focus the
reflections at a point outside the feed antenna. In a
method similar to zoning, the lens may be split and half
of it displaced axially by a quarter-wavelength in the lens
medium, causing the reflected power from the two halves
to cancel. The two halves will, of course, have focal lengths
that differ by a quarter-wavelength in the medium. Other
reflections that do not add constructively at the feedpoint
may not cause mismatch, but will, of course, represent a
loss of power, and thus reduced gain. Johnson and Jasik
[2] describe a number of different surface treatments that
can be applied to the lens surface in order to affect a
quarter-wave match.

Although not caused by reflection, dielectirc losses can
be lumped conveniently with reflection losses. In the case
of natural dielectrics, all materials are lossy to some
extent. In some parallel-plate lenses, a dielectric is used
to separate the conducting plates; in such arrays both
conductive loss and dielectric loss will occur inside the
lens. For a zoned dielectric lens, the attenuation through
the dielectric is given [2] approximately by 27.3 (tan d)
n/(n–1) dB, and for a stepped polystyrene lens at 10 GHz,
with e0 ¼ 2.54 and tan d¼ 4.3
 10�4 is about 0.02 dB.

2.5. Bandwidth

A simple dielectric lens would theoretically have infinite
bandwidth, and in practice the bandwidth is in fact very
large. This is obviously dependent on the material, and if
the latter is not dispersive (v is not a function of fre-
quency), the lens will be wideband. On the other hand,
parallel-plate and waveguide lenses are extremely disper-
sive, and will exhibit narrow bandwidth.

As soon as the lens is zoned, though, the structure
becomes frequency-dependent, and the effective band-
width is a function of the number of zones. Conventionally,
it is assumed that if an antenna has been designed for a
specific radiation pattern, then degradation of the pattern
will be acceptable only up to the point where the phase
error across the aperture of the antenna amounts to 22.51
or l8. Silver [1] derives that a lens with K zones separated
by steps of one wavelength will have a bandwidth of
approximately 25/(K� 1) percent. A lens with six zones
(five steps) will have a bandwidth of 5%.

The lenses with no1 are all dispersive, as discussed in
Section 1.1. In practice, the bandwidth limitation caused
by the dispersiveness of the lens material is much higher
than that caused by zoning. With the same l/8 error
allowed across the width of the lens, the bandwidth is
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given by approximately

B 	
25n0

ð1þn0Þ

l0

ð1� n0Þt
ð24Þ

where n0, l0 are, respectively, the refractive index and
wavelength at the center frequency and t is the difference
in thickness of the lens between the edge and the center.

Because the waveguide or parallel-plate medium is so
dispersive, reducing its length by zoning actually in-
creases the useful bandwidth. For K zones, the bandwidth
is given approximately by [1]

B 	
25

ðK � 1Þþ
ð1þn0Þ

n0

ð1� n0Þt

l0

ð25Þ

Under the assumption that (1�n0)t is approximately one
wavelength at the thickest sections of the lens, we have

B 	
25n0

1þKn0
ð26Þ

Proctor [5] analyses and describes methods of construct-
ing lenses from slot-loaded ridged waveguides. The struc-
tures make it possible to improve the scanning ability, and
also eliminates the discontinuities associated with zones.
The spacing of the plates in a waveguide lens has a critical
aspect, in that at each of the plates, diffraction occurs. In
order to avoid the diffracted fields adding constructively,
the plate spacing must be kept below the value deter-
mined by the inequality l0/d41þ sinj, where j is the
angle of incidence of the wave.

2.6. Natural and Artificial Dielectrics

A wide variety of dielectric materials, specifically manu-
factured for application in microwave applications, are
available in the market. These can be divided in a number
of classes. Materials with very low dielectric constant are
usually some type of foam with a plastic base. Materials
with a dielectric constant in the region of 2–4 are mainly
plastics. Examples are Teflon (er¼ 2.04), Teflon fiberglass
(er¼ 2.7), Plexiglas (er¼ 2.56), and polystyrene (er¼ 2.54).
Ceramic materials such as BaZnTa (er¼ 30), BaTiO3 (bar-
ium titanate, er¼ 30), and BaTiO9 (barium tetratitanate,
er¼ 38), [6] are often mixed with plastics. One example of a
commercial product is described as a ceramic-filled cross-
linked plastic, with dielectric constants available as er¼
3,4,5,6,7,8,9,10,12,15,20.

In Section 1, the use of parallel plates as an artificial
dielectric was discussed. For the transverse electric (TE)
wave (E field parallel to conducting plates), the propaga-
tion velocity varies rapidly as the wavelength approaches
double the plate spacing:

v¼
cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð1� l=lcÞ
2

q ð27Þ

In the TE mode, the refractive index is given by

n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðl=lcÞ

2
q

ð28Þ

where the cutoff wavelength lc¼ 2a for a plate separation
of a.

For waveguides operating in the TE mode, Equation
(28) holds for parallel plates. In this instance, a rectan-
gular waveguide of width a has lc¼ 2a; a regular hexagon
with a between parallel sides has lc¼ 1.792a, and a
circular waveguide with radius a has lc¼ 1.705a. The
application of waveguides in lens design is comprehen-
sively discussed by Rudge [3].

Brown [7] gives an extensive theoretical treatment of
artificial dielectrics. They are categorized into two
classes—‘‘delay dielectrics’’ and ‘‘phase advance dielec-
trics’’—the derivation of which is self-explanatory. Parallel
plates or waveguides are obviously in the second group,
because of the value of the refractive index. Also in this
group of structures are arrays of metallic rods, as well as
perforated metallic plates that are held in position by
means of a dielectric supporting medium such as a di-
electric foam. Among the delay dielectrics are metallic
strips or metallic disks suspended in a substrate. Jasik [8]
provides comprehensive information on a wide variety of
structures, including those mentioned above. An interest-
ing variation is described by Milne [9], who uses the phase
shift (negative below resonance and positive above) of a
wave traveling through an array of dipoles, to design the
necessary delay structure. Other authors treat the general
problem of composite dielectric materials [10,11].

2.7. Aberrations

In optical systems, the main purpose is usually to form an
image, either real or virtual. In the functioning of lens
antennas, this is not relevant, except to the extent that an
image is composed of a collection of points that do not all
lie on a single focal point. In a lens antenna the equivalent
is that there are sources that illuminate the lens, that lie
off the focal point, as well as nonideal characteristics in
lens design and performance. Analogous to the aberra-
tions that occur in optical systems, equivalent aberrations
occur in lens antennas, and a number of different types of
aberration exist; these are comprehensively treated by Lo
and Lee [12]. The source of aberrations in lens antennas is
a phase error with respect to a reference plane in the
aperture of the lens. The phase error could be caused by
inherent properties such as the lens not meeting the equal
phase path condition or the source being located away
from the focus of the lens.

If the phase error across the aperture is linear, it
results in the beam squinting off boresight. In practice
this is not a problem with lens antennas. Many examples
exist in antenna theory of where a quadratic phase error is
introduced to an aperture, and the effect of such errors is
well known (see, e.g., Ref. 1, Chap. 6.7; Ref. 2, Chap. 2.8;
and Ref. 9).

In lens antennas, the most important aberration is
coma, because it relates the formation of a properly
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collimated beam by a point lying off the focal point. In an
1873 paper, E. Abbe postulated that in order for any
optical system to form an image, it must satisfy the
condition that the principal surface, defined as the locus
of intersections of the initial and final paths of rays, is
spherical. An optical system satisfying this condition thus
acts as a simple spherical lens, and the ‘‘Abbe sine condi-
tion’’ is satisfied. Referring to Fig. 19, h= sin j¼ f . The
circular curvature of radius f satisfies the condition, as
does the lens shown, because the initial and final rays
intersect on the radius f. It is now also clear that the
simple planoconvex lens of Fig. 3(a) cannot satisfy this
condition.

Note that a simple parabolic mirror does not satisfy the
Abbe sine condition, either, since the principal surface is
the paraboloid itself. Paraxial rays (rays incident on the
mirror and parallel to the optical axis) will focus at a point,
but off-axis sources will not. It is possible to meet the Abbe
sine condition with two refracting surfaces, as discussed in
Section 3.1.

3. WIDE-ANGLE AND SCANNING LENSES

3.1. Wide-Angle Dielectric Lenses

The inability of the lens to collimate properly the radiation
from a source offset from the focal axis of the lens is a key
element in the performance of a lens designed for wide-
angle scanning, and a variety of approaches to improve
the scanning properties of dielectric lenses have been
developed. The simple hyperboloidal lens is not suitable
for substantially displaced feeds in order to scan the
mainbeam, and the effects on the lens performance with
feed displacement have been analyzed by Kreutel [13]. For
small values of the ratio between focal length and dia-
meter f/D and small values of n, coma dominates; with
increase in these parameters, astigmatism gradually be-
comes the dominant aberration.

Making use of thin-lens theory, Rotman [14] develops
an analysis in which the zoned lens is approximated by an
ideally thin spherical shell. This is applied to evaluate the
phase aberrations in the aperture plane of the lens, which
are caused by off-axis scanning and deviations from the

design frequency. A set of universal curves, that predict
the decrease in directive gain of the lens as function of
scan angle and frequency is developed from this theory.

By shaping the lens for aperture distribution control,
specific radiation patterns can be achieved through use of
the procedure described by Lee [15]. For multiple-beam
applications, the design procedure makes it possible to
reduce the phase error for off-axis beams by means of coma
correction zoning.

A dielectric lens with two refracting surfaces intro-
duces an additional variable, which makes it possible to
design a lens with two conjugate off-axis focal points.
Peebles [16] describes a procedure for design and analysis
of a bifocal dielectric lens with these properties. The lens
provides good off-axis performance, and a high-gain radia-
tion pattern over a large field of view. Quadratic phase
error is reduced if the feed is constrained along an
optimized focal arc. The method of generic curve series
has been used [17] to obtain profiles for antennas that
have a predetermined aperture amplitude distribution
from a given source distribution, or for agreement with
the Abbe sine condition.

3.2. Wide-Angle Waveguide Lenses

As has been pointed out for the family of dielectric lenses
above, it is possible to obtain wide scan angle performance
by ignoring the Abbe sine condition, if two perfect, sym-
metric off-axis foci are chosen, and illumination of the lens
is along a circular path between the two foci. The approach
was first proposed by Ruze [18]. For the lens to collimate
the radiation, it is found that the inner surface of the lens
must be an ellipse, with the foci of the ellipse lying on the
chosen focal points of the lens. The problem has three
variables (inner and outer surfaces of the lens, and index
of refraction), and two variables are fixed by choosing the
two foci. This leaves a choice of either the shape of the
outer surface, with n to be determined, or, if n is chosen,
the outer surface to be determined. It is also possible to
choose a third focal point that lies on the axis of the lens.

If the on-axis focal point is chosen, it is chosen such
that second-order phase deviation is zero. It is then found
that points that lie on an arc of a circle of radius f, centered
at the origin O, as shown in Fig. 12, will have good scan
performance. Different source antennas, all lying on the
arc FF0, will cause beams to be radiated from the lens in
different directions.

For the case of a single focal point, the inner surface is
described by a circle of radius f; this forms a sphere when
the lens is changed to a 3D body. The outer surface is an
ellipsoid described by

y2
2

f 2
þ

x2 � d� fn=ð1� nÞ

fn=ð1� nÞ

� 2

¼ 1 ð29Þ

where f is the focal length, n is the refractive index, and d
is the minimum thickness of the lens.

If the lens is bifocal, the inner surface is an ellipsoid
with focal points at the lens foci, and the surface described

Figure 19. The Abbe sine condition.
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by

y2
1

f 2
þ

x1þ f cos c
f cos c

� 2

¼1 ð30Þ

The outer surface is also an ellipsoid, described by

y2
2

f 2
þ

x2 � d� ðnf cos cÞ=ðcos c� nÞ

ðnf cos cÞ=ðcos c� nÞ

� 2

¼ 1 ð31Þ

The design of a conventional waveguide lens is based on
the principle of equal phase delay for the different rays.
However, the rays at the edge of the lens have substan-
tially farther to travel than will those in the center, and
this inevitably means that, if the frequency changes from
the center frequency, the time delay through the lens
changes, leading to phase error, and decreased bandwidth.
As was pointed out earlier, this situation is alleviated by
zoning. Ajioka and Ramsey [19] describe a design proce-
dure that combines constant group delay characteristics
with wideband performance.

3.3. Bootlace Lenses

3.3.1. The Rotman Lens. The Rotman lens [20] is one of
a family of lenses popularly known as ‘‘bootlace lenses’’,
because of the multitude of transmission lines connecting
the inner and outer surfaces of the lens. A brief description
of the basic operation of the Rotman lens (as it is usually
referred to) was given in Section 1.6. The Rotman lens has
two off-axis conjugate focal points and one on-axis focal
point. The fact that the shape of the outer surface of the
lens can be, in effect, arbitrarily chosen makes it possible
to choose four independent conditions to determine the
lens parameters. Rotman and Turner select the straight
front face of the lens, the two off-axis focal points, and the
on-axis focal point. The ray geometry of the lens is shown
in Fig. 20. They discuss the merits of different choices for
the position of the on-axis focal point.

The lens illustrated is two-dimensional (2D), and cy-
lindrical versions can be constructed by stacking a num-
ber of the lenses. Note that the area between the beam and
element ports is often referred to as ‘‘the lens.’’ Strictly
speaking, the lens comprises the elements in the element
port (the inner surface of the lens), the connecting trans-
mission lines, and the radiating array (the outer surface of
the lens). The region between the beam port that illumi-
nates the lens, and the element port that forms the inner
surface, will be termed the beam cavity, and it can be
constructed in a variety of media. For the beam and
element ports as waveguide horns, the beam cavity can
be parallel plates. If the elements of beam and element
ports are wideband tapers, stripline or microstrip would
be indicated, as is currently common practice. The lens
can also be used as a linear scanning feed for a cylindrical
reflector, as described by Rotman and Turner.

Musa and Smith [21] describe factors that limit the
performance of microstrip lenses compared to parallel-
plate lenses. Amongst others, it is necessary to pay specific
attention to the design of the beam cavity area. Also, the

direction in which the elements in both ports point should
be considered.

A modification to the Rotman lens by Archer [22] has
the beam cavity area filled with dielectric. This has the
effect of reducing the linear dimensions of the lens by a
factor of n¼ (er)

1/2. Referring to Fig. 20, if the angle
subtended between the focal point and the axis is a and
the beam points in a direction c, then the ratio of sine of
the angles, g ¼ sinc/sin a. For g41, a design would give
large scan angles, while for g o1 the lens will be physi-
cally small.

As with any antenna design, the radiation pattern of
the antenna is an important parameter, and it is possible
to design for predetermined sidelobe patterns. Thomas
[23] describes a design in which –30-dB sidelobe levels
were achieved over a 10% bandwidth by the superposition
of multiple orthogonal beams; it is shown that the Taylor
line source distribution can be described as just such a
superposition. Only three beams were sufficient to provide
a good approximation to the exact Taylor distribution; the
design, however, necessitates a substantial increase in the
complexity of the feeding system.

Two or more beams are orthogonal if a signal input to
the beam port of one beam gives rise to an output in only
that beam, with no signal appearing in any of the other
beam patterns or ports. The Rotman and other wide-angle
lenses being lenses with multiple beams, this is an im-
portant consideration in the design of an antenna, and
Hansen [24] explains the effects of nonorthogonality, such
as loss of efficiency and changes in sidelobe pattern.

A Rotman lens feed network for a beam forming net-
work implementation employing a 2D stack of Rotman
lenses to produce multiple overlapping beams that are
scanned in both elevation and azimuth directions
is described by Chan and Rao [25]. They present the
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Figure 20. Definitions in the design of a Rotman lens, after
Hansen [28]. (With permission, copyright r 1991; IEEE).
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development of a compact beamforming network using
multiple Rotman lenses having identical design and pro-
ducing multiple beams with a hexagonal grid. The design
of the lens employs dual-port excitations for the beam ports
in order to minimize the spillover losses within the lens.

Three-dimensional lenses with two, three, and four
perfect focal points are described by Rao [26]. Lenses
with more focal points can be scanned to much larger
angles in one plane; a tradeoff with the scanning ability in
the orthogonal plane exists. In the design procedure
described, the lens cross section in the plane in which
the focal points lie is first obtained as a 2D solution, and
then extended to a three-dimensional (3D) solution by
rotating the lens profile around the focal point axis of the
lens. In the design procedure proposed in Ref. 27, the
planar feed locus of a 2D design is replaced by a curved
feed locus optimized to minimize pathlength errors. The
design procedure can be extended to a quadrufocal lens
with four foci on a circular arc in the plane of the 2D
design.

Hansen [24] shows that rotating a Rotman lens to form
a symmetric lens does not yield good results and that a
circular focus is not possible. The four perfect foci cannot
be located with quadrantal symmetry.

3.3.2. Design Procedure. A very substantial body of
research and development has been established on the
Rotman lens. However, Hansen [28] has published an
efficient design procedure that very clearly sets out what
the interrelationships between the various choices in the
design of Rotman lenses are. The same optical pathlength
equality condition as before is applied to the structure of
Fig. 20. Note that the position of the focal arc, which
contains the three focal points, is not yet specified at this
stage. The design equations are repeated here in Hansen’s
nomenclature, in order to simplify use of his paper for
design purposes.

The problem is defined in terms of the relationship
between six basic design parameters, namely, the focal
angle a, the focal ratio b¼ f2/f1, which is the ratio between
upper and central focal lengths, the beam angle to ray
angle ratio g¼ sinc/sin a, the maximum beam angle cm,
focal length f1/l and array element spacing d/l.

All the dimensions are normalized to the principal focal
length, f1. The ratio of the upper to central focal length is
given by

b¼
f2

f1
ð32Þ

as defined previously

g¼
sin c
sin a

ð33Þ

A convenient parameter that relates the distance y3 of any
point on the array axis to the principal focal length f1 is
given by

z¼
y3g
f1

ð34Þ

This parameter controls the portion of the phase and
amplitude error that the lens experiences. For a lens
with NE radiating elements, spaced a distance d apart,
the maximum value that y3 can have is given by ymax¼

(NE�1)d/2. Substituting gives

zmax¼
ðNE� 1Þgd

2f1
ð35Þ

An upper limit on z occurs when the tangent to the
element port curve is vertical; this coincides with w¼ 0.
This value of z is given by

zw¼ 0¼
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bC

p

S

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

1� bC

S2

r
ð36Þ

where C¼ cos a, S¼ sin a.
The linelength w that connects the elements on the

element port to the array elements is given by the quad-
ratic lens equation

a
w

f1

� �2

þ b
w

f1
þ c¼ 0; ð37Þ

where the coefficients of the equation involve the para-
meters a, b, and g and are given by

a¼ 1�
ð1� bÞ2

ð1� bCÞ2
�

z2

b2
ð38Þ

b¼ � 2þ
2z2

b
þ

2 1� bð Þ

1� bC
�

z2S2 1� bð Þ

ð1� bCÞ2
ð39Þ

c¼ � z2
þ

z2S2

1� bC
�

z4S4

4ð1� bCÞ2
ð40Þ

If the maximum beam angle is given by cm, then the
maximum allowable array element spacing that will avoid
the creation of grating lobes is given by

d

l
¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ sin cm

p ð41Þ

The task at hand is to determine the optimum values for a,
b, g, and f1/l.

Hansen sets out the design procedure that amongst
others considers the following:

1. The useful range for z is roughly from 0.5 to 0.8, and
from this a value of b for a given a follows.

2. Six charts in Hansen’s paper [28] show the effect of
the choice of variables. It has a bearing on lens
width, which in turn affects spillover loss, transmis-
sion line loss, amplitude errors, and other para-
meters.

3. A value of a is chosen that makes the two surfaces of
the beam cavity approximately the same height. b
has a similar effect to a, and tabulated values for
pairs of these two variables are given.
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4. Changing g leaves the port curves relatively unaf-
fected, but the relative positions of the foci change.

5. Changing values of cm spreads the beam ports apart,
and determines the maximum element spacing.

6. Changing the focal length changes the separation
between the ports, as well as all spacings.

7. Curves showing the effect of parameter choices on
phase and amplitude errors are given.

8. Finally, the gain of the lens array can be calculated
from [3, Chap. 9]

G¼

PN

n¼ 1

An

����

����
2

PN

n¼ 1

PN

m¼ 1

AnA�m sin cðn�mÞ2pd=l
ð42Þ

where An, is the excitation of the array elements.
With the performance parameters frequency range,

number of beams, and maximum scan known, the number
and spacing of the radiating elements is determined. The
maximum value of beam element spacing is limited by the
maximum scan angle, and occurs when d/l¼1/(2þ sin
cm). At the center frequency, making use of the guidelines
given, a, b, and g are selected to ensure that the lens meets
certain practical and realistic criteria of size and propor-
tion. Once the design parameters have been determined,
the gain of the lens can be calculated. It is also possible to
make the beam port arc elliptical rather than circular, but
Hansen points out that this is not usually warranted,
except for very large lenses. The design procedure also
includes an evaluation of phase and amplitude errors.

Hansen [24] points out that in practice, bootlace and
other lenses are not designed with discrete foci. Rather,
the optimum design is a minimax solution for circles of
least confusion; that is, aberrations are minimized over
the aperture in a sense such as least mean squares. The
resultant design produces slightly undefined foci, but
better performance. The use of determining the foci, lies
in classifying lenses, and developing a sense of how errors
are related to lens geometry.

3.3.3. Analysis. The design procedure described above
yields the basic dimensions of the lens. However, there are
many other aspects that pertain to the physical realization
of any given design and make it almost impossible to do a
complete design as the result of a sequence of steps. Once
the basic design has been achieved, the practical realiza-
tion of the design needs to be brought into the picture, and
to this purpose, analysis methods are very important.

Peterson and Rausch [29] describe an analysis proce-
dure that takes into consideration aspects of the lens
design such as the cavity sidewall and port widths, which
are parameters not specified by the design procedure.
These parameters substantially affect the sidelobe level
and insertion loss. The effect of mutual coupling is also
included in the analysis procedure. As an example, they
quote measured sidelobe levels of –17 dB with straight
sidewalls for the beam cavity, while with triangular side-

walls, the sidelobe level improved to –32 dB for a lens with
34 array ports and 19 beam ports. The design sidelobe
level was –40 dB, Taylor n¼ 3.

Yuan et al. [30] describe an analysis procedure for
Rotman lenses based on a hybrid least-squares finite/
transfinite-element method. They point out that most
design procedures are based on ray optics, and neglects
the effects of port reflections, mutual coupling between
elements, and multiple scattering between ports. The
procedure used yields the distribution of the electromag-
netic fields in the lens, as well as the scattering para-
meters. They illustrate their procedure by comparing the
calculated and measured results for a microstrip Rotman
lens with nine beam ports and eight array ports.

3.3.4. The R-2R Lens. The R-2R lens is a bootlace lens in
which the radiators on the beam port and element port lie
on a circle of diameter R, and where the element ports are
connected by equal-length radiators. The properties of the
lens are readily derived from the geometry of Fig. 21. If
the line OP is extended to intersect the circle 2R at Q, then
Q defines the position that the array element must have
that is connected to the element port at P. If OP subtends
an angle of j with the x axis, then the radius to P will
subtend an angle of 2j. It is clear that, even if the beam
port and element port radiators were coincidental, the
antenna could not scan more than 7901.

In practice, in order to locate the beam and element
radiators, the antenna has a restricted scan angle. For
cases where extremely wide scan angles are necessary,
Clapp [31] has developed a solution making use of four or
six physical lenses and hybrid junctions to provide up to
3601 scanning.

3.4. The Luneburg Lens

Luneburg [4] solves the problem of determining the index
of refraction for a spherical lens that collimates the
radiation from any point on the surface of the lens in a
direction diametrically opposite. As stated in the introduc-
tion, the index of refraction needs to vary as n¼ (2–r2)1/2.
The chief advantages of the Luneburg lens are its ability
to scan multiple beams over wide angles, as well as the
inherently wide bandwidth. The main disadvantages lie in
its bulkiness, and associated weight, and the practical
difficulty of manufacturing the varying index of refraction.
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Figure 21. R-2R lens geometry.
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The two-dimensional analysis of the Luneburg lens is
given by Peeler and Archer [32]. The relationship between
the feed pattern and the aperture field is found to be
proportional to (sec c)1/2, where c is the angle subtended
with the axis of the lens, inferring that the lens has a very
high edge illumination. They describe the performance of
a lens constructed by filling the cavity between two
parallel-plates with dielectric, and propagating the TE10

waveguide mode, which is also a parallel-plate mode. The
separation between the plates is varied to obtain the
desired variation in effective index of refraction.

The two-dimensional Luneburg lens finds application
as source for a parabolic reflector in a scanning antenna
[33]. A variety of other structures, all making use of the
dispersive properties of propagation between sets of (not
parallel) plates function as Luneburg lenses with 2D
radiation patterns [34].

Braun [35] derives expressions for the radiation pat-
tern, beamwidth, sidelobe level, and gain of the spheri-
cally symmetric Luneburg lens. Because of the high edge
illumination of the aperture, the lens has a high gain, and
high sidelobe level, typically at –17 dB.

The fact that the index of refraction has to change with
radius, presents a problem. If a choice is made that the
lens shall have a single index of refraction, then it is
possible to have only one point on the lens surface that will
support a ray of the same electrical length as the ray
through the center, as well as its mirror image. For a lens
of diameter 20 wavelengths, and the point of equal elec-
trical length chosen at 301 from the axis of the lens, it is
found that the phase error across the lens is 0.1l, which is
quite acceptable [2, Chap. 18-2]. An increase in the lens
diameter will increase the phase error.

An alternative is to construct the lens from shells and an
inner sphere of different dielectrics [36]. However, the dis-
crete quantization of the lens into steps in the vicinity of a
wavelength or more, causes the appearance of grating lobes
in the radiation pattern, and should be guarded against.

In a procedure described by Mosallaei and Rahmat-
Samii [37], an optimized design procedure is described
that strives to minimize the number of dielectric shells. In
a radially uniform design, reduction of the number of
shells decreases the gain and increases the occurrence of
grating lobes. They make use of a genetic algorithm
optimizer to determine the optimum layer thickness and
permittivity for the desired gain and sidelobe envelope.

Rondineau et al. [38] describe the design, construction,
and performance of a spherical lens constructed by slicing
the spherical body into 2N disks. Each disk then has to
approximate the relevant varying index of refraction; this
is achieved by drilling holes through the disks. A larger
number of holes along the periphery of each disk approx-
imates the low values of n toward the outside of the lens,
while toward the center of each disk, the number of holes
are reduced, until, for the central disks, the innermost
area is left unpenetrated. In the example cited, there were
20 disks constructed of Teflon with er¼2.04. The lens
diameter was 150 mm, and at 27.5 GHz had a gain of
28.5 dB. The authors provide full information on deter-
mining the thickness of the disks, and the number and
spacing of the holes.

An interesting variation on the spherical Luneburg
lens is the cylindrical Luneburg lens [39]. In instances
where the scanning capabilities of the conventional lens
are not needed, a cylindrical lens of finite-length forms a
useful lens antenna. The lens can be designed to have
a focal point on its surface, and is constructed from a
number of concentric cylinders; in the example cited, the
lens was constructed by including cylindrical voids to
obtain the varying dielectric constant.

A study of the Luneburg lens would be incomplete
without mentioning it properties as a radar reflector
[2,40]. If the lens is partially capped, then energy incident
from a direction opposite to the cap will be reflected back
from the cap and reradiated in the same direction, func-
tioning as a very effective radar reflector, which has a
large radar cross section over a wide angle.

4. INTEGRATED AND PLANE LENSES

4.1. Integrated Dielectric Lenses

Dielectric lenses are very well suited to integration di-
rectly onto millimeter and submillimeterwave circuits, but
with the growing application of local and indoor wireless
networks, are becoming more relevant at microwave
frequencies. Typically, the dielectric lens is mounted di-
rectly on the microwave integrated circuit substrate that
carries the active microwave network, as shown in Fig.
11a [41]. Feeding is done directly by means of dipoles or
slots or pairs of slots [42] etched in a metallized area.
Typically, this would be a lens that radiates from a more to
a less dense dielectric material, and is therefore an
ellipsoid of revolution, as was discussed for the dielectric
lenses in Section 1.2.

In its most elemental form, the lens is a solid dielectric,
and the source is mounted at the far focus of the ellipsoid.
This makes for a lens that is very easily mounted, and it
eliminates the reflections that occur when the inner sur-
face of the lens is spherical. However, at the same time a
new source of serious mismatch is introduced at the source
antenna. In the event that the inner surface of an ellip-
tical lens lies between the two foci of the ellipse that
describes the outer lens surface, the phenomenon of
doubly reflected rays occurs; of this, the ‘‘solid’’ dielectric
lens is an example. A ray leaving the source focus point is
partially reflected at the lens surface; this reflected energy
travels through the second focal point, strikes the surface
once again, and is reflected back to the source. This
happens for all possible paths in the lens; because of the
properties of the ellipse, all rays thus reflected arrive at
the source in phase, causing a mismatch. Neto et al. [43]
have analyzed the effects of multiple reflections inside an
elliptical dielectric lens operating in the millimeterwave
area, and make use of physical optics to derive an expres-
sion for the input admittance to the lens. As a matter of
interest, Fig. 11b illustrates the condition with the inner
surface beyond the two foci.

It is possible to alleviate to an extent the effects of
multiple reflections by applying a matching layer to the
lens surface, bearing in mind that it needs to be tapered
away from the apex of the lens. The problems associated
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with the analysis of lenses in the millimeterwave and
submilllimeterwave-region, are addressed by van der
Vorst et al., and use is made of a combination of geometric
and physical optics in an efficient body of revolution finite-
difference time-domain methods [44]. Integrated lenses
can be designed to have multiple beams [45].

Indoor wireless communications are becoming increas-
ingly important as technology expands and the cost of
integrated microwave circuits drop. Dielectric lenses that
produce shaped beams for the reduction of multipath
phenomena and predetermined coverage patterns have
been designed and evaluated [46].

4.2. Fresnel Zone Plate Lenses

Unfortunately, the simple Fresnel lens described in Sec-
tion 1.6 has very poor efficiency; figures of 8–15% are
common for lenses with alternate opaque and transparent
rings. Consequently the reflective or opaque rings are
replaced by rings that serve to reverse the phase. Black
and Wiltse [47] achieve this phase reversal by making use
of annular rings cut into a single dielectric, or by means of
layers of different dielectrics, as shown in Fig. 17a. Lenses
with annular slots suffer from shadow blockage as de-
picted in Fig. 17b. Petosa and Itippiboon [48] describe a
lens constructed in such a fashion, and measured an
aperture efficiency of 63% for a lens of 194 mm diameter
and f/D of 0.25. Note that the diameter of the lens is
determined by the number of Fresnel rings, 12 in this
case. The gain was 23 dBi.

A method of construction with each full-wave zone of
the lens consisting of four quarter-wave subzones, in turn
consisting of concentric dielectric rings of equal thickness,
but different permittivity, is described by Hristov and
Herben [49]. They constructed practical lenses with an
aperture efficiency of more than 50% at 60 GHz. In order
to achieve the correct phase shift through the rings, the
dielectric constants have to be, respectively, er1

¼ 1,
er2
¼ 6:25, er3

¼ 4, and er4
¼ 2:25. This corresponds to phase

shifts of DFt¼01, 901, 1801, 2701. Full design information
is provided in Ref. 49.

An alternative method of constructing a lens without
grooves is proposed by Petosa and Ittipiboon [50], who
constructed a lens from a single slab of dielectric. The
appropriate dielectric constants are realized by perforat-
ing the dielectric material. The lens then consists of a slab
of dielectric material with annular rings where the mate-
rial is penetrated by a lattice of holes. The effective
dielectric constant for such a medium is given by

eeff ¼ erð1� aÞþ a ð43Þ

where a is the filling factor, given by

a¼
p

2
ffiffiffi
3
p

d

s

� �2

ð44Þ

The holes have a diameter of d and lattice spacing s.
Analysis procedures for determining the performance

of lenses include the uniform and geometrical theory of
diffraction for metal ring lenses on dielectric, and in the

case of the quarter-wave planar lens antenna, ray tracing
combined with diffraction theory is used.
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1.1. Power Radiated, Radiation Intensity, and
Radiation Resistance

Electromagnetic waves, by virtue of their transverse na-
ture, propagate in a direction perpendicular to the plane
containing the electric filed E and magnetic field H. The
instantaneous Poynting vector P, which is a measure of
the power density associated with the electromagnetic
wave, is given by

P¼E
H ð1Þ

where P, E, and H are instantaneous Poynting vector in
watts per square meter, electric field in V/m, and magnetic
field in amperes per meter.

The total power P crossing a sphere enclosing the
source (antenna/scatterer) at its center is obtained by in-
tegrating the power density over the sphere and is given
by

P¼Wn̂n .dS¼W da ð2Þ

where W is the instantaneous power crossing the sphere
per unit area held perpendicular to the direction of the
flow, n̂n is the positive outwardly drawn at the point of in-
cidence, and dS is the unit area arbitrarily oriented at the
point of incidence. With exp(jot) variation assumed, the
average power density is given by the time-average Poyn-
ting vector Pav:

Wavðu; v;wÞ¼
1

2
ReðE
H�Þ ð3Þ

The average radiated power is given by

Pav¼
1

2

Z Z
ReðE
H�Þda ð4Þ

The radiation intensity U is defined by the product of
power density Prad and the square of the far-field range (r)
and is expressed as

U¼ r2Prad ð5Þ

The radiation resistance (Rr) is defined as the positive re-
sistance across which the real power radiated (Prad) can be
thought of as being dissipated. The relationship between
Pr, Rr, the input resistance, and the current I is

Rr¼
Pr

I2
ð6Þ

The input resistance of an antenna is a sum of radiation
resistance plus the positive resistance due to ohmic losses.

1.2. Radiation Intensity, Directivity, and Gain

The antenna radiates real power in the far zone in space
over a solid angle of 4p radians. The radiation intensity
U(y, f), the real power radiated per unit solid angle, is a
product of the radiation intensity Prad, the real power per
unit solid area on the surface, multiplied by the square (r2)

of the distance and is given by

Uðy;fÞ¼ r2Pradðy;fÞ ð7Þ

The total power can be estimated by integrating the radi-
ation over a large sphere enclosing the antenna over 4p
radians:

Prad¼

Z

S

U dO¼
Z p

y¼0

Z 2p

f¼ 0
U sin ydydf ð8Þ

An isotropic source, such as an ideal point source, radiates
uniformly in all directions and is independent of y and f,
and the radiation intensity U0 is related to the real power
radiated by the simple formula:

U0¼
Prad

4p
ð9Þ

The directivity is a measure of how efficiently the antenna
is directing the radiation in space, according to the 1983
IEEE standard [14]. The directivity D, a dimensionless
quantity, of an antenna is given by

D¼
U

U0
¼

4pU

Prad
ð10Þ

The directivity is dependent on the direction. If the direc-
tion is not specified, the default is the direction of maxi-
mum radiation intensity.

The dimensionless maximum directivity Dmax, denoted
by D0, is expressed as

D0¼
Umax

U
¼

4pUmax

Prad
ð11Þ

Many practical antennas work with dual polarizations in
mutually perpendicular directions, and then the directiv-
ity is defined in that particular direction; the total max-
imum directivity is a sum of directivities in mutually
perpendicular directions and is expressed as

D0¼Dk þD? ð12Þ

The mathematical expressions for Dk and D? are

Dk ¼
4pUk

Pradk þPrad?
ð13aÞ

D? ¼
4pU?

Pradk þPrad?
ð13bÞ

1.3. Antenna Gain and Radiation Efficiency

An antenna is a passive device, but it can be designed to
radiate more energy in a desired direction. The gain (G) of
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an antenna is defined as

G¼
radiation intensity in maximum direction of radiation ðU0Þ

radiation intensity of a lossless isotropic source with same input

ð14Þ

All practical antennas have losses, and therefore efficien-
cies of practical antennas are less than 100%. The antenna
efficiency (Z) is defined as the ratio of the real power ra-
diated in space by the antenna to the real power input at
its feed terminals:

Radiation efficiency ðZÞ

¼
real power radiated by test antenna ðPradÞ

total real input at antenna feed terminals ðPinÞ

ð15Þ

The antenna efficiency Z is related to the directivity D and
the gain G through the relationship

G¼ ZD ð16Þ

1.3.1. The Vector and Scalar Potentials and Field Calcu-
lations Using Potentials. Most of the time a direct solution
of Maxwell’s equations subject to the boundary conditions
for a practical problem becomes difficult. Therefore, it is
customary to use intermediatory (or auxiliary) functions,
called potential functions, to obtain solutions of electro-
magnetic problems. There are four such functions; two of
them are scalar (one electric and one magnetic) and two of
them are vector (one electric and one magnetic) potentials.

The magnetic vector potential A is related to the mag-
netic flux density through the relation B¼r
A and the
electric scalar potential V is related to E and A through
the relation E¼ �rV�A.

The steps to determine the fields at any point due to the
linear antenna are as follows: (1) define the current dis-
tribution on the dipole; (2) find expressions for the four
potentials; (3) transfer the Cartesian components of the
magnetic vector potentials to those in spherical polar co-
ordinates; (4) once the magnetic vector potential is deter-
mined, the magnetic field at any point is obtained; and
(5) what remains to be done is to use Maxwell’s equation to
determine the electric fields at any point from the mag-
netic field obtained.

Before we proceed to determine radiated fields, let us
discuss the four potentials for this example. The magnetic
current Im is equal to zero since the wire carries a fila-
mentary electric current and hence the electric vector po-
tential F is zero since it is a function of magnetic current
only. In this situation, the magnetic vector potential A is
given by

A¼
m0

4p

Z þdl=2

�dl=2
Jðx0; y0; z0Þ

expð�jkRÞ

R
dz0 ð17Þ

where (x0, y0, z0) are source coordinates, (x, y, z) are the field
coordinates, R is the distance between the observation
point and any point on the source (Fig. 1). Jz is the z-
directed electric current element, and the linear path C is
along the length of the source.

2. THE INFINITESIMAL, OR HERTZIAN, DIPOLE

Before we do the analysis for a practical antenna, namely,
a linear antenna, let us establish the analysis procedure
for an infinitesimal, elementary, or Hertzian dipole. These
are building blocks for more complex antenna systems.
Since the dipole is infinitesimal, the current is assumed to
be constant.

For the infinitesimal dipole (Fig. 1), the current on the
infinitesimal dipole is given by

Jeðx
0; y0; z0Þ ¼ ẑzJ0 ð18Þ

where

x0 ¼ y0 ¼ 0; since the length of the

dipole is infinitesimal and of length dl

R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðx� x0Þ2þ ðy� y0Þ2þ ðz� z0Þ2�

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2þ y2þ z2Þ

p
¼ rðletÞ

l /2

(a)

(b)

l /2
y

r

z

z

x

x

y

Er

E�

E�




�

r

�




Figure 1. (a) The infinitesimal dipole and (b) its coordinate sys-
tem. This figure geometrically shows how the field at any obser-
vation point from an infinitesimal dipole, which is a building
block, can be estimated.
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With these, the magnetic vector potential A is given by

Aðx; y; zÞ¼ ẑz
m0

4r
expð�jkrÞdz0

¼ ẑz
m0I0dl

4pr
expð�jkrÞ for rO0

ðexcluding the sourceÞ

ð19Þ

The components of A are given by

Ar¼Az cos y¼
m0I0dl

4pr
expð�jkrÞ cos y ð20aÞ

Ay¼ � Az sin y¼ �
m0I0dl

4pr
expð�jkrÞ sin y ð20bÞ

Af¼ 0 ð20cÞ

Due to symmetry of the radiating dipole, we have @/@f¼ 0;
thus we obtain

H¼f
1

4pr

@

@r
ðrAfÞ �

@Ar

@y

� 
ð21Þ

The expressions for magnetic fields are given by

Hr¼Hy¼ 0

Hf¼ j
k0I0dl

4pr
1þ

1

jkr

� 
sin y exp ð�jkrÞ

ð22Þ

The electric field can be found from a curl relationship:

E¼
1

joe
r
H ð23Þ

This gives the three longitudinal and transverse electric
field components as

Er¼
m0I0dl

2pr2
1þ

1

jkr

� 
cos y expð�jkrÞ ð24aÞ

Ey¼ jZ0

k0I0 sin y
4pr

1þ
1

jkr
�

1

ðkrÞ2

� 
expð�jkrÞ ð24bÞ

Ef¼0 ð24cÞ

2.1. Near and Far Fields

The near-field region are at a close enough distance such
that kr51:

Er¼ � jZ0I0dl
expð�jkrÞ

2pk0r3
cos y ð25aÞ

Ey ffi �jZ0I0dl
expð�jkrÞ

4pk0r3
sin y ð25bÞ

Hf ffi I0dl
expð�jkrÞ

4pr2
sin y ð25cÞ

Ef¼Hr¼Hy¼ 0 ð25dÞ

Several observations are in order. Er and Ey have (1/r2)
variation as distance and therefore decays very fast. These
are induction components and die down rapidly with
distance. The electric field components Er and Ey are
in time phase, but the magnetic field component Hf

is in time quadrature with them. Therefore, there is no
time-average power flow associated with them. Hence, the
average power radiated will be zero, and the Poynting
vector is imaginary. This can easily be verified by inte-
grating the average power density over a sphere in the
near region.

The space surrounding the antenna can be divided into
three regions, namely, induction, near-field (Fresnel), and
far-field regions. The induction region has 1/r3 space vari-
ation, the near field has 1/r2 variation, and the far field
has a 1/r variation with distance r.

2.2. Far Field

The far-field expression can be obtained with krb1 and by
extracting the (1/r) term and is given by

Ey¼ jZ0k0I0dl
expð�jkrÞ

4pr
sin y ð26aÞ

Er¼Ef¼Hr¼Hy¼ 0 ð26bÞ

Hf¼ jk0I0dl sin y
expð�jkrÞ

4pr
ð26cÞ

The intrinsic impedance Zm of the medium is defined as
the ratio of the tangential electric and magnetic fields and
is given by

Zm¼
Ey

Hf
¼ Zm ð27Þ

2.3. Intermediate-Field Region

For expression for field components in the intermediate
region (kr41), the reader is referred to any standard text
on antennas [1].
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2.4. Directivity

The radiation intensity U is given by

U¼ r2Wav ð28Þ

where

Wav¼
1

2
ReðE
H�Þ ð29Þ

and

U¼
r2

2Z0

jEyðr; y;fÞj2 ð30Þ

The maximum directivity D0 turns out to be equal to 1.5.

2.5. Radiation Resistance

The radiation resistance is obtained by dividing total pow-
er radiated by the lossless antenna by |I0|2/2 and is given
by

Rr¼ 80p2 dl

l

� �2

ð31Þ

3. THE THIN LINEAR ANTENNA

This section deals with the analysis and properties of a
finite-length dipole. The wire is considered to be thin such
that tangential currents can be neglected and the current
can be considered as only linear. The thin linear antenna
and its geometry are shown in Fig. 2. The boundary con-
ditions of the current are that the currents are zero at the
two ends and maximum at the center. There is experi-
mental evidence that the current distribution is sinusoi-
dal. The current distributions are for a dipole l and for
length varying from l/2 to l. Thick dipoles will be treated
in a subsequent section.

3.1. The Current Distribution

The current distribution on the thin dipole is given by

Ixðx
0 ¼ 0; y0 ¼ 0; z0Þ

¼

ẑzI0 sin½kðl=2� z0Þ�; 0 � z0 � l=2

ẑzI0 sin½kðl=2� z0Þ�; �l=2 � z0�0

8
<

:
ð32Þ

The current distributions on the linear dipoles for differ-
ent lengths are shown in Fig. 3, and Fig. 4 shows the cur-
rent distributions on a half-wave dipole at different times.

3.1.1. Fields and Radiation Patterns. To determine the
field due to the dipole, it can be subdivided into small seg-
ments. The field at any point is a superposition of the con-
tributions from each of the segments. Since the wire is

very thin, we have x0 ¼ 0 and y0 ¼ 0. The electric and mag-
netic field components due to the elementary infinitesimal
dipole segment of length dz0 at an arbitrary point are
given by

dE0¼ jZ0k0Izðx
0; y0; z0Þ

expð�jkRÞ

4pR
sin ydz0 ð33aÞ

dEr ffi dEf¼dHr¼dHy¼ 0 ð33bÞ

dHf ffi jk0Izðx
0; y0; z0Þ

expð�jkRÞ

4pR
sin ydz0 ð33cÞ

where

R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þ y2þ ðz� z0Þ2

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr2 � 2rz0 cos yþ z02Þ

p

with

r2¼ x2þ y2þ z2; z¼ r cos y

The expression for R can be expanded binomially as

R¼ r� z0 cos yþhigher-order terms decaying

very fast with rbz0
ð34Þ

x
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y

P(r,�,
)
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r
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Figure 2. (a) Thin linear antenna and (b) its coordinate system.
This figure geometrically shows how the field at any observation
point can be formulated using the basic building block, namely,
the infinitesimal dipole.
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The total field due to the dipole is obtained by integrating
over the whole length. Omitting the straightforward steps,
it turns out that the field components Ey and Hf are given
by

Ey ffi
jZ0I0

2p
expð�jkrÞ

r

cosðkl=2 cos yÞ � cosðkl=2Þ

sin y

� 
ð35aÞ

Hf¼Ey=Z0 ð35bÞ

where Z0 is the intrinsic impedance of free space.
To save space we will not describe the derivation of

power radiated, which involves Ci(x), Si(x), and Cin(x)
functions.

3.1.2. The Radiation Resistance. The resistance can be
shown to be given by

Rr¼
Z

2p
fCþ lnðklÞ � CðklÞ

þ
1

2
sinðklÞ . ½Sð2klÞ � 2SðklÞ�

þ
1

2
cosðklÞ½Cþ lnðkl=2Þ

þCð2klÞ � 2CðklÞ�g

where C(X) and S(X) are well-known functions constitut-
ing Fresnel integrals (see App. IV in Ref. 1).

4. THE METHOD-OF-MOMENTS SOLUTION

For many practical antennas and scatterers, including
linear antennas, the desired current distribution is ob-
tained by numerically solving the integral equations. The
method of moments (MoM) is a technique to convert an
integral equation to a matrix equation and hence solve the
linear system by standard matrix inversion techniques.
The MoM is very well documented in the literature [15],
and only the basic steps will be briefly discussed below.

The magnetic field integral equation (MFIE) for the
unknown current density can be rewritten as an inhomo-
geneous equation in operator form as follows

LðJsÞ¼ 2n
HðrÞ ð36Þ

where the right-hand side is a known quantity and L(Js) is
an integrodifferential linear operator defined as

LðJsÞ¼Jsn̂n

1

2p

Z

C

Jsðr
0Þ 
r0G ds0 ð37Þ

where Js is the electric current on the wire and G is the
free-space Green function.

Let us discuss the solution of inhomogeneous scalar
equation given by

Lðf Þ¼ g ð38Þ

where f¼f(x) is the unknown function to be determined,
g(x) is a known function and L is a linear operator. The
seven steps [16] in obtaining the solution of Eq. (38) are
the same as the steps for the solution of Eq. (37).

   

  

I

l<<

(a)

�

��

�

/2<l<

(c)

l  =   /2

(b)

<l<3�/2

(d)

I in
I

I0 = I in

I
I in I0

I
I in I0

Figure 3. Current distribution on dipoles of different lengths.
Different physical lengths of the dipole support different current
distributions with varying number of half-sinusoids. This is be-
cause at the two ends of the wire, the boundary condition that the
current must be zero has to be satisfied.
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The steps are as follows:

1. Expand f as

f ¼
XN

n¼ 1

anfn ð39Þ

where the an values are the unknown coefficients,
and the fn values are known functions of x, known as
expansion, or basis, functions.

2. Using Eq. (38) in Eq. (37), we get

XN

n¼ 1

anLðfnÞ¼ g ð40Þ

3. Define a suitable inner product hf ;gi defined in the
range L of x:

hf ;gi¼

Z

D

f ðxÞgðxÞdx ð41Þ

4. Define a set of testing or weighting functions wm,
m¼ 1, 2,y, N, in the range. Taking the inner prod-
uct of Eq. (40) with each wm and obtain

XN

n¼ 1

anhWm;LðfnÞi¼ hWm; gi ð42Þ

where m¼ 1, 2,y, N; h . i is the inner product, the
product of the two functions integrated over the
domain.

5. Express the set of algebraic equations given by
Eq. (40) in the matrix form

½Imn�½an� ¼ ½gm� ð43aÞ

where the matrix is given by

½Imn� ¼

W1;Lðf1Þ W1;Lðf2Þ � � � W1;Lðf1Þ

W2;Lðf2Þ W2;Lðf2Þ � � � W2;Lðf2Þ

� � � � � � � � �

WN ;LðfNÞ WN ;LðfNÞ � � � WN ;LðfNÞ

2

666664

3

777775

ð43bÞ

where aN and gN are the column vectors given by

½aN � ¼

a1

a2

..

.

aN

2

6666664

3

7777775
ð44aÞ

½gN � ¼

hW1;gi

hW2;gi

� � �

� � �

hWN ; gi

2
666666664

3
777777775

ð44bÞ

4.1. Moment-Method Solution for Radiation from Thin Wire

Two types of volume integral equations are used for the
linear antenna and wire scatterer problem. These are the
integral equation of Hallen type and the integral equation
of Pocklington type. Hallen’s integral equation usually ne-
cessitates the postulation of a delta-gap voltage at the
feedpoint and also requires the inversion of an (Nþ 1)-
order matrix. The advantages of Pocklington’s integral
equation is that it is possible to incorporate different
source configurations and it requires inversion of a
matrix of order N.

For a current-carrying perfectly conducting wire, the
Hallen’s integral equation obtained by solving the scalar
wave equation is given by (1)

Izðz
0Þ

expð�jkRÞ

4pR
dz0

¼ � j
ffiffiffiffiffiffiffi
e=m

p
½B1 cosðkzÞþB2 sinðkzÞ�

ð45Þ

where

Izðz
0Þ ¼ current flowing through elementary length of

wire
R¼distance of the observation point from ele-

mentary length
I¼ total length of center- fed wire

e, m, s¼ 0¼primary constants of medium in which the
antenna is radiating k is the derived second-
ary constant, namely, the wavevector of the
medium

B1 and B2 ¼ are constants to be determined

The Pocklington’s integral equation is given by

Izðz
0Þ

@2

@z2
þk2

� �
Gðz; z0Þ

� 
dz0

¼ � joeEi
z ðatr¼aÞ

ð46Þ

where for thin wire the radius a5l, the free-space Green
function G(z, z0) is given by

Gðz; z0Þ ¼GðRÞ ¼
expð�jkRÞ

4pR
with

R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2þ ðz� z0Þ2

q

Ei
z¼ the incident field ðthis is thesource field for

antennas andscattered field for scatterersÞ

ð47Þ
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The availability of high-speed computers, graphics, and
software packages, along with the enormous development
of microcomputers, has made electromagnetic numerical
computation extremely viable. An attractive feature of
numerical methods is their ability to handle arbitrarily
shaped and electrically large bodies and bodies with non-
uniformity and anisotropy where exact solutions can only
at best provide some physical insight. For large problems,
it is possible to get a linear system with a minimum set of
equations to achieve a certain accuracy.

An account of the area of numerical computation of thin
wire problem is well-documented in the literature [1,3,6–
13]. As described in Ref. 8, there are many important
computational issues involved in thin wire problems.
These are (1) segmentation of the structure and the cor-
rect number of segments, (2) choice of right current ex-
pansion functions, (3) the thin-wire approximation (radius
a5l), (4) roundoff error due to matrix factorization, (5)
near-field numerical anomaly, (6) treatment of the junc-
tions of the segments, (7) wire-grid modeling, and (8) com-
puter time required. Also, the errors [7] involved are of
concern. There are two types of errors encountered: (1) the
physical modeling error, because in the absence of an ex-
act solution for a variety of semicomplex and complex
structures, it is the natural departure of the assumed
structural details from the actual structure; and (2) the
numerical modeling error, since all numerical methods are
approximate but sufficiently accurate for the application.

4.2. Formulation

Before we discuss the formulation of the thin-wire integral
equation, comments on the expansion functions used in
this study are in order. There are broadly two types of
expansion functions:

1. Entire-Domain Functions. As the name suggests,
these functions are defined over the entire integra-
tion path C, and the subdomain is defined over piec-
es on the integration path C. Some of these are
Fourier, MacLaurin, Chebyshev, Hermite, Legend-
re, and so on. Tables available in Richmond’s work
[17] and also in Ref. 8 are reproduced in Table 1.

2. Subdomain Expansion Functions. Subdomain ex-
pansions are attractive, convenient, and less expen-
sive in terms of computer time. This stems from the
fact that the current is matched on part of the inte-
gration path, whereas for the entire domain the in-
tegration is performed over the whole path and for
all N terms of the expansions and coefficients deter-
mined.

Miller and Deadrick [8] provide a table containing the
many basis and weighting functions that have been tested
in computer runs. This table also compares the suitability
of the use of different functions in different problems.
The table is too big to reproduce here, and it is left to
the reader to look up. It tabulates the method, integral
equation type, basis function, current conditions for inte-
rior and end segments, the basis function in terms of un-
known for unknown and end segments, weighting
function for interior and end segments, number of un-
knowns, and specific comments on the applicability of the
expansion functions.

4.3. The Electric Field Integral Equation and Its
Matrix Representation

Figure 5 gives the geometry of the arbitrarily oriented
straight wire. The wire is broken into segments, or sub-
sections. The mininumerical electromagnetic code (MI-
NINEC) relates the current distribution on the wire due
to the incident filed. The integral equation relating the
incident field Ei, magnetic vector potential A, and electric
scalar potential f are given by

�Ei . t̂t¼ � joA . t̂t� t̂t .rf ð48aÞ

where

A¼
m0

4p

Z
IðsÞSðsÞkðrÞds ð48bÞ

f¼
1

4oe

Z
qðsÞkðrÞds ð48cÞ

Table 1. Entire-Domain Current Expansions Using Different Polynomials

A. The Polynomials

Fourier: I(z)¼ I1 cos(px/2)þ I2 cos(3px/2)þ I3 cos(5px/2)þ � � �
MacLaurin: I(z)¼ I1þ I2x2

þ I3x4
þ � � �

Chebyshev: I(z)¼ I1T0(x)þ I2T2(x)þ I3T4(x)þ � � �
Hermite: I(z)¼ I1H0(x)þ I2H2(x)þ I3H4(x) þ � � �
Legendre: I(z)¼ I1P0(x)þ I2P2(x)þ I3P3(x)þ � � �

where �1/2rx¼2z/Lr1/2

B. Typical Results for Functions

L¼0.5l; a¼0.005l; yi ¼901

In Fourier MacLaurin Chebyshev Hermite Legendre

1 3.476 3.374 1.7589 8.2929 2.2763
2 0.170 4.037 1.5581 14.3644 2.1005
3 0.085 3.128 0.0319 4.4135 0.0655
4 0.055 4.101 0.0112 0.3453 0.0421
5 0.040 1.871 0.0146 0.0073 0.0322
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t is a unit vector tangential to the wire at any distance
along the path of integration which is the length of the
wire and k(R) is given by

kðRÞ¼
1

2p

Z 2p

f¼ 0

expð�jkRÞ

R
df ð49Þ

The continuity equation given below determines the rela-
tionship between the charge q(s) and the rate of change of
current with distance:

qðsÞ¼ �
1

jo
dl

ds
ð50Þ

The MININEC solves the integral equation using the
following steps:

1. The wires are divided into small equal segments
such that the length of the segment is still large
compared to the radius of the wire (a5l, typically
1

100 th of a wavelength). The radius vectors m, n¼ 0,
1, 2,y are defined with reference to a global origin.

2. The unit vectors are defined as

snþ 1=2¼
rnþ 1 � rn

rnþ 1 � rn

�� �� ð51Þ

The testing and expansion functions are pulse func-
tions that are defined by

PnðsÞ¼
1 for sn�1=2ososnþ 1=2

0 otherwise

(
ð52Þ

where the points snþ1/2 and snþ 1/2 are the segment mid-
points and are given by

snþ 1=2¼
snþ 1þ sn

2
; sn�1=2¼

sn � sn�1

2
ð53Þ

In terms of global coordinates, we obtain

rnþ 1=2¼
rnþ 1þ rn

2
; rn�1=2¼

rnþ rn�1

2
ð54Þ

When the pulse functions of Eq. (52) are inserted in pa-
rentheses, we obtain

EiðsmÞ .
sm � sm�1

2

� �
Sm�1=2þ

smþ 1 � sm

2

� �
Smþ 1=2

h i

¼ joAðsmÞ .
sm � sm�1

2

� �
Sm�1=2

h

þ
Smþ1 � sm

2

� �
Smþ 1=2


ð55Þ

The exact kernel treatment developed above is for obser-
vation points on source segments. For observation points
near but not on the source, a segment has been developed
by Wilton, and MININEC has incorporated it (16).

4.4. Expansion of Currents

The currents are expanded in terms of pulse functions as
shown in Fig. 5, excluding the endpoints where the cur-
rents are chosen as zeros to satisfy boundary conditions at
the ends. The current expansion is given by

IðsÞ¼
XN

n¼ 1

InPnðsÞ ð56Þ

Using this current expansion in Eq. (48b) and after math-
ematical manipulations which are available in Ref. 1 and
are not detailed here, we get the linear system matrix
equation in N unknowns

½Vm� ¼ ½Zmn�½In� ð57Þ

where m, n¼ 1, 2,y, N, [Zmn] is the square impedance
matrix, and [Vm] and [In] are applied voltage and current
column vectors:

Zm¼ �
1

4pjoe
k2ðrmþ 1=2 � rm�1=2Þ . ðsnþ 1=2cm;n;nþ 1=2

h

þ sn�1=2cm;n�1=2;nÞ �
cmþ 1=2;n;nþ1

snþ 1 � sn
þ

cmþ 1=2;n�1;n

sn � sn�1

þ
cm�1=2;n;n�1

snþ 1 � sn
�

cm�1=2;n�1;n

sn � sn�1


ð58Þ

This matrix has elliptical integrals involved in it. These
elliptical integrals can be evaluated numerically.

These equations are valid for any radius other than
small, for which the expression for c breaks down, and
Harrington [19] provided an approximate formula for c.

0

10 n −1

n −1

n n +1

n +1 N −1

N −1 N

.........

.........

p
1

pn −1 pn +1 pN −1pn......... .........

.........

.........

1 n

(a)

(b)
N

Figure 5. Wire segmentation with pulses for current and charges:
(a) unweighted current pulses; (b) unweighted charge representa-
tion. The whole length is broken into several segments. Each seg-
ment is assigned a pulse, and the pulses represent the assumed
current distribution.
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This is given by

c¼
1

2pDs
ln D

s

a

h i
� j

k0

4p
for m¼n ð59aÞ

¼
expð�jkrmÞ

4prm
for mOn ð59bÞ

The integral is given by

cm;u;v¼

Z
k0ðsm � s0Þds0 ð60Þ

4.5. Inclusion of Nonradiating Structures

4.5.1. The Ground Plane. When the wire structure near
the ground plane is assumed to be perfectly conducting, an
image is created. The structure and the ground plane is
equivalent to the structure and the image.

The voltage and current relationship is given by

½Vm� ¼ ½Z
0
mn�½In� ð61Þ

where

Z0mn¼ZmnþZm;2N�nþ 1

4.5.2. Wire Attached to Ground. When a wire is at-
tached to the ground on one or both sides, there will be a
residual component of current at one or both ends. In this
case, a current pulse is automatically added to the end
point in the formulation.

4.5.3. Lumped-Parameter Loading. If an additional com-
plex load is added to the perfectly conducting wire (Fig. 6),
there will be an additional voltage drop created at that
point if the location of the load (Zl¼Rlþ jXl) is at a point
of nonzero pulse function. The impedance matrix is
modified to

½Vm� ¼ ½Z
0
mn�½In�

where Z0mn is the modified impedance matrix and is given
by

Z0mn¼
ZmnþZload for m¼n

Zmn for mOn

(

4.6. Validation of the MININEC code

Extensive work has been reported on the validation of the
MININEC. Numerous validation runs have been carried
out to meet the following requirements: (1) the segmen-
tation density, (2) thin-wire criteria, (3) small radius cal-
culation, (4) step changes in wire radius, (5) spacing of
wires, (6) loop antenna, and (7) monopoles and antennas
above ground.

4.7. Operation of Currents—LU Decomposition

The operation is oriented around the menu shown below.
Here we describe the DOS version [19,20], but the Win-
dows version is also available [21–23]:

MENU

1 -- COMPUTE/DISPLAY CURRENTS

2 -- CHANGE EXCITATION

3 -- CHANGE FREQUENCY

4 -- CHANGE LOADING

5 -- LOAD GEOMETRY

6 -- SELECT OUTPUT DEVICE

7 -- RETURN TO SYSTEM SUPERVISOR

0 -- EXIT TO DOS

SELECTION (1--7 OR 0) ?

4.8. Some Examples Using MININEC

4.8.1. Tee Antenna. Figure 7 shows the geometry of
the tee antenna fed from the base by a coaxial line. The

Wire 1 Wire 2

Wire 3

Wire 2

Overlapping pulse

Overlapping pulse

(a)

(b)

(c)

Overlapping pulse
Wire 1

Figure 6. Overlap scheme used at a multiple junction of wires:
(a) wire 1 with no end connections; (b) wire 2 overlaps onto wire 1;
(c) wire 3 overlaps onto wire 1.

y

z

x

Wire 2

Wire 3
Wire 1

0.04 m

0.12 m

0.12 m

Figure 7. Geometry of the ‘‘tee’’ antenna. Typical dimensions are
shown.
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impedance calculations of the tee antenna using different
computer programs, including CURLU in MININEC and
have been compared with measurements [25].

4.8.2. Near and Far Fields. The near- and far-field pro-
grams (FIELDS) calculate near and far fields using the
current distribution on the structure obtained by integral
equation formulations. The current distribution can be
computed using three programs: CURLU, CURTE, and
CURRO. The current distribution can be computed using
perfect and imperfect ground, although the real ground
corrections are applied to the far field only. The real
ground correction is included in the form of reflection co-
efficients for parallel and perpendicular polarizations. For
details, the reader is referred to Chap. 8 of Ref. 7. The
menu is given below. User input(UI) means the user is
expected to respond at that point.

MENU

1--COMPUTE NEAR FIELDS

2--COMPUTE FAR FIELDS

3--SELECT/CHANGE ENVIRONMENT

4--SELECT/CHANGE CURRENTS FILE

6--RETURN TO SYSTEM SUPERVISOR 7--EXIT TO DOS

SELECTION (1--6 OR 0) ? User Input

NAME OF INPUT CURRENT FILE? User Input (UI)

ELECTRIC OR MAGNETIC NEAR FIELDS (E/M) ? User

Input

X-COORDINATE Y-COORDINATE

INITIAL VALUE? UI INITIAL VALUE?

INCREMENT? UI INCREMENT?

NO. OF PTS? UI NO. OF PTS?

Z-COORDINATE

UI INITIAL VALUE? UI

UI INCREMENT? UI

UI NO. OF PTS? UI

PRESENT POWER LEVEL IS : CURRENT VALUE

CHANGE POWER LEVEL (Y/N) ? UI

NEW POWER LEVEL (WATTS) ? UI

Once the parameters are specified, the near- and far-
field results are printed out in words. Figure 8–15 show
the near-field characteristics of the monopole.

5. THE THICK LINEAR ANTENNA

The thin linear antenna is frequency-sensitive. In prac-
tical communication scenarios, the transponders use
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Figure 8. Monopole near fields: Ez versus horizontal distance.
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wideband signals to increase the channel capacity and
therefore needs antennas that can handle a large band of
frequencies. One way of increasing the bandwidth is to use
electrically thick wires.

A thick cylindrical dipole (Fig. 16) is the inexpensive
way to increase the bandwidth of linear antennas. The
increase in thickness leads to circumferential component
If of the otherwise linear current. This can be handled
with the integral equation formulation. Figures 17a and
17b, respectively, show the variation of input resistance
and reactance of the dipole with l/2a ratios 25 (thick), 50,
and 10,000 (thin), where 2a is the diameter of the wire.

6. THE SLEEVE DIPOLE

The structure that closely resembles an asymmetric dipole
is the sleeve dipole (Fig. 18), which is a base-fed monopole
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on a ground plane. The outer conductor of the coax line is
extended to give wideband characteristics apart from im-
pedance control and mechanical strength. Another way of
increasing the bandwidth will be to coat the metal wire

with a low-loss dielectric or just push the metal wire into a
sleeve (a thin dielectric pipe). It can be fed symmetrically,
but the problem of impedance matching and using a prop-
er matching network will increase the complexity and cost
of the device. For further discussion on sleeve dipoles, the
reader is referred to Ref. 1.

7. COMPUTER CODES

7.1. A Summary of Different Available Codes

The following subsections summarize the scope of the
codes currently used for linear antenna analysis.

7.1.1. The Electromagnetic Surface Patch Code. The
electromagnetic surface patch (ESP) code version IV
[26], which uses the method of moments (MoM), is writ-
ten for the analysis of radiation and scattering from three-
dimensional geometries. These geometries include the in-
terconnection of thin wires and perfectly conducting and
thin dielectric polygonal plates. This code works for open
as well as closed surfaces since the formulation is based on
electric field integral equation. It uses polygonal plates
modeling, which can generate an object as complex as an
aircraft with only 12 polygonal plates. The ESP code is
capable of doing the following:

1. It can model an arbitrary thin wire by using a num-
ber of piecewise straight segments.

2. It can be model an arbitrary perfectly conducting
surface by a combination of polygonal plates. The
plates can be of thin dielectric sheets, which have
been modeled using impedance approximation.

3. The code incorporates the wire–junction with the
restriction that the junction must be at least one-
tenth wavelength away from the nearest edge; it can
take care of several plates generated from a common
edge.

In order to use this code, the user specifies the (x,y,z) co-
ordinates of the corners of each plate by entering the (x,y,z)
coordinates of the corners of each plate and the maximum
segment size in wavelengths for calculating the MoM
modes. The code automatically takes care of the frequen-
cy independence of the models.

In summary, the ESP code can treat a variety of geom-
etries: (1) thin wires with finite conductivity and lumped
loads, (2) perfectly conducting or thin dielectric polygonal
plates (30 wire–plate junctions) at least 0.1l from the edge
of a plate, (3) plate–plate junctions, including several
plates of different sizes that intersect along a common
edge, and (4) excitation by either a voltage generator or an
incident plane wave.

ESP can compute the key characteristics of engineering
interest of an antenna, namely, current distributions, an-
tenna input impedance, radiation efficiency, mutual cou-
pling, near- or far-zone radiation patterns for all
polarizations, and near- or far-zone back, bistatic, and for-
ward scattering patterns (full scattering matrix). These
are still bugs in the ESP code, and new features are being
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Figure 16. The center-fed thick dipole. A thick dipole has a fre-
quency characteristic over a much wider band than a thin anten-
na. The diagram shows how such a dipole will receive power from
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added to the codes. Nevertheless, it should be possible to
customize the code for a specific application.

7.1.2. The Mininumerical Electromagnetic Code
(MININEC). The MININEC [20,21] is a computer program
prepared in BASIC language using the method of mo-
ments for the analysis of linear antennas. It uses a Galer-
kin procedure [19] to solve for wire currents using an
integral equation formulation that relates the vector and
scalar potentials to the electric field. This formulation can
easily be programmed for use in microcomputers. The code
can solve for impedance and currents on arbitrarily wires
including configurations with multiple wire junctions. The
code incorporates lumped impedance loading and near-
zone electric and magnetic fields when the wire is in free
space as well as over a perfectly conducting ground. MI-
NINEC is written in a IBM PC-DOS-compatible BASIC
language.

8. FEED FOR LINEAR ANTENNAS

In all practical antennas, there exists a mechanism of
feeding the antenna to launch the desired current distri-
bution. This requires a finite gap with a nonzero current
and alters the normally assumed current distribution.
Hence, a correction factor should be introduced to accu-
rately model the feedpoint current. Several methods of
feeding half-wave antennas are shown in Figs. 19a–19d.
Normally, since the complex input impedance of the dipole
is quite different from the real input resistance (under
high frequency approximation), there is a need to use a
matching network to match the input impedance to the
feeder and keeping the voltage standing-wave ratio
(VSWR) close to unity in the frequency range of opera-
tion. Figure 19a shows the balanced line-type center feed.
Figure 19b shows a ‘‘delta match’’ or ‘‘shunt feed’’ feeder
that provides a good impedance mismatch and low VSWR
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on the feeder line. The simplest feeding arrangement is
the ‘‘end feed’’ (Fig. 19c), where the vertical transmission
line radiates energy. The configuration in Fig. 19d can be
made efficient by tapping the vertical line at an appropri-
ate location.

To account for the nonzero current at the finite gap feed
terminals and consequent distortion in the current distri-
bution.

The modified current is given by [28]

Izðx
0; y0; z0Þ

¼

azfI0 sin½kðl=2� z0Þ� þ jaI0 ½cosðkz0Þ � cosðkl=2Þ�g

for 0�z0�l=2

azfI0 sin½kðl=2þ z0Þ� þ jaI0 ½cosðkz0Þ � cosðkl=2Þ�g

for� l=2�z0�0

8
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ð62Þ

z = 0
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z

Figure 18. The sleeve dipole. Apart from making the wire thick,
another way of increasing the bandwidth of a thin wire is to put it
in a sleeve, which is basically a dielectric coating, and terminate
by a ground plane on one side.
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Figure 19. Methods of exciting linear antennas: (a) center feed;
(b) delta match or shunt feed; (c) end feed; (d) impedance-matched
taping. Excitation mechanisms are very important in order to
launch maximum power. Not shown are matching transformers to
ensure maximum power transfer.
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where a¼ the coefficient dependent on the length of the
gap and the antenna. If the radius of the wire and the gap
are small the value of this coefficient is small.

For a half-wave dipole, we obtain

I0ðx
0; y0; z0Þ ¼azI0ð1þ jaÞ cosðkz0Þ for 0� z0

�� ���l=4

The shape of the current does not change for a half-
wave dipole, but it does for other lengths, such as a wave-
length.

9. BANDWIDTH OF LINEAR ANTENNAS

The bandwidth of an antenna is the frequency range over
which the performance of the antennas meets a specific
requirement, such as that the gain does not fall below 3 dB
of the maximum, or the midfrequency value. There is no
unique characterization of bandwidth since the different
properties such as input impedance, radiation pattern,
polarization, and gain of an antenna vary in entirely dif-
ferent ways in a frequency range. The definition meets the
requirement of specific application. Nevertheless, the
bandwidth is defined in three different ways: (1) half-pow-
er bandwidth is the frequency range within which the
gain does not fall by more than 3 dB, (2) the percentage
bandwidth normally defined for a narrowband antenna is
defined as the bandwidth (the difference between upper
and lower frequencies of operation) divided by the center
frequency and then multiplied by 100, and (3) for wide-
band- or frequency-independent antennas it is the ratio of
higher and lower frequencies of operation.

The thin linear antenna that we have dealt with in this
article is based on the assumption that the radius is small
compared with the wavelength of operation. This neces-
sarily means that the current on the wire is linear and has
no tangential component. In a practical situation an an-
tenna has to operate in a frequency band. This assumption
is no longer valid and the thin linear antenna becomes
frequency-sensitive. Therefore, something needs to be
done to the thin antenna so that it develops the capabil-
ity of handling a wide frequency band.

The way of achieving wider bandwidth will be to use
electrically thick dipoles or to coat thin metallic wires with
lossy dielectrics. A thick dipole and a dielectric coated di-
pole with their centrally located feeding source are shown
in Figs. 20a and 20b, respectively. The effect of coating the
thin linear antenna with a layer of electrically and mag-
netically lossless and lossy material is discussed is two
papers in (28) and (29) and summarized in (1). The ana-
lytical techniques used is a moment method solution. Two
parameters, P and Q [28,29], involving the electrical and
magnetic parameters, inner and outer radii, are found to
be of interest in moment method solutions and help in de-
signing antenna characteristics using coating of electri-
cally and magnetically lossless and lossy material. They
are given by

P¼
er � 1

er

� �
ln

b

a

� �
ð63aÞ

Q¼ ðmr � 1Þ ln
b

a

� �
ð63bÞ

where a¼ radius of the thin wire, b�a¼ thickness of the
coating, er¼ the relative permittivity of the coating or the
medium in which the thin wire is embedded, and mr¼ rel-
ative permeability of the coating or the medium in which
the thin wire is embedded.

It turns out that the effects of increasing the real part of
both P and Q are to increase the peak value of input im-
pedance, to increase the electric length which lowers the
resonant frequency and to reduce the bandwidth of oper-
ation. The effects of increasing the imaginary part of P and
Q are to decrease the peak value of input impedance, to
decrease the electrical length which increases the reso-
nant frequency, and to increase the bandwidth. This
means a proper choice of a lossy dielectric with maximum
imaginary parts of P and Q and minimum real parts of P
and Q can achieve an optimum bandwidth. But this will
be at the cost of antenna efficiency because of the lossy
coating.
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LOCAL-AREA NETWORKS (LANs)

JOSEPH B. EVANS

University of Kansas
Lawrence, Kansas

Local-area networks (LANs) are data communications
networks that are restricted in extent to an office, home,

building, or in some cases, areas as large as a college or
university campus. Because of the spectacular growth in
networking, LANs can be found deployed in almost every
organization. Various established and evolving technolo-
gies are used in LANs, based on physical facilities ranging
from copper and optical fiber to radio. The characteristics
of commonly used LAN technologies will be discussed
below.

1. LAN TOPOLOGIES

LANs can be logically organized in several topologies, the
most popular of which are the bus, star, and ring.

In the bus structure, illustrated in Fig. 1, nodes (com-
puters, printers, or similar devices) are interconnected to
a common, shared physical resource, typically a wire or
cable. This topology is inexpensive, since wiring expenses
are shared among the nodes. Unfortunately, this scheme
involves sharing the limited bandwidth resources of the
bus, and can also be somewhat unreliable, as bus failures
in the vicinity of one node can affect the others on the same
bus. IEEE 802.3 10base5 and 10base5 Ethernet are ex-
amples of networking standards based on a bus topology
at the physical layer. Despite its shortcomings, this re-
mains a common topology because of the simplicity of de-
ployment. Because of the nature of the wireless medium, it
is the topology used by wireless LANs such as those based
on IEEE 802.11.

An alternative is the star topology, shown in Fig. 2, in
which each node has dedicated resources to some central
switching site. This has the advantage of dedicated band-
width to the interconnection point, but the attendant ca-
bling costs are often higher than those for the bus
topologies. Switched Ethernet and asynchronous transfer
mode (ATM) are examples of networking standards based
on a star topology. There is increasing dependence on star
topologies because the limited bandwidth on a cable is not
shared and traffic is not subject to internode arbitration
delays for access to the medium.

Another option is the ring topology, shown in Fig. 3, in
which each node is interconnected to its neighbor. The
IEEE 802.5 Token Ring and the Fiber Distributed Data
Interface (FDDI) are examples of networking standards
based on a ring topology. This topology shares many of the
advantages and disadvantages of the bus topology—inex-
pensive wiring, but with reliability problems if the ring
should be broken. Ring-based LANs have been designed to
overcome the reliability issues by using counterrotating
rings (e.g., FDDI). Depending on the protocols in use,
bandwidth in a ring-based network can be reused (since
the ring is not physically contiguous), and hence such a

Figure 1. Bus topology.
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topology can have a capacity greater than the equivalent
bus.

2. IEEE 802 LAN STANDARDS

Much of the growth in deployment of LAN technology can
be attributed to the standardization of selected technology
options, which has enabled multivendor interoperability
and has spawned a highly competitive market. The IEEE
802 LAN standards are among the most widely used data
protocols yet developed.

The IEEE 802.2 standard specifies the logical link con-
trol (LLC) protocols used by the other IEEE LAN stan-
dards. IEEE 802.2 allows the lower-level protocols to
interface with higher-level protocols in a consistent man-
ner. Using this approach, for example, the Internet Pro-
tocol (IP) need not know the type of underlying hardware
being used on a particular host, which implies that soft-
ware can be simplified and made more reliable. Note that

certain other protocol suites (e.g., IP over ATM) use the
IEEE LLC SAP (service access point) codes for protocol
multiplexing and demultiplexing, so that similar benefits
can be obtained. IEEE 802.2 provides several services;
which services are used and the extent to which they are
used depends on the needs of the other protocols involved.

The IEEE 802.3 standard has been one of the most
successful in the IEEE LAN suite. This standard describes
the Carrier Sense Multiple Access with Collision Detec-
tion (CSMA/CD) protocol that forms the basis for the
Ethernet family (note that the 802.3 standard and Ether-
net differ slightly, but can be made to interoperate). The
IEEE 802.3 standard consists of several related protocols,
for different physical media. Included are the original
10base5 standard for CSMA/CD on 50-O-thick coaxial ca-
ble, the 10base2 standard for lighter 50-O coaxial cable,
and the 10baseT standard for unshielded twisted-pair ca-
bles. No longer commonly used are the 1base5 StarLAN
standard and the 10broad36 standard for more widely
dispersed networks. Fiber extension options are available
for distributed site interconnection (within protocol dis-
tance limits). Ethernets can be found in almost all corpo-
rate data networks. Although networks based on the 10-
Mbps (megabits per second) data rate are still deployed,
higher-rate Ethernet protocols are becoming increasingly
popular, particularly 100-Mbps Fast Ethernet, Gigabit
Ethernet, and most recently 10-Gbps Ethernet. The 100-
Mbps and 1-Gbps Ethernet varieties utilize both fiber and
copper; the latter are restricted to server rooms and other
facilities with small distances between nodes.

The IEEE 802.4 standard specifies the token bus pro-
tocol. This protocol has been the basis for several net-
working technologies, including the MAP/TOP suite.
Multiple physical layers are defined for token bus on 75-
O coaxial cable, including systems at 1, 5, and 10 Mbps.
These are all broadband systems. The original 1-Mbps
system was quite popular because of its low cost and rel-
ative simplicity.

The IEEE 802.5 standard specifies the token ring pro-
tocol. This standard was extensively deployed in PC-based
networks and became second only to Ethernet in ubiquity,
although it is no longer widely used. It uses unshielded

Figure 2. Star topology.

Figure 3. Ring topology.
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twisted-pair cabling, with data rates at 4 and 16 Mbps. It
has several very desirable features, including robust be-
havior in the presence of high traffic loads and bounded
delay (to transmit) times.

3. PROTOCOL LAYERING

For standardization purposes, networking protocols are
most often conceptually partitioned into several layers. In
the case of LAN technologies, the physical layer (PHY),
media access layer (MAC), and logical link layer (LLC) are
commonly specified. The latter two are often grouped to-
gether to form the data link layer in standard layering
schemes.

3.1. PHY Layer

The PHY, or physical layer, is the lowest layer of a protocol
stack. The standards for this layer typically describe the
medium to be used (e.g., cable, fiber, wireless), modulation
schemes, and encoding schemes used to transmit infor-
mation across the medium.

The PHY layers of LAN protocols generally fall into two
categories: baseband and broadband. A baseband PHY
layer is one in which the information bearing signals are
digital signals, typically encoded using simple level-based
keying, Manchester encoding, or differential Manchester
encoding. This is the most common type of PHY layer in
current LANs, as it is relatively inexpensive and suffi-
ciently robust for most local environments. The disadvan-
tages are distance limitations, typically 100 m to at most
1000 m on copper, and bandwidth no more than about
1 Gbps over copper using current technologies. Baseband
techniques may be used over optical fiber at much greater
distances and rates, but with the attendant installation
and network equipment costs. For typical LAN installa-
tions, however, baseband systems on copper are sufficient.

Encoding schemes are another key element of the PHY
layer. A variety of encodings, tailored to the physical me-
dium for a given protocol, have been developed. Some typ-
ical encodings are depicted in Fig. 4. These can be broadly
classed as non-return-to-zero (NRZ) techniques and
biphase techniques.

The conceptually simplest encodings are the NRZ
methods. In the NRZ-level approach, for example, zeros
(0s) are encoded as low voltage level, and ones (1 s) are
encoded as a high voltage level. In optical fiber systems,
the corresponding encodings may be that ones are the
presence of optical power; zeros, the lack of light. In the
NRZI (NRZ with invert on ones) approach, a transition
(either falling or rising edge) denotes a one, and the lack of
a transition signifies a zero.

While simple, the NRZ schemes have several shortcom-
ings. Most significantly, recovery of bit timing at the re-
ceiver can be difficult—the moment in time at which to
sample a bit to determine whether it is a zero or one is
seldom apparent in the presence of noise and other such
impairments. A technique that provides an unambiguous
timing reference is highly desirable. Furthermore, the oc-
currence of a long string of zeros or ones can result in an
undesirable DC voltage bias on the transmission medium,

which may cause threshold-related errors and problems
with the use of transformers. There are several approach-
es to resolving these related problems, which center
around the need for signal transitions.

The 4B/5B (4-byte/5-byte) and related techniques (4B/
6B and 8B/10B are also common) involves guaranteeing
sufficient transitions by inserting extra bits into the signal
stream. Data symbols, 4 bits in this case, are mapped into
a 5-bit code, which is then transmitted using NRZI, for
example. This is illustrated in Table 1. An inspection of
this table will prove that strings with a maximum of three
consecutive zeros are possible, even when codewords are
concatenated. Multiple ones are not an issue if NRZI is
used for transmission, as ones force a transition to occur.
The cost of a 4B/5B mapping, of course, is that only 80%
efficiency is possible.

The biphase encodings are beneficial with respect to
signal balance maintenance, and bit timing recovery is
particularly easy to implement in this scheme. These are
based on signal transitions at a rate double that of the bit
rate. A transition (rising edge or falling edge) is guaran-
teed to occur at the center of the bit period. The absence

0 0 0 1 1 1 1 00

Data

NRZ-level

NRZI

Manchester

Differential
Manchester

Figure 4. Baseband PHY encoding schemes.

Table 1. 4B/5B Encoding

Data Symbol Codeword

0000 11110
0001 01001
0010 10100
0011 10101
0100 01010
0101 01011
0110 01110
0111 01111
1000 10010
1001 10011
1010 10110
1011 10111
1100 11010
1101 11011
1110 11100
1111 11101
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of such a transition can be used as an error detection
method.

In Manchester encoding, a zero is encoded as a rising
edge at the center of the bit period, and a one as a falling
edge at such a time. The encoding mechanism can be im-
plemented as an exclusive-OR operation between the data
and the clock. This is the encoding used for most of
the original IEEE 802.3 protocols (10base5, 10base2,
10baseT). Differential Manchester encoding uses the mid-
period transition for a clocking reference only, and uses
the presence (denoting a zero) or absence (denoting a one)
of a transition at the beginning of the bit period to encode
the information. This is the method used for the IEEE
802.5 token ring standard.

The primary disadvantage of biphase signaling is that
transitions happen at twice the data rate, which means
that the bandwidth required is greater than that of the
equivalent NRZ system, and the hardware need operate
twice as quickly. The former is particularly critical in
wireless systems.

A broadband PHY layer is one in which the infor-
mation is coupled into the medium by analog signals,
which are modulated by some carrier, and encoded using
frequency shift keying (FSK), amplitude shift keying
(ASK), phase shift keying (PSK), or some similar scheme.
This type of PHY layer is most often used in situations
where longer distances need be served or additional
bandwidth is required. Much greater bandwidths
may be supported on one cable using broadband schemes,
as multiple frequencies can be used. The primary
disadvantage of the broadband approach is the cost of
modulators, demodulators, and the associated analog
hardware.

3.2. MAC Layer

The MAC, or media access layer, is used to arbitrate access
to the PHY layer. For example, in the case of Ethernet,
there is a shared medium (cable) that must be used by
several nodes, and only one of the nodes can be permitted
to access the cable at a particular time.

The MAC layer influences the effective throughput over
a given physical layer and should be efficient in its use of
the available bandwidth. This includes minimizing the
overhead due to factors such as protocol headers and
deadtime between transmissions, while at the same time
maximizing the successful transmissions on a busy shared
medium network. In addition, the MAC layer is often de-
signed to ensure that errors are not propagated to the
higher-layer protocols.

Various MAC schemes have been developed for the
LAN protocols. The two most common are the Carrier
Sense Multiple Access with Collision Detection (CSMA/
CD) protocol used in Ethernet, the token ring protocols,
and the token bus protocol.

The CSMA/CD MAC protocol involves detecting the use
of the medium by another station by checking the state of
the carrier. If a station has data to transmit, it first at-
tempts to verify whether the medium is unused. If it is
available, the station transmits. If the medium is not
available, the station waits until it becomes idle and

then immediately begins to transmit (note that this is
the IEEE 802.3 solution, but other options are possible in
the general case of CSMA). The success or failure of trans-
missions is monitored on the shared medium, and if a
transmission is unsuccessful, that is, a collision is detect-
ed, the station waits a prescribed random amount of time
(binary exponential backoff) and attempts to transmit
again. This procedure is repeated until the transmission
is successful, or the limit to the number of transmission
attempts (16 in IEEE 802.3) is reached. CSMA/CD is sim-
ple, inexpensive, and performs well under light loads. Un-
fortunately, it can perform poorly under heavy loads, and
be sensitive to physical layer errors. The CSMA/CD pro-
tocol, however, need not be invoked in a full-duplex
switched Ethernet network. In a full-duplex switched net-
work, each segment from switch to station or from switch
to switch is its own isolated domain, and no collisions that
require CSMA/CD can occur.

Token ring protocols use a ‘‘token’’ to arbitrate access to
the transmission medium. A token is a small frame that is
exchanged between stations in order to gain the right to
transmit. If a station has data to transmit, it waits until a
token is seen on the medium. This station then modifies
the token and appends the necessary fields as well as its
data. When this frame returns around the ring to the
originating station, it is purged from the medium. When
data transmission is complete, the station inserts a new
token onto the ring. Token rings support fair, controlled
access to the medium, and perform well under heavy load
conditions. A disadvantage is the need for careful token
maintenance, particular in the presence of errors. Several
varieties of token ring exist; some of these will be dis-
cussed in subsequent sections.

The token bus protocol is closely related to the token
ring, but with an underlying physical bus topology. The
token exchange mechanism, however, does in fact use a
logical ring for token passing. This logical ring is simply
an ordering of stations on the bus. Once the logical ring is
in place, token passing can proceed as in a ring-based sys-
tem. This system provides controlled access to the bus,
and is robust under heavy loads. One of the disadvantages
of this approach is that ring initialization and mainte-
nance is more complex than in a physical ring—the or-
dering of stations must be determined through some
algorithm, and stations additions and deletions must be
managed.

3.3. Logical Link Control (LLC) Layer

The LLC, or logical link control layer, can be viewed as the
upper part of the data link layer. It is used to provide data
services to the higher layers. In particular, two types of
services, connectionless and connection-oriented, are de-
fined. In LANs supporting complex higher layer protocols,
such as TCP/IP, only the simplest LLC services are com-
monly used.

An example of an LLC protocol is the IEEE 802.2 layer.
This provides both connectionless and connection-oriented
services. The unacknowledged connectionless service pro-
vides simple datagram support for the multiplexing
and demultiplexing of higher layer protocols. In addition,

LOCAL-AREA NETWORKS (LANs) 2355



a connectionless service with acknowledgments (for
monitoring systems, for example) is supported, as well
as a connection-oriented service that furnishes flow con-
trol and error recovery capabilities based on the lower-
layer CRC (cyclic redundancy check) and a ‘‘go-back-N’’
strategy. The IEEE 802.2 LLC frame format is depicted in
Fig. 5. The SAP and SSAP (direction and source service
access point) fields are used to indicate the service type
[e.g., IP or IPX (Internet protocol and internetwork packet
exchange)] to higher layers. The control field is used for
the LLC service support, including indication of the type
of service.

4. ETHERNET (IEEE 802.3)

The Ethernet, and the closely related IEEE 802.3 stan-
dard, has been one of the most successful LAN protocols
developed to date. This technology is based on CSMA/CD,
and takes a variety of forms at the PHY layer. A typical
Ethernet installation is depicted in Fig. 6.

The Ethernet frame format is illustrated in Fig. 7. The
preamble is used for frame delineation. The destination
and source address fields (48 bits each) are globally unique
identifiers for each Ethernet adapter, and are used for
station-to-station communication, as well as broadcast (all
ones) and multicast (the first bit is one). It should be noted
that the 48-bit addresses used in Ethernet have become a
common feature in IEEE 802-based LANs. The type field
(Ethernet) can be used for higher-layer demultiplexing, as
in an LLC protocol. The length field (IEEE 802.3) is used
to aid in end-of-frame detection. A 32-bit CRC is used for
error detection, and is followed by a postamble for end-of-
frame detection.

5. TOKEN-PASSING BUS (IEEE 802.4)

The IEEE 802.4 token bus standard has been widely used
in manufacturing systems and early office automation
products. Because it is based on a broadband physical me-
dium, it is somewhat more resistant to the low-frequency
EM noise that might arise on a factory floor.

A token-passing bus is a LAN with a bus topology that
operates of the principle that a token will be received prior
to the transmission of data by a station. The token bus
frame format includes a preamble, frame control byte for
denoting whether a particular frame is a token or data,
the destination and source addresses (48 bits, as in 802.3),
the data (an LLC frame), a error detection field (CRC-32,
as in 802.3), and the postamble.

The token bus operates by first establishing a logical
ring that overlays the physical bus topology. Station ad-
ditions and deletions require reconfiguration of the logical
ring. When a token is received, a station is permitted to
transmit multiple packets, until its token holding time has
expired. The token bus offers optional support for multiple
classes of service through the use of complex timer spec-
ifications that enable per-class bandwidth guarantees.
Support for simpler nontoken stations is included to al-
low low cost devices to respond to polling requests using
this medium.

6. MAP/TOP

MAP is the Manufacturing Automation Protocol devel-
oped by General Motors Corporation for communication
among automated manufacturing devices, including robo-
tic equipment and the associated controllers. It was pri-
marily designed to support communication between very
different sorts of devices, in real time with low, predictable

DSAP SSAP Control Data

8 8 8-16 n

Figure 5. IEEE 802.2 LLC frame format.

Preamble
Destination

address
Source
address

Type or
length

Data CRC Postamble

64 48 48 16 32 8

Figure 7. Ethernet frame format.
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delays. It supports applications as varied as word process-
ing and equipment telemetry (temperature measurement,
for example).

TOP is the Technical and Office Protocol developed by
Boeing Corporation for communication between office au-
tomation devices such as word processing systems and
printers. Interoperability between devices from a variety
of manufacturers was a key design goal of this protocol.

The MAP/TOP protocol suite is based on the IEEE
802.4 token bus protocols. As such, MAP/TOP networks
are often interconnected with some variety of token pass-
ing network for ease of interface design.

7. TOKEN RING (IEEE 802.5)

The token ring protocol was widely deployed in networks
based on PCs before Ethernet became the dominant LAN
technology. Token ring operates on the principle of the ex-
change of a ‘‘token’’ to a station before it is permitted to
transmit. Only one token is allowed on the ring at one time.

The IEEE 802.5 token ring frame formats are illustrat-
ed in Fig. 8. The first format is used for token frames, and
only includes start and end delimiters, and the access con-
trol field with priorities and reservation information. The
second format includes start and end delimiters, a frame
control word for optional LC support, source and destina-
tion addresses (in 802.3 format), the LLC (data) frame, a
CRC-32, and a frame status word used by transmitting
stations to verify reception.

8. OTHER TOKEN RINGS

Another example of token ring technology in wide use
today is the Fiber Distributed Data Interface (FDDI) stan-
dard. This technology supports multiple packets on the
ring at one time, with rates of 100 Mbps. Provisions are
made for multiple service classes (synchronous and asyn-
chronous) with differing throughput and delay require-
ments. Further, reliability support is provided through the
capability for optional redundant counter-rotating rings,
which can mask a station or fiber failure.

8.1. Slotted Ring

Slotted-ring technology uses multiple ‘‘slots’’ that rotate
around the ring to arbitrate access. Each slot is a small
frame that can be marked empty or full. When an empty
slot arrives at a station with data to transmit, the slot is
marked full and data is injected. The slot is marked empty

when it returns around the ring to its source. A given sta-
tion cannot transmit again when it has an outstanding
slot. The provision for multiple packets from different
sources on the ring at one time assists in fair utilization
and quality of service support.

The Cambridge ring is an early example of such tech-
nology (some claim that it is also the ancestor of the ATM
protocols, also based on small fixed frame sizes). A slot
contains one octet each for the source and destination ad-
dresses, five control bits, and two, four, six, or eight data
octets, and thus slot sizes are extremely small. This im-
plies that higher-layer packet data are almost always seg-
mented into small units prior to transmission. Stations
could choose not to receive packets from particular sourc-
es; some of the control bits support this through response
codes. The Cambridge ring was simple to implement, but
somewhat wasteful of bandwidth due to the header over-
head in such small datagrams.

8.2. Register Insertion Ring

Register insertion rings are a common LAN technology,
and can be used to provide high performance through
their support for multiple packets on the ring at one time.
The register insertion ring uses a small shift register at
each station to control forwarding and insertion onto the
ring. The shift register is at least as large as the maximum
frame size. This allows a station to store a frame as it
passes. If the station has no data to send, a passing frame
is buffered long enough to determine whether it is des-
tined for the local station. If it is destined locally, a typical
implementation will both copy the frame into adapter
memory and forward the frame back around the ring in
order to support acknowledgments. Transmission when
the medium is available is handled by simply copying the
data onto the ring. If a frame arrives during this time, it is
buffered in the insertion register. The register insertion
method provides excellent ring utilization due to the mul-
tiple simultaneous packets on the ring without the over-
head penalty of the slotted ring. The disadvantage of this
technology is that the purge mechanism, that is, the tech-
nique used to remove problematic packets from the ring, is
generally more complex than in other systems.

9. HYPER CHANNEL, HIPPI, AND FIBRE CHANNEL

A number of LAN protocols are designed for very-high-
speed interconnection of computers and their peripherals.

Start 
delimiter

Start 
delimiter

Access 
control

Access 
control

Frame 
control

Destination 
address

Source 
address

Data CRC End 
delimiter

End 
delimiter

Frame
status

8

8 8 8 48 48 32

8 8

8 8

Figure 8. Token ring frame format.
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HYPERchannel, developed by Network Systems Cor-
poration, is one of these. This protocol was developed in
the mid-1980s for the interconnection of supercomputers
and high-performance peripherals, and has been used
with Cray and Amdahl systems, among others. It sup-
ports data rates of up to 275 Mbps over a variety of phys-
ical layers.

HIPPI (high-performance parallel interface) is another
of the protocols developed primarily for interconnection of
supercomputers. This protocol supports 800-Mbps or 1.6-
Gbps links over a large parallel cable, which is either 32 or
64 lines wide and runs at 25 MHz. The distances over
which HIPPI can be used is quite limited, but large
enough for a typical supercomputer center equipment
floor. Interconnection of sites can be accomplished using
fiber extension options. Simple flow control features are
provided to lessen problems with computers and periph-
erals of widely different I/O (input/output) bandwidth. Al-
though simple and effective, this flow control scheme does
contribute to the problems of extending HIPPI networks
over larger distances while maintaining high throughput.
In order to build HIPPI networks of nontrivial size, simple
switches are used to interconnect devices. These switches
are typically not designed to switch between sources and
destinations at high rates, as with routers and packet
switches, but rather act as interconnection panels that
may be reconfigured at reasonable rates for the sharing
peripherals.

Fibre Channel is a LAN protocol suite designed for
high-speed communication between nodes using optical
fiber. Rates of up to 4 Gbps are supported. Fibre Channel
is designed to combine the features of channel protocols
(such as HIPPI) and switched LAN protocols in order to
provide a scalable and reliable interconnection with the
high speeds and low latency required for servers and their
peripherals in storage-area networks (SANs).

10. OTHER LAN PROTOCOLS

A number of new, flexible, and high-performance LAN
protocols have been developed. These developments in-
clude FireWire (IEEE 1394) and USB (universal serial
bus), high-speed protocol suites based on serial intercon-
nection technology. There are several varieties of Fire-
Wire, for example, with support for bandwidths of up to
800 Mbps with up to 63 devices (with no more than 16
cable hops) per bus in the more commonly deployed ver-
sions. More recent FireWire standards offer bandwidths
up to 1.2 Gbps with continued increases expected. Fire-
Wire is most commonly used for interconnection of digital
media (video and audio) devices. USB 1.1, a 12-Mbps se-
rial protocol with chaining support, was originally de-
signed primarily as an improvement over traditional
serial port technologies. Peripherals such as keyboards
and mice now most often use USB, and more exotic USB
peripherals such as storage media devices are increasing-
ly commonplace. With the introduction of USB 2.0, which
supports speeds of up to 480 Mbps, it is expected that USB
video and audio devices will also be widespread.

Asynchronous transfer mode (ATM) technology was
also deployed in LANs. ATM is a switch-based technology
that uses small packets (53 bytes) called cells. Intercon-
nection of nodes is through virtual circuits, which are
analogous to circuits in voice telephony. Multiple physical
layers are supported, including both copper and fiber in-
frastructure options. Although ATM is often viewed as a
wide-area networking (WAN) technology, it does provide
support for features that are not available in other tech-
nologies. For example, ATM allows the definition of virtual
LANs that provide network administrators with options
that are not available in less sophisticated technologies.
Virtual or emulated LANs are interconnections of LANs,
perhaps widely separated, which are configured to emu-
late a single local-area network. Furthermore, multiple
logical local area networks can be supported over a single
physical infrastructure using this capability. Because of
its complex administration, ATM LAN deployments have
largely been restricted to networks with applications
needing its unique capabilities.

11. WIRELESS LANs

Wireless LANs use radio or infrared as the transmission
medium, as opposed to the traditional wire or fiber. This
has significant advantages, particularly for deployment
in older buildings where wiring costs are high, as well
as environments in which workers may be moving
frequently.

Many of the initial wireless LANs in the United States
have used radiofrequencies in one of the ISM (instrumen-
tation, scientific, medical) bands, which generally may be
used without individual site licensing subject to restric-
tions on power output. The data rates on these systems
range from tens of kilobits per second to tens of megabits
per second, with typical ranges of a few hundreds of me-
ters. Wireless LANs are still evolving, but instances of
several standards are now the basis for extremely popular
products.

The most significant developments in this area are
based on the IEEE 802.11 standard. It is based on a
CSMA/CA (CSMA with Collision Avoidance) MAC layer
with multiple physical layers, including direct sequence
spread spectrum, orthogonal frequency-division multi-
plexing, frequency-hopping spread spectrum, and infra-
red. The widely deployed IEEE 802.11b standard provides
data rates of 11 Mbps over a range of approximately 100 m
in typical radio configurations using the 2.4-GHz ISM
band. This has been supplemented by the IEEE 802.11 g
standard that provides data rates up to 22 Mbps at these
same frequencies in a backward compatible manner. The
IEEE 802.11a standard provides 54 Mbps rates using
radios in the 5-GHz unlicensed bands.

Another wireless local area networking technology that
is increasingly popular is Bluetooth. This is intended to be
a very-local-area-network, often referred to as a personal-
area network, with ranges typically up to only 10 m and
data rates below 1 Mbps. This standard also uses the
2.4-GHz ISM frequency band, with frequency hopping
spread spectrum. Although Bluetooth is often called a
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‘‘cable replacement’’ technology, it also offers computer-to-
computer connectivity within its local region.

Wireless LANs will offer the opportunity to connect all
manners of devices such as sensors and instruments to the
increasingly pervasive network.
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LOOP ANTENNAS
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Coral Springs, Florida

The IEEE Standard Definitions of Terms for Antennas [1]
defines the loop as ‘‘an antenna whose configuration is
that of a loop,’’ further noting that ‘‘if the current in the
loop, or in the multiple parallel turns of the loop, is es-
sentially uniform and the loop circumference is small com-
pared with the wavelength, the radiation pattern
approximates that of a magnetic dipole.’’ That definition
and the further note imply the two basic realms of loop
antennas: electrically small, and electrically large struc-
tures.

There are hundreds of millions of loop antennas cur-
rently in use [2] by subscribers of personal communication
devices, primarily pagers. Furthermore, loops have ap-
peared as transmitting arrays, like the massive multiele-
ment loop array at shortwave station HCJB in Quito,
Ecuador, and as fractional wavelength-size tunable HF
transmitting antennas. The loop is indeed an important
and pervasive communication antenna.

The following analysis of loop antennas reveals that the
loop, when small compared with a wavelength, exhibits a
radiation resistance proportional to the square of the en-
closed area. Extremely low values of radiation resistance
are encountered for such loops, and extreme care must be
taken to effect efficient antenna designs. Furthermore,
when the small loop is implemented as a transmitting
resonant circuit, surprisingly high voltages can exist
across the resonating capacitor even for modest applied
transmitter power levels. The wave impedance in the im-
mediate vicinity of the loop is low, but at close distances

(0.1–2 wavelengths) exceeds the intrinsic free-space im-
pedance before approaching that value.

A loop analysis that applies to loops of arbitrary circu-
lar diameter and of arbitrary wire thickness is summa-
rized here. The analysis leads to some detail regarding the
current density in the cross section of the wire. Loops of
shapes other than circular are less easily analyzed, and
are best handled by numerical methods such as moment
method described in Ref. 3.

Loops are the antennas of choice in pager receivers, and
appear as both ferrite loaded loops and as single-turn
rectangular shaped structure within the radio housing.
Body-worn loops benefit from a field enhancement due to
the resonant behavior of human body with respect to ver-
tically polarized waves. In the high-frequency bands, the
loop is used as a series resonant circuit fed by a secondary
loop. The structure can be tuned over a very large
frequency band while maintaining a relatively constant
feedpoint impedance. Large loop arrays consisting of one-
wavelength-perimeter square loops have been successfully
implemented as high-gain transmitting structures at
high-power shortwave stations.

1. ANALYSIS OF LOOP ANTENNAS

Loop antennas, particularly circular loops, were among
the first radiating structures analyzed beginning as early
as 1897 with Pocklington’s analysis [4] of the thin wire
loop excited by a plane wave. Later, Hallén [5] and Storer
[6] studied driven loops. All these authors used a Fourier
expansion of the loop current, and the latter two authors
discovered numerical difficulties with the approach. The
difficulties could be avoided, as pointed out by Wu [7], by
integrating the Green function over the toroidal surface of
the surface of the wire. The present author coauthored an
improved theory [8,9] that specifically takes into account
the finite dimension of the loop wire and extends the va-
lidity of the solution to wires thicker than previously con-
sidered. Additionally, the work revealed some detail of the
loop current around the loop cross section. Arbitrarily
shaped loops, such as triangular loops and square loops,
as well as loop arrays, can be conveniently analyzed using
numerical methods.

1.1. The Infinitesimal Loop Antenna

The infinitesimal current loop consists of a circulating
current I enclosing an infinitesimal surface area S, and is
solved by analogy to the infinitesimal dipole. The fields of
an elementary loop element of radius b can be written in
terms of the loop enclosed area S¼ pb2 and a constant ex-
citation current I (when I is RMS, then the fields are also
RMS quantities). The fields are ‘‘near’’ in the sense that
the distance parameter r is far smaller than the wave-
length, but far larger than the loop dimension 2b. Hence,
this is not the close near-field region. The term kIS is often
called the loop moment and is analogous to the similar
term Ih associated with the dipole moment. The infinites-
imally small loop is pictured in Fig. 1a next to its elemen-
tary dipole analog (Fig. 1b). The dipole uniform current
I flowing over an elemental length h is the dual of a
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‘‘magnetic current’’ MzS¼ Ih and the surface area is S¼
h/k. The fields due to the infinitesimal loop are then found
from the vector and scalar potentials.

1.1.1. Vector and Scalar Potentials. The wave equation,
in the form of the inhomogeneous Helmholtz equation, is
used here with most of the underlying vector arithmetic
omitted (see Refs. 10–12 for more details). For a magnetic
current element source, the electric displacement D is al-
ways solenoidal (the field lines do not originate or termi-
nate on sources); that is, in the absence of source charges
the divergence is zero

r .D¼ 0 ð1Þ

and the electric displacement field can be represented by
the curl of an arbitrary vector F

D¼ e0E¼r
F ð2Þ

where F is the vector potential and obeys the vector iden-
tity r .r
F¼ 0: Using Ampere’s law in the absence of
electric sources

r
H¼ joe0E ð3Þ

and with the vector identity r
 ð�rFÞ¼ 0; where F rep-
resents an arbitrary scalar function of position, it follows
that

H¼ �rF� joF ð4Þ

and for a homogeneous medium, after some manipulation,
we get

r2Fþ k2F¼ � e0Mþrðr .Fþ jom0e0FÞ ð5Þ

where k is the wavenumber and k2¼o2m0e0: Although
Eq. (2) defines the curl of F, the divergence of F can be
independently defined and the Lorentz condition is chosen

jom0e0F¼ � r .F ð6Þ

where =2 is the Laplacian operator given by

r2¼
@2

@x2
þ

@2

@y2
þ

@2

@z2
ð7Þ

Substituting the simplification of Eq. (6) into (5) leads to
the inhomogeneous Helmholtz equation

r2Fþk2F¼ � e0M ð8Þ

Similarly, using Eqs. (6) and (4), it is seen that

r2Fþ k2F¼ 0 ð9Þ

Using Eq. (4) and the Lorentz condition of Eq. (6), we can
find the electric field solely in terms of the vector potential
F. The utility of that definition becomes apparent when we
consider a magnetic current source aligned along a single
vector direction, for example, M¼ zMz, for which the vec-
tor potential is F¼ zFz, where z is the unit vector aligned
with the z-axis, and Eq. (8) becomes a scalar equation.

1.1.2. Radiation from a Magnetic Current Element. The
solution to the wave equation [Eq. (8)] presented here,
with the details suppressed, is a spherical wave. The re-
sults are used to derive the radiation properties of the in-
finitesimal current loop as the dual of the infinitesimal
current element. The infinitesimal magnetic current ele-
ment M¼ zMz located at the origin satisfies a one-dimen-
sional, hence scalar, form of Eq. (8). At points excluding
the origin where the infinitesimal current element is
located, Eq. (8) is source-free and is written as a function
of radial distance r

r2FzðrÞþ k2FzðrÞ¼
1

r2

@

@r
r2 @FzðrÞ

@r

� 
þ k2FzðrÞ¼ 0 ð10Þ

which can be reduced to

d2FzðrÞ

dr2
þ

2

r

dFzðrÞ

dr
þ k2FzðrÞ¼ 0 ð11Þ

Since Fz is a function of only the radial coordinate, the
partial derivative in Eq. (10) was replaced with the ordi-
nary derivative. Equation (11) has a solution

Fz¼C1
e�jkr

r
ð12Þ

There is a second solution where the exponent of the
phasor quantity is positive; however, we are interested
here in outward traveling waves so we discard that solu-
tion. In the static case the phasor quantity is unity. The
constant C1 is related to the strength of the source cur-
rent, and is found by integrating Eq. (8) over the volume
including the source, giving

C1¼
e0

4p
kIS ð13Þ

and the solution for the vector potential is in the z unit
vector direction

F¼
e0

4p
kIS

e�jkr

r
z ð14Þ

2b

S

h I

I

(a) (b)

Figure 1. Small-antenna geometry showing (a) the parameters
of the infinitesimal loop moment, (b) its elementary dipole dual.
Source: After Siwiak [2].
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which is an outward propagating spherical wave with in-
creasing phase delay (increasingly negative phase) and
with amplitude decreasing as the inverse of distance. We
may now solve for the magnetic fields of an infinitesimal
current element by inserting Eq. (14) into Eq. (4) with
Eq. (6) and then for the electric field by using Eq. (2). The
fields, after sufficient manipulation, and for rbkS, are

Hr¼
kIS

2p
e�jkrk2 j

ðkrÞ2
þ

1

ðkrÞ3

� 
cosðyÞ ð15Þ

Hy¼
kIS

4p
e�jkrk2 �

1

kr
þ

j

ðkrÞ2
þ

1

ðkrÞ3

� 
sinðyÞ ð16Þ

Ef¼ Z0

kIS

4p
e�jkrk2 1

kr
�

j

ðkrÞ2

� 
sinðyÞ ð17Þ

where Z0¼ cm0¼ 376.730313 is the intrinsic free-space
impedance, c is the velocity of propagation (see Ref. 13
for definitions of constants), and I is the loop current.

The equations for the magnetic fields Hr and Hy of the
infinitesimal [Eqs. (15) and (16)] loop have exactly the
same form as the electric fields Er and Ey for the infini-
tesimal dipole, while Eq. (17) for the electric field of the
loop Ef has exactly the same form as the magnetic field Hf

of the dipole when the term kIS of the loop expressions is
replaced with Ih for the infinitesimal ideal (uniform cur-
rent element) dipole. In the case where the loop moment
kIS is superimposed on, and equals the dipole moment Ih,
the fields in all space will be circularly polarized.

Equations (15)–(17) describe a particularly complex
field behavior for what is a very idealized selection of
sources: a simple linear magnetic current M representing
a current loop I encompassing an infinitesimal surface
S¼ pb2. Expressions (15)–(17) are valid only in the region
sufficiently far (rbkS) from the region of the magnetic
current source M.

1.1.3. The Wave Impedance of Loop Radiation. The wave
impedance can be defined as ratio of the total energy in the
electric field divided by the total energy in the magnetic
field. We can study the wave impedance of the loop fields
by using Eqs. (15)–(17) for the infinitesimal loop fields,
along with their dual quantities for the ideal electric di-
pole. Figure 2 shows the loop field wave impedance as a
function of distance kr from the loop along the direction of
maximum far-field radiation. The wave impedance for the
elementary dipole is shown for comparison. At distances
near kr¼ 1 the wave impedance of loop radiation exceeds
Z0¼ 376.73O, the intrinsic free space impedance, while
that of the infinitesimal loop is below 376.73O. In this
region, the electric fields of the loop dominate.

1.1.4. The Radiation Regions of Loops. Inspection of Eqs.
(15)–(17) for the loop reveal a very complex field structure.
There are components of the fields that vary as the inverse
third power of distance r, the inverse square of r, and the
inverse of r. In the near field or induction region of the
idealized infinitesimal loop, that is, for kr51 (however,

rbkS for the loop and rbh for the dipole), the magnetic
fields vary as the inverse third power of distance.

The region where kr is nearly unity is part of the ra-
diating near field of the Fresnel zone. The inner boundary
of that zone is taken by Jordan [12] to be r240.38D3/l and
the outer boundary is ro2D2/l where D is the largest di-
mension of the antenna, here equal to 2b. The outer
boundary criterion is based on a maximum phase error
of p/8. There is a significant radial component of the field
in the Fresnel zone.

The far field or Fraunhofer zone is region of the field for
which the angular radiation pattern is essentially inde-
pendent of distance. That region is usually defined as ex-
tending from ro2D2/l to infinity, and the field amplitudes
there are essentially proportional to the inverse of dis-
tance from the source. The far-zone behavior is identified
with the basic free-space propagation law.

1.1.5. The Induction Zone of Loops. We can study the
‘‘induction zone’’ in comparison to the ‘‘far field’’ by con-
sidering ‘‘induction zone’’ coupling which was investigated
by Hazeltine [14], and which was applied to low-frequency
radio receiver designs of his time. Today the problem
might be applied to the design of a miniature radio mod-
ule where inductors must be oriented for minimum cou-
pling. The problem Hazeltine solved was one of finding the
geometric orientation for which two loops in parallel
planes have minimum coupling in the induction zone of
their near fields and serves to illustrate that the near-field
behavior differs fundamentally and significantly from far-
field behavior. To study the problem, we invoke the prin-
ciple of reciprocity which states

Z

V

Eb .Ja �Hb .Ma½ �dV ¼

Z

V

Ea .Jb �Ha .Mb½ �dV ð18Þ
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Figure 2. Small loop antenna and dipole antenna wave imped-
ances compared. Source: After Siwiak [2].
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That is, the reaction on antenna a of sources b equals the
reaction on antenna b of sources a. For two loops with loop
moments parallel to the z axis, we want to find the angle y
for which the coupling between the loops vanishes, that is,
both sides of Eq. (18) are zero. The reference geometry is
shown in Fig. 3. In the case of the loop, there are no elec-
tric sources in Eq. (18), so Ja¼Jb¼ 0, and both Ma and Mb

are aligned with z, the unit vector parallel to the z axis.
Retaining only the inductive field, components and clear-
ing common constants in Eqs. (15) and (17) are placed
into (18). We require that (HrrþHyh)z¼ 0. Since r . z¼
� sin(y) and r . z¼ cos(y), we are left with 2 cos2(y)�
sin2(y)¼0, for which y¼54.7361. When oriented as shown
in Fig. 3, two loops parallel to the x–y plane whose centers
are displaced by an angle of 54.7361 with respect to the z
axis will not couple in their near fields. To be sure, the
angle determined above is ‘‘exactly’’ correct for infinitesi-
mally small loops; however, that angle will be nominally
the same for larger loops. Hazeltine [14] used this princi-
ple, placing the axes of the inductors in a common plane
each at an angle of 54.71 with respect to the normal form
the radio chassis, to minimize the coupling between the
inductors.

The same principle can be exploited in the design of a
metal detector, as depicted in Fig. 4. The loop a is driven
with an audiofrequency oscillator. Loop b, in a parallel
plane and displaced so that nominally y¼ 54.71, is con-
nected to a detector that might comprise an audio ampli-
fier that feeds a set of headphones. Any conductive object
near loop a will disrupt the balance of the system and re-
sult in an increased coupling between the two loops, thus
indicating the presence of a conducting object near a.

1.1.6. The Intermediate and Far-Field Zones of Loops. The
loop coupling problem provides us with a way to investi-
gate the intermediate and far-field coupling by applying
Eq. (18) with Eqs. (15) and (16) for various loop separations
kr. In the far-field region only the Hy term of the magnetic
field survives, and by inspection of Eq. (16), the minimum
coupling occurs for y¼ 0 or 1801. Figure 5 compares the
coupling (normalized to their peak values) for loops in
parallel planes whose fields are given by Eqs. (15)–(17).
Figure 5 shows the coupling as a function of angle y for an
intermediate region (kr¼ 2) and for the far-field case (kr¼
1000) in comparison with the induction-zone case (kr¼
0.001). The patterns are fundamentally and significantly
different. The coupling null at y¼ 54.71 is clearly evident
for the induction-zone case kr¼ 0.001 and for which the
(1/kr)3 terms dominate. Equally evident is the far-field
coupling null for parallel loops on a common axis when
the 1/kr terms dominate. The intermediate zone coupling
shows a transitional behavior where all the terms in kr are
comparable.

1.1.7. The Directivity and Impedance of Small Loops. The
directive gain of the small loop can be found from the far-
field radially directed Poynting vector in a ratio to the
average Poynting vector over the radian sphere:

Dðy;fÞ¼
jðE
HÞ . rj

1

4p

Z 2p

0

Z p

0
jðE
HÞ . rjsinðyÞdydf

ð19Þ

Only the y component of H and the f component of E sur-
vive into the far-field. Using Eq. (16) for Hy and (17) for Ef

and retaining only the 1/kr terms, Eq. (19) yields D¼
1.5 sin2(y) by noting that the functional form of the product
of E and H is simply sin2(y) and by carrying out the simple
integration in the denominator of Eq. (19).

�

a

b

y

x

z

Figure 3. Two small loops in parallel planes and with y¼
54.736 degrees will not couple in their near fields. Source: After
Siwiak [2].

� b

oscillator
a

detector

Figure 4. A metal detector employs two loops initially oriented to
minimize coupling in their near fields.
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90 270
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kr = 1,000
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 kr = 0.001

Figure 5. Normalized induction zone, intermediate zone, and far
zone coupling between loops in parallel planes. Source: After
Siwiak [2].
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Taking into account the directive gain, the far-field
power density Pd in the peak of the pattern is

Pd¼
1:5 I2Rradiation

4pr2
¼H2

y Z0¼
kS

4p
k

r
I

� 2

Z0 ð20Þ

for radiated power I2Rrad; hence, we can solve for the
radiation resistance

Rrad¼
ðkSÞ2

6p
Z0¼ Z0

p
6
ðkbÞ4 ð21Þ

for the infinitesimal loop of loop radius b.
When fed by a gap, there is a dipole moment that adds

terms not only to the impedance of the loop but also to the
close near fields. For the geometry shown in Fig. 6, and
using the analysis of King [15], the electrically small loop,
having a diameter 2b and wire diameter 2a, exhibits a
feedpoint impedance given by

Zloop¼ Z0

p
6
ðkbÞ4½1þ 8ðkbÞ2� 1�

a2

b2

� 
� � �

þ jZkb

"
ln

8b

a

� 
� 2þ

2

3
ðkbÞ2

#
½1þ 2ðkbÞ2�

ð22Þ

including dipole-mode terms valid for kb50.1. The leading
term of Eq. (22) is the same as derived in Eq. (21) for the
infinitesimal loop. Expression (22) adds the detail of terms
considering the dipole moment of the gap-fed loop as well
as refinements for loop wire radius a. The small loop an-
tenna is characterized by a radiation resistance that is
proportional to the fourth power of the loop radius b. The
reactance is inductive and hence is proportional to the
antenna radius. It follows that the Q is inversely propor-
tional to the third power of the loop radius, a result that is
consistent with the fundamental limit behavior for small
antennas.

Using Eq. (22), and ignoring the dipole mode terms and
second-order terms in a/b, the unloaded Q of the loop
antenna, is

Qloop¼

6

p

"
ln

8b

a

� 
� 2

#

ðkbÞ3
ð23Þ

which for b/a¼ 6 becomes

Qloop¼
3:6

ðkbÞ3
ð24Þ

which has the proper limiting behavior for the small loop
radius. The Q of the small loop given by Eq. (23) is indeed
larger than the minimum possible Qmin¼ (kb)� 3 predicted
in Siwiak [2] for a structure of its size. It must be empha-
sized that the actual Q of such an antenna will be smaller
than given by Eq. (24) because of unavoidable dissipative
losses not represented in Eq. (22)–(24). We can approach
the minimum Q but never be smaller, except by introduc-
ing dissipative losses.

1.2. The Gap-Fed Loop

The analysis of arbitrarily fat wire loops follows the meth-
od in Ref. 8, shown in simplified form in Ref. 9 and sum-
marized here. The toroid geometry of the loop is expressed
in cylindrical coordinates r, f, and z with the toroid locat-
ed symmetrically in the z¼ 0 plane. The relevant geome-
try is shown in Fig. 6.

1.2.1. Loop Surface Current Density. The current densi-
ty on the surface of the toroidal surface of the loop is given
by

Jf¼
X1

n¼�1

X1

p¼�1

An;pejnfFp ð25Þ

where the functions Fp are symmetric about the z axis and
are simple functions of cos(nc), where c is in the cross
section of the wire as shown in Fig. 6 and is related to the
cylindrical coordinate by z¼a sin(c). These functions are
orthonormalized over the conductor surface using the
Gram–Schmidt method described in Ref. 16, yielding

F0¼
1

2p
ffiffiffiffiffiffi
ab
p ð26Þ

and

F1¼F0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

1� ða=2bÞ2

s
cos ðcÞ �

a

2b

h i
ð27Þ

The higher-order functions are lengthy but simple func-
tions of sin(pc) and cos(pc).

1.2.2. Scalar and Vector Potentials. The electric field is
obtained from the following vector and scalar potentials:

E¼ � rF� joA ð28Þ

The boundary conditions require that Ef, Ec, and Er be
zero on the surface of the loop everywhere except at the
feed gap |f|re. Because this analysis will be limited to
wire diameters significantly smaller than a wavelength,
the boundary conditions on Ec and Er will not be enforced.
In the gap Ef¼V0/2er, where V0 is the gap excitation
voltage.






2b

2a

Figure 6. Parameters of the fat wire loop. Source: After Siwiak
[2].
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The components of the vector potential are simply

Af¼
1

4p

Z

S

Z
Jf cos ðf� f0ÞdS ð29Þ

and

Ar¼
1

4p

Z

S

Z
Jf sin ðf� f0ÞdS ð30Þ

and the vector potential is

F¼
jZ0

4pk

Z

S

Z
1

r
@Jf

@f
G dS ð31Þ

where the value of dS¼ [bþa sin(c)]a dc. Green’s func-
tion G is expressed in terms of cylindrical waves to match
the rotational symmetry of the loop

G¼
1

2j

X1

m¼�1

e�jmðf�f 0Þ
Z 1

�1

Jmðr1 � nÞHð2Þm ðr2 � nÞ

e�jzðz�z 0 Þ dz

ð32Þ

where

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2þ z2

p

r1¼ r� a cos ðcÞ
r2¼ rþa cos ðcÞ

and where Jm(nr) and Hm
(2)(nr) are the Bessel and Hankel

functions, respectively.

1.2.3. Matching the Boundary Conditions. Expression
(8) is now inserted into Eqs. (5)–(8), and the electric field
is then found from Eq. (2) and the boundary condition is
enforced. For constant r on the wire

Z p

�p
Efejmf df¼ �

V0

r
sin ðmeÞ

me
ð33Þ

This condition is enforced on the wire as many times as
there are harmonics in c. Truncating the index p as de-
scribed in Ref. 9 to a small finite number P, we force Ef¼ 0
except in the feeding gap along the lines of constant r on
the surface of the toroid. If we truncate to P, the number of
harmonics Fp in c, and to M the number of harmonics in f,
we find the radiation current by solving M systems of P

P algebraic equations in Am,p. In Ref. 9, P¼ 2 and M in the
several hundreds was found to be a reasonable computa-
tional task that led to useful solutions.

1.2.4. Loop Fields and Impedance. With the harmonic
amplitudes Am,p known, the current density is found from
Eq. (1). The electric field is found next from Eq. (2) and the

magnetic field is given by

Hr¼ �
@Af

@z
ð34Þ

Hf¼ �
@Ar

@z
ð35Þ

Hz¼ �
@Af

@r
þ

Af

r
�

1

r
@Ar

@r
ð36Þ

The loop current across a section of the wire is found by
integrating the function Jf in Eq. (25) around the wire
cross section. The loop radiation impedance is then the
applied voltage V0 in the gap divided by the current in the
gap. Figure 7 shows the loop feed radiation resistance, and
Fig. 8 shows the corresponding loop reactance, as a func-
tion of loop radius kr for a thin-wire (O¼ 15) loop and a fat
wire (O¼ 10) loop where O¼ 2 ln(2pb/a). The thin-wire
loop has very sharp resonant behavior compared with
the fat-wire loop, especially for a half-wavelength-diame-
ter (kb¼ 0.5) structure. The higher resonances are less
pronounced for both loops. Fat-wire loops exhibit an in-
teresting behavior in that at a diameter of about a half-
wavelength, the reactance is essentially always capacitive
and the total impedance remains well behaved.

1.2.5. Small Gap-Fed Loops. The detailed analysis of
the fat, gap-fed wire loop, as shown in Refs. 8 and 9, re-
veals that the current density around the circumference of
the wire, angle c in Fig. 6, is not constant. An approxi-
mation to the current density along the wire circum-
ference for a small diameter loop is

Jf¼
If

2pa
½1� 2 cosðfÞðkbÞ2�½1þY cosðcÞ� ð37Þ

where If is the loop current, which has cosine variation
along the loop circumference, and where the variation
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Figure 7. Loop radiation resistance.

2364 LOOP ANTENNAS



around the wire circumference is shown as a function of
the angle c. Y is the ratio of the first-order to the zero-
order modes in f, and is not a simple function of loop di-
mensions a and b, but can be found numerically [2] and
from the analysis of the previous section. For the small
loop Y is negative and of order a/b, so Eq. (37) predicts that
there is current bunching along the inner contour (c¼
1801) of the wire loop. Table 1 gives representative values
for Y as a function of a/b.

This increased current density results in a correspond-
ing increase in dissipative losses in the small loop. We can
infer that the cross-sectional shape of the conductor
formed into a loop antenna will impact the loss perfor-
mance in a small loop.

The small loop fed with a voltage gap has a charge ac-
cumulation at the gap and will exhibit a close near electric
field. For a small loop of radius b and centered in the x–y
plane, the fields at (x,y)¼ (0,0) are derived in Ref. 9 and
given here as

Ef¼ � j
Z0kI

2
ð38Þ

where I is the loop current and

Hz¼
I

2b
ð39Þ

Expression (39) is recognized as the classic expression for
the static magnetic field within a single-turn solenoid.
Note that the electric field given by Eq. (38) does not de-
pend on any loop dimensions, but was derived for an elec-
trically small loop. The wave impedance Zw at the origin is
the ratio of Ef to Hz and from Eqs. (38) and (39) is

Zw¼ � jZ0kb ð40Þ

In addition to providing insight into the behavior of loop
probes, Eqs. (38)–(40) are useful in testing the results of
numerical codes like the Numerical Electromagnetic Code
(NEC) described in Ref. 3, and are often used in the
numerical analysis of wire antenna structures.

When the small loop is used as an untuned and un-
shielded field probe, the current induced in the loop will
have a component due to the magnetic field normal to the
loop plane as well as a component due to the electric field
in the plane of the loop. A measure of sensitivity of the E
field to the H field is apparent from expression (40). The
electric field to magnetic field sensitivity of a simple small
loop probe is proportional to the loop diameter. The small
gap-fed loop, then, has a dipole moment, which compli-
cates its use as a purely magnetic field probe.

2. LOOP APPLICATIONS

Loop antennas appear in pager receivers as both ferrite-
loaded loops and as single-turn rectangular structures
within the radio housing. When worn on the belt, the
loop benefits from coupling to the vertically resonant hu-
man body. In the high-frequency bands, the loop has been
implemented as a series resonant circuit fed by a second-
ary loop. The structure can be tuned over a very large
frequency band while maintaining a relatively constant
feedpoint impedance. One-wavelength-perimeter square
loops have been successfully implemented as high-gain
transmitting structures.

2.1. The Ferrite-Loaded Loop Antenna: A Magnetic Dipole

Let us examine a small ferrite-loaded loop antenna with
dimensions, 2h¼ 2.4 cm and 2a¼ 0.4 cm, and at a wave-
length of about l¼ 8.6 m as depicted in Fig. 9. When the
permeability of the ferrite is sufficiently high, this anten-
na behaves like a magnetic dipole. The magnetic fields are
strongly confined to the magnetic medium, especially near
the midsection of the ferrite rod, and behave as the dual of
the electric dipole excited by a triangular current distri-
bution. We can therefore analyze its behavior using a
small dipole analysis as shown by Siwiak [2].

The impedance at the midpoint of a short dipole having
a current uniformly decreasing from the feed point across
its length 2h is

Zdipole¼
Z0

6p
ðkhÞ2 � j

Z0

2p

"
ln

2h

a

� 
� 1

#

kh
ð41Þ
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Figure 8. Loop reactance.

Table 1. Parameter Y for Various Loop Thickness and
b¼0.01 Wavelengths

O a/l Y

19.899 0.000003 �0.0039
17.491 0.00001 �0.0090
15.294 0.00003 �0.020
12.886 0.0001 �0.048
10.689 0.0003 �0.098
8.2809 0.001 �0.179
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The corresponding unloaded Q of the dipole antenna is

Qdipole¼

3

"
ln

2h

a

� 
� 1

#

ðkhÞ3
ð42Þ

Equation (42) has the expected inverse third power with
size behavior for small antennas, and for h/a¼ 6

Qdipole¼
4:5

ðkhÞ3
ð43Þ

Comparing the Q for a small dipole given by Eq. (43) with
the Q of a small loop of Eq. (24), we see that the loop Q is
small even though the same ratio of antenna dimension to
wire radius was used. We conclude that the small loop
utilizes the smallest sphere that encloses it more efficient-
ly than does the small dipole. Indeed, the thin dipole is
essentially a one-dimensional structure, while the small
loop is essentially a two-dimensional structure.

We can use Eqs. (41) and (42) for the elementary dipole
to examine the ferrite-loaded loop antenna since it resem-
bles a magnetic dipole. The minimum ideal Q of this an-
tenna is given by Eq. (42), 1.0
 106. The corresponding
bandwidth of such an antenna having no dissipative losses
would be 2
 35f/Q¼ 70 MHz/1.3
 106

¼ 69 Hz. A practical
ferrite antenna at this frequency has an actual unloaded
QA of nearer to 100, as can be inferred from the perfor-
mance of belt-mounted radios shown in Table 2. Hence, an

estimate of the actual antenna efficiency is

10 log
QA

Q
¼ � 40 dB ð44Þ

and the actual resultant 3 dB bandwidth is about 700 kHz.
Such an antenna is typical of the type that would be used
in a body-mounted paging receiver application. As detailed
in Siwiak [2], the body exhibits an average magnetic field
enhancement of about 6 dB at this frequency, so the aver-
age belt-mounted antenna gain is � 34 dBi. This is typical
of a front-position body-mounted paging or personal
communication receiver performance in this frequency
range.

2.2. Body Enhancement in Body-Worn Loops

Loops are often implemented as internal antennas in
pager receiver applications spanning the frequency bands
from 30 to 960 MHz. Pagers are often worn at belt level,
and benefit from the ‘‘body enhancement’’ effect. The
standing adult human body resembles a lossy wire anten-
na that resonates in the range of 40–80 MHz. The
frequency response, as seen in Fig. 10, is broad, and for
belt-mounted loop antennas polarized in the body axis di-
rection, enhances the loop antenna azimuth-averaged
gain at frequencies below B500 MHz.

The far-field radiation pattern of a body-worn receiver
is nearly omnidirectional at very low frequency. As fre-
quency is increased, the pattern behind the body develops
a shadow that is manifest as a deepening null with in-
creasing frequency. In the high-frequency limit, there is
only a forward lobe with the back half-space essentially
completely blocked by the body. For horizontal incident
polarization there is no longitudinal body resonance and
there is only slight enhancement above 100 MHz.

2.3. The Small Resonated High-Frequency Loop

The simple loop may be resonated with a series capa-
citor having a magnitude of reactance equal to the loop

2h

2a

µ >> 1

Figure 9. A Ferrite loaded loop antenna. Source: After Siwiak
[2].

Table 2. Paging Receiver Performance Using Loops

Frequency
Band (MHz)

Paging
Receiver, at Belt

Average Gain
(dBi)

Field Strength
Sensitivity
(dB .mV/m)

30–50 �32 to �37 12–17
85 �26 13
160 �19 to �23 10–14
280–300 �16 10
460 �12 12
800–960 �9 18–28
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Figure 10. Gain-averaged body-enhanced loop response. Source:
After Siwiak [2].
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reactance, and indeed, is effectively implemented that way
for use in the HF bands as discovered by Dunlavy [17].
When fed by a second untuned loop, this antenna will ex-
hibit a nearly constant feedpoint impedance over a 3 : 1 or
4 : 1 bandwidth by simply adjusting the capacitor to the
desired resonant frequency. The reactive part of the loop
impedance is inductive, where the inductance is given by
Im{ZL}¼oL, so ignoring the higher-order terms

L¼

Z0kb

"
ln

8b

a

� 
� 2

#

o
ð45Þ

which, with the substitution Z0k/o¼ m0, becomes

L¼ m0b

"
ln

8b

a

� 
� 2

#
ð46Þ

The capacitance required to resonate this small loop at
frequency f is

C¼
1

ð2pf Þ2L
ð47Þ

The loop may be coupled to a radio circuit in many differ-
ent ways, including methods given in Refs. 17 and 18.
When used in transmitter applications, the small loop an-
tenna is capable of impressing a substantial voltage across
the resonating capacitor. For a power P delivered to a
small loop with unloaded Q of Eq. (23) and with resonating
the reactance XC given by the reactive part of Eq. (22), it is
easy to show that the peak voltage across the resonating
capacitor is

Vp¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XCQP

p
ð48Þ

by recognizing that

Vp¼
ffiffiffi
2
p

IRMSXC ð49Þ

where IRMS is the total RMS loop current

IRMS¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P

RefZloopg

s

ð50Þ

along with Q at the resonant frequency in Eq. (23).
Transmitter power levels as low as one watt delivered

to a moderately efficient small-diameter (l/100) loop can
result in peak values of several hundred volts across the
resonating capacitor. This is not intuitively expected; the
small loop is often viewed as a high-current circuit that is
often described as a short-circuited ring. However, be-
cause it is usually implemented as a resonant circuit with
a resonating capacitor, it can also be an extremely high-
voltage circuit, as will be shown below. Care must be ex-
ercised in selecting the voltage rating of the resonating
capacitor even for modest transmitting power levels, just

as care must be taken to keep resistive losses low in the
loop structure.

As an example, consider the Q and bandwidth of a
small loop antenna, 2b¼ 10 cm in diameter, resonated by a
series capacitor and operating at 30 MHz. The example
loop is constructed of 2a¼ 1-cm-diameter copper tubing
with conductivity s¼ 5.7
107 S/m. The resistance per
unit length of round wire of diameter 2a with conductiv-
ity s is

Rs¼
1

2padss
¼

1

2pa

ffiffiffiffiffiffiffiffiffi
om0

2s

r
ð51Þ

where ds is the skin depth for good conductors, o is the
radian frequency, and m0¼ 4p
10� 7 H/m is the permeabil-
ity of free space, so Rs¼ 0.046O. From Eq. (22) the loop
impedance is Z¼ 0.00792þ j71.41. Hence the loop efficien-
cy can be found by comparing the loop radiation resistance
with loss resistance. The loop efficiency is Rs/(RsþRe{Z})¼
0.147 or 14.7%. From Eqs. (46) and (47) we find the
resonating capacitance C¼ 74.3mF. From Eqs. (48)–(50),
we see that if 1 W is supplied to the loop, the peak voltage
across the resonating capacitor will be 308 V, and the loop
current will be 4.3 A. The resonated loop is by no means
the ‘‘low-impedance structure’’ that we normally imagine
it to be.

2.4. The Rectangular Loop

Pager and other miniature receiver antennas used in the
30–940 MHz frequency range are usually implemented as
electrically small rectangular loops. For a rectangle
dimensioned b1
 b2 of comparable length, and constru-
cted with 2a-diameter round wire, the loop impedance is
given in Ref. 19 as

Zrect¼
Z0

6p
ðk2AÞ2þ j

Z0

p

"
b1 ln

2A

aðb1þ bcÞ

� 
:

þ b2 ln
2A

aðb2þbcÞ

� 
þ 2ðaþ bc � b1 � b2Þ

� # ð52Þ

where A¼ b1b2 and bc¼ (b1
2
þ b2

2)1/2. The loss resistance is
found by multiplying Rs in Eq. (51) by perimeter length of
the loop, 2(b1þ b2). For a given antenna size the lowest
loss occurs for the circular loop.

2.5. The Quad Loop Antenna

The quad loop antenna, sometimes called the ‘‘cubical
quad,’’ was developed by Clarence C. Moore in the 1940s
as a replacement for a four element parasitic dipole array
(Yagi–Uda array). The dipole array exhibited corona arc-
ing at the element tips severe enough to damage the an-
tenna when operated at high power levels (10 kW) in a
high-altitude (10,000-f) shortwave broadcasting applica-
tion in the 25-m band. Moore sought an antenna design
with ‘‘no tips’’ that would support extremely high electric
field strengths, in order to avoid destructive arcing. His
solution was a 1l-perimeter square loop, later with a loop
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director element as shown in Fig. 11. The configuration
exhibited no arcing tendencies, and a new shortwave
antenna configuration was born.

As pictured in Fig. 11, the driven element is approxi-
mately one-quarter wavelength on an edge. Actually, res-
onance occurs when the antenna perimeter is about 3%
greater than a wavelength. The reflector element perim-
eter is approximately 6% larger than a wavelength, and
may be implemented with a stub tuning arrangement.
Typical element spacing is 0.14–0.25 wavelength. The
directivity of a quad loop is approximately 2 dB greater
than that of a Yagi antenna with the same element spacing.
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LOW NOISE AMPLIFIERS

VIJAY NAIR

Intel Corporation
Hillsboro, Oregon

1. INTRODUCTION

Low-noise amplifiers (LNAs) are one of the most critical
components of the today’s communication receivers. In
wireless systems, the input signal from the antenna first
passes through an LNA that provides sufficient gain and
noise reduction for the subsequent stages for the RF re-
ceiver at the frequency band of interest. This LNA should
operate at low voltage, consume very low power, have wide
dynamic range, and exhibit excellent low-noise properties.
It should also have sufficient linearity for application in
systems that employ digital modulation schemes. Very-
low-power-consumption low-noise amplifiers are neces-
sary for increasing talk time of wireless communication
products. Semiconductor devices having high linearity
and better noise figure–gain performance are needed for
digital wireless systems. Front-end circuits with good per-
formance have been fabricated using silicon CMOS, BJT,
BiCMOS, GaAs MESFET, HFET, HBT, and SiGe technol-
ogies [1]. In this article we will discuss the low-noise am-
plifier design fundamentals, with special emphasis on low-
power communication circuits.

2. DEVICE MODELING

A low-noise amplifier consists of transistors to provide
the gain and matching circuits to tune the performance
at the frequency range of interest. The gain and noise

�/4

�/4

Feed Reflector
element

Driven
element

 0.14 to 0.25 �

Stub
tuner

Figure 11. Two element loop array.
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characteristics of a transistor can be completely specified
by the transistor’s S-parameters and noise parameters.
When an active device, such as a transistor, is employed in
a two-port system, the amount of noise that it generates
has to be considered carefully. This is often characterized
by the ratio of the output signal power to output noise
power. A term called noise factor is used to express this
noise deterioration of the systems. The noise factor F is
defined as

F¼
S=N power ratio at input

S=N power ratio at output
ð1Þ

where N is noise and S is signal.
If G is the gain of the device, then the signal at the

output is given by
Soutput¼GSinput and the noise at the output is given by
Noutput¼GNinputþnoise generated by the device.
Hence, (1) can be rewritten as

F¼
Noutput

GNinput
ð2Þ

The noise figure in decibels is given by

FðdBÞ¼ 10 logðFÞ ð3Þ

The major sources of noise in active device are thermal
noise generated by the resistance and the shot noise gen-
erated by the current flowing through the active-device
junctions. Noise properties of bipolar transistors can be
described by an equivalent circuit as shown in Fig. 1a.
Three noise generators are introduced into this common-
emitter equivalent circuit to analyze the bipolar transistor
noise properties. These noise generators are due to the
fluctuations in the DC base current, collector current and
thermal noise of the base resistance.

A simple noise equivalent circuit of a common-source
FET, as shown in Fig 1b, considers the noise contributions
of the gate resistance Rg, source resistance Rs, gate-to-
source capacitance Cgs, and associated charging resistance
Ri. Noise contributions due to other reactive parasitic
elements such as the gate and source lead inductance
are ignored, since they are negligible.

The noise figure in the presence of the source admit-
tance Ys can be written as

F¼Fminþ
Rn

Gs
jYs � Yoptj

2 ð4Þ

where Ys¼Gsþ jBs, connected at the input port. Fmin, Rn,
and Yopt characterize the device and are independent of its
output terminations [2]. The optimum source admittance,
Yopt¼Goptþ jBopt, is that particular value of source ad-
mittance Ys for which the optimum noise factor Fmin is
realized. Thus the noise performance of the device can be
characterized by a set of four noise parameters: the min-
imum noise figure Fmin, the noise resistance Rn, and the
optimum source admittance Yopt¼Goptþ jBopt, where Gopt

and Bopt individually affect the noise figure.

Thus (4) can be rewritten as follows:

F¼Fminþ
Rn

Gs

� �
½ðGs �GoptÞ

2
þ ðBs � BoptÞ

2
� ð5Þ

Equation (5) can be converted to arbitrary impedance form
as

F¼Fminþ
Rn½ðRss � RoptÞ

2
þ ðXss � XoptÞ

2
�

RssðR2
optþX2

optÞ
ð6Þ

where

Ys¼Gsþ jBs¼
1

Zs
¼

1

ðRssþ jXssÞ
ð7Þ

Yopt¼Goptþ jBopt¼
1

Zopt
¼

1

Roptþ jXopt
ð8Þ

Thus, knowing the noise parameters Fmin, Rn, Ropt, and
Xopt, the noise figure of the device can be calculated using
(4) when the device is matched to Zs instead of Zopt.

3. LOW-NOISE BEHAVIOR OF BJTs AND FETs

The noise behavior of a bipolar device can be analyzed by
introducing noise generators due to the fluctuations in the
DC base current, collector current, and thermal noise of
the base resistance into the common-emitter equivalent
circuit shown in Fig. 1a. The mean-square values of these
generators are given by [3]

i2
b¼ 2qIbDf ð9Þ

i2
c ¼2qIcDf ð10Þ

e2
b¼ 4kTrbDf ð11Þ

where ib is the base current noise generator, ic is the col-
lector current noise generator, eb is the thermal noise volt-
age of the base resistor, Ib is the DC base current, Ic is the
dc collector current, Df is the narrow frequency interval, rb

is the base resistance, q is the electronic charge, k is the
Boltzmann constant, and T is the absolute temperature.

Theoretical and experimental study of noise character-
istics of a GaAs MESFET were performed by several re-
searchers [4,5]. Fukui [6,7] developed a set of simple
analytical expressions for the noise parameters of a
MESFET. The Fukui equations shown below are used
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extensively to estimate the noise parameters of a device

Fmin¼ 1þ k1fCgs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RsþRg

gm

s !

Rn¼
k2

gm

Ropt¼ k3
1

4gm
þRsþRg

� 

Xopt¼
k4

fCgs

ð12Þ

where k1, k2, k3, and k4 are fitting factors and f is the
operating frequency.

These fitting factors, estimated on the basis of the mea-
sured data on microwave transistors, are k1¼ 0.016, k2¼

0.8, k3¼2.2, and k4¼160, provided the resistance is mea-
sured in ohms; transconductance gm, in siemens; gate-to-
source capacitance Cgs, in picofarads; and frequency f, in
gigahertz. These empirical constants depend on the device
manufacturing process and give a good estimate of the
capabilities of different types of semiconductor device
technologies. These constants have to be determined by
measuring the S parameters and noise parameters of the
devices.

The noise parameters and the S parameters should be
taken into account while choosing a device for a low-noise
amplifier design. A method for experimentally determin-
ing the noise parameters of a FET is described in Ref. 8.
The noise characteristics of heterostructure devices such
as HEMT and P-HEMT have been studied by Cappy
et al. [9].

Advances in CMOS technology enabled the fabrication
of MOSFETs having gate lengths below 100 nm. These
devices have realized very high transit frequencies and
very low noise figures. CMOS amplifiers with very good
low-noise performance have been demonstrated for wire-
less system applications [10,11]. Figure 2a shows a sche-
matic cross section of a MOSFET that depicts the origin
properties of several parasitic elements. Although MOS-
FETs and MESFETS are very different in their operation
and large-signal properties, the small-signal operations
are very similar. Therefore theoretical and experimental
studies of MESFET behavior can be used to analyze the
MOSFET small-signal and high-frequency noise proper-
ties. A simplified equivalent circuit of a MOSFET suitable
for noise analysis is shown in Fig. 3. Just as in the ME-
SFET, the most important parasitic parameters are the
gate resistance Rg, source resistance Rs, channel conduc-
tance g0, and gate capacitance Cgs. The dominant noise
sources are the thermal noise associated with the gate
noise, source resistance, and channel conductance. A noisy
two-port network analysis can be used to study the MOS-
FET noise properties. Following an analysis similar to
MESFET noise analysis, one can show that [12]

Fmin¼ 1þ 2ggd0
f

fT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RgþRs

ggd0

s

þ
f

fT
ðRgþRsÞ

" #
ð13Þ

where Fmin is the minimum noise figure, gd0 is the equiv-
alent noise conductance of the channel, g is a bias-depen-
dent parameter, and Rs and Rg are the source and gate
resistances, respectively. Since the second term inside the
brackets is typically much smaller than the first, we can

Figure 1. (a) Small-signal equivalent circuit of
common-emitter BJT; (b) noise-equivalent cir-
cuit of a common-source FET.
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approximate (13) as

Fmin 	 1þ 2
f

fT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ggd0ðRgþRsÞ

p
ð14Þ

The cutoff frequency fT is given by

fT¼
gm

2pðCgsþCgdÞ
ð15Þ

where gm is the transconductance of the device and Cgs

and Cgd are the gate-to-source and gate-to-drain capaci-
tances, respectively.

The noise conductance Gn can be written as

Gn¼
f

fT

� �2

ggd0 ð16Þ

The optimum impedance is given by

Zopt¼RoptþXopt ð17Þ

where the optimum resistance is

Ropt 	
fT

f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RgþRs

ggd0

s

ð18Þ

and the optimum reactance is

Xopt¼
1

oðCgsþCgdÞ
ð19Þ

For low-noise amplifier design, the device should be bi-
ased at the minimum noise figure point and the device
width should be chosen so that optimum resistance is close
to the driving resistance, which is typically 50O. Also note
that the minimum noise figure is independent of the gate
width. In order to achieve a minimum noise figure, the
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Figure 2. Small-signal equivalent circuit of a CMOS device showing the origins of the parasitic
components. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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cutoff frequency of the device should be much higher than
the operating frequency.

4. AMPLIFIER POWER GAIN EQUATIONS

Many power gain equations are derived from the two-port
S parameters of the amplifier. Let us consider the power
flow from the source to the load. Figure 4 shows a RF am-
plifier circuit block diagram depicting the different power
gains and reflection coefficients.

The transducer power gain GT of an amplifier is defined
as the ratio of the output power PL delivered to the load ZL

and the input power Pav s available from the source to the
network.

GT¼GTðGG;GL;SÞ ¼
PL

Pav s
ð20Þ

This can be expressed in terms of two-port S parameters
by

GT¼
ð1� jGsj

2ÞjS21j
2ð1� jGLj

2Þ

j1� S11Gsj
2j1� GoutGLj

2
ð21Þ

or

GT¼
ð1� jGsj

2ÞjS21j
2ð1� jGLj

2Þ

j1� GinGsj
2j1� S22GLj

2
ð22Þ

where

Gin¼S11þ
S12S21GL

1� S22GL
ð23Þ

Gout¼S22þ
S12S21Gs

1� S11Gs
ð24Þ

When both the input and output networks are perfectly
matched to the source impedance and the load impedance,
respectively, the transducer power gain is given by

GTm¼ jS21j
2 ð25Þ

The unilateral transducer power gain (i.e., |S12|¼0) GTu

is given by

G
tu¼ ð1�jGs j2 Þ

j1�S11Gs j2
jS21j

2 ð1�jGL j
2 Þ

j1�S22GL j
2

ð26Þ

We can rewrite this in the form

Gtu¼GsG0GL ð27Þ

Term Gs, which depends only on the S11 parameter of the
transistor and the source reflection coefficient, represents
the gain or loss of the input matching circuits. Similarly
GL depends on the S22 parameter of the transistor and the
load reflection coefficient. This represents the gain or loss
of the output matching circuits. A block diagram of max-
imum unilateral gain amplifier is shown in Fig. 5. The
middle term depends only on the S21 parameter of the
transistor.

Maximum unilateral gain GTu max is achieved when

Gs¼S�11 and GL¼S�22 ð28Þ

Figure 4. RF amplifier circuit block diagram
depicting different power gains and reflection
coefficients.

Figure 5. A block diagram of the maximum uni-
lateral gain configuration of an RF amplifier.
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and is given by

GTu max¼
jS21j

2

ð1� jS11j
2Þð1� jS22j

2Þ
ð29Þ

5. AMPLIFIER STABILITY

Stability of RF amplifiers is one of the most important cri-
teria in the circuit design. The amplifier stability can be
determined from the S parameters, input and output
matching networks, and circuit terminations. The ampli-
fier can be conditionally or unconditionally stable. A two-
port network as shown in Fig. 4 is unconditionally stable
at a given frequency if the input and output resistances
(the real part of Zin and Zout) of the device are positive for
all passive source and load terminations. This also means
that jGsj�1 and jGLj�1 in this case. An amplifier is condi-
tionally stable if the real part of input impedance and
output impedance of the amplifier are greater than zero
for some positive part of real source and load impedances
at a specific frequency.

5.1. Stability Circles

The conditions for unconditional stability can be written
in terms of reflection coefficients as follows:

jGsj�1; jGLj�1 ð30Þ

jGinj ¼ S11þ
S12S21GL

1� S22GL

����

����o1 ð31Þ

jGoutj ¼ S22þ
S12S21Gs

1� S22Gs

����

����o1 ð32Þ

Solutions to these equations give the required conditions
for an amplifier to be unconditionally stable. When a two-
port network is potentially unstable (or conditionally sta-
ble), there may be values of Gs and GL for which the real
parts of Zin and Zout are positive.

If we set jGinj and jGoutj to unity, a boundary is estab-
lished beyond which the amplifier becomes unstable. The
boundary condition is given by

S11þ
S12S21GL

1� S22GL

����

����¼ 1 ð33Þ

S22þ
S12S21Gs

1� S11Gs

����

����¼ 1 ð34Þ

Solutions to these two equations provide the values of Gs

and GL. It can be shown that the solutions for GL and Gs lie
on circles [13]. These circles are known as the stability

circles. The equations for these are given by

GL �
ðS22 � DS�

11
Þ
�

jS22j
2 � jDj2

����

����¼
S12S21

jS22j
2 � jDj2

ð35Þ

Gs �
ðS11 � DS�22Þ

�

jS11j
2 � jDj2

����

����¼
S12S21

jS11j
2 � jDj2

ð36Þ

where

D¼S11S22 � S12S21 ð37Þ

The circles in the GL plane where jGinj ¼ 1 are called out-
put stability circles and the circles in the Gs plane where
jGoutj ¼ 1, the input stability circles. The radii and centers
of input stability circles are given by

rs ðradius of Gs circlesÞ¼
S12S21

jS11j
2 � jDj2

����

���� ð38Þ

Cs ðcenter of Gs circlesÞ¼
ðS11 � DS�22Þ

�

jS11j
2 � jDj2

ð39Þ

The radii and centers of output stability circles are given
by

RL ðradius of GL circlesÞ¼
S12S21

jS22j
2 � jDj2

����

���� ð40Þ

CL ðcenter of GL circlesÞ¼
ðS22 � DS�22Þ

�

jS22j
2 � jDj2

ð41Þ

These equations can be plotted on a Smith chart provided
the S parameters of the two-port network are known. Fig-
ure 6 illustrates the graphical construction of the stability
circles where |Gin|¼ 1 and |Gout|¼ 1 in the GL and Gs

planes, respectively. On one side of the stability circle
boundary in the GL plane |Gin|o1, and on the other side
|Gin|41.

Similarly, on one side of the stability circle boundary in
the Gs plane |Gout |o1, and on the other side |Gout|41.

Figure 6. Graphical illustration of construction of stability cir-
cles where |Tin|¼1 and |Gout|¼1: (a) GL plane; (b) Gs plane.
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Stability circles can be plotted on the Smith chart di-
rectly. These circles separate the output or input planes
into stable or unstable regions. A stability circle plotted on
the input plane indicates the values of all the loads that
provide negative real part of output impedances. Similarly
stability circle plotted on the output plane indicates the
values of all the loads that provide negative real parts of
input impedances. A negative real part of impedance is
defined as a reflection coefficient that has a magnitude
that is greater than unity. The presence of the negative
part of impedances at amplifier input or output causes the
amplifier to oscillate. The next step is to determine which
area in the Smith chart region is stable:

If ZL¼Z0, then GL¼ 0, and Gin¼|S11| [from (30)].
If |S11|o1, then |Gin|o1 when GL¼ 0.
This means that the center of the Smith chart repre-

sents a stable operating point in the GL plane:
If |S11|41 when ZL¼Z0, then |Gin|41 when GL¼ 0.
This means that the center of the Smith chart repre-

sents an unstable operating point. These two cases
are shown in Figs. 7a and 7b. The shaded area repre-
sents values of GL that produce a stable region. Simi-
larly, Figs. 8a and 8b show stable and unstable regions in
the Gs plane.

For unconditional stability, any passive source or load
impedances in a two-port network must produce stability
circles completely outside the Smith chart as shown in
Figs. 9a and 9b. The conditions for unconditional stability
for all passive loads and sources can be expressed in the
form:

jjCLj � rLj > 1 for jS11j ð42Þ

jjCsj � rsj > 1 for jS22j ð43Þ

The necessary and sufficient stability conditions can be
summarized as follows. A stability factor K for an ampli-
fier can be expressed as

K ¼
1� jS11j

2 � jS22j
2þ jDj2

2jS12S21j
> 1 ð44Þ

1� jS11j
2 > jS12S21j ð45Þ

1� jS22j
2 > jS12S21j ð46Þ

For unconditional stability

K > 1 ð47Þ

jDjo1 ð48Þ

5.2. Constant-Gain Circles

These are contours mapped on a Smith chart showing the
impedance values that produce a constant gain for a given
operating condition of an amplifier.

5.2.1. Unilateral Case (|S12|¼ 0). In the unilateral
case, for Gs¼S�11 or GL¼S�22, the power gain Gs or GL

are at maximum value, and for |Gs|¼ 1 or |GL|¼ 1, the
power gain Gs or GL is zero. A general expression for the
Gs and GL can be written in the following form:

Gs¼
ð1� jGsj

2Þ

j1� S11Gsj
2

ð49Þ

GL¼
ð1� jGLj

2Þ

j1� S22GLj
2

ð50Þ

Figure 7. Smith chart showing stable and unstable regions in
the GL plane: (a) |S11|o1; (b) |S22|41. The shaded area repre-
sents the stable region.

Figure 8. Smith chart showing stable and unstable regions in
the Gs plane: (a) |S22|o1; (b) |S22|41. The shaded area repre-
sents the stable region.

Figure 9. Smith chart showing stability circles for an uncondi-
tionally stable amplifier.

2374 LOW NOISE AMPLIFIERS



A normalized gain factor gi can be defined as

gi¼
Gi

Gi max
¼
ð1� jGij

2Þ1

ðj1� SiiGij
2Þ
ð1� jSiij

2Þ ð51Þ

where i¼ s, (ii¼11), and i¼L (ii¼ 22). These equations
can be rearranged to prove that they represent a family
of circles [14]. It is quite often convenient to draw these
circles on a Smith chart. The centers of these circles
are located on the vector drawn from the center of the
Smith chart to the point S�11 or S�22. The distance from
the center of the Smith chart to the center of the constant-
gain circles along the vector S�11 for the source side is
given by

ds¼
gsjS11j

1� jS11j
2ð1� gsÞ

ð52Þ

The radius of the constant-gain circles is expressed as

rs¼
ð1� jS11j

2Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� gsÞ

p

1� jS11j
2ð1� gsÞ

ð53Þ

Similar expressions for load-side constant-gain circles can
be derived by replacing the S parameters of the signal side
with that of the load side.

5.2.2. Simultaneous Conjugate Match: Bilateral Case
ðS12O0Þ. This case occurs when S12 cannot be neglected.
The transducer power gain is given by Eq. (22). Conditions
required for maximum transducer gain are given by

Gin¼G�s ; Gout¼G�L ð54Þ

The simultaneous conjugate match condition thus ob-
tained is shown in Fig. 10.

The gain values G�s and G�L can be written as follows:

G�s ¼S11þ
S12S21GL

1� S11GL
ð55Þ

G�L¼S22þ
S12S21Gs

1� S22Gs
ð56Þ

By solving these last two equations simultaneously, we
can get

GMs¼
B1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2

1 � 4jC1j
2

q

2C1
ð57Þ

GML¼
B2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2

2 � 4jC2j
2

q

2C2
ð58Þ

B1¼ 1þ jS11j
2 � jS22j

2 � jDj2 ð59Þ

B2¼ 1þ jS22j
2 � jS11j

2 � jDj2 ð60Þ

C1¼S11 � DS�22 ð61Þ

C2¼S22 � DS�11 ð62Þ

where GMs and GML are the values of input and output
reflection coefficients when the amplifier is conjugate-
matched simultaneously.

The maximum transducer power gain, under simulta-
neous conjugate-matched conditions, is achieved when
Gs¼GMs and GL¼GML. Applying these conditions to equa-
tion (22), we get

Gt;max¼
ð1� jGMsj

2ÞjS21j
2ð1� jGMLj

2Þ

jð1� S11GMsÞð1� S22GMLÞ � S21S12GMsGMLj
2

ð63Þ

This can be simplified to

Gt;max¼
jS21j

jS12j

� �
ðK �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1
p

Þ ð64Þ

where the stability factor K is as defined in (44).
The maximum stable gain Gmsg, defined as the value of

GT,max when K¼ 1, is given by

Gmsg¼
jS21j

jS12j
ð65Þ

This Gmsg is a figure of merit that represents the maxi-
mum value of GT,max.

Figure 10. A block diagram of the conjugately
matched RF amplifier. (Simultaneous conjugate
match is achieved when Gin¼G�s and Gout¼G�L.)
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5.3. Constant-Noise-Figure Circles

In some applications the major design objective is to ob-
tain the lowest possible noise figure for the circuit. Since
minimum noise figure and maximum power gain cannot
be obtained simultaneously, constant-noise-figure circles
should be plotted on the same Smith chart along with the
constant-power-gain circles. The reflection coefficient can
then be selected that give the optimum performance in
terms of the noise figure and power gain.

The noise figure equation (4) discussed in Section 2 can
be rewritten as

F¼Fminþ
rn

gs
ðjYs � Yoptj

2Þ ð66Þ

where rn is the normalized noise resistance of the two-port
network, Ys¼ gsþ jbs is the normalized source admit-
tance, and Yopt¼ goptþ jbopt is the normalized source ad-
mittance, which results in the minimum noise figure.
Usually the normalizing impedance is 50O.

We can express the normalized source admittances Ys

and Yopt in terms of the source reflection coefficients as

Ys¼
1� Gs

1þGs
ð67Þ

and

Yopt¼
1� Gopt

1þGopt
ð68Þ

Substitution of these quantities into (66) gives the noise
figure equations as

F¼Fminþ
4rnjGs � Goptj

2

ð1� jGsj
2Þðj1þGoptj

2Þ
ð69Þ

The resistance rn can be found by measuring noise figure
for Gs¼0, when a 50O resistance is used. Then

rn¼ ðF50 � FminÞ
ðj1þGoptj

2Þ

4jGoptj
2

ð70Þ

To determine the noise figure circle for a given noise figure
Fi, we define a noise figure parameter Ni as

Ni¼
jGs � Goptj

2

1� jGsj
2
¼

Fi � Fmin

4rn

� �
j1þGoptj

2 ð71Þ

which can be rewritten in the following form [18]:

Gs �
Gopt

1þNi

����

����
2

¼
N2

i þNið1� jGoptj
2Þ

ð1þNiÞ
2

ð72Þ

These equations represent a family of circles in terms of
Ni. The center of the circle is given by

CF¼
Gopt

1þNi
ð73Þ

and the radius is given by

r¼
1

ð1þNiÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½N2

i þNið1� jGoptjÞ�

q
ð74Þ

A set of constant-gain circles and constant-noise-figure
circles, as shown in Fig. 11, are drawn on the same Smith
chart for the amplifier design. This plot shows the tradeoff
between the noise figure and the gain of a device.

6. NARROWBAND AMPLIFIERS

Typical narrowband amplifiers have bandwidth less than
10% of the center frequency. Most of the amplifiers de-
signed for portable communication amplifiers fall into this
category. These types of amplifiers can be further divided
into maximum power gain amplifiers and low-noise
amplifiers. A different design procedure has to be followed
for each case.

6.1. Maximum Power Gain Design

From the discussions in Section 5.2.2, the reflection coef-
ficient of the source and load impedance required to con-
jugately match the amplifier are given by Eqs. (57)–(62).
Knowing the values of GMs and GML provided by the device
manufacturers, the input–output matching network for
the amplifier can be designed.

The source equivalent circuit for maximum power
transfer can be written as

Zin¼
1þGMs

1� GMs
ð75Þ

Figure 11. Smith chart showing the constant-gain circles and
constant-noise-figure circles for optimum impedance determina-
tion. (With permission from Wiley [1].)
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where

GMs¼ jGMsj cosðangðGMsÞÞ þ jjGMsj sinðangðGMsÞÞ ð76Þ

The input impedance for minimum noise figure can be
written as follows:

ZinðoptÞ ¼Z0
1� jGMsj

2þ j2jGMsj sinðangðGMsÞÞ

1þ jGMsj
2 � 2jGMsj cosðangðGMsÞÞ

ð77Þ

The load impedance for maximum power transfer can be
written as

Zout¼Z0
1� jGMLj

2þ j2jGMLj sinðangðGMLÞÞ

1þ jGMLj
2 � 2jGMLj cosðangðGMLÞÞ

ð78Þ

Once these impedances are determined, CAD tools may be
used to compute matching elements of the amplifier.

6.2. Low-Noise Amplifier Design

In this case the minimum noise figure is more important
than determining the maximum gain. The noise parame-
ters of the devices are included in the data sheets provided
by the vendor or foundry. Figure 12 shows a block diagram
of a low-noise narrowband amplifier. The impedances at
various points along the circuits are illustrated in this
figure. The design procedure is similar to the maximum
power gain design, except that we start with the input
reflection coefficients for the minimum noise figure. This
reflection coefficient is then converted to the equivalent
input impedance or admittance. The matching elements
are then designed to transform these impedances to 50O.

Let G0 be the optimum reflection coefficient for the
minimum noise figure. From Eq. (77), we obtain

Zopt¼Z0
1� jG0j

2þ j2jG0j sinðangðG0ÞÞ

1þ jG0j
2 � 2jG0j cosðangðG0ÞÞ

ð79Þ

We may compute the output impedance computed simi-
larly if we know the load reflection coefficient for the min-
imum noise figure using Eq. (78).

7. WIDEBAND AMPLIFIER DESIGN

Wideband LNAs have many applications in instru-
mentation, high-speed microwave, and wireless commu-
nication systems. The design methodology for wideband

LNA is more complex than the narrowband amplifiers
because of the power gain rolloff characteristics of the
device. The matching circuit of the amplifier has to be
carefully designed to achieve a constant gain over a
broad frequency of interest. The variation in the device
S parameters has to be carefully considered. As the fre-
quency increases, the forward gain S21 of the device de-
creases at the rate of 6 dB/octave and the reverse gain
S12 increases at about the same rate. The input and
output impedances S11 and S22 also vary significantly
with frequency.

Several circuit design approaches are employed to
achieve the desired broadband characteristics of the
amplifier. Broadband amplifier design techniques using
negative feedback, compensated impedance matching,
and balanced amplifications are discussed in the next
section.

7.1. Negative-Feedback Amplifier Design

In this configuration a feedback network is used to com-
pensate for the gain rolloff of the device. Figures 13a and
13b show the shunt feedback amplifier configuration for a
bipolar device and a FET, respectively. Similarly, Figs. 14a
and 14b show the series feedback configuration for a bi-
polar device and a FET, respectively. The series feedback
enhances the input match of the amplifier, while the shunt
feedback flattens the forward gain S21 of the amplifier
over the frequency range of interest. Typically a resistor is
used as the primary feedback element. A capacitor is often
added to the shunt feedback circuit to decouple the DC
bias of the transistor.

An equivalent circuit of a bipolar transistor can be rep-
resented as shown in Fig. 15a and that of a FET, as in Fig.
15b. Other parasitic elements are neglected for simplicity
and because their contributions to the amplifier perfor-
mance are relatively insignificant. The admittance matrix
of the network can be written as

I1

I2

" #
¼

1

R1
�

1

R1

gm

1þ gmR2
�

1

R1

1

R1

2
6664

3
7775

V1

V2

" #
ð80Þ

Figure 12. A block diagram of the minimum
noise figure narrowband RF amplifier.
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By converting this Y parameter equation to S parameters,
we can get

S11¼S22¼
1

D
1�

gmZ2
0

R1ð1þ gmR2Þ

� 
ð81Þ

S21¼
1

D

�2gmZ0

ð1þ gmR2Þ
þ

2Z0

R1

� 
ð82Þ

S12¼
2Z0

DR1
ð83Þ

where

D¼1þ
2Z0

R1
þ

gmZ2
0

R1ð1þ gmR2Þ
ð84Þ

For the ideal case of VSWR¼ 1, S11¼S22¼ 0

1þ gmR2¼
gmZ2

0

R1
ð85Þ

or

R2¼
Z2

0

R1
�

1

gm
ð86Þ

S21¼
Z0 � R1

Z0
ð87Þ

S12¼
Z0

Z0þR1
ð88Þ

Also note that when the transconductance gmb1, we
obtain

Z0¼
ffiffiffiffiffiffiffiffiffiffiffiffi
R2R1

p
ð89Þ

Equation (87) shows that S21 depends on R1 only. This
shows that gain flattening can be achieved for an amplifier
by using parallel feedback.

It can also be seen from Eq. (87) that the minimum
transconductance is realized when R2 is zero:

gmðminÞ¼
R1

Z2
0

ð90Þ

From Eq. (82), it can also be shown that

gmðminÞ¼
1� S21

Z2
0

ð91Þ

R1¼Z0ð1þ jS21jÞ ð92Þ

The phase of S21 is an important consideration in nega-
tive-feedback amplifier design. At lower frequencies, the
phase of S21 is close to 1801, but as the operating frequen-
cy increases, the phase increases rapidly. The phase dif-
ference between the input and output voltages could
become zero at some frequency, creating positive feedback.
This problem can be avoided by adding a reactive element
to the feedback circuit.

7.2. Compensated Matching Technique

In this technique the input and output matching imped-
ances are mismatched to compensate for the variation in
the magnitude of S21 with frequency. Since the amplifier
has to operate over a wide bandwidth, VSWR optimization
must cover a wide frequency range. Even though the an-
alytical technique using Smith chart can be used to de-
termine a matching circuit, a more accurate design can be
achieved by using computer-aided design procedures.

7.3. Balanced Amplifier Design

It is difficult to achieve good VSWR for broadband ampli-
fiers that employ a compensated matching technique. The
mismatching of the input and output impedances causes
the VSWR to degrade significantly. Balanced amplifier de-
sign can be used to achieve good gain flatness and excel-
lent VSWR. Figure 16 shows the schematic of the balanced
amplifier. The input coupler circuit divides input power
equally between the amplifier A and B input ports. The
output coupler circuit combines the amplified signal from
each amplifier. The unused ports of the couplers are ter-
minated at 50O impedance to eliminate reflections. In this
approach the input and output matching of each amplifier

(a) (b)

B

R1

C

E

G
S

D
R1

Figure 13. Shunt feedback amplifier: (a) bipolar transistor;
(b) FET.

(a) (b)

DG

S

R2

B C

R2

E

Figure 14. Series feedback amplifier: (a) bipolar transistor;
(b) FET.

(a) (b)

R2

gmVgs
S

DR1G

Rbe

R1

R2

C

gmVbe

B

E

Figure 15. Equivalent circuit of feedback amplifier: (a) bipolar
transistor; (b) FET.
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can be mismatched to determine the gain flatness. The
combined amplifier will be matched when parallel ampli-
fiers A and B are combined. This will provide excellent
VSWR at the input and output of the circuit. The coupler
can be realized in many different ways and is discussed
elsewhere in this book and in Ref. 1.

For the balanced amplifier that uses a 3-dB coupler, we
obtain

S11¼ 0:5½S11a � S11b� ð93Þ

S22¼ 0:5½S22a � S22b� ð94Þ

The forward power gain is

jS21j
2¼ 0:25jS21aþS21bj

2 ð95Þ

The reverse power loss is

jS12j
2¼ 0:25jS12aþS12bj

2 ð96Þ

The input standing-wave ratio is

VSWRin¼
1þ jS11j

1� jS11j
ð97Þ

The input standing-wave ratio is

VSWRout¼
1þ jS22j

1� jS22j
ð98Þ

These types of amplifiers achieve high-gain flatness over a
wide range and a high degree of stability and are easy to
cascade. However, to achieve this performance, two am-
plifier chains are required. Hence this amplifier has high
power consumption and a larger chip size.
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LOW NOISE AMPLIFIERS: DEVICE NOISE
CHARACTERIZATION AND DESIGN
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1. INTRODUCTION

Receiver sensitivity is limited by noise associated with the
elements of the receiver. The most critical element is the
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Figure 16. Balanced FET amplifier configuration.
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one that first processes the detected signal, usually an
amplifier. Therefore, achieving low noise amplifier (LNA)
designs is critical in many receiver systems.

Given the input signal-to-noise ratio, the receiver
noise, which is the noise added by the receiver compo-
nent, degrades the signal-to-noise ratio. It is common to
use noise figure (F) as a system parameter that charac-
terizes the ability of the component (e.g., the amplifier)
to process low-level signals [1]. The noise figure is the
ratio of the input to output signal-to-noise ratios, resulting
in FZ1. Assuming that dissipative circuit losses are
small, the active device (e.g., the transistor) dominates
the receiver noise. An effective receiver amplifier thus
requires a suitable low-noise device. It is also important to
present an appropriate impedance through matching
networks.

The device can be characterized using two-port noise
and scattering (S)-parameter measurements. The mea-
surement of the noise figure for various source admit-
tances yields three noise parameters, the minimum noise
figure (Fmin), the noise resistance (Rn, or conductance Gn),
and the optimum source admittance for minimum noise
(Yopt¼Goptþ jBopt) [2]. The S-parameter measurements
can be used to extract the values for an equivalent-circuit
representation for the transistor. The measured noise pa-
rameters can then be used to construct a noise equivalent
network that, coupled with the device equivalent circuit,
can be used to predict the noise performance of this device
in, for example, an amplifier configuration, and hence for
the design of LNAs.

An empirical relation between the noise figure and the
circuit parameters that employs fitting parameters was
proposed for GaAs FETs. Fukui describes the dependence
of Fmin on the operating frequency and the model elements
in the equivalent circuit [3]. More quantitative equivalent
circuit modeling has been pursued in several works [4–7],
where Nyquist noise sources were represented equiva-
lently as temperature or resistance/conductance [8].

Within the active device, there are parasitic noise con-
tributions due to contact metal and contact resistance,
along with intrinsic noise mechanisms. Low-noise silicon
device technology (e.g., CMOS) has made great strides,
showing fairly good performance [9]. However, the lowest-
noise-figure device is the high-electron-mobility transistor
(HEMT), based on compound semiconductor materials. To
first order, a higher-speed device will have lower noise.

2. NOISE FIGURE OF A MULTISTAGE SYSTEM

The analysis of the noise figure in a multistage system
demonstrates the importance of good LNA design in re-
ceivers. Knowing the noise figure and gain of the individ-
ual stages, one can determine the noise figure of the
multistage system as [1]

Ftot¼F1þ
F2 � 1

G1
þ

F3 � 1

G1G2
þ � � � ð1Þ

where the first three stages have gains G1,G2,G3, and
noise figures F1,F2,F3. Equation (1) clearly shows that the

noise performance of a multistage system is dominated by
the noise figure and the gain of the first stage, since the
noise of the later stages is reduced by the gain of the pre-
vious stages. Thus, high gain in the first stage (the LNA)
reduces the influence of the noise of later stages, making
the noise of the first stage critical.

3. NOISE MECHANISMS IN HEMTS

High-gain and low-noise characteristics have made
HEMTs the device of choice for building low-noise tran-
sistor amplifiers. GaAs-based HEMTs have long been used
in microwave low-noise amplifiers [10]. When grown on an
InP substrate, GaAs-based HEMTs have demonstrated
low noise figure at millimeter-wave frequencies [11].
More recently demonstrated AlGaN/GaN HEMTs on SiC
offer promising microwave noise performance [12]. Table 1
summarizes the noise performance achieved with these
devices.

One can consider three uncorrelated noise mechanisms
in the intrinsic HEMT, associated with velocity fluctua-
tion, gate leakage, and traps, as shown in the schematic of
Fig. 1. The velocity fluctuation or diffusion noise is due to
electron scatter from the heterojunction, the lattice (pho-
non), and impurities. This diffusion noise contracts to
thermal or Johnson noise if the Einstein relation holds
[13]. The bandwidth of this process is proportional to the

HEMT (Substrate) Frequency Fmin Gate length

AlInAs/GaInAs (GaAs) [10] 18 GHz 0.48 dB 0.1 �m

AlInAs/GaInAs (InP) [11] 63 GHz 0.8 dB 0.2 �m

AlGaN/GaN (SiC) [12] 18 GHz 0.75 dB 0.25 �m

Vg

+

−

GaN

AlGaNLeakage

1/f noise

S DG

Surface or
AlGaN/GaN interface states

Electron

� fluctuationChannel

Figure 1. Fundamental noise mechanisms in AlGaN/GaN
HEMTs.

Table 1. Microwave and Millimeter-Wave Noise
Performance (Measured) of GaAs, InP, and GaN-
based HEMTs

HEMT (Substrate)
Frequency

(GHz) Fmin (dB)
Gate Length

(mm)

AlInAs/GaInAs (GaAs) [10] 18 0.48 0.1
AlInAs/GaInAs (InP) [11] 63 0.8 0.2
AlGaN/GaN (SiC) [12] 18 0.75 0.25
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inverse of the scattering time, making it frequency-inde-
pendent (i.e., white noise) in the microwave regime
where the device is typically operated. This fundamental
noise process results in a drain current noise variance
(/|id|2S) that will be ideally white and dominated by the
channel conduction process. The associated gate voltage
variance (/|vg|2S) is coupled to the channel random pro-
cess by the gate capacitance (Cgs). Physically, one could
view this as a random variation in the electric field lines
that terminate on the local random variation in channel
charge, due to velocity or charge density fluctuation, and
the induced gate charge. The line integral of this field
gives the gate voltage. A frequency independent /|id|2S
will therefore result in /|vg|2S being frequency-indepen-
dent. This model suggests that the correlation between
the gate (vg) and drain (id) noise sources will be a function
of the degree of electron scatter in the channel, and that it
would tend to reduce with increasing channel length.

The gate leakage noise process is associated with
electron injection into the channel over the gate Schottky
barrier. The randomness of this emission process leads
to classical shot noise (/|i|2S¼ 2eIg A2/Hz, with e¼
1.6
10�19 C and Ig the gate DC current) [13]. This gate
leakage noise is also ideally independent of frequency.

Finally, a 1/f a noise process (where a¼ 0.5–2) occurs as
a result of the trapping of electrons in surface states (near
the gate) or AlGaN/GaN interface states (near the chan-
nel). This lower frequency noise is particularly important
when the device operation is nonlinear, and leads to the
noise sidebands on an oscillator signal.

All three of these noise processes will contribute to both
the gate and drain noise variances. In addition to the in-
trinsic noise sources, there is thermal noise associated
with various resistances, including source and drain con-
tact resistance and gate finger resistance. All of these par-
asitic noise sources are uncorrelated with each other and
with the intrinsic noise.

4. TWO-PORT NOISE FIGURE

As suggested by Rothe and Dahlke [2], all noise within a
linear two-port device can be represented as two equiva-
lent and partially correlated noise sources, and two forms
are shown in Fig. 2, with the same two-port device now
considered noiseless. In the circuit of Fig. 2(a), the random
current iA and random voltage vA can be related by

iA ¼YcvA þ iu ð2Þ

where vAand iu are uncorrelated and Yc (¼Gcþ jBc) is a
correlation admittance. In this way, two independent
noise sources (vA, iu) can be used, as in Fig. 3. This allows
the convenient expression of the two-port noise figure and
other noise parameters using superposition.

A zero-mean Gaussian noise model is assumed. Also,
white noise is assumed over the frequency range of inter-
est. The variance of the noise sources in Fig. 3 can be
written using Nyquist’s theorem [8] as

jvAj
2

� �
¼ 4kT0BRn ð3Þ

jiuj
2

� �
¼ 4kT0BGn ð4Þ

where / S denotes the statistical average, k is Boltzm-
ann’s constant, T0 is room temperature (e.g., 290 K), B is
the noise bandwidth, and the values of Rn and Gn deter-
mine the variances. The two-port noise figure, F [¼ 1þ
(/|i|2SG0//|i|2SG) in Fig. 3], with source admittance
Ys (¼Gsþ jBs), becomes [2]

F¼ 1þ
1

Gs
½GnþRnjYsþYcj

2� ð5Þ

Partial derivatives of (5) with respect to Gs and Bs [(@F/
@Gs)¼ 0, (@F/@Bs)¼ 0] give the optimum value of Ys for the
minimum F. This optimum input admittance, Yopt (¼Gopt

þ jBopt), is given by

Yopt¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gn

Rn
þG2

c

s

þ jð�BcÞ ð6Þ

Substituting Ys¼Yopt into (5) gives

Fmin¼1þ 2RnGcþ 2Rn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gn

Rn
þG2

c

s

ð7Þ
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Noiseless 

Device
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Device
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Figure 2. (a) Equivalent noise circuit with noise
sources (vA and iA) at the input (ABCD represen-
tation); (b) equivalent noise circuit with current
noise sources (i1,i2) at input and output (Y repre-
sentation).

Extrinsic
Noiseless 

Device

G

S

D

S

i

vA

−Yc

+ _

Yc
u

Uncorrelated
G

Figure 3. Equivalent noise circuit with two independent noise
sources and a correlation admittance (iA¼YcvAþ iu).
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Rather than expressing F as a function of Gn and Yc, as in
(5), it can be expressed in terms of Fmin [using (7)] and Yopt

as

F¼Fminþ
Rn

Gs
jYs � Yoptj

2 ð8Þ

A noise-figure meter is commonly used for noise mea-
surements [14–16]. Measurement of the noise figure for
various Ys allows the determination of Fmin, Rn, and Yopt in
(8) by means of a least-mean-square error fit to F(Ys) [17].
Then, the parameters Gc, Bc, and Gn can be evaluated
from (6) and (7). Measurements of this type are common,
and work has been done, for example, to relate the data to
noise sources within GaAs, GaN, and CMOS devices
[7,18,19].

5. GATE–DRAIN NOISE CORRELATION EFFECT

In the simple FET circuit model of Fig. 4, one can gener-
ally anticipate correlation between the gate and drain
noise current by capacitive coupling [7]. For example,
id induces the gate voltage vg through the transconduc-
tance gm. Then, vg¼ id/gm if perfect correlation can be
assumed, and ig¼ joCgsvg¼ joCgsid/gm. Finally, jigj

2
� �

¼

o2C2
gs jidj

2
� �

=g2
m. It has been demonstrated experimentally

[7] that, in the case of velocity fluctuation, /|id|2S is in-
dependent of frequency in the microwave operating range
of the transistor (white noise), and /|ig|2Spo2, thus
establishing the concept of capacitive coupling between
the gate and drain noise. In order to assess the effect of
the correlation between ig and id, the correlation coeffi-
cient C is defined in normalized form as [4]

C¼
igi�d
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jigj

2
� �

jidj
2

� �q ð9Þ

With perfect correlation assumed in the ideal noise model
of Fig. 4, C¼ j1.

To investigate the influence of C on the total noise, the
ideal FET noise model in Fig. 4 is considered with velocity
fluctuation noise only, to calculate the minimum noise fig-
ure, Fmin, in terms of /|ig|2S, /|id|2S, and the correla-

tion coefficient C, by setting igi�d
� �

¼ jjCj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jigj

2
� �

jidj
2

� �q

(imaginary correlation only). Then, Fmin can be expressed

as [4,7]

Fmin¼ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jigj

2
� �

jidj
2

� �q

2kT0Bgm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� jCj2

q
ð10Þ

Equation (10) indicates that, with no parasitics, perfect
correlation (|C|¼ 1) cancels the noise contribution from
/|ig|2S and /|id|2S completely, giving Fmin¼ 1. There-
fore, high correlation (j1 is the theoretical maximum)
would be desirable for a low-noise device, since correla-
tion is a cancellation term in calculating the total noise of
the FET.

6. LOW-NOISE AMPLIFIER DESIGN

There are design tradeoffs between noise figure, gain, and
bandwidth. Tradeoffs exist between noise figure and gain
because the desired source reflection coefficients for low-
noise figure, the optimum being Fmin, and maximum avail-
able gain values are different. The stability of the LNA
circuit is also important. If the transistor used is condi-
tionally unstable, source and load impedances presented
by the input and the output matching networks should
stabilize the circuit first over all frequencies [20]. Addi-
tionally, the linearity performance (third-order intercept
point, i.e., IP3) must be adequate to ensure sufficient dy-
namic range of the receiver system.

Low-noise amplifier design techniques have been in-
vestigated by many authors, resulting from various tech-
nologies (especially GaAs-based transistors) and circuit
architectures. Examples of low-noise amplifiers, including
design techniques, can be found in a series of reprint ar-
ticles edited by Fukui [21]. Computer-aided design syn-
thesis tools provide a convenient platform.

In general, in order to achieve the lowest possible noise
figure, the input matching network is designed to provide
the source admittance for low-noise figure, and the output
matching network is optimized for high gain. The noise
parameters Fmin, Rn, and Yopt should be determined first
for the particular device being used (either from the mea-
surement or given by the manufacturer). Then, these pa-
rameters can be used in low-noise transistor amplifier
design and simulation with the S parameters.
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LOW-PASS FILTERS

CHIU H. CHOI

University of North Florida
Jacksonville, Florida

A lowpass filter suppresses the high-frequency compo-
nents of a signal, leaving intact the low-frequency ones.
A lowpass filter specification can be expressed as shown in
Fig. 1. In the stopband (above f2 Hz), the attenuation is at
least As dB. In the passband (below f1 Hz), the attenuation
is at most Ap dB. The band from f1 to f2 is called the tran-
sition band.

A first-order lowpass filter is shown in Fig. 2. The
transfer function is

VoutðsÞ

VinðsÞ
¼

1

RC

sþ
1

RC

The pole–zero diagram is shown in Fig. 3.
An active second-order lowpass filter is shown in Fig. 4.

The circuit is known as the Sallen–Key lowpass circuit.
The transfer function is

VoutðsÞ

VinðsÞ
¼

a
R1R2C1C2

s2þ
1

R1C1
þ

1

R2C1
þ

1� a
R2C 2

� �
sþ

1

R1R2C1C2

ð1Þ

where a¼1þ r2/r1. The pole–zero diagram is shown in
Fig. 5.

An approach to design a circuit (a lowpass filter) whose
frequency response satisfies the lowpass requirements
shown in Fig. 1 consists of two steps: approximation of
the requirements by a transfer function and synthesis of
the transfer function.

There are several approximation methods, for instance,
Butterworth, Chebyshev, inverse Chebyshev, and Cauer
approximations. A transfer function obtained by one
method is different from those obtained by the others,
and has different properties. However, the frequency re-
sponse of each of the transfer functions satisfies the low-
pass requirements. The Butterworth approximation
method is described below.

Compute the scaling factor k given by the equation
below:

k¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100:1 Ap � 1

p

Attenuation (dB)

Frequency (Hz)
f2f1

Ap

As

Figure 1. Lowpass filter requirements.

+

−

+

−

R

V in VoutC

Figure 2. First-order lowpass filter.
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Next, compute the quantity

log10

100:1As � 1

k2

� �

2 log10

f2

f1

� �

Choose the order n of the filter to be the smallest integer
not smaller than the quantity given above. Solve for all the
left-half-plane roots Zis of the equation

ð�1ÞnS2nþ 1¼ 0

The Butterworth lowpass transfer function is formed as
follows:

TLPðsÞ¼
1

Pn
i¼ 1ðS� ZiÞ

����
s¼ k1=ns=2pf1

Example 1. Find the Butterworth transfer function for a
lowpass filter with As¼ 15 dB, Ap¼ 0.5 dB, f1¼1 kHz, and
f2¼ 5 kHz:

k¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
100:1ð0:5Þ � 1
p

¼ 0:35

log10

100:1ð15Þ � 1

0:352

� �

2 log10

5k

1k

� � ¼ 1:72

Choose n¼ 2. The left-half-plane roots of the equation

ð�1Þ2s2ð2Þ þ1¼ 0

are 1=
ffiffiffi
2
p
ð�1� jÞ. Therefore, the Butterworth transfer

function is

TLPðsÞ¼
1

s2þ
ffiffiffiffiffi
2s
p
þ 1

����

����
s¼

ffiffiffiffiffiffiffiffi
0:35s
p

=2pð1000Þ

which simplifies to

TLPðsÞ¼
1:128
 108

s2þ 1:502
 104sþ 1:128
 108

These calculations have all been performed before, and the
results and available in tabular and computer program
forms.

The Sallen–Key lowpass circuit can be used to realize a
second-order lowpass transfer function of the form

TðsÞ¼
K

s2þasþ b

Compare T(s) with Eq. (1):

K ¼
a

R1R2C1C2
a¼

1

R1C1
þ

1

R2C1
þ

1� a
R2C2

b¼
1

R1R2C1C2

Since there are more unknowns than equations, one can
assign values to certain unknowns and then solve for the
remaining unknowns. As an example, choose C1¼1, C2¼

1, a¼ 2. Then

K ¼ 2b R1¼
1

a
R2¼

a

b

The impedance-scaling method can be used to scale the
values of Rs and Cs into the practical ranges.

In general, a higher-order lowpass transfer function
obtained by Butterworth and Chebyshev approximations
can be factorized into a product of biquadratic functions
and possibly one first-order expression. Each of the biqua-
dratic functions can be synthesized by using the Sallen
and Key or other lowpass circuits. The first-order transfer
function can be realized by an active or passive circuit. By
cascading all the biquad and first-order circuits together,
the lowpass filter is realized.

1−−−
RC

jω

σ

Figure 3. Pole–zero diagram of the first-order lowpass filter.

+
−V in

R1 R2

r 2
r 1

C2

C1

Vout

Figure 4. Sallen–Key lowpass circuit.

jω

σ

Figure 5. Pole–zero diagram of the Sallen–Key lowpass filter.
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LOW-POWER BROADCASTING

CHIP MORGAN

CMBE, Inc.
Bridport, Vermont

Low-power broadcasting systems are very interesting
from a technical perspective for several reasons. Although
they appear to be simple to build and easy to design, they
can actually be more critical than higher-powered sta-
tions. In fact, since the signal is local and likely to receive
or cause interference, design and optimization methods
for low-power systems can make the difference between a
successful operation and a failure.

It is a mistake to think that a low-powered facility can-
not perform as well (within its intended coverage area) as
a full-powered station. Around the world, there are many
facilities operating at low power that provide excellent
full-time service to communities every day.

Modern techniques allow some very interesting project
work, such as synchronized systems, directional systems
to fill in specific areas, and local systems (such as in tun-
nels, buildings, or temporary high-density populated ar-
eas such as stadiums). These techniques also have
application for fill-in service for satellite-delivered servic-
es as well as terrestrial digital broadcasting.

1. DEFINITIONS

A low-power station is typically a facility with a transmit-
ter power of 1 kW output or less. Although antenna gain
plays a large role in the effective radiated power (ERP) of a
given facility, it is easier to define the power of a station in
general terms by transmitter power. However, when regu-
lating the location and coverage of a given facility, ERP and
height above average terrain (HAAT) are often specified.

1.1. Translator

A translator is a radiofrequency (RF) device that retrans-
mits a television or FM signal within a specific broadcast
band. The translator alters none of the signal character-
istics except frequency and amplitude with a main pur-
pose to extend or fill in the coverage of a transmitted
signal. It typically receives a signal, changes its carrier
frequency, and then rebroadcasts the changed carrier at

substantially higher levels of radiated energy. A trans-
lator is essentially a repeater.

As an example, a broadcast station might have a zone
within its trade area that receives a poor signal from its
main transmitter. The technical consultant of the station
prepares a study to identify the existence of frequencies
for a translator. The consultant recommends a site and a
specific design.

Listeners and/or viewers within the coverage area of
the translator receive primary station programming on a
different frequency from the primary station. Thus, the
station signal is translated in that area.

1.2. Booster

A booster is an RF device that retransmits a TV or FM
signal within a specific broadcast band. It alters none of its
characteristics, including frequency or amplitude, with a
main purpose to extend or fill in the coverage of a trans-
mitted signal. A booster operates on the same frequency as
the primary signal and rebroadcasts it at substantially
higher levels of radiated energy. The signal of a booster is
the same as the primary station. Boosters are complicated,
and a poorly designed or built booster can cause much
more harm than good. A booster is an isofrequency trans-
mitter.

As an example, a station might have a location within
its trade area that receives a poor signal from its main
transmitter. The consultant of the station prepares a
study to identify a site with appropriate terrain shielding
or to allow the operation of a booster without substantial
interference to or from the main signal. Listeners and/or
viewers receive the programming from the primary sta-
tion on the same frequency as the primary station. Thus,
the station signal is boosted in that area.

1.3. LPTV

An LPTV (low-power television) station can be defined as
one that may operate as a translator or originate pro-
gramming and operate as a subscription service low-pow-
ered TV system intended to serve a local area. It functions
as a full-powered TV station, but with reduced output
power.

1.4. ITFS, MDS, and MMDS

ITFS (instructional television fixed service), MDS (multi-
point distribution service), and MMDS (multichannel
MDS) are television transmission systems authorized to
provide specific programming to subscribers. Technically,
ITFS and MDS are quite similar to each other as well as to
broadcast television transmission.

2. GENERAL GUIDELINES

Following are some tips and points to consider when de-
signing a low-power system. Some of these items are sim-
ple common sense; others require high-powered computer
system analysis to compare options and identify predicted
results. These guidelines also apply to high-powered
systems. In most cases, low-powered systems have very
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stringent requirements due to specific signal challenges.
Before designing a system, a complete understanding of
all the technical issues will minimize problems. The field
is quite complex. For example, propagation and signal
analysis is a career unto itself, but understanding the ba-
sics will help you identify potential problems in the initial
design of a system. Use the services of a professional who
designs systems regularly for the best results.

2.1. Location of Antenna in Relation to Population

Locate the transmitting antenna site as close to the target
population as possible. Building penetration and received
signal strength decreases rapidly as distance between
transmitter and receiver increases. RF energy diminishes
with the square of the distance. If the transmitter site is
distant from the target population, system design is much
more critical and difficult.

2.2. Height of Antenna above Population

More antenna height usually means better coverage.
However, one should specify an antenna height as high
as is needed for the specific requirements, but not any
higher. Excessive antenna height leads to unnecessary in-
terference, increased cost of construction and operation,
and decreased reliability. The antenna should be just high
enough for adequate Fresnel ellipsoid clearance to the
target area but not much above that height.

2.3. Fresnel Ellipsoid Clearance of Signal into Target Market

The antenna signal is not a narrow ray of energy like a
laser beam. The signal is a noncoherent three-dimensional
beam that gets wider as it leaves the transmitting anten-
na, just like the beam from a flashlight. For maximum re-
ceived signal strength, all the energy in the Fresnel
ellipsoid must pass from the transmitter to the receiver
with no obstacles affecting the path of transmission. The
receiving antenna works exactly opposite from the trans-
mitting antenna. It gathers energy from a three-dimen-
sional area and narrows it down to the location of the
receiver, just as a telescope gathers light from a wide area
and focuses it at on small area. At the midpoint of the
transmission/reception path, the signal beam is its widest.
Therefore, even if you can see the population you want to
serve from the transmitter site, the broadcast signal may
not be able to reach it due to obstructions below the line-of-
sight path.

2.4. Tuning and Installing an Antenna

A transmitting antenna is just as sensitive to its immedi-
ate environment as a receiving antenna. If you have ever
adjusted a ‘‘rabbit ear’’ antenna on a TV set or the rod
antenna on a ‘‘boombox,’’ you understand the concept. A
very small change in the antenna orientation or environ-
ment has a drastic effect on its performance. Install the
antenna and tune it properly from the beginning and the
facility will perform as predicted. The supporting struc-
ture, the antenna design, and the way the antenna is
mounted all affect the quality of the signal.

2.5. Elevation Pattern of an Antenna

There is often population below the height of a transmit-
ting antenna—especially if it is on a tall tower or hill. The
elevation pattern of the antenna identifies the amount of
signal radiated toward the horizon as well as the amount
radiated below the horizon, into low-lying population. The
elevation pattern is critical in systems design because
control of energy in specific areas can be an important
factor in system performance. Conversely, a receiving an-
tenna often receives from a location above its horizontal
plane, and the elevation pattern above the horizon is im-
portant. The number, spacing, and type of elements in the
antenna array typically control the elevation pattern of a
wire-type antenna.

2.6. Interference from Adjacent-Channel and
Cochannel Stations

Unless the station is located in an area with very few sig-
nals, certain portions of the service area will receive in-
terference from other nearby or more powerful
transmitters. This can come from stations as far as three
channels above or below the carrier frequency. Consider
the potential of interference in the design of a facility.
Most complaints of poor performance are a result of in-
terference, due to poor signal from the intended transmit-
ter in an area or excessive signal from an interferor or
‘‘jammer.’’

2.7. Receiver-Induced Third-Order Harmonic Interference

When a receiver is near other transmitters, even if the
desired station has a strong local signal, the receiver will
overload or ‘‘be blanketed’’ by the relatively higher signal
levels of the jamming transmitter. The selectivity (ability
to reject strong local interference) of the receiver deter-
mines its susceptibility to this kind of interference. In
other cases, harmonic mixes occur within the receiver
itself, causing the desired signal to be jammed. This
situation is receiver-induced third-order harmonic inter-
ference.

2.8. Condition of Antenna System

Most transmitters have a test meter that indicates if the
antenna has failed to the point that it can harm the trans-
mitter. However, there is typically no accurate test equip-
ment available at a transmission facility to show
qualitatively how well the transmitter or antenna is per-
forming. Most antenna complaints are very subjective;
you just cannot ‘‘get’’ the station as you used to—it does
not sound right or look right any more, and so on. The only
way to tell if an antenna is working correctly is to test it
with appropriate test equipment used by antenna manu-
facturers and consultants.

2.9. Quality of Modulation

A commonly overlooked cause of signal problems is poor
source material. In this case, no amount of improvement
to the antenna or transmission system will correct the
problem.
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3. LOW-POWER SYSTEM DESIGN

Site selection is the first step in designing a system. The
details of the site determine many other design criteria, so
an overall review of the impact of any potential site must
be exhaustive. Choice of the best site for a transmission
system is often a series of compromises. Strike a balance
between economical issues, environmental issues, and
performance issues of the particular site under review.

In addition to these restrictions, the site must be avail-
able; must satisfy all regulatory, practical, and engineer-
ing requirements; and must be accessible during the time
construction is planned to take place.

The primary technical consideration of site selection is
the performance of a transmission system that is located
there. Computer analysis should be performed to predict
the performance at all intended receiving locations, to
predict the interference generated to other operators from
the proposed site, and to demonstrate the relative quality
of any particular site with others being considered. In ad-
dition to the performance of the transmitter(s) located at
the proposed site, receiving capability of the primary sig-
nal must be possible. This may mean satellite reception,
microwave link reception, or off-air reception of the modu-
lating signal.

When using off-air rebroadcast, the site selection is
critical. For example, if a booster receives its primary sig-
nal from a receiver tuned to the primary FM transmitter,
the booster’s transmitted signal generally ranges from 90
to 110 dB stronger than the intended input signal. If feed-
back contamination is to be limited to less than 30 dB, the
transmitting antennas and receiving antennas have to
have between 120 and 140 dB isolation.

A high degree of shielding between the antennas is re-
quired. Sometimes this can be accomplished by terrain or
even by a building. Depending on system power levels, a
physical separation between highly directional antennas
may be enough.

It is good engineering practice to choose a site that is
accessible in varying weather conditions. That is, it cannot
be subject to factors such as excessive winds, erosion,
snow, heat, or water.

3.1. Antennas

Some system designers mistakenly believe that running
all the power the license permits and using the largest
antenna they get is the best course of action. The problem
with higher-gain antennas is that they have small vertical
beamwidths that can cause deadspots in the minor lobes
due to the nulls in the radiation pattern. Since the major
lobe provides the most gain to the detriment of areas near
the antenna, signals in the remote areas will likely be ex-
cellent, at the cost of local signals. Sometimes, however,
this is an intended effect when areas near the antenna are
lightly populated.

Beamtilt will not solve a problem caused by insufficient
Fresnel ellipsoid clearance (‘‘shadowing’’). Antenna tuning
will also not solve this kind of problem. If a site has poor
performance due to radio shadowing, no amount of ma-
nipulation of the antenna system will make a substantial

improvement over a properly operating antenna system.
Some operators are willing to pay for minor improve-
ments, but a better use of finances is to analyze carefully
a potential site before building it. Examine every proposed
system with care to analyze accurately the magnitude of
the potential problem areas. Antenna pattern control
equals better system performance, less co-channel and
adjacent channel interference, and better spectrum utili-
zation.

3.1.1. Transmitting Antennas. There are a number of
factors to consider when it comes to designing the anten-
na system for a low-power operation. Careful attention to
materials selected is key. A poor-quality antenna will ad-
versely affect the best system. For omnidirectional usage,
use low-power versions of the standard higher-powered
transmitting antennas. (They are available in horizontal,
vertical, and elliptically polarized models.) Virtually all
transmitting and receiving antennas are available in 50-
or 75-O models. The relationship between the tower and
the radiating elements is essential. The best designs are
custom tuned for the specific situation.

When designing an antenna system, make sure that
antenna and tower manufacturers or owners are kept
abreast of any possible problem areas, such as wind resis-
tance, the antenna’s postinstallation directivity patterns,
and mounting procedures.

Calculate ERP by multiplying the antenna’s power gain
by the transmitter output in watts less losses (hybrid,
coax, duplexer, circulators, etc.). Be aware of the antenna’s
vertical plane pattern as well as the probable signal levels
at various points in the service area, because the measur-
ing gain on VHF antennas is usually set at zero degrees.
(The gain at other elevation angles may be considerably
less.)

Antenna beamwidth equals the number of degrees be-
tween the major lobe half-power points. If it is necessary
to have coverage in local and distant areas, choose the
highest possible antenna location and the antenna config-
uration that will be the best compromise. A high antenna
with no obstructions between the transmission site and
the receiving sites is required for consistent service to the
intended audience.

If local coverage is of paramount importance, utilize a
high-gain antenna with a moderate degree of beamtilt, or
lower power and an omnidirectional antenna. This will
make the best use of radiated power and reduce inter-
ference.

3.1.2. Receiving Antennas for Retransmission. The input
signal’s delivery to the transmitter is an essential factor in
overall system design when retransmitting a signal. A
poor-quality input signal makes all the difference in the
entire operation of the system.

A simple antenna on a nearby tower is sometimes suf-
ficient for off-air reception. More often, measures that are
more intricate are necessary. Sometimes, increasing an-
tenna gain or narrowing the pattern of the arrangement is
an option. A 301 horizontal pattern width from a single
receiving antenna has been known to allow for reception of
an interfering signal. A number of methods can resolve
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retransmission reception difficulties, including signal fil-
tering to minimize out-of-band products, antenna-mount-
ed preamplification to increase signal levels, and
horizontal and vertical antenna stacking techniques to
increase antenna gain and directivity.

The majority of difficulties related to the input signal
have to do with weak input signal strength, measured in
microvolts on the receiver front panel. Depending on the
manufacturer, equipment specifications usually specify
that 2–10mV will result in a good output signal, but those
numbers are reflective of equipment capabilities only.

Practical limits at a site tend to be much higher for
several reasons. Depending on local conditions, weak sig-
nals can result in fades. Upward of 100–300mV is usual,
but even this level of signal can have problems during a
fade. Carefully monitoring proposed sites helps avoid the
problem from the start. The level of RF noise near a re-
ceiving antenna can influence input. Noise levels can be
higher than the signal strength of the desired signal. Sub-
sequent filtering or antenna location can help resolve the
issue.

In many cases, one must take special measures to en-
sure that reception and retransmission signals stay clean.
A weak signal with poor signal-to-noise ratio is generally
the problem. The system’s receiving section must contain
a superior signal conditioning system, preamp, and
receiving antenna to maximize clarity.

4. ANTENNA STACKING

Antenna stacking increases the gain of an antenna array.
Stacking can be either horizontal or vertical. Stacking ap-
plies in transmission and reception and can be helpful in
solving certain reception difficulties.

Vertical antenna stacking influences vertical beam-
width. It is effective in amplifying the gain of the array.
Horizontal stacking narrows the array’s beamwidth from
side to side. If the antennas are in phase, this method adds
3 dB to antenna gain for every doubling of the stack. (A
single Yagi antenna has a horizontal acceptance angle of
approximately 301 between the 3 dB down points off its
front.) Note that horizontal beamwidth decreases consid-
erably and vertical beamwidth remains unaffected.

A variation in stacking resolves certain interference
and reception difficulties. There are myriad ways to make
use of this technique, including offset antenna arrange-
ments, which allow phase reinforcement off the front of
the array and phase cancellation off its rear. The process
involves vertical stacking of the antennas (i.e., one anten-
na forward of another by precisely 1

4 l at the center fre-
quency of the rejected channel). Use this formula to
calculate stacking:

D ðin:Þ¼ 2951 divided by frequency of

undesired signal ðMHzÞ

RF signals travel faster in free space than in cable, so
connect the rear antenna to the common junction with a
short feedline. Then connect the front antenna to the com-

mon junction with a feedline whose length results from
the formula multiplied by the velocity of propagation of
the cable used, plus the amount of cable that is used for
the rearmost antenna.

As another example, set the space from one antenna
boom to another so that it will cancel an unwanted signal
from a specific forward direction. Install the antennas
with the center of each spaced so the unwanted signal is
out of phase at the connection between the two antennas,
and the interfering signals will negate each other at the
combined output.

4.1. Transmitters

Transmitters provide the RF power for the antenna. Prop-
er design of a low-power facility includes selection of the
appropriate transmitter for the job. A primary consider-
ation is adequate power in order to achieve desired effec-
tive radiated power. The gain of the antenna(s) and the
length of the transmission line(s) affect this power level
requirement. The available electrical power and the cool-
ing system available at the transmission site also affect
the RF power level design. Generally, low-power facilities
do not need more complex electrical power systems, such
as three-phase power or high-voltage power systems. As in
any design, the transmitter should be well designed and
easy to maintain and provide diagnostic information about
its status and condition.

4.1.1. ITFS and MDS Transmitters. Usually, transmit-
ters for MDS and ITFS rate at 10–100 W visual power
and 10% aural capability; 10-W transmitters are typically
solid state. Higher-powered transmitters typically operate
with vacuum tubes.

Internally and externally diplexed transmitters are
widely used. Low-level internal systems work well in un-
congested areas due to their ease of use and cost efficiency.
Externally diplexed systems reduce cross modulation of
video synchronization components onto the aural carrier.
They also offer better rejection of products caused by the
intermodulation of aural and visual carriers. Aural carrier
signal integrity is a considerable element in system per-
formance with multichannel sound and pay television en-
coding and decoding. Amplitude, phase precorrection
methods, and contemporary linear amplifier design
ensure good signal performance.

4.1.2. LPTV Transmitters. When choosing an LPTV
transmitter, there are a few terms to remember. Linear
waveform distortion, called the ‘‘2 T K factor,’’ measures
the distortion of a picture’s fine detail. The 2 T sine-
squared pulse and the 2 T bar define the K factor, or ac-
tual distortion. The K factor must be less than 3% to meet
LPTV standards.

Envelope delay is the delay within the system of the
modulation envelope. It is usually a frequency function,
with higher frequencies equaling shorter delays. For
transmitters, the standard is built on a baseline of the
delay within the equipment between 0.05 and 0.2 MHz.
For up to 3 MHz, that delay is to be maintained. Past that,
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the delay should linearly decrease up to 4.18, so the delay
is � 170 ns with respect to the baseline at 3.58 MHz.

Differential gain is the difference in gain of the LPTV
system’s translator for a small, high-frequency signal
(chrominance) at two specific levels of a low-frequency
signal (luminance) on which the high-frequency signal is
superimposed. Differential gain cannot exceed 10% at an
average picture level ranging from 10% to 90%.

Differential phase is the difference in the output phase
of a signal such as that used in differential gain measure-
ments. It should never exceed 71 past the range of blank-
ing to white.

4.1.3. FM Transmitters. Low-power FM transmitters
are usually either a standard FM exciter with lowpass fil-
ter or an exciter with a low-power amplifier. Many of the
low-power systems are solid state; others operate with
vacuum tubes. In a translator or rebroadcast application,
several systems are available as complete solutions, with
built-in receivers and audio processors. In most cases, the
transmitter is simple to install and operate.

4.2. Transmission Lines

Transmission lines play a major role in the design of a low-
power system. They provide the connection between the
antennas and the equipment—whether transmitters or
receivers. It is common for designers to pay little attention
to this important part of the design process. In fact, often,
low-power systems designers completely forget about the
existence of feedline losses. Since these installations oper-
ate at low power and are usually on a tight budget, they
generally use inexpensive small-diameter coaxial cables.
The savings in transmission line costs tend to result in a
compromised signal level.

Detailed engineering data are available to allow the
user to calculate accurately and compensate for feedline
losses. Use the best cable in low-power applications to
maximize the power delivered from the transmitter to the
antenna or from the antenna to the receiver. The antenna
can radiate only the power it receives.

Avoid using a foam-type dielectric cable unless it has a
rigid outer connector. Foam dielectric is flexible and has no
need for pressurization, but extended exposure to high
temperatures can result in migration of center conductors
and impedance variations. In some cases, rigid outer con-
ductor foam dielectric cable may be more cost efficient
than air dielectric lines if it is installed carefully without
sharp bends or kinks. Keep in mind that air dielectric ca-
ble, or some alternate means of delivering nitrogen gas,
must be provided if the antenna requires pressurization.

An air dielectric transmission-line has a spiral-wound
spacer that runs along its length to hold the center con-
ductor in place. It is harder to handle and install than
foam because it is so stiff, but it is much sturdier. Air di-
electric lines have diameters ranging from 1

2 in. to 5 in., but
the most common sizes for low-power operations are 7

8 in.
and 15

8 in.

Here are some important points to remember about co-
axial cabling:

The coaxial cable and connector quality is just as im-
portant as that of the quality of the system compo-
nents. All it takes is one bad connector to make a
system worthless.

Use a semirigid line for optimum performance. Never
use braided cables. If there is any cross-coupling be-
tween receiver cables and transmitter cables, all the
isolation available will be unusable. Since shield
movement can cause noise in systems, secure all
flexible cables to keep them safe from strain and
unnecessary motion.

Become familiar with the dielectric material, as con-
nectors are the weakest link in every coaxial cable
system. Avoid nylon connectors—they can soak up
moisture as well as high-frequency RF energy. Poly-
styrene and Teflon are excellent choices. Only buy
superior-quality connectors from a company with a
respected name.

Avoid permanently installed adapters. Adapter con-
struction is a compromise providing greater loss
and inferior stability than using the correct cable
terminations. It can introduce high VSWR into the
system, thereby deteriorating overall performance
and decreasing isolation.

Above all, pay attention to manufacturer instructions.
Just about any good-quality connector works well if
protected from cable motion and properly installed.

4.3. Towers

The supporting structure for a low-power antenna may be
very short, or it can be 500 m tall. Tower design details are
beyond the scope of this article, but it is important for the
designer of a low-power system to be aware of various as-
pects of tower use.

Towers are expensive and dangerous and have a tre-
mendous impact on the surrounding environment. Delays
in construction can last for years if proper planning and
coordination does not occur. In the initial design phase,
use of only the best-quality tower can help avoid many
devastating problems in the end.

The loss of a tower can cause more time off the air than
the loss of any other major component and can cause se-
vere damage as well. It is essential to give proper atten-
tion to the tower supporting any broadcast antenna. While
purchasing the best tower money can buy sounds like an
expensive proposition, it is nothing compared to the cost of
two towers plus any damage resulting from failure.

4.4. Frequency Separation

The strategy of frequency or channel selection for low-
power systems, particularly translators, is an art form of
itself. According to a common theory, the output frequency
of a translator should be as close to the input as possible
and ideally an adjacent channel. The reality is that prac-
tical and technical issues may preclude this possibility.
The majority of quality equipment should be able to oper-
ate well on adjacent channels, but there are other more
complex issues. For example, operation of a translator on
an adjacent frequency always causes interference to the
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main station. If the translator is located in the center of a
large population, it could actually cause more harm than
good.

On the other side of the coin, there is no limit to the
frequency separation. Somewhere between the two ex-
tremes lies the solution. If maximum quality is the design
goal, use at least 2 MHz separation for an FM translator
and 60 MHz for a TV translator so that filters and tradi-
tional engineering solutions can be used in case of instal-
lation difficulties.

4.5. Signal Treatments

If every installation were perfect, there would be no need
for signal treatment. The only time when it is unlikely
that special treatment for reception or transmission of a
signal will be needed is when the facility is located away
from all other transmission and reception systems and is
not near a populated area. In most of the real world, plan-
ning for signal treatment is necessary and important in
system design.

4.5.1. Receiving Preamplifiers. Many manufacturers
produce tower-mounted preamps with gains ranging
from 10 dB to more than 60 dB. Since the received signal
may experience increased noise and loss as it travels from
the cable to the translator, mount the preamp as close to
the antenna as possible. A high-quality amplifier should
have no effect on signal reception except to increase am-
plitude to conquer cable and/or system losses as well as
render the signal useful. A preamp with greater gain does
not necessarily mean better performance than one with a
smaller gain. The reason is that high-gain preamps be-
come more subject to overload as signal input increases.
Select a preamp so that installation and input signal re-
quirements are compatible. Overloading during input will
result in distortion that can never be ‘‘cleaned up’’ after-
ward. Moreover, if a preamp experiences a poor signal-to-
noise ratio at the input, an equal or slightly worse signal-
to-noise ratio will be on the output.

4.5.2. Receiver Filtering. There are many ways to im-
plement filtering. When a low-power receiver is tuned to a
frequency near its output, increased out-of-band products
result. In early gain stages of receiving equipment, tuning
is broader, and a strong first or adjacent second signal may
overload the input or mix in the receiver. Increased sharp-
ness of input tuning can result in an increase in system
noise.

Traps or bandpass filters at the input or at the tower
may help in certain situations. Usually, a bandpass filter
attenuates everything but the desired signal and a trap
may attenuate a specific signal, causing interference.

4.5.3. Transmitter Filtering. Bandpass cavities are com-
monly used to reduce a transmitter’s sideband noise. They
pass the desired signal with a minimum of loss while
sharply attenuating those frequencies that lie above and
below the passband.

Notch cavities have a response curve that is the reverse
of a bandpass filter—it possesses the same general

configuration. Some people call a notch cavity a ‘‘trap fil-
ter’’ or a ‘‘reject’’ because of its ability to pass the desired
frequency while it suppresses the rest.

Pass reject (sometimes called ‘‘pass notch’’) cavities are
a combination of the two other cavities. When the inter-
fering frequency is extremely close to the undesired fre-
quency, a pass reject is used.

4.5.4. Combiners. Wireless communications usage in-
creases every day, and tower or system space is becoming
more difficult to arrange due to environmental pressures,
lack of real estate, and costs. Transmission sites are be-
coming crowded, and these trends are resulting in a great-
er need to mix two or more transmitters into one antenna.
Combiners do a number of good things at the same time.
They filter potential interference and intermodulation,
they provide isolation between transmitters, and they al-
low two or more transmitters to be mixed into one coax
run and antenna. Although combiners themselves are rel-
atively expensive, the cost savings to operators of tower
sites are high.

Cavity combiners are generally manufactured from in-
tercabled bandpass cavities. The isolation is the result of
the cavity’s resonant response curve. Sometimes pass re-
ject cavities provide for closer frequency spacing or better
isolation.

Advantages of cavity combiners include flexible config-
uration, cost efficiency, and low insertion loss. Negative
features include large size, reduced channel capacity, and
possible redesign of a combiner when frequencies are
changed or added.

Use a combiner when the frequency spacing between
channels is extremely wide. The minimum spacing for the
FM band is usually about 1 MHz.

5. INSTALLATION AND TROUBLESHOOTING

Every transmitter site has a potential for problems. While
it is impossible to anticipate every conceivable difficulty,
proper foresight and planning can help avoid the likeli-
hood of many disasters.

5.1. Boosters

Boosters may experience two kinds of major problems. The
first problem is when the booster’s output corrupts the
input with the booster’s signal. The second example occurs
at a location that receives signals from the booster and the
original station.

When isolation between receive and transmit antennas
is less than the booster’s overall gain, the result is a power
oscillator rather than a power amplifier. Logperiodic an-
tennas rather than omnidirectional antennas are highly
recommended. Self-oscillation takes place when the boost-
er is transmitting an unmodulated signal and the boost-
er’s power meter indicates normal operation. Try turning
the RF gain control down. If the transmitted signal sounds
clean, advance the gain control until the system breaks
into oscillation and find a compromise gain setting.

If that does not solve the problem, then the installation
is to blame. Disconnect the receive antenna from the down
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converter. If the oscillation persists after the antenna is
disconnected, there are a few things to do:

The transmission line is carrying energy to the down
converter. Burying the interconnecting transmis-
sion line underground often resolves the situation.

If there is no energy present at the downconverter end
of the transmission line, relocate the transmitting or
receiving antennas or both. Or shield the receiving
antenna by locating it over the edge of a hill or be-
hind an obstruction such as a water tower. One more
solution is to increase the separation between the
transmit and receive antennas until the system is
stable.

5.2. Translators

If an installed translator fails to operate correctly from the
beginning, the cause is nearly always site related. Problems
can generally be traced to at least one of the following:

Receive and Transmit Antennas Are Too Close. Trans-
lator output power is usually in the millions of mi-
crovolts while the input signal is just a few
microvolts. Poor translator performance is the result
of spacing the antennas a few meters apart because
the relatively high-powered output puts too much
strain on the receive section. A distance of at least
15 vertical meters is recommended. To ascertain
whether antenna separation is the problem, replace
the transmit antenna with a dummy load.

Incoming Signal Is Poor-Quality. Translators cannot
improve the quality of signal they receive. Some
translators are operational with signals from prima-
ry stations as much as 160 km away, usually when
the elevation is high at the transmit and receive
points and low at the transmission path. It is impor-
tant to monitor the received signal for a good length
of time using recording equipment in such cases,
since signal quality can come and go.

An Adjacent Channel Is Present. This can be exasper-
ating, because the adjacent channel can sound weak
and yet be powerful enough to create distortion in the
desired signal. When modulation components overlap
on adjacent channels, mixing occurs, resulting in de-
ceptive product generation. The problem can be fixed
through special intermediate filters or external filters
on the receive antenna.

A High-Powered Station Is Nearby. Serious perfor-
mance issues can arise when the FM station’s output
energy mixes with that of the translator. This is a
common problem. Tubes and output transistors are
not totally linear and thus tend to operate as mixers,
producing false signal generation that interferes with
sensitive receiving equipment. Because the problem
goes away when the translator is shut off, inexperi-
enced technicians tend to blame the translator. The
truth is that all translators react this way under the
same conditions. The goal is to keep external signals
from the final RF stage of the translator. Installing an

isolator in the output transmission line is a cost-effi-
cient way to solve the problem. A second option is to
employ a high Q cavity in the output, which bypasses
the translator output and rejects the offending signal.

Input and Output Channels Are Too Close in Frequency.
The majority of transmitting equipment (including FM
translators) produces spurious emissions extending
several megahertz from the principal carrier. These
signals possess an infinite amount of signals with the
same frequencies as the desired signal so they infil-
trate the translator and are amplified. Solve the prob-
lem with good antenna and frequency separation,
usually with at least 1 MHz between input and output.

Harmonic Problems Cause Interference. The transla-
tor’s main carrier is almost always the cause. It over-
burdens the front of the translator or the preamp
associated with it. Although the translator suppress-
es harmonics by at least 60 dB, the seemingly obvious
addition of an extra external harmonic filter will not
do a bit of good. By placing a bandpass filter into the
translator in front of any preamplification, the inter-
fering signal will be too feeble to cause difficulties.
Alternatively, try moving the translator installation
far enough away that its carrier will not be powerful
enough to do harm.

5.3. ITFS and MDS

There are a number of potential RF system difficulties
with IFTS and MDS. Both services use 100 W or less per
channel, so field intensities are fairly low in contrast to
full-service broadcast. The ITFS and MDS services rely
heavily on radio line-of-sight coverage, so the use of fre-
quencies greater than 2000 MHz creates a need for better
consideration of signal path clearances. The receive sys-
tem needs a low-noise-figure downconverter (which gen-
erally changes a block of the ITFS/MDS band frequency to
VHF) and a relatively high-gain antenna. Other problem
areas include adjacent-channel and cochannel interfer-
ence. As the spectrum becomes more crowded, the proba-
bility of interference grows in relation. In response, many
cities are planning adjacent channel systems. A number
of MDS systems, in particular, are already experiencing
cochannel interference problems. As the ITFS band grows,
so does the likelihood that it, too, will develop problems.

Luckily, a good number of the common engineering
principles that solve UHF and VHF broadcast difficulties
are proving helpful. Suppressing out-of-band products is
essential, as older transmit systems frequently display
high levels of lower sideband reinsertion and out-of-band
product formation. Externally diplexed linear transmit-
ters and waveguide filters can bring these products to more
workable levels. Offset frequency operation can be utilized
with relatively high levels of cochannel interference.

The area of best signal coverage is within the areas re-
ceiving the entire Fresnel ellipsoid. These areas can ex-
tend beyond visible line of sight due to the refraction of
electromagnetic waves in the atmosphere. Use a path
clearance of at least 0.6 Fresnel zone to avoid excessive
diffraction loss due to path obstructions. The formula is as
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follows:

R¼ ððwavelength
d1
d2Þ=ðd1þd2ÞÞ1=2

d1¼ the distance from the transmitter to the obstruction

d2¼ the distance from the obstruction to the receiver

Path clearances above 1.3 Fresnel zones can yield multi-
path propagation, nulls in received levels, and/or picture
ghosts in the received pictures. Moving the antenna
slightly can help alleviate the problem.

5.4. Spurious Emissions

Looking at the data that come with the translator is a good
way to ensure that the system is clean and clear of un-
wanted emissions, except for harmonic products, which
are undetectable by the test data measuring output per-
formance. Low levels of distortion and high signal-to-noise
ratios generally indicate clean transmission. The problem
with unwanted emissions is that the undesirable products
they generate fall inside and outside the assigned output
channel.

When there are several stations located at one trans-
mitter site where you are receiving interference, there
may be harmonic mixes between the other stations that
fall on or near your frequency. Sometimes these harmonics
originate within the transmitters involved in the mix—
and if the spurious harmonic signals are above a certain
threshold, they may be in violation of governmental rules.
The existence of this type of interference is verified by us-
ing a spectrum analyzer at the towers of the offending
stations. The source of this kind of interference can be
verified only by connecting test equipment to the various
transmitters involved.

Most complaints are about interference to nearby tele-
vision translators. Usually the harmonic stems from the
television translator, not the FM translator. Any overload-
ed amplifier is subject to harmonic generation. Installing a
highpass filter at the output of the receive antenna might
help. The advantage to going this route is that low loss of
the filter does not compromise the integrity of the TV
translator. This method could fail if the FM and TV trans-
lator antennas are just a few meters apart. If a filter does
not work and the antennas are properly spaced, cabinet
radiation or power line feedthrough is the culprit.

5.5. Spectrum Analyzers

Spurious emissions are not necessarily transmitter relat-
ed. Spectrum analyzers can be unreliable when it comes to
harmonic measurements if not used properly. Towers and
other metallic objects can reradiate signals and cause
nonlinear distortion, resulting in spurious emission.

Use a spectrum analyzer to examine the output channel.
If the translator datasheet reveals that solid data yet un-
wanted emissions are present, the cause is usually an adja-
cent channel. There are several courses of actions to resolve
the issue. Use narrowband filters in the IF section of the
translator, reduce the signal level of the interfering adjacent
channel, or increase the level of the desired channel.

5.6. Desensing

Desensing is the result of brute-power RF transmissions
in the surrounding area. It is entirely possible to have a
translator operating on 10 mV, for example, and a 100-kW
station 1 km away. Intermodulation occurs when the
translator tries in vain to accommodate the lower-level
input signal while being hit by the much stronger signal,
which runs into the first translator it sees. Filtering on the
input line is the best way to solve the problem before the
signals mix in the first place. If the site lacks a strong
enough input signal to overcome the insertion loss of a
selective filter, consider using special preamps designed
just for that purpose. Relocating or redesigning the input
antenna structure is another viable option. Other methods
include raising the receive antenna, adding a preamp to
overcome line loss, adding or stacking receive antennas,
and relocating receive antennas (or perhaps the entire
site).

After translator installation is complete and the power
is turned on, there is nothing but hash and noise. But once
the translator is off and the receiver is hooked up to the
receive antenna, there is no problem. This is because any
translator conveys undesirable products as well as the de-
sired modulation. These products possess a wide band-
width, which is usually several megahertz from the main
carrier frequency. Generated products are composed of the
energy caused by the random motion of electrons (Johnson
noise) and sideband components from the desired modu-
lation. Generally, the undesirable products are quite
weak, so they cannot be observed on a spectrum analyz-
er without suppressing the main carrier. Regardless of
whether the undesirable products are modulation compo-
nents or noise, some of these undesirable products will be
in phase between the input and the output of the trans-
lator.

5.7. Problem Solving

Providing a filter at the translator’s output can solve
many problems. The purpose of the filter is to subdue
those undesirable products that fall on the translator’s
input channel, but execution is more difficult than it
sounds. Note that the quality factor, known simply as Q,
ascertains how lossy the filter will be in operation.

If a translator operates at 100.1 MHz, it would need a
filter to prevent undesirable products from falling on the
input channel at 102.1 MHz. Two megahertz is the sepa-
ration factor, so to make sure that no products from output
fall on the input, the bandwidth cannot be more than
1 MHz. So Q¼ 100.1/1¼100.1 is the minimum value. To
have a filter with a low insertion loss and a minimum of
energy loss, the Q for every element inside the filter has to
be 100 times the minimum, or 10,000 times. But the re-
alization of such a Q factor necessitates the use of costly
cavity-type filters.

It is much more cost-efficient to use Q factors of around
800 for the filter elements. The filter uses a combination of
two techniques: bandstop and bandpass. The bandstop
section is a slot about 300 kHz wide, adjusted to the input
channel frequency.
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The bandpass section passes carrier frequency and use-
ful modulation data. This low-loss device adds more selec-
tivity that optimizes the system’s performance. It can also
decrease the radiation of out-of-band signals. A good
illustration would be between an antenna and transmit-
ter combiner, where the filter’s job is to overpower any
harmonics originating in the ferrite isolators and down-
grade any broadband transmitter noise so that receive
sensitivity remains intact. Energy from the translator
output that falls on the input frequency is attenuated by
approximately 50 dB. Using an example of 5 mV worth of
undesirable products falling on the input after passing
through the filter, the magnitude is reduced by 50 dB
(0.0158 mV the SNR¼ 10/0.0158¼ 632¼ 56 dB. Now per-
formance is excellent.
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1. INTRODUCTION

LTCC is a rapidly developing passive integration and
package technology that offers an attractive solution to
RF and microwave products in three aspects: (1) em-
bedded passives, (2) packaging and system integration,

and (3) low manufacturing cost for high-volume produc-
tion, featuring excellent electrical performance at RF and
microwave frequencies.

LTCC has distinct advantages in embedded passives
and packaging in that it provides a harmonic carrier for
ICs (digital and analog) with embedded passives, control
and power lines, and functional accessories. As far as
interconnect is concerned, LTCC offers the capability of
fine pitch on each layer. Since each layer is processed
individually, LTCC is more cost-effective than any other
sequentially processed technologies.

As shown in Table 1, another advantage of LTCC is its
stability and relative insensitivity to environmental
stress. The dense structure of a fired ceramic body has
very low permeability to moisture, which allows LTCC
parts to perform in high humidity without special packa-
ging or protection [1].

The three key areas for LTCC technology are the
development of LTCC tape and conductive paste materi-
als; the manufacturing process that leads to high-preci-
sion, high-reliability, and low-cost products; and the
design technology that needs to take all the necessary
electromagnetic couplings and parasitics into account.

In developing dielectric material for an LTCC system,
the electrical and thermomechanical aspects must be
investigated for enabling the production and usage of
reliable components. In the case of RF applications, the
dielectric properties such as low-loss tangent [tan(d)],
permittivity (er), and coefficient of thermal expansion
(CTE) are important. The typical properties of three major
commercial LTCC tape systems are listed in Table 2. After
a tape system is developed, matched conductive paste
must be developed for different usages such as solderable
and wirebondable paste for surface-mounted components
and IC dies, solderable paste for BGA (ball grid array)
attachment, and conducting paste for inner layer and via
filling.

LTCC tapes need to withstand handling and via punch-
ing and produce, after lamination and low temperature
cofiring, a solid material with the desired properties. A
good surface smoothness and compatibility with em-
bedded conductive lines are also essential properties [2].

The current LTCC products can be divided into two
major categories: functional components and modules.
Chip LC filters, baluns, couplers, and chip antennas are
good examples of functional components. On the other
hand, modules usually integrate active devices such as IC
dies with other required passive components to form a
subsystem. In designing LTCC modules or components,
electromagnetic phenomena must be taken into account as

Table 1. Performance Characteristics of Dielectric
Materials

Materials

Process
Temperature

(1C)

Expansion
Coefficient
(ppm/1C)

Moisture
Permeability

Polymers o200 25–100 Medium to high
Metals 4600 20–25 Low
Ceramics 800–1700 4–10 Low to medium
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accurately as possible. This demands the design tools to
incorporate electromagnetic (EM) simulation, in conjunc-
tion with the standard circuit-level simulation function for
system-level design. Since the LTCC circuit is a multilayer
configuration with vias connecting the circuitry on differ-
ent layers, the EM simulation tools have to be able to
handle the current flowing in both horizontal and vertical
directions. Additionally, if the thickness of printed con-
ductors is noticeable as compared to the thickness of the
dielectric layer, the conductor thickness must be ac-
counted for in an accurate design. The research for
effective EM design of LTCC module and design meth-
odologies has attracted a great deal of attention in the
field.

2. HISTORY OF LTCC [3]

Like other good invention, LTCC was born of necessity. In
1982, Hughes Aircraft was concerned with developing a
process for a group of high complexity multilayer sub-
strates. The solution to this was a dielectric layer that was
tape-cast. The tape could be via-punched, filled, and
printed with conductor and then fired in place. This
process became known as Ttran and formed the basis for
the three generations of LTCC that we have gone through
to date.

The firsthand cast formulations of LTCC tape were
based on existing multilayer dielectric pastes from Du-
Pont, ESL, Ferro, and other manufacturers. While made
with the most primitive methods to demonstrate the
technology and with the aid of some sewing needles for
via formation the first real LTCC parts were made in the
lab. This grew into the DuPont 851 Green Tape. The
dielectric loss of this material at microwave frequencies
prompted the development and commercialization of the
Ferro A6M system. There were a great deal of refinements
and development of additional inks (both metallic and

resistive), and this completed the development of LTCC
generation 1.

The environmental movement was key in spurring
DuPont to develop the 951 formulation. This eliminated
the ‘‘made with chlorinated solvents’’ stigma and allowed
continued marketing in Europe and Asia. Improvements
in the organic portion of the formulation were made as
part of this transition greatly improving produceability
and reducing costs. At about the same time Ferro sought
to broaden their offering by creating lower cost-versions of
their flagship A6M product, including A6C, A6B, and the
still available (as of Sept. 2003) A6S.

Nearly concurrent with this effort, Heraeus developed
the CT600 and CT800 materials that are nearly equiva-
lent to the Ttran and 951 products. Additionally Heraeus
worked toward constrained sintering for ‘‘zero shrink’’
production process. The market for LTCC was growing
rapidly during this time with many commercial adoptions
in areas such as automotive applications and modules for
wireless communication system. The bursting of the In-
ternet and wireless bubbles slowed down the worldwide
economy enough to end the development phase of LTCC
generation 2 by mid-2001.

Generation 3 of LTCC technology marks the maturing
of the LTCC industry. New compositions targeted not at
increasing technical merit but lowering system cost. In
one instance, Motorola introduced T2000 material, which
was designed with its physical properties balanced to have
a ‘‘zero’’ Tf. This material has been commercialized by
Heraeus as CT2000. Heraeus has also developed this
material in a self-constrained version as HL2000 under
their HeraLock patent as a way to increase array preci-
sion, thus allowing larger arrays for lower assembly cost.
Another aspect of LTCC generation 3 is the emergence of
low-cost LTCC foundries in the Far East, Taiwan, and
mainland China. This further enables low-cost manufac-
turing but at the same time requires the designer to have
the expertise to do the full design and engineering of the
product.

Table 2. Typical LTCC Tape Properties

Property Dupont 951 Dupont 943 Ferro A6M Ferro A6B
Heraeus
CT2000

Heralock
HL2000

Color Blue Blue White Black Light blue Light blue
Available fired thickness

(mils)
1.7, 3.5, 5.1, 7.8 4.4 3.7, 7.4 3.3, 6.7 0.8, 1.6, 3.1, 4.1,

8.0
3.5 to 3.75

Dielectric constant 7.8 7.5 5.9 6.5 9.1 7.3
Loss tangent (%) 0.15 o0.1 o0.2 o0.5 o0.2 o0.26
Insulation resistance 41012O per

layer
41012O per

layer
41012O per

layer
41012O per

layer
41013O � cm 41013O � cm

Breakdown voltage 41000 V per
mil

41000 V per
mil

4900 V per mil 41000 V per
mil

41000 V per
mil

43000 V per
mil

Fired density (g/cm2) 3.1 g/cm2 3.2 g/cm2 2.50 g/cm2 2.50 g/cm2 2.45 g/cm2 2.9 g/cm2

TCE (ppm/1C) 5.8 6.0 7.5 9–10 5.6 6.1
Flexural strength 320 MPa 230 MPa 4210 MPa 4210 MPa 310 MPa 4200 MPa
Thermal conductivity 3.0 W/mK 4.4 W/mK 2.0 W/mK — 3.0 W/mK 3.0 W/mK
Surface roughness o0.7 mm o0.7mm — — — o0.7mm
Flexural strength 28.3 kpsi 33.4 kpsi 17.1 kpsi 17.1 kpsi 310 MPa 4200 MPa
X–Y shrinkage (%) 12.770.3 9.570.3 15.070.2 14.570.2 10.670.3 0.16–0.24
Z shrinkage (%) 1570.5 10.370.5 25.070.5% 35.070.5% 16.071.5 32.0
Metallizations Au/Ag-Ag-Au Au/Ag-Ag-Au Au/Ag-Ag-Au Au/Ag-Ag-Au Au/Ag-Ag-Au Au/Ag-Ag-Au
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3. BASICS OF LTCC DIELECTRIC MATERIALS AND
PROCESS

Dielectric materials used for LTCC components must have
proper firing, dielectric, and thermomechanical properties
so that mechanically reliable multilayer structures with
the desired electrical performance can be produced.

Proper firing properties means that the dielectric ma-
terial has to achieve a dense, nonporous microstructure
below 9501C so that it can be cofired with low resistive
conductor materials such as silver or copper. As revealed
by Table 3, unlike traditional cofired ceramics with firing
temperature in excess of 14001C and only those low
conductive with high melting point metals such as tung-
sten can be embedded, by keeping the firing temperature
below 9501C, all the metals with high conductivity can be
used.

For commercial LTCC materials, the firing profile is
specified accurately in the information given by the man-
ufacturers, and for new dielectric materials, this is an
essential part of their development. Figure 1 shows a
typical firing profile for LTCCs. Steps 1, 3, and 5 are
heating and cooling periods, step 2 is for burning out the
organic additives, and step 4 is the actual sintering period.
For Heraeus’ CT2000, for instance, the recommended
firing profile is 3.01C/min to 1001C, 3.01C/min to 4501C,
5.51C/min to 865–8751C, held for 20–30 min. The cooling
rate is approximately 6–101C/min (furnace cooling rate).
Firing must be done on flat setter material since the tape
will conform to the setter material.

The permittivity of LTCC dielectric is particularly
important because the length of a resonator is roughly
inversely proportional to the square root of the permittiv-
ity. The LTCC materials available commercially have
permittivities of 5–10, but higher values (r85) are also
available for noncommercial materials.

The number of possible different materials and compo-
sitions to decrease the firing temperature of crystalline
ceramic is countless. The most common method is to use
SiO2-based glass compositions.

The tape-casting process consists of a slurry prepara-
tion and its casting as shown in Fig. 2. The basic formula
for the tape casting slurry includes the ceramic powder,
solvents, and organic additives. In the fired product the
ceramic material is all that remains, and thus the solvents
and additives have to be removed in earlier process steps.
These ingredients are added only to facilitate the fabri-
cation of the tape with an appropriate thickness and
density and to make the tape strong enough for subse-
quent processing [4].

After drying the tape in air, it is further processed to
form multilayer components as shown in Fig. 3. The tape
is first blanked to size and the required vias are formed
using mechanical or laser punching. After via filling and
screen printing of the conductive patterns on each sepa-
rate layer, they are stacked together, laminated, and
cofired.

4. LTCC EMBEDDED PASSIVE COMPONENTS

The ability to embed passive elements is one of the most
attractive features of LTCC technology. Simple passive
elements include inductors, resistors, capacitors, LC
shunt elements, LC series elements, and various func-
tional circuits such as filters. Some common configurations
of embedded passive components are listed in Table 4. The
main parasitic capacitors in each circuit layout are marked
as Cp in the circuit models.

The circular series inductor on a single layer shown in
(a) may provide about 10–15% higher Q value than its
rectangular shaped counterpart shown in (b). The induc-
tors in (c) and (d) are the implementation of the inductors
with multilayer windings to increase the inductance va-
lue. Usually, the inductor winding layers should be kept as
far away from the ground as possible to minimize the loss
[5]. To trade off the occupied area and the Q value, the
ovum-shaped inductor shown in (e) would be a good
choice. Capacitors are usually in rectangular shape as
shown in (f) and (g). Multilayered interdigital capacitors
in (h) are commonly used for high-value capacitance. By
combining the basic elements of inductors and capacitors,
we can construct various simple functional LC networks
such as capacitor p network (i), LC series network (j), and
LC resonator tank (k). In constructing the LC resonator
tank it is wise to lay the inductors above the shunt
capacitor to minimize the loss caused by the ground and
the parasitic capacitance on the inductor. This guideline is
also applicable to the design of the lowpass network (l) and
the highpass network (m). In the bandpass filter with one
transmission zero (n) [6], the mutual coupling M is
realized by two side-by-side inductor strips. The mutual
coupling M in the bandpass filter (o), which has one
transmission zero at the lower stopband and a transmis-
sion zero at the upper stopband, can be created by a
overlapped two inductor strips [7]. It is worth mentioning

Table 3. Conductivity and Melting Points for Some
Commonly Used Conductors

Conductor Conductivity s (S/m) Melting Point (1C)

Silver (Ag) 6.17
107 961
Copper (Cu) 5.8
107 1083
Gold (Au) 4.10
107 1063
Tungsten (W) 1.815
107 3370
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Figure 1. Typical firing profile for LTCC components.
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that in designing high-performance filters, the parasitic
coupling between the input and the output must be care-
fully taken into account [8].

5. LTCC RF MODULES

In most radiofrequency (RF) applications, in order to meet
size requirements, a large part of the circuit is usually
integrated in a semiconductor die. However, the required
functional passive circuits in the system such as filters
and baluns form an exception due to the power handling
and the requirement for low signal losses. The losses in
transmit and receive channels directly influence the
power consumption and receiver sensitivity. With this
regard, LTCC provides an option to integrate those re-
quired high-Q passive circuits while providing a packa-
ging substrate to the Si or GaAs IC dies. LTCC enables
low-loss stripline designs and geometries realizable with
standard screen-printing techniques. In addition, the use
of thick-film silver metallization in LTCC substrate en-
sures lower conductor loss than building circuits on Si or
GaAs.

A good example of LTCC modules is the antenna switch
diplexer front-end module for GSM/DCS/PCS applica-

tions, in which the diplexer is realized using lowpass
and highpass filters. In addition to a lowpass filter at the
switch end of DCS band, some elaborately designed re-
sonant circuits are built in the diplexer circuit to trap the
second, third, and fourth harmonics. Figure 4a shows the
lumped-element model for an LTCC antenna switch di-
plexer. The 3D layout of a realization of the lumped-
element model is illustrated in Fig. 4b with its response
shown in Fig. 4c. Due to the strong EM couplings in the
embedded passives, an accurate EM modeling and effi-
cient optimization scheme must be used in the design [9].

6. LTCC LAMINATED WAVEGUIDE AT
MICROWAVE FREQUENCY

At microwave frequencies, the dielectric loss becomes
more significant as compared to the cases in RF frequen-
cies. A part of the loss is contributed by the surface wave.
On the other hand, due to the filling effect of a high-
dielectric-constant material, some low-loss transmission
lines whose dimension is considered as bulky in conven-
tional applications become suitable in LTCC applications.
A good example of this type of transmission line is the
laminated waveguide [10], a derivation of rectangular

Filtering & de-airing

Tap casting

Mixing

Milling

Characterization

Solvents

Plasticizer

Ceramic powder preparation

Viscosity control

Binder

Dispersants

Figure 2. General production process of cera-
mic tape casting. (This figure is available
in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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Figure 3. General production process of
LTCC multilayer components. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Table 4. Basic Passive Components that Can be Embedded in LTCC Substrate and Their Equivalent-Circuit Models

Description Typical Circuit Layout Equivalent-Circuit Model

(a) A single-layer circular inductor

Cp Cp

Ls

(b) A single-layer rectangular inductor

Cp Cp

Ls

(c) A multilayer rectangular inductor

Cp Cp
Cp

Ls

(d) A multilayer circular inductor

Cp Cp
Cp

Ls

(e) An ovum-shaped inductor

Cp CpCp

Ls

(f) A two-layer shunt capacitor Cs

(g) A single-layer series capacitor

Cp Cp

Cs

(h) A four-layer series capacitor

Cp Cp

Cs

(i) A capacitor PI network

Cp Cp

Cs

(j) An LC series network

Cs

Ls

(k) An LC resonator tank

LsCs

(l) A low pass network

Ls
Cs

Cp

Cs

(m) A highpass network with one transmission zero

Cs

Cp

Cs

Ls

(n) A bandpass filter with one transmission zero
M

(o) A bandpass filter with two transmission zeros
M
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waveguide. As shown in Fig. 5, a laminated waveguide is
composed of an LTCC substrate, a pair of main conductive
layers on the upper and lower surfaces of the substrate,
and a pair of conducting walls formed by a plurality of via
holes extending in a thickness direction. The inner con-
ductive layers connecting the via holes play a very im-
portant rule in reducing the leakage of electromagnetic
waves. The laminated waveguide has also been used in
ridge waveguide bandpass filters [11] and surface-
mounted bandpass chip filters [12].

In developing an LTCC integrated module at micro-
wave frequencies, people always need to use various
transition and packaging structures to connect one type
of transmission line to another. For example, some com-
mon transitions between laminated waveguide to stri-
plines were proposed in a U.S. patent [13]. A waveguide–

microstrip line transition was proposed in another U.S.
patent [14]. A broadband transition between a waveguide
and an LTCC laminated waveguide was developed by
Huang and Wu [15].

7. CONCLUDING REMARKS

It has been suggested that LTCC as a high-density packa-
ging and passive integration technology offers many ben-
efits over other competing technologies. However, three
major limitations need to be mentioned: shrinkage control,
strength, and thermal conductivity. These concerns have
been addressed by the industry by introducing ‘‘zero
shrinkage’’ materials, improving materials, fabrication
process, and thermal via/heatsink technology. For high-
power applications, LTCC-on-metal (LTCC-M) technology
is a good candidate. Another cost-effective way to dissipate
heat is the use of cavities in the LTCC structure, allowing
access to the underlying heat spreader.

While continuing reduction of material cost, develop-
ment of a large format process will be another direction
toward cutting manufacturing cost.

Today, LTCC products can be found in radar, space,
medical, and wireless communication systems; computer
hardware; biotechnology; satellite communication; and
automobile manufacturing. It is expected that with steady
improvement of LTCC materials and process technologies,
an increasing number of new applications will appear in
our lives.
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Figure 4. (a) The lumped-element circuit model for an LTCC GSM antenna switch diplexer;
(b) layout design of the schematic shown in (a) with size of dimensions 4.5
3.2
0.5 mm3;
(c) response of the antenna switch diplexer. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 5. Schematic diagram of laminated waveguide.
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MAGNETIC FIELD MEASUREMENT

MANFRED STECHER

Rhode & Schwarz GmbH &
Co.KG

1. RELEVANCE OF ELECTROMAGNETIC FIELD
MEASUREMENTS

The measurement of electromagnetic (EM) fields is rele-
vant for various purposes: for scientific and technical ap-
plications, for radio propagation, for electromagnetic
compatibility (EMC) tests (i.e., testing of the immunity
of electronic equipment to electromagnetic emissions aim-
ing at the protection of radio reception from radio inter-
ference), and for safety reasons (i.e., the protection of
persons from excessive field strengths). For radio propa-
gation and EMC measurements, below about 30 MHz a
distinction is made between electric and magnetic compo-
nents of the EM field to be measured. In the area of human
safety, this distinction is continued to even higher fre-
quencies.

2. QUANTITIES AND UNITS OF MAGNETIC FIELDS

Especially in the measurement of radio propagation and of
radio interference, magnetic field measurements with loop
antennas have traditionally been used to determine the
received field intensity, which was quantified in units of
the electric field strength, namely, in mV/m, respectively,
in dB(mV/m). For radio propagation this can be justified for
far-field conditions where electric field strength E and
magnetic field strength H are related via the impedance
Z0 of the free space; E¼HZ0 (see also antenna factor def-
inition). Commercial EMC standards in Refs. 1 and 2
specify radiated disturbance measurements below
30 MHz with a loop antenna; however, until 1990 mea-
surement results and limits were expressed in dB(mV/m).
Since this measurement is done at less than the far-field
distance from the equipment under test (EUT) over a wide
frequency range, the use of units of the electric field
strength was difficult to justify. Therefore, the CISPR
(the International Special Committee on Radio Interfer-
ence) decided in 1990 to use units of the magnetic field
strength mA/m, respectively, dB(mA/m).

Guidelines and standards for human exposure to EM
fields specify the limits of electric and magnetic fields. In
the low-frequency range (i.e., below 1 MHz [3]), limits of
the electric field strength are not proportional to limits of
the magnetic field strength. Magnetic field limits in fre-
quency ranges below 10 kHz are frequently expressed in
units (T and G, for tesla and gauss) of the magnetic flux
density B despite the absence of magnetic material in hu-
man tissue. Some standards specify magnetic field limits
in A/m instead of T (see Ref. 4 in contrast to Ref. 5). For

easier comparison with other applications we therefore
convert limits of the magnetic flux density to limits
of the magnetic field strength using H¼B/m0 or
1 T¼ 107=4pA=m � 0:796 . 106 A=m and 1 G¼ 79.6 A/m.
At higher frequency ranges all standards specify limits
of the magnetic field strength in A/m. Above 1 MHz the
limits of the magnetic field strength are related to limits of
the electric field strength via the impedance of the free
space. Nevertheless both quantities, electric and magnetic
fields, have to be measured, since in the near field the
exposition to either magnetic or electric field may be
dangerous.

3. RANGE OF MAGNETIC FIELD LEVELS TO BE
CONSIDERED FOR MEASUREMENT

In order to show the extremely wide range of magnetic
field levels to be measured, we give limits of some national
or regional standards. In different frequency ranges and
applications magnetic field strength limits vary from as
much as 10 MA/m down to less than 1 nA/m (i.e., over 16
decades). This wide range of field strength levels will nor-
mally not be covered by one magnetic field meter. Different
applications require either broadband or narrowband
equipment.

On the high level end there are safety levels and limits
of the magnetic field strength for the protection of persons
that vary from as much as 4 MA/m (i.e., 4�106 A/m cor-
responding to the specified magnetic flux density of 5 T in
nonferrous material) at frequencies below 0.1 Hz, to less
than 0.1 A/m at frequencies above 10 MHz (see Fig. 1)
[3–6]. These limits of the magnetic field strength are de-
rived from basic limits of the induced body current density
(up to 10 MHz), respectively, basic limits of the specific
absorption rate (SAR, above 10 MHz). There are also
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Figure 1. Safety limits of the magnetic field strength derived
from the European Prestandard ENV 50166 Parts 1 and 2:
120 dB(A/m) are equivalent to 1 MA/m corresponding to 1.25 T,
0 dB(A/m) are equivalent to 1 A/m.
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derived limits of the electric field strength which are how-
ever not of concern here.

By using an approach different from the one of the
safety standards, the Swedish standard MPR II, which
has become an international de-facto standard for video-
display units (VDUs) without scientific proof, specifies
limits of the magnetic flux density in two frequency rang-
es, which are bounded by filters: a limit of 40 nT
(E0.032 A/m) in the range from 5 Hz to 2 kHz and a lim-
it of 5 nT (E0.004 A/m) in the range from 2 kHz to
400 kHz.

On the low-level end there are limits for the protection
of radio reception and electromagnetic compatibility in
some military standards (see Figs. 2 and 3).

International and national monitoring of radio signals
and the measurement of propagation characteristics re-
quire the measurement of low-level magnetic fields down
to the order of –30 dB(mA/m): see also subsequent discus-
sions and Refs. 7–9. For the protection of radio reception,
international, regional (e.g., European) and national ra-
diated emission limits and measurement procedures have
been standardized for industrial, scientific, medical (ISM)
and other equipment [1,2,10–12]. An example is given in
Fig. 4.

Radiated emission limits of fluorescent lamps and
luminaires are specified in a dB(mA) using a large-loop-
antenna system (LAS) [10]. For further information, see
the text below.

4. EQUIPMENT FOR MAGNETIC FIELD MEASUREMENTS

4.1. Magnetic Field Sensors Others than Loop Antennas

An excellent overview of magnetic field sensors other than
loop antennas is given in Ref. 13. Table 1 lists the different
types of field sensors that are exploiting different physical
principles of operation.

4.2. Magnetic Field Strength Meters with Loop Antennas

Especially for the measurement of radiowave propagation
and radiated electromagnetic disturbance pickup devices,
the antennas become larger and therefore are used sepa-
rately from the indicating instrument (see Fig. 5). The in-
strument is a selective voltmeter, a measuring receiver, or
a spectrum analyzer. The sensitivity pattern of a loop an-
tenna can be represented by the surface of two spheres
(see Figs. 6 and 7). In order to determine the maximum
field strength, the loop antenna has to be turned into the
direction of maximum sensitivity.

To obtain an isotropic field sensor, three loops have to
be combined in such a way that the three orthogonal com-
ponents of the magnetic field Hx, Hy, and Hz are combined
to fulfill the equation
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H¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H2

x þH2
y þH2

z

q

Isotropic performance is, however, only a reality in broad-
band magnetic field sensors, where each component is de-
tected with a square-law detector and combined
subsequently. For the measurement and detection of ra-
dio signals isotropic antennas are not available. Hybrids
may be used for limited frequency ranges to achieve an
omnidirectional azimuthal (not isotropic) pickup.

4.2.1. Antenna Factor Definition. The output voltage V
of a loop antenna is proportional to the average magnetic
field strength H perpendicular to the loop area. If the an-
tenna output is connected to a measuring receiver or a
spectrum analyzer, the set consisting of antenna and re-
ceiver forms a selective magnetometer.

The proportionality constant is the antenna factor KH

for the average magnetic field strength H:

KH ¼
H

V
in

A

m

1

V
¼

1

O .m
ð1aÞ

Table 1. Overview of Different Magnetic Field Sensors, their Underlying Physical Effects, their Applicable Level, and
Frequency Ranges from Ref. 13a

Type Principles of Operation Level of Operation Frequency Range

Search coil magnetometer Faraday’s law of induction 10–6–109 A/m 1 Hz–1 MHz
Flux gate magnetometer Induction law with hysteresis of mag-

netic material
10–4–104 A/m DC–10 kHz

Optically pumped magne-
tometer

Zeeman effect: splitting of spectral
lines of atoms

10–6–102 A/m DC

Nuclear precession mag-
netometer

Response of nuclei of atoms to a mag-
netic field

10–5–102 A/m DC (upper frequency limited by
gating frequency of hydrocar-
bon fluid)

SQUID magnetometer Superconducting quantum interfer-
ence device

10–8–10–2 A/m; speciality:
differential field mea-
surements

DC

Hall effect sensor Hall effect 10–1–105 A/m DC–1 MHz
Magnetoresistive magne-

tometer
Magnetoresistive effect 10–4–104 A/m DC–1 GHz

Magnetodiode Semiconductor diode with undopted sil-
icon

10–2–103 A/m DC–1 MHz

Magnetotransistor Hall and Suhl effects 10–3–103 A/m DC–1 MHz
Fiberoptic magnetometer Mach–Zehnder interferometer 10–7–103 A/m DC–60 kHz
Magnetooptical sensor Faraday polarization effect 102–109 A/m DC–1 GHz

aTo facilitate comparison with values given in text, the values from Ref. 13 have been converted from gauss to A/m.
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Figure 5. Magnetic field strength measuring loop. The network
may consist of a passive or active circuit.

E−x

Ex

P−z

P H

E

P H

E

Pz

Pz

Hy

I

I

H H

Hy H y

y

z

x

E−x

P−z

Hy

Hy

�

� 

Ex n

Figure 6. Cross section of a loop antenna sensitivity pattern. The
arrow length Ha shows the indicated field strength at an angle a
which is a fraction of the original field strength H, with Ha¼

H cos a.

E−x

Ex

Ez

P−z

P−x

PH
E

P

H

E P

H

H

E

P

H

E

Pz

H y

H y

H y
H y

I

I
I

I

x

y

z

Figure 7. Direction of the field vectors (H, E and P) under far-
field conditions.

2402 MAGNETIC FIELD MEASUREMENT



For the average magnetic flux density B the corresponding
proportionality constant is

KB¼
B

V
¼

m0H

V
¼ m0KH in

V . s

A .m

A

m

1

V
¼

V . s

m2

1

V
¼

T

V

ð1bÞ

In the far field, where electric field and magnetic fields
are related via the free-space wave impedance Z0, the
loop antenna can be used to determine the electric
field strength E. For this case the proportionality constant
is

KE¼
E

V
¼

Z0H

V
¼Z0KH in

V

A

A

m

1

V
¼

1

m
ð1cÞ

In the area of radiowave propagation and radio distur-
bance measurement, quantities are expressed in logarith-
mic units. Therefore, the proportionality constants are
converted into logarithmic values, too:

kH ¼ 20 logðKHÞ in dB
1

Om

� �
ð2aÞ

kB¼ 20 logðKBÞ in dB
T

V

� �
ð2bÞ

kE¼ 20 logðKEÞ in dB
1

m

� �
ð2cÞ

By using logarithmic antenna factors, a field strength lev-
el 20 log(H) is obtained in dB(mA/m) from the measured
output voltage level 20 log(V) in dB(mV) by applying the
equation: 20 log(H)¼ 20 log(V)þ kH. The final section of
this article describes a method calibrate the antenna fac-
tors of circular loop antennas.

4.2.2. Concepts of Magnetic Field Strength Meters. The
loop antenna of a magnetic field strength meter may be
mounted on the measuring receiver (or used as a separate
unit, connected to the measuring receiver) with a coaxial
cable. CISPR 16-1, the basic standard for emission mea-
surement instrumentation to commercial (i.e., nonmili-
tary) standards, requires a loop antenna in the frequency
range from 9 kHz to 30 MHz which is completely enclosed
by a square having sides 0.6 m in length. For protection
against stray pickup of electric fields, loop antennas em-
ploy a coaxial shielding structure. For optimum perfor-
mance, the shielding structure may be arranged
symmetrically in two half-circles around a circular loop
with a slit between the two halves in order to avoid electric
contact between the two shields.

For narrowband magnetic field measurements of radio
disturbance, measuring receivers employ standardized
bandwidths and weighting detectors in order to produce
standardized measurement results for all types of pertur-
bations including impulsive signals. For comparison with
the emission limit, usually the quasipeak (QP) detector is
to be used.

To understand the function of a weighting curve in
measuring receivers, the following interpretation is given.
The test receiver has certain elements that determine a
weighting curve (e.g., for the QP detector): the measure-
ment bandwidth, the charge and discharge times of the
detector circuit, and the time constant of the meter. When
measured with a QP detector, for the frequency range giv-
en in Fig. 8, an impulsive signal with a constant impulse
strength and a pulse repetition frequency of 100 Hz will
cause a meter indication 10 dB above that of the indication
when the pulse repetition frequency is 10 Hz. Or, to
produce the same indication on the meter as a signal
with 100 Hz repetition frequency, the level of the 10-Hz
impulsive signal will have to be increased by an amount
of 10 dB.

Earlier manually operated field-strength meters
achieved high sensitivity by operating the loop at reso-
nance [14]. The sensitivity was raised by the amount of
the Q factor of the resonating circuit. One of the latest
models that was used up to the 1980s reached a sensitivity
of � 60 dB(mA/m) with a measurement bandwidth of
200 Hz in the frequency range from 100 kHz to 30 MHz
[15].

For automated field strength measurement systems,
tuning of the loop circuit could no longer be afforded. A
broadband active loop employs an output voltage propor-
tional to the short-circuited loop current, thus achieving a
flat response of the antenna factor versus frequency [16].

A flat response of the system is also achieved using a
current probe that measures the short-circuit current in
the large-loop antenna system [LAS] described by Berger-
voet and van Veen [9]. It is essentially a magnetic-field-
induced current measurement (see subsequent explana-
tions). The highest sensitivity described in the literature
for a wideband system was achieved with a specially de-
signed active loop. With additional frequency-dependent
switching of elements [17], sensitivity is even better than
that of manually operated field strength meters with tun-
ing of the loop circuit. Figure 9 shows the amplitude den-
sity of the minimum detectable magnetic field strength
HNeq in dBðmA=m

ffiffiffiffi
H
p

zÞ equivalent to the internal elec-
tronic noise of the system consisting of antenna and mea-
suring receiver.
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terference as specified in Ref. 1.
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5. MAGNETIC FIELD STRENGTH MEASUREMENT
METHODS

5.1. Measurement of Magnetic Fields with Regard to Human
Exposure to High EM Fields

Usually, to measure magnetic fields with regard to human
exposure to high fields, magnetic field strength meters are
using broadband detectors and apply an isotropic re-
sponse. Modern concepts of low-frequency electric and
magnetic field strength meters apply fast Fourier trans-
form (FFT) for proper weighting of the total field with re-
gard to frequency-dependent limits [18,19].

5.2. Use of Loop Antennas for Radiowave Field Strength
Measurements up to 30 MHz

ITU-R Recommendation PI.845-1 Annex 1 gives guidance
to accurate measurement of radio wave field strengths.
Rod antennas are the preferred receiving antennas since
they provide omnidirectional azimuthal pickup. The posi-
tioning of vertical rod antennas is important, however,
since the result is very sensitive to field distortions by ob-
stacles and sensitive to the effects of ground conductivity.
It is a well-known fact that measurements with loop an-
tennas are less sensitive to these effects and their calibra-
tion is not affected by ground conductivity apart from the
fact that the polarization may deviate from horizontal if
ground conductivity is poor. Therefore, many organiza-
tions use vertical monopoles for signal measurements but
standardize results by means of calibration data involving
comparisons for selected signals indicated by field
strength meters incorporating loop-receiving antennas.
Accuracy requirements are given in Ref. 20, general in-
formation on equipment and methods of radio monitoring
are given in Ref. 21.

5.2.1. Solutions to Problem with Ambients in Commercial
EMI Standards. CISPR Class B radiated emission limits in
the frequency range from 9 kHz to 30 MHz have been at
34 dB(mV/m) at a distance of 30 m from the EUT for a long
time. Moreover, the test setup with EUT and vertical loop
antenna required turning of both EUT and the loop an-
tenna to find the maximum emission. On most of the

open-area test sites the ambient noise level makes com-
pliance testing almost impossible. This is due to the fact
that ambient noise itself is near or above the emission
limit. Two different approaches were proposed as a solu-
tion to that problem:

1. To reduce the measurement distance from 30 to 10 m
or even 3 m. A German group proposed frequency-
dependent conversion factors, justified by calcula-
tions and an extensive amount of measurements.
The conversion factors are given in Fig. 10. In
Fig. 10 the slopes between 1.8 and 16 MHz show
the transition region from near field, where H is in-
versely proportional with r3 or r2.6, to far field,
where H is inversely proportional with r.

2. To reduce the measurement distance to zero. A
Dutch group proposed the large-loop antenna sys-
tem mentioned previously [9]. With this method the
EUT is placed in the center of a loop antenna sys-
tem, which consists of three mutually perpendicular
large-loop antennas (Fig. 11). The magnetic field
emitted by the EUT induces currents in the large-
loop antennas. Since there are three orthogonal
loops, there is no need to rotate either the EUT or
the loop antenna system. The current induced in
each loop is measured by means of a current probe,
which is connected to a CISPR measuring receiver.
Since the current is measured, emission limits are
given in dB(mA) instead of dB(mA/m). Each loop an-
tenna is constructed of a coaxial cable that contains
two slits, positioned symmetrically with respect to
the position of the current probe. Each slit is loaded
by resistors in order to achieve a frequency response
flat to within 72 dB in the frequency range from
9 kHz to 30 MHz [9,10]. In order to verify and vali-
date the function of each large loop, a specially de-
signed folded dipole has been developed [9,10]. It
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Figure 10. Conversion factors DH for the limit of the magnetic
field strength from measurement distance 30 m to measurement
distances 10 and 3 m above a conducting ground plane according
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10 m distance.
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produces both a magnetic dipole moment mH and an
electric dipole moment mE, when a signal is con-
nected to the folder dipole. The folded dipole serves
to test large loop antenna for its sensitivity in eight
positions.

5.2.2. Problems in the Near-Field–Far-Field Transition
Zone. Problems with magnetic field strength measure-
ments in the transition region between near field and
far field are discussed in detail in Ref. 22. When a small
magnetic dipole is located in the free space, the electro-
magnetic field in a point P(r, y, j) is described by the fol-
lowing three relations (see Fig. 12):

Hr¼
jk

2p
mH cos y

r2
1þ

1

jkr

� �
e�jkr ð3aÞ

Hy¼
�k2

4p
mH sin y

r
1þ

1

jkr
�

1

ðkrÞ2

� �
e�jkr ð3bÞ

Ej¼
Z0k2

4p
mH sin y

r
1þ

1

jkr

� �
e�jkr ð3cÞ

where k¼ 2p/l and mH ¼ pR2
0I0 is the magnetic dipole mo-

ment, a vector perpendicular to the place of the dipole.
Equations (3a)–(3c) completely describe the electromag-
netic field of the magnetic dipole.

Two situations are discussed further: (1) the near field,
where r is much smaller than l but larger than the max-
imum dimension of the source (i.e., kr51); and (2) the far
field, where r is much larger than l and much larger than
the maximum dimension of the source (i.e., krb1).

For the near-field case, where kr51 and using e–jkr
¼

cos(kr)� j sin(kr), Eqs. (3a)–(3c) are simplified to

Hr¼
2mH cos y

4pr3
ð4aÞ

Hy¼
mH sin y

4pr3
ð4bÞ

Ej¼
kZ0mH sin y

4pr2
ð4cÞ

From Eqs. (4a)–(4c) we can see that Hr and Hy are in-
versely proportional to r3, whereas Ej is inversely propor-
tional to r2.

For the far-field case where krb1, Eqs. (3a)–(3c) are
reduced to

Hr¼
jkmH cos y

2pr2
e�jkr ) 0 ð5aÞ

Hy¼
�k2mH sin y

4pr
e�jkr ð5bÞ

Ej¼
k2Z0mH sin y

4pr
e�ikr ð5cÞ

From Eqs. (5a)–(5c) one can see that in the far field Hr

vanishes in comparison to Hy and that Hy and Ej are in-
versely proportional to r.

In the frequency range from 9 kHz to 30 MHz, where
emission limits have been set, the corresponding wave-
length is 33 km–10 m. Since for compliance testing, ambi-
ent emissions on an open-area test site require a reduction
of the measurement distance to 10 m or even 3 m, mea-
surements are carried out in the near-field zone over a
wide frequency range. At the higher frequency range the
transition zone and the beginning far field zone are
reached. Goedbloed [22] investigated the transition zone
and identified the critical condition where Hr and Hy are
equal in magnitude. It occurs where

2mH

4pr3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ k2r2

p
¼

mH

4pr3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2r2þ k4r4

p
ð6Þ

or where

fr¼ 112:3 in MHz .m ð7Þ

For r¼10 m, Hymax4Hrmax at frequencies greater than
11 MHz.
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Figure 11. Simplified drawing of a large-loop antenna system
with position of the EUT.
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Figure 12. Field components Hr, Hy, and Ej in P at a distance r
from the center of the magnetic dipole in the xy plane.
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The CISPR magnetic field measurement method is il-
lustrated in Fig. 13, with the test setup on a metallic
ground plane and the receiving antenna in the vertical
plane. In Figs. 14 and 15, two different cases of radiating
electrically small magnetic dipoles are illustrated; the first
one, with the dipole moment parallel to the ground plane
and the second one, with the dipole moment perpendicular
to the ground plane. Because of the reflecting ground
plane two sources are responsible for the field at the loca-
tion of the receiving antenna: the original source and the
mirror source. The points and crosses drawn in both sourc-
es show the direction of the current. In Fig. 14, the cur-
rents are equally oriented. In this case the loop antenna
detects the radial component Hd,r and the direct tangen-
tial component Hd,y¼ 0 since yd¼ 0. Therefore, direct ra-
diation will only contribute if fd5112 MHz �m [see
Eq. (7)]. In the case of fdb112 MHz �m, the loop antenna
will receive direct radiation if it is rotated by 901. This may
be observed frequently in practical measurements: at low
frequencies the maximum radiation is found with loop
antenna in parallel to the EUT and at high frequencies
with the loop antenna oriented perpendicular to the EUT.
In addition to these direct components, the indirect radial
and tangential components Hi,r and Hi,y are superposi-
tioned in the loop antenna. Assuming near-field conditions
it follows from Eqs. (4), that the magnitude of the mag-

netic field Hm is given by

Hm¼Hd;rþHi;r cos yi �Hi;y sin yi

¼
mH

4pd3
2þ

d3

d3
i

ð2 cos2 yi � sin2 yiÞ

� � ð8Þ

where di¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2hÞ2þd2

q
is the distance between the mirror

dipole and the loop antenna.
Goedbloed gives a numerical example with mH¼

4p103 mA .m2 (e.g., 100 mA through a circular loop with a
diameter of 0.40 m). Using Eq. (8) with d¼ 3 m and h¼
1.3 m will give Hm¼ 38.6 dB(mA/m) with the mirror source
and 37.4 dB(mA/m) without the mirror source, which
shows that in this case the reflecting ground plane has
little influence. The influence of the ground plane is quite
different in the case of a vertical dipole moment, specifi-
cally, a dipole moment perpendicular to the ground plane
as illustrated in Fig. 15. In the case of Fig. 15 the loop
antenna does not receive direct radiation at all, as Hd,r (yd

¼ p/2)¼ 0 and Hd,y is parallel to the loop antenna. Hence,
the received signal is completely determined by the radi-
ation coming from the mirror source, which also means
that the result is determined by the quality of the reflect-
ing ground plane. With the reflecting ground place Hm¼

Hi,r sin yiþHi,y cos yi¼27.2 dB(mA/m), whereas without
the reflecting ground plane no field strength will be
measured. If the loop antenna were positioned horizontal-
ly above the ground plane at h¼ 1.3 m, then Hm¼

Hd,yþHi,r cos yi�Hi,y sin yi¼ 32.4 dB(mA/m) and Hm¼

31.4 dB(mA/m) without the reflecting ground plane. Mea-
surements in a shielded room would be even less predict-
able, since the result would be determined by mirror
sources on each side, including the ceiling of the shielded
room. Absorbers are not very helpful in the low frequency
ranges. From the results, Goedbloed concludes that in or-
der to judge the interference capability of an EUT, the
method proposed by Bergervoet and van Veen [9], is an
efficient method of magnetic field measurements.
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Figure 15. (a) Receiving conditions for a magnetic dipole with a
vertical dipole moment, and the receiving loop antenna in the
vertical position as specified by the standard; (b) vectors of the
indirectly radiated H-field components (no reception of direct
radiation).
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Figure 13. Basic CISPR setup for magnetic field measurements.
Both EUT and loop antennas have to be turned round until the
maximum indication on the receiver has been found.
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Figure 14. (a) Receiving conditions for a magnetic dipole with a
horizontal dipole moment; (b) vectors of the directly and indirectly
radiated H-field components.

2406 MAGNETIC FIELD MEASUREMENT



6. CALIBRATION OF A CIRCULAR LOOP ANTENNA

A time-varying magnetic field at a defined area S can be
determined with a calibrated circular loop. For narrow-
band magnetic field measurements, a measuring loop con-
sists of an output interface (point X on Fig. 5), which links
the induced current to measuring receiver. It may have a
passive or an active network between loop terminals and
output. The measuring loop can also include a shielding
over the loop circumference against any perturbation of
strong and unwanted electric fields. The shielding should
be interrupted at a point on the loop circumference.

Generally in the far field that streamlines of magnetic
flux are uniform, but in the near field, that is, in the vi-
cinity of the generator of a magnetic field, they depend on
the source and its periphery. Figure 19 shows the stream-
lines of the electromagnetic vectors generated by the
transmitting loop L1. In the near field, the spatial distri-
bution of the magnetic flux, B¼ m0H, over the measuring
loop area is not known. Only the normal components of the
magnetic flux, averaged over the closed-loop area, can in-
duce a current through the loop conductor.

The measuring loop must have a calibration (conver-
sion) factor or set of factors, that, at each frequency, ex-
presses the relationship between the field strength
impinging on the loop and the indication of the measur-
ing receiver. The calibration of a measuring loop requires
the generation of a well-defined standard magnetic field
on its effective receiving surface. Such a magnetic field is
generated by a circular transmitting loop when a defined
root-mean-square (RMS) current is passed through its
conductor. The unit of the generated or measured mag-
netic field Hav is A/m and therefore is also an RMS value.
The subscript ‘‘av’’ strictly indicates the average value of
the spatial distribution, not the average over a period of T
of a periodic function. This statement is important for
near-field calibration and measuring purposes. For far-
field measurements the result indicates the RMS value of
the magnitude of the uniform field. In the following we
discuss the requirements for the near-zone calibration of a
measuring loop.

7. CALCULATION OF STANDARD NEAR-ZONE MAGNETIC
FIELDS

To generate a standard magnetic field, a transmitting loop
L1 is positioned coaxial and plane-parallel at a separation
distance d from the loop L2, as in Fig. 16. The analytical
formula for the calculation of the average magnetic field
strength Hav in A/m generated by a circular filamentary
loop at an axial distance d including the retardation due to
the finite propagation time was obtained earlier. The av-
erage value of field strength Hav was derived from the re-
tarded vector potential Aj as tangential component on the
point P of the periphery of loop. L2:

Hav¼
Ir1

pr2

Z p

0

e�jbRðjÞ

RðjÞ
cosðjÞdj ð9aÞ

RðjÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2þ r2

1þ r2
2 � 2r1r2 cosðjÞ

q
ð9bÞ

In these equations for the thin circular loop, I is trans-
mitting loop RMS current in amperes, d is distance be-
tween the planes of the two coaxial loop antennas in
meters, r1 and r2 are filamentary loop radii of transmit-
ting and receiving loops in meters, respectively, b is wave-
length constant, b¼ 2p/l, and l is wavelength in meters.

Equations (9a) and (9b) can be determined by numer-
ical integration. To this end we separate the real and
imaginary parts of the integrand using Euler’s formula
e�jj¼ cosðjÞ � j sinðjÞ and rewrite Eq. (9a) as

Hav¼
Ir1

pr2
ðF � jGÞ ð10aÞ

where

F¼

Z p

0

cos½bRðjÞ�
RðjÞ

cosðjÞdj ð10bÞ

G¼

Z p

0

sin½bRðjÞ�
RðjÞ

cosðjÞdj ð10cÞ

and the magnitude of Hav is then obtained as

jHavj ¼
Ir1

pr2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F2þG2

p
ð10dÞ

It is possible to evaluate the integrals in Eqs. (10) by nu-
merical integration with an appropriate mathematics soft-
ware on a personal computer. Some mathematics software
can directly calculate the complex integral of Eqs. (9).

8. ELECTRICAL PROPERTIES OF CIRCULAR LOOPS

8.1. Current Distribution around a Loop

The current distribution around the transmitting loop is
not constant in amplitude and in phase. A standing wave
of current exists on the circumference of the loop. We can
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Figure 16. Configuration of two circular loops.
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determine this current distribution along the loop circum-
ference by assuming that the loops circumference 2pr1 is
electrically smaller than the wavelength l and the loop
current is constant in phase around the loop and that the
loop is sufficiently loss-free. The single-turn thin loop was
considered as a circular balanced transmission line fed
at points A and D and short-circuited at points E and F
(Fig. 17).

In an actual calibration setup the loop current I1 is
specified at the terminals A and D. The average current
was given as a function of input current I1 of the loop:

Iav¼ I1
tanðbpr1Þ

bpr1
ð11Þ

The fraction of Iav/I1 from Eq. (11) expressed in dB gives
the conditions for determining of the highest frequency f
and the radius of the loop r1. The deviation of this fraction
is plotted in Fig. 18.

The current I in Eqs. (9) must be substituted with Iav

from Eq. (11). Since Eq. (11) is an approximate expression,
it is recommended to keep the radius of the transmitting
loop small enough for the highest frequency of calibration
to minimize the errors. For the dimensioning of the radius

of the receiving loop these conditions are not very impor-
tant, until the receiving loop is calibrated with an accu-
rately defined standard magnetic field, but the resonance
of the loop at higher frequencies must be taken into ac-
count.

8.2. Circular Loops with Finite Conductor Radii

A measuring loop can be constructed with one or more
winding. The form of the loop is chosen as a circle, because
of the simplicity of the theoretical calculation and calibra-
tion. The loop conductor has a finite radius. At high fre-
quencies the loop current flows on the conductor surface
and it shows the same proximity effect as two parallel, in-
finitely long cylindrical conductors. Figure 19 shows the
cross section of two loops intentionally in exaggerated
dimensions. The streamlines of the electric field are ortho-
gonal to the conductor surface of the transmitting loop
L1 and they intersect at points A and A0. The total con-
ductor current is assumed to flow through an equivalent

thin filamentary loop with the radius a1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

1 � c2
1

q
;

where a1¼OA¼OP¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OQ

2
�QP

2
q

. The streamlines of
the magnetic field are orthogonal to the streamlines of
electric field. The receiving loop L2 with the finite conduc-
tor radius c2 can encircle a part of magnetic field with its
effective circular radius b2¼ r2� c2.

The sum of the normal component of vectors H acting
on the effective receiving area S2¼pb2

2 induces a current
in the conductor of the receiving loop L2. This current
flows through the filamentary loop with the radius a2. The
average magnetic field vector Hav is defined as the integral
of vectors Hn over effective receiving area S2, divided by
S2. The magnetic streamlines, which flow through the
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Figure 18. Deviation of Iav/I1 for a loop radius, 0.1 m as
20 log(Iav/I1) in dB versus frequency.
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conductor and outside of loop L2, cannot induce a current
through the conductor along the filamentary loop Ar, Ar0,
of L2. The equivalent filamentary loop radii a1, a2 and ef-
fective circular surface radii b1, b2 can directly be seen
from Fig. 19.

The equivalent thin current filament radius a1 of the
transmitting loop L1:

a1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

1 � c2
1

q
ð12aÞ

The equivalent thin current filament radius a2 of the re-
ceiving loop L2:

a2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2

2 � c2
2

q
ð12bÞ

The radius b1 of the effective receiving circular area of the
loop transmitting L1:

b1¼ r1 � c1 ð12cÞ

The radius b2 of the effective receiving circular area of the
receiving loop L2:

b2¼ r2 � c2 ð12dÞ

8.3. Impedance of a Circular Loop

The impedance of a loop can be defined at chosen termi-
nals Q, D, as Z¼V/I1 (Fig. 17). Using Maxwell’s equation
with the Faraday’s law curl E¼ � joFm, we can write the
line integrals of the electric intensity E along the loop
conductor through its cross section, along the path joining
points D,Q, and the load impedance ZL between the ter-
minals Q,A:

Z

ðAEFDÞ

Es dsþ

Z

ðDQÞ

Es dsþ

Z

ðQAÞ

Es ds¼ � joFm ð13aÞ

Here, Fm is the magnetic flux. The impressed emf V acting
along the path joining points D and Q is equal and oppo-
site to the second term of Eq. (13a):

V ¼ �

Z

ðDQÞ

Es ds ð13bÞ

The impedance of the loop at the terminals D,Q can be
written from Eqs. (13) dividing with I1 as

Z¼
V

I1
¼

Z

ðAEFDÞ

Es ds

I1
þ

Z

ðQAÞ

Es ds

I1
þ

joFm

I1

¼ZiþZLþZe

ð14Þ

Zi indicates the internal impedance of the loop conductor.
Because of the skin effect, the internal impedance at high
frequencies is not resistive. ZL is a known load or a source
impedance on Fig. 17. Ze is the external impedance of the

loop:

Ze¼ jo
Fm

I1
¼ jo

m0HavS

I1
ð15aÞ

We can consider that the loop consists of two coaxial and
coplanar filamentary loops (i.e., separation distance d¼
0). The radii a1 and b1 are defined in Eqs. (12). The aver-
age current Iav flows through the filamentary loop with
the radius a1 and generates an average magnetic field
strength Hav on the effective circular surface S1¼pb2

1 of
the filamentary loop with the radius b1. From the Eqs. (9)
and (11) we can rewrite Eq. (15a), for the loop L1:

Ze¼ j
tanðbpa1Þ

bpa1
m0oa1b1

�

Z p

0

e�jbR0ðjÞ

R0ðjÞ
cosðjÞdj

ð15bÞ

R0ðjÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

1þ b2
1 � 2a1b1 cos

q
ðjÞ ð15cÞ

The real and imaginary parts of Ze are the radiation re-
sistance and the external inductance of loops, respectively:

ReðZeÞ¼
tanðbpa1Þ

bpa1
m0oa1b1

�

Z p

0

sinðbR0ðjÞÞ
R0ðjÞ

cosðjÞdj

ð15dÞ

ImðZeÞ¼
tanðbpa1Þ

bpa1
m0oa1b1

�

Z p

0

cosðbR0ðjÞÞ
R0ðjÞ

cosðjÞdj

ð15eÞ

From Eq. (15e) we obtain the external self-inductance:

Le¼
tanðbpa1Þ

bpa1
m0a1b1

�

Z p

0

cosðbR0ðjÞÞ
R0ðjÞ

cosðjÞdj

ð15f Þ

Equations (15) include the effect of current distribution on
the loop with finite conductor radii.

8.4. Mutual Impedance between Two Circular Loops

The mutual impedance Z12 between two loops is defined as

Z12¼
V2

I1
¼

Z2I2

I1
ð16Þ

The impedance of Z2 in Eq. (16) can be defined in the same
way as Eq. (14):

Z2¼
V2

I2
¼Z2iþZLþZ2e ð17Þ

here Z2i is the internal impedance, ZL is the load imped-
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ance, and Z2e is the external impedance of the second
loop L2.

The current ratio I2 to I1 in Eq. (16) can be calculated
from Eqs. (9),(11), and (12). The current I1 of the transmit
loop with separation distance d:

I1¼
Havpb2

tanðbpra1Þ

bpa1
a1

Z p

0

e�jbRdðjÞ

RdðjÞ
cosðjÞdj

ð18aÞ

RdðjÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2þa2

1þ b2
2 � 2a1b2 cosðjÞ

q
ð18bÞ

and the current I2 of the receive loop for the same Hav

(here d¼ 0) is

I2¼
Havpb2

tanðbpa2Þ

bpa2
a2

Z p

0

e�jbR0ðjÞ

R0ðjÞ
cosðjÞdj

ð18cÞ

R0ðjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

2þ b2
2 � 2a2b2 cosðjÞ

q
ð18dÞ

The general mutual impedance between two loops from
Eqs. (16) and (17) is

Z12¼ ðZ2iþZLþZ2eÞ
I2

I1
¼Z12iþZ12LþZ12e ð19aÞ

here Z12i is the mutual internal impedance, Z12L denotes
the mutual load impedance, and Z12e is the external mu-
tual impedance.

Arranging Eq. (15b)b for Z2e and the current ratio I2/I1

from Eqs. (18) external mutual impedance yield

Z12e¼ j
tanðbpa1Þ

bpa1
m0oa1b2

�

Z p

0

e�jbRdðjÞ

RdðjÞ
cosðjÞdj

ð19bÞ

The real part of Z12e may be described as mutual radiation
resistance between two loops.

The imaginary part of Z12e divided by o gives the mu-
tual inductance

M12e¼
tanðbpa1Þ

bpa1
m0a1b2

�

Z p

0

cosðbRdðjÞÞ
RdðjÞ

cosðjÞdj

ð19cÞ

Equations (19b) and (19c) include the effect of current dis-
tribution on the loop with finite conductor radii.

9. DETERMINATION OF THE ANTENNA FACTOR

The antenna factor K is defined as a proportionality con-
stant with necessary conversion of units. K is the ratio of
the average magnetic field strength bounded by the loop to

the measured output voltage VL on the input impedance
RL of the measuring receiver. For evaluation of the anten-
na factor there are two methods. The first is by calculation
of the loop impedances, and the second is with the well-
defined standard magnetic field calibration, which will
also be needed for the verification of calculated antenna
factors [24].

9.1. Determination of the Antenna Factor by Computing
from the Loop Impedances

If a measurement loop (e.g., L2) has a simple geometric
shape and a simple connection to a voltage measuring de-
vice with a known load RL, we can determine the antenna
factor by calculation. In the case of unloaded loop from
Fig. 17 the open-circuit voltage is

V0¼ jom0HavS2 ð20aÞ

For the case of loaded loop the current is

I¼
V0

Z
¼

V0

RLþZiþZe
ð20bÞ

The antenna factor from Eq. (9a) can be written with VL¼

ZLI and Eqs. (20) as

KH ¼
1

jom0S2

�
1þ

Ze

RL
þ

Zi

RL

�����

���� in
A

m

1

V
ð21Þ

The effective loop area is S2¼ pb2
2. The external loop im-

pedance Ze can be calculated with Eqs. (15).

9.2. Standard Magnetic Field Method

In the calibration setup in Fig. 20 we measure the voltages
with standard laboratory measuring instrumentation
with the 50O impedance. The device to be calibrated con-
sists at least of a loop and a cable with an output connec-
tor. Such a measuring loop can also include a passive or
active network between the terminals C,D and a coaxial
shield on the circular loop conductor against unwanted
electric fields, depending on its development and construc-
tion. The impedance ZL at the terminals C,D is not
accurately measurable. Such a complex loop must be cal-
ibrated with the standard magnetic field method. The an-
tenna factor in Eqs. (1) can be defined by measuring of the
voltage VL and the uncertainties between loop terminals
C,D and measuring receiver are fully calibrated. The at-
tenuation ratio a of the voltages V2 and VL can be mea-
sured for each frequency:

a¼
V2

VL
ð22Þ
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Using Eqs. (22),(1),(11), and (12), with V2¼ � I1R2, and V0

¼ constant, Eq. (9a) can be rewritten:

KH ¼ a
1

R2

tanðbpa1Þ

bpa1

a1

pb2

����

�

Z p

0

e�jbRdðjÞ

RdðjÞ
cosðjÞdðjÞ

����

ð23Þ

Rd is defined by Eq. (18b)b. Equation (23) can also be ex-
pressed logarithmically

kH ¼ 20 logðKHÞ in dB
A

m

1

V

� �

Equation (23) reduces the calibration of the loop to an
accurate measurement of attenuation a for each frequen-
cy. The other terms of Eq. (23) can be calculated depending
on the geometric configuration of the calibration setup at
the working frequency band of the measuring loop. The
calibration uncertainties are also calculable with the giv-
en expressions. The uncertainty of the separation distance
d between two loops must be taken into consideration as
well. At a separation distance dor1 the change of the
magnetic field is high.

For a calibration setup the separation distance d can be
defined as small as possible. However, the effect of the
mutual impedance must be taken into account in the cal-
ibration process, and a condition to define the separation
distance d must be given (Fig. 20). If the second loop is
open-circuited, that is the current I2¼ 0, the current I1 is
defined only from the impedances of the transmitting loop.
In the case of a short-circuited second loop, I2 is maximum
and the value of I1 will change depending on the supply
circuit and loading of the transmitting loop. A current ra-
tio q between these two cases can be defined as the con-
dition of the separation distance d between the two loops.

It is assumed that the generator voltage V0 is constant.
The measuring loop L2 is terminated by ZL. For ZL¼ 0 and
VCD¼ 0, one obtains the current I1 in the transmitting
loop as

I1ðZL ¼ 0Þ ¼
V0

R1þR2þZAB �
Z2

12

ZCD

ð24aÞ

and for ZL¼N, that is, I2¼ 0

I1ðZL ¼1Þ ¼
V0

R1þR2þZAB
ð24bÞ

The ratio of Eq. (24a) to Eq. (24b) is

q �
I1ðZL ¼0Þ

I1ðZL ¼1Þ

����

����¼
R1þR2þZAB

R1þR2þZAB 1�
Z2

12

ZABZCD

� �

��������

��������
ð25aÞ

here with the coupling factor k¼Z12=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZABZCD

p
between

two loops:

q¼
R1þR2þZAB

R1þR2þZABð1� k2Þ

����

���� ð25bÞ

where R1¼R2¼ 50O, ZAB, ZCD, and Z12 can be calculated
from Eqs. (15) and (19). For greater accuracy one must try
to keep the ratio q close to unity (e.g., q¼ 1.001).

The influence of the loading of the second loop on the
transmitting loop can also be found experimentally. The
change of the voltage V2 at R2 in Fig. 20 must be consid-
erably small (e.g., o0.05 dB), while putting a short-cir-
cuited measuring loop at the chosen separation distance.

With the determining of KH or kH the loop can com-
pletely be calibrated up to its 50O output. A network an-
alyzer is usually used for the attenuation measurement
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Figure 20. Calibration setup for circular loop
antennas.
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instead of a discrete measurement at each frequency with
signal generator and measuring receiver. A network
analyzer can normalize the frequency characteristic of
the transmit loop and gives a quick overview on measured
attenuation for the frequency band.
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1989, pp. 29–34.

10. CISPR 15/5th edition 1996-03 and EN 55015:12.1993: Limits
and methods of measurement of radio disturbance character-
istics of electrical lighting and similar equipment.

11. Draft revision of IEC 945 (IEC 80/124/FDIS): Maritime nav-
igation and radiocommunication equipment and system—
General requirements, methods of testing and required test
results; identical requirements are given in Draft prETS 300
828/02.1997: EMC for radiotelephone transmitters and re-
ceivers for the maritime mobile service operating in the VHF
bands, and Draft prETS 300 829:02.1997:EMC for Maritime
mobile earth stations (MMES) operating in the 1,5/1,6 GHz
bands; providing Low Bit Rate Data Communication
(LBRDC) for the global distress and safety system (GMDSS).

12. U.S. FCC Code of Federal Regulations (CFR) 47 Part 18. Edi-
tion Oct. 1, 1996.

13. J. E. Lenz, A review of magnetic sensors, Proc. IEEE

78(6):973–989 (1990).

14. L. Rohde and F. Spies, Direkt zeigende Feldstärkemesser (Di-
rect indicating field-strength meters), Z. Technische Physik

10(11):439–444 (1938).

15. Datasheet edition 9.72 of Rohde & Schwarz Field-strength
Meter HFH (0.1 to 30 MHz).

16. K. Danzeisen, Patentschrift DE 27 48 076 C2, 26.10.1977,
Rohde & Schwarz GmbH & Co. KG, POB 801469, D-81614
München.

17. F. Demmel and A. Klein, Messung magnetischer Felder mit
extrem hoher Dynamik im Bereich 100 Hz bis 30 MHz (Mea-
surement of magnetic fields with an extremely high dynamic
range in the frequency range 100 Hz to 30 MHz), Proc. EMV

’94, Karlsruhe, 1994, pp. 815–824.

18. CLC/TC111(Sec)61: Sept.1995: Definitions and Methods of
Measurement of Low Frequency Magnetic and Electric Fields
with Particular Regard to Exposure of Human Beings (Draft
2: August 1995).

19. DKE 764/35-94: Entwurf DIN VDE 0848 Teil 1, Sicherheit in
elektrischen, magnetischen und elekromagnetischen Feldern;
Mess- und Berechnungsverfahren (Draft DIN VDE 0848 part
1 Safety in electric, magnetic and electromagnetic fields; mea-
surement and calculation methods).

20. Recommendation ITU-R SM 378-5, Field-Strength Measure-

ments at Monitoring Stations, SM Series Volume, ITU, Gene-
va 1994.

21. Spectrum Monitoring Handbook, ITU-R, Geneva 1995.

22. J. J. Goedbloed, Magnetic field measurements in the frequen-
cy range 9 kHz to 30 MHz; EMC91, ERA Conference, Hea-
throw, UK, Feb. 1991.

23. J. Kaiser et al., Feldstärkeumrechnung von 30 m auf kürzere
Messentfernungen (Conversion of field strength from 30 m to
shorter distances), 110:820–825 (1989).

MAGNETIC MATERIALS

ROBERT B. VAN DOVER

Bell Labs, Lucent Technologies

1. HISTORICAL BACKGROUND

Magnetic materials have been known since ancient
times—for example, in 380 B.C.E. Plato wrote [1] of the
‘‘stone which Euripides calls a magnet,’’ which we infer
was Fe3O4, now known as magnetite. The scientific quality
of magnetism studies abruptly and dramatically jumped
with the publication in 1600 by Gilbert of the classic text
De Magnete [2]. Quantitative measurements of magnetic
materials were enabled by the 1820 discovery by Oersted
that an electric current creates a magnetic field. In 1846
Faraday made systematic studies of the attraction and re-
pulsion of materials in a gradient field and classified ma-
terials as diamagnetic if they are repelled by a region of
increased flux density and paramagnetic if they are at-
tracted. To this we add ferromagnetic (strongly magnetic,
like iron) to form the set of three basic classes of magnetic
response.

Since the early part of the twentieth century, magnetic
materials have been the subject of deep and broad re-
search and development because of their economic and
scientific importance, and much of our knowledge is ma-
ture. Nevertheless, startling discoveries continue to be
made, such as the discovery of Nd–Fe–B permanent mag-
nets and the ‘‘giant magneto-resistance’’ effect in thin-film
multilayers.
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2. MAGNETIC FIELDS AND THE MAGNETIC RESPONSE
OF MATERIALS

The magnetic properties of matter may be viewed as a re-
sponse to an applied stimulus, namely, the magnetic field
strength H. The macroscopic response of a material is
given by its magnetization M, and the overall field is the
sum of the two, called the magnetic induction B. In a vac-
uum the magnetization is strictly zero. For this article we
adopt SI units, so we have B¼ m0H in a vacuum, where B
is measured in tesla (Wb/m2), H is measured in amperes
per meter, and by definition m0¼ 4p� 10�7 H=m2. The
magnetic response adds directly to the applied field, giv-
ing B¼m0ðHþMÞ.

The issue of units in magnetism is perennially vexing.
In the past, cgs (Gaussian) units have been commonly
used by scientists working with magnetic materials. In
that system, B is measured in gauss, H in oersteds, and M
in emu/cm3, where emu is short for the uninformative
term electromagnetic unit. The constitutive relation in
Gaussian units is B¼Hþ 4pM. Important conversion fac-
tors to keep in mind are 104 Ga¼ 1 T and 12.5 Oe¼1 kA/m.
A definitive discussion of units and dimensions is given in
the Appendix of Jackson’s Classical Electrodynamics [3].

3. TYPES OF MAGNETIC MATERIALS: TAXONOMY

3.1. Basic Families

Two of the basic families of magnetic materials involve a
highly linear response (i.e., M¼ wH, where w is defined as
the magnetic susceptibility). The main magnetic response
of all materials is due to the magnetic moment of individ-
ual electrons, a property directly connected to their spin.
The moment of a single electron is 1 Bohr magneton, mB¼

1.165� 10� 29 Wbm. Due to the Pauli principle, in many
cases the electrons in an atom are precisely paired with
oppositely directed spins, leading to an overall cancella-
tion. Nevertheless, a magnetic response can be discerned
in all materials, as observed by Faraday.

3.2. Diamagnetism

Diamagnets have a negative value for w, that is, the in-
duced moment is opposite to the applied field. The sus-
ceptibility is temperature independent and typically small
(see Fig. 1). Diamagnetism is due to the effect of a mag-
netic field on orbital motion of paired electrons about the
nucleus (superficially comparable to Lenz’ law). The dia-
magnetic susceptibility of most materials is very small—in
the vicinity of �1�10� 5. A tabulation of diamagnetic
susceptibilities of various atoms, ions, and molecules is
given by Carlin [4].

A large negative magnetic susceptibility is character-
istic of only one class of materials (namely, superconduc-
tors). A type I superconductor in the Meissner state
exhibits complete exclusion of magnetic flux from the in-
terior of the sample, M¼ �H, or B¼ 0. Superconductors
can also exhibit partial flux penetration, 0oBom0H. In
both cases the spectacular observation of stable levitation
is possible, something that cannot be achieved using only

materials with w40 (as prove by Earnshaw’s theorem).
Note that stable levitation is possible even for bodies that
are only weakly diamagnetic given a sufficiently large
magnetic field gradient [5].

3.3. Paramagnetism

Paramagnets have a positive value for w, that is, the in-
duced moment is in the same direction as the applied field.
Paramagnetism is due chiefly to the presence of unpaired
electrons—either an overall odd number of electrons or an
unfilled inner shell. Nuclei can also show paramagnetism,
although typically of an extremely small magnitude. The
electron gas of a metal is also usually slightly paramag-
netic, though exchange coupling can sometimes lead to
ordering (e.g., ferromagnetism). Independent unpaired
electrons give each atom or molecule a small permanent
dipole moment, which tends to be aligned by an external
magnetic field. Langevin showed that thermal energy dis-
rupts this alignment, leading to a susceptibility
w¼Nm2=3kBT, where N is the density of dipoles, m is
the moment of each dipole, kB is the Boltzmann constant,
and T is the absolute temperature. Curie and Weiss found
that the temperature in this formula should be replaced
by T-(T�Tc) for materials with an ordering temperature
Tc (the ‘‘Curie temperature’’). The paramagnetic suscepti-
bility of a material can give important insights into its
chemistry and physics, but it is an effect of limited engi-
neering significance at present.

3.4. Ferromagnetism

Ferromagnetism is the spontaneous magnetic ordering of
the magnetic moments of a material in the absence of an
applied magnetic field. Nearly all technologically impor-
tant magnetic materials exhibit some form of ferromag-
netism. In such materials, the magnetic moments of
electrons couple together, so that they respond collective-
ly. In this manner it is possible for all magnetic moments
in an entire sample to point in the same direction, poten-
tially giving a very strong effect. The details of how the

Paramagnet

0

0

Ferromagnet

Antiferromagnet

Diamagnet

T

χ

Figure 1. Schematic temperature dependence of the susceptibil-
ity of a diamagnet, paramagnet, ferromagnet, and antiferromag-
net.
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individual moments couple with each other can be under-
stood in terms of quantum mechanics. There are three
types of ‘‘exchange’’ interaction generally found:

* The first is direct exchange, in which an unpaired
electron on one atom interacts with other unpaired
electrons on atoms immediately adjacent via the Cou-
lomb interaction. This is the strong mechanism that
dominates in most metallic magnetic materials, such
as Fe, Ni, Co, and their alloys. It results in a positive
exchange energy, so the spins on adjacent atoms tend
to align parallel.

* The second is indirect exchange, or superexchange, in
which the moment of an unpaired electron on one
atom polarizes the (paired) electron cloud of a second
atom, which in turn interacts with the unpaired elec-
tron on a third atom. This is the mechanism that
dominates in most oxide materials, such as ferrites.
For example, in Fe3O4 the Fe ions (with unpaired
electrons) interact through O ions (which have only
paired electrons). Superexchange creates a negative
exchange energy.

* Finally, there is the possibility of interaction between
electrons that are not localized but can move freely as
in a metal. This interaction, known as the RKKY in-
teraction after its discoverers (Ruderman, Kittel,
Kasuya, and Yoshida), is usually weaker than direct
exchange. It plays an important role in the behavior
known as ‘‘giant magnetoresistance’’ and can result
in either a positive or negative exchange energy.

The main properties that characterize ferromagnetic ma-
terials are the Curie temperature Tc, the saturation mag-
netization Ms, the magnetic anisotrophy energy K, and the
coercive field Hc (see Fig. 2). The first two are intrinsic to a
material. The third has both intrinsic and extrinsic fac-
tors. The last is extrinsic and depends on the form (mi-
crostructure, overall shape, etc.) of the material and will
be discussed later.

* The exchange interaction that leads to ferromagne-
tism can be disrupted by thermal energy. At temper-
atures above Tc, the disruption is so great that the
ferromagnetism ceases, and the material exhibits

only paramagnetism. Thus Tc measures the magni-
tude of the exchange coupling energy. For example,
the Tc of Fe is 7701C while for Co, Tc¼ 11151C, and for
Ni, Tc¼ 3541C. The ferromagnetic transition is a sec-
ond-order phase transition, which means that the
order parameter (magnetization) increases continu-
ously from zero as the temperature is lowered below Tc.

* The saturation magnetization is the macroscopic
magnetic moment of all of the spins averaged over
the volume of the sample. Thus, in a material with
many unpaired electrons per atom, Ms will be large
(e.g., Fe with m0Ms¼ 2.16 T at room temperature).
Conversely, Ms will be much smaller in materials
that also contain nonmagnetic atoms or ions (e.g.,
Fe3O4 with m0Ms¼ 0.60 T at room temperature).

* The electron spins couple weakly to their orbital mo-
tion in a process known as spin–orbit coupling, a rel-
ativistic effect. As a result, the energy of the system
depends on the orientation of the spins (i.e., the mag-
netization) with respect to the orbitals of the atoms
(i.e., the orientation of the sample). This results in an
intrinsic coupling of the magnetization to the crystal
lattice. It leads to magnetic anisotropy—that is, the
energy of the system depends on the orientation of
the magnetization with respect to the sample. The
direction along which the magnetic moment tends to
lie is known as the ‘‘easy axis.’’ The magnitude of the
anisotropy may be large, as in SmCo5 permanent
magnets that strongly resist demagnetization with
KB107 J/m3, or it may be quite small, as in the high-
permeability materials Ni0.8Fe0.2 (Permalloy) or a—
Fe0.80P0.13C0.07 (an amorphous alloy).

* Another source of anisotropy can arise from the
shape of the specimen, or from the shape of individ-
ual grains within the specimen. This is a local mag-
netostatic effect, rather than an intrinsic effect, and is
called shape anisotropy (see Fig. 3). It is an extremely

Easy axis of magnetization

Hard axis of magnetization

Figure 3. Shape anisotropy quantitatively describes the obser-
vation that needles and plates are most easily magnetized along a
long dimension.

0

0 T

M

M s

Tc

Figure 2. Schematic temperature dependence of the saturation
magnetization Ms for a ferromagnet.
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important factor in any real application. Two ex-
tremes are illustrative. A long thin needle (i.e., an
acicular particle) can be readily magnetized along its
long axis but will require a large field to force the
magnetization to be across a short axis. The magni-
tude of field required is Ha¼Ms/2 (i.e., Ha¼ 8.5�
105 A/m for the case of an Fe needle). A flat plate, on
the other hand, will require twice that field, Ha¼Ms,
to magnetize it parallel to the normal.

* A third source of anisotropy is due to the magneto-
striction of magnetic materials, coupled with stresses
in the material. Magnetostriction is the change in di-
mensions of a sample when the magnetization is
aligned along various crystallographic directions; it
occurs as a response that minimizes the magneto-
crystalline energy. Conversely, when a sample is
strained along some crystallographic direction, this
contributes to the magnetic anisotropy. This is called
stress anisotropy. It can be an important effect in low-
anisotropy materials that are highly strained, such
as almost all thin films.

* The various magnetic anisotropies that may exist in a
material all act simultaneously. The best way to an-
alyze their cumulative effect is in terms of the an-
isotropy energy, which is the sum of all of the
energies arising from individual anisotropies. The
details of this analysis can be complex; see Bozorth
or Brailsford, listed in the Further Reading list, for
examples and guidance.

Useful magnetic materials almost inevitably consist
mostly of Fe, Co, or Ni or a combination of these three el-
ements, because these are the elements that are ferro-
magnetic at room temperature and above. A great variety
of other elements may be added to form alloys or com-
pounds with specific useful properties, but inevitably a
large fraction of Fe, Co, or Ni will be present. When a
nonmagnetic metal is alloyed with these elements, Ms and
Tc generally decrease rapidly because of dilution. For ex-
ample, Fig. 4a (Bozorth, pp. 308–309) shows the effect of
alloying Ni with Cu (which together form a continuous
solid solution), showing the monotonic decrease in Ms with
increasing Cu content. Other effects may occur, such as
bandstructure effects or the formation of compounds,
which will alter the trends with alloying (e.g., formation
of Fe3Al, as shown schematically in Fig. 4b).

Alloying with rare-earth metals is often used in cases
where a high intrinsic anisotropy is desired, such as in
permanent magnets. The lanthanide rare-earth metals
are all highly magnetic because of unpaired electrons in
the 4f-shell (inner) orbitals. The Tc of these materials is
below room temperature because the exchange interaction
between inner orbitals of adjacent atoms is small, but the
intrinsic anisotropy is generally large because the spin–
orbit interaction is largest in atoms with high atomic
number (and therefore highly relativistic orbitals). Add-
ing a small amount of a rare earth can dramatically in-
crease the magnetocrystalline anisotropy of an Fe-, Co-,
or Ni-based compound, often with only a modest decrease
in Tc and Ms. The modern ‘‘rare earth’’ permanent

magnetic materials use this effect, as in SmCo5 and
Nd2Fe14B.

3.5. Domains and M–H Loops

While positive exchange coupling tends to align all of the
spins in the same direction, real materials generally ex-
hibit this uniformly oriented state only if they are very
small (o100 nm). Larger samples ‘‘demagnetize’’ by
breaking up into magnetic domains. In each domain the
local magnetic moments are uniformly aligned, usually
along an easy axis. The directions of magnetization of the
various domains can balance such that the overall mag-
netization is zero and the magnetostatic energy is small.
When an external field is applied along an easy axis, do-
mains aligned with the field tend to grow, while those an-
tialigned tend to shrink. At high enough field the sample
will be forced into single-domain state, and the saturation
magnetization will be observed. The formation of domains
implies the presence of domain walls—boundaries be-
tween adjacent domains—that have increased exchange
and anisotropy energies due to misalignment of neighbor-
ing spins. The density and orientation of domains in a
sample is determined partly by energy balance between
the domain wall and magnetostatic terms, but is also
strongly affected by nonequilibrium considerations such
as domain wall nucleation and pinning. In general, the
growth and shrinking of domains (i.e., the motion of do-
main walls) dissipates energy, so the M–H curve is
hysteretic, as shown schematically in Fig. 5.

Ms

Ms

Ms

Tc Tc

0
0

0 Fe3Al
0

40
%Cu
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%Al
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(b)

Figure 4. (a) Saturation magnetization and Tc for Fe–Cu alloys,
normalized to the values for pure Fe (the monotonic decrease is
typical of systems that form a continuous solid solution); (b) sat-
uration magnetization of Fe–Al compositions, normalized to the
value for pure Fe. The anomalous behavior near the composition
Fe3Al (25% Al) is due to the formation of the Fe3Al phase.
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This hysteretic, sigmoidally shaped M–H curve is very
typical of ferromagnetic materials. Four important param-
eters are immediately evident from examination of the
M–H curve:

1. The limiting magnetization is just Ms, the
single most important measure of a ferromagnetic
material.

2. The slope of the M–H curve at M¼0 is the small-
signal permeability m(0), which measures the re-
sponsiveness of the magnetic material to an exter-
nal field when it is close to its demagnetized state.
This parameter is particularly important for soft
magnetic materials, which use the magnetic mate-
rial to obtain a flux multiplication by the factor m(0).
This parameter is determined partly by the magnet-
ic anisotropy that is characteristic of the material
but is also affected by factors that impede domain-
wall motion, such as physical grain structure, mi-
croscopic inclusions, dislocations, or magnitude of
the magnetocrystalline anisotropy.

3. The magnetization observed at zero field (after the
sample has been fully magnetized) is called the re-
manence, Mr. This is an important parameter for
permanent magnets, as it measures the magnitude
of M available when the material is isolated. Note
that the ‘‘squareness ratio,’’ Mr/Ms, is dominated by
extrinsic aspects of the material, such as grain
structure and defect, along with underlying an-
isotropies including the shape of the specimen.

4. The field required to reduce the external magneti-
zation to zero (again, defined only after the sample
has first been fully magnetized) is called the ‘‘intrin-
sic coercivity’’ or coercive field Hc. At this field, the
sample is in a multidomain state and the magneti-
zations from all of the various domains exactly can-
cel out. The coercive field is an important property
for permanent magnets, as it measures the ability of
a material to withstand the action of an external
magnetic field, whether applied or self-generated. It

is also determined mainly by extrinsic aspects of the
material such as grain structure.

The interpretation of M–H loops can often involve sub-
tle aspects of the loop, including directional properties, the
approach to saturation, possible nonsigmoidal curving,
discrete jumps (known as ‘‘Barkhausen jumps’’), and so
on. These may reflect coherent rotation of spins in a do-
main when the external field is not aligned with an easy
axis or may be due to subtleties of domain wall motion.
Development of superior magnetic materials often involves
intensive research into these issues, but usually the de-
signers of devices need only focus on a few properties.

3.6. Negative Exchange Interaction

The exchange interaction, as mentioned previously, need
not be positive, inducing alignment of adjacent spins.
When it is negative, adjacent spins will tend to align an-
tiparallel. This can lead to a variety of behaviors depend-
ing on the structure of the material.

3.7. Antiferromagnetism

The simplest configuration that can be obtained with a
negative exchange energy is antiferromagnetism, in which
the spins on adjacent sites in a unit cell cancel to give no
net magnetic moment. A simple example is NiO, which
forms in the rock salt (NaCl) structure (see Fig. 6). The
ordering temperature for antiferromagnetic materials is
called the ‘‘Néel temperature’’, TN, after the discoverer of
antiferromagnetism, and is analogous to the Curie tem-
perature of a ferromagnet. Above TN¼ 2501C, NiO is of
course, paramagnetic. In the antiferromagnetic state the
susceptibility is not negative, as in the case of a diamagnet
(which has no permanent dipoles) but is positive, small,
and depends on the direction of the external field due to
intrinsic magnetocrystalline anisotropy. The details of spin
configurations and other properties of antiferromagnets

[010] [111]

[101]
−

−

Figure 6. Antiferromagnetic structure of NiO, showing Ni atoms
in the ð1 0 1Þ plane. The spins are aligned along ½1 1 1� directions as
shown. The magnetic unit cell is twice the length of the crystal-
lographic unit cell.
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Figure 5. Schematic M–H curve, showing saturation magneti-
zation Ms, remanent magnetization Mr, coercive force Hc, and ini-
tial permeability m(0) (defined for an initially demagnetized
sample, i.e., with H¼0 and M¼0).
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can be very complicated. Antiferromagnetism is difficult to
detect by conventional magnetic measurements. Neutron
scattering measurements are typically required to confirm
the existence of antiferromagnetism.

Antiferromagnetic materials have been known and un-
derstood since the work of Néel beginning in 1932, but
there are presently no important applications of bulk an-
tiferromagnetic materials. Thin films (B1–100 nm thick)
of antiferromagnetic materials now play an important role
in state-of-the art magnetic recording, specifically in mag-
netoresistive read heads. The antiferromagnetic thin films
are used to magnetically bias the magnetoresistive sensor
using a phenomenon called exchange anisotrophy: the
surface interaction between a ferromagnetic and antifer-
romagnetic material in intimate contact (see Fig. 7.). Since
this is an interfacial phenomenon, its magnitude is only
significant when the surface/volume ratio is high, as in a
very thin film.

3.8. Ferrimagnetism

In a compound with two magnetic sublattices and antifer-
romagnetic coupling, the magnetic moments of each sub-
lattice will generally not cancel exactly. Then the material
will exhibit an overall magnetization that in many regards
will appear exactly like that of a ferromagnet, with a
hysteretic M–H loop, a coercivity, and a remanence. Such
materials are called ferrimagnets, because the prototypi-
cal examples are ferrites. Some properties, such as the
temperature dependence of the magnetization, can be rad-
ically different from those of ferromagnets. For example,
the different temperature dependencies of the magnetiza-
tion on two sublattices can sometimes lead to exact can-
cellation of the net magnetization at a particular
temperature, called the compensation temperature Tcomp

(often denoted Tc, which leads to confusion with the Curie
temperature). At that temperature the material behaves
as if it were an antiferromagnet.

While ferrimagnets behave in many ways like ferro-
magnets, the highest saturation flux density in ferrimag-
nets is typically only about 0.6 T, and they cost
significantly more than iron or silicon iron. Their crucial
advantage is that they are usually good insulators and
therefore are useful at high frequencies due to low eddy-
current losses. Three classes of ferromagnetic materials
are predominant in applications:

* Garnets have a generic formula of R3Fe5O12, where R
represents a lanthanoid (Sc, Y, or lanthanide rare
earth). These compounds have a Tc around 2751C and
a rather low saturation flux density at room temper-
ature, Bs¼ 0.18 T. They have proven useful for bubble
memories because high-quality single-crystal garnets
can be prepared, and they continue to be used for
UHF applications because they have particularly low
losses in that frequency regime.

* Spinel ferrites are an especially large class of mate-
rials with a wide range of properties. The generic for-
mula unit is AB2O4, where A is a divalent ion and B is
a trivalent ion, usually Fe3þ . Most of the useful
spinel ferrites are magnetically soft (that is, they
have a low anisotropy energy and a high permeabil-
ity). The prototypical spinel ferrite is Fe3O4, but Zn-
substituted MnFe2O4 and NiFe2O4 are the soft fer-
rites used in most applications. Another extremely
important ferrite is commonly used as a magnetic re-
cording medium—namely, g—Fe2O3, which is a mod-
ified spinel in which one in nine Fe sites is
systematically vacant.

* Hexagonal ferrites are a much smaller class of ma-
terials, but this class includes the important ceramic
permanent magnet materials. A typical formula unit
for a hard hexagonal ferrite is BaFe9O12. These ma-
terials have a platelet-type growth habit with a very
high uniaxial anisotropy and an easy axis normal to
the platelet. This makes it difficult for the magneti-
zation of a platelet to change, which accounts for the
hard magnetic properties. The fact that these mate-
rials are insulating is often not an important issue
since they are used to create a dc magnetic field.

When a magnetic dipole is aligned (e.g., by intrinsic
anisotropy) along an axis and a radiofrequency (RF) field
is applied perpendicular to that axis, the dipole does not
respond simply by oscillating in the direction of the RF
field, but it precesses around its axis in accordance with
classical mechanics. The precession frequency is common-
ly expressed as o¼ gHan, where g is the gyromagnetic con-
stant [g¼ 35 kHz/(A/m) for most materials] and Han is the
anisotropy field. If the RF field is at exactly this frequency,
the dipole can readily absorb energy from the field
(and convert it into heat via coupling to the lattice). This

Ferromagnetic
layer

Antiferromagnetic
layer

Loop offset
in H

One stable state
at H = 0

H

M

Figure 7. Schematic illustration of exchange
anisotropy arising from interface coupling be-
tween an antiferromagnetic and ferromagnet-
ic material. The schematic M–H loop indicates
that the loop is offset in H and that with no
external field there is only one stable state
(namely, the saturated state). That is, at H¼0
there can be no domain structure.

MAGNETIC MATERIALS 2417



phenomenon is known as ferromagnetic resonance (FMR),
although it is most important in insulating ferrimagnets
where eddy currents do not already dominate the losses.
Above the FMR frequency the magnetic material has a
nonmagnetic response.

At very high frequencies the response of ferrimagnets is
not dominated by domain-wall motion, which is sluggish,
but by coherent rotation of the spins in the sample. Then
the permeability is given simply by mc¼Bs/Han, so oFMR mc

¼ gBs. This equation, known as ‘‘Snoek’s law,’’ says that for
a given material, a higher FMR frequency can only be ob-
tained at the cost of a correspondingly smaller permeabil-
ity. It is a basic limitation to the use of ferromagnetic
materials at frequencies above about 10 MHz. Other is-
sues, such as domain-wall resonances, may reduce the
maximum frequency even further.

3.9. Metamagnetism

If a large enough magnetic field is applied to an antifer-
romagnet along an easy axis, the spins that are anti-
aligned with the field will suddenly flip their orientation to
achieve a lower energy state; that is, for a sufficiently high
magnetic field, H, the magnetostatic energy m �H (where
m is the dipole moment of an individual atom) will inev-
itably outweigh the exchange energy. In some antiferro-
magnetic materials this flipping can be observed with
achievable magnetic fields; it is then called metamagne-
tism. Note that in principle all antiferromagnets will ex-
hibit this behavior at a high enough field—the distinction
is only in whether the required field can be produced in
the laboratory.

Antiferromagnets with a relatively low anisotropy en-
ergy can exhibit an intermediate state between the anti-
ferromagnetic and metamagnetic states as the field is
increased. In this case, application of the field along the
easy axis will cause the spins to reorient perpendicular to
the magnetic field, and still in an approximately antifer-
romagnetic configuration, as shown schematically in
Fig. 8. This transition is called ‘‘spin flopping.’’

Neither metamagnetism nor the spin-flop transition
are of practical significance in bulk applications of mag-
netism. However, the metamagnetic transition is an

essential feature of the phenomenon of giant magnetore-
sistance (GMR), which is observed in metallic thin-film
ferromagnet/paramagnet multilayers (vide infra).

3.10. Spin Glass State

When a magnetic material has structural disorder, it is
sometimes not possible for the exchange interaction
among various neighbors to be satisfied, and no long-
range orientational order (either ferromagnetic or antifer-
romagnetic) can be achieved. At low enough temperature
such a ‘‘frustrated’’ material will achieve a quasiordered
configuration in which the spins are static but aligned in
random directions. This is the ‘‘spin glass’’ state. In a given
sample, the magnetic properties are found to be history
dependent: For example, the saturation magnetization de-
pends on whether the sample was cooled in a magnetic
field or in zero field. So-called spin glass materials should
not be confused with the metallic glasses discussed later.
The nature of the spin glass state has been a productive
area of study for physicists for many years, but the phe-
nomenon has no current engineering significance [6].

A related concept is that of ‘‘geometric frustration,’’
which occurs in materials that have triangular site coor-
dination and that therefore are frustrated even in a per-
fectly ordered material. These materials are presently
being explored intensively by physicists, but also have
no current engineering significance [7].

3.11. Double-Exchange Materials

Along with the exchange mechanisms listed previously,
there is a fourth mechanism, double exchange, that is rel-
evant only to a small class of materials. The prototype
material is (La,Ca)MnO3, a perovskite oxide, in which the
Ca substituted for La acts as an electron donor. Electrons
hopping from one Mn atom to another do not change their
spin orientation during the hop, so the Mn atoms orient
ferromagnetically. The most interesting property of these
materials is observed in the paramagnetic state—in zero
field the Mn spins are randomly oriented, inhabiting elec-
tron hopping and yielding a high resistivity. When the Mn
spins are partially aligned by applying a large magnetic
field, the hopping probability is enhanced, and the resist-
ivity decreases dramatically. At an optimum temperature
(near Tc), a resistivity decrease by a factor of 105 to 106 has
been observed at a field of 4 MA/m, a result that has led
the effect to be known as colossal magnetoresistance
(CMR). The effect is colossal at low temperatures and for
only a small temperature range, and it requires very large
fields to be applied, so it has not proven useful for engi-
neering applications at present.

3.12. Superparamagnetism

In small single-domain particles of ferromagnetic materi-
al, the magnetization tends to align along the easy axis,
and the energy barrier required to move the magnetiza-
tion is on the order of KV, where K is the anisotropy energy
density and V is the volume of the particle. For the simple
case of uniaxial anisotropy, DE¼KV. If the thermal energy
kBT is greater than this energy, then fluctuations in the

Direction of applied field:

Ground state Spin-flop
transition

Metamagnetic
transition

H  = 0 H  = highH  = moderate
K  = low

Figure 8. The spin-flop transition and metamagnetic transition
in antiferromagnetic materials. The spin-flop transition occurs
only in materials with relatively low magnetic anisotropy energy
K, binding the spins to the easy axis (in the case, the horizontal
axis).
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orientation of the magnetization will lead to zero sponta-
neous magnetization and a response to an applied field
that is analogous to the local moments of a normal para-
magnetic material. The effect is seen, for example, in Co
particles smaller than about 7.5 nm. The moment of a Co
sphere of diameter 7.5 nm is roughly 20,000 times larger
than the moment of single Co atom, so the effect is called
superparamagnetism. While superparamagnetism is not
technologically useful itself, it does represent an impor-
tant limitation to the particle size of future magnetic re-
cording media, and is therefore being intensively
investigated.

3.13. Thin Films

Thin films of magnetic materials behave exactly like bulk
magnetic materials in most respects, albeit in profoundly
different regimes for some parameters. For example, thin
films have a demagnetization factor normal to the film and
essentially zero demagnetization factor in the plane of the
film. Thus it is generally very hard to magnetize a thin
film normal to the plane but fairly easy to move the mag-
netization in the plane. A simple consideration such as
this can have wide-ranging implications, from an in-
creased FMR frequency to gross effects on the structure
of domain walls (i.e., the transition from conventional
Bloch walls to Néel walls as the film thickness is de-
creased below about 100 nm). Thin films also tend to have
stresses that are extremely high compared to stresses in
bulk materials—500 MPa values are not uncommon.
These stresses couple to the magnetostriction of the ma-
terial to create a stress anisotropy that can strongly in-
fluence the magnetic behavior.

Thin films are used in a wide variety of applications,
the most important of which are as media in hard disks
and magnetooptic disks, miniature electromagnets in
hard-disk write heads, and magnetoresistive sensors in
hard-disk read heads.

Thin films inherently possess a unique direction, the
growth direction. This is usually the normal, although it
can be oblique if the incident atomic flux used to grow the
film arrives from an oblique angle. For some materials the
growth direction directly leads to a large intrinsic uniaxial
anisotropy. For example, in amorphous Tb–Fe one might
expect that there would be no anisotropy at all. Instead,
films grown with the incident Tb and Fe atoms arriving
essentially perpendicular to the substrate exhibit a large
intrinsic uniaxial anisotropy oriented along the normal,
and with a sense that leads to a perpendicular easy axis.
The anisotropy is sufficient to overcome demagnetization,
so domains form in which the magnetization is oriented
perpendicular to the film. Such materials are used in
magnetooptic recording (vide infra) [8].

Some behaviors seen in thin films are either absent or
not commonly observed in bulk magnetic materials. An
important example is the phenomenon of so-called giant
magnetoresistance in thin-film multilayers. These multi-
layers are typically formed by sequentially depositing
metallic ferromagnetic and paramagnetic layers, each
B1–3 nm thick, using sputtering or evaporation in
a high-vacuum chamber. Between two and a hundred

layers might be built up in this way. The ferromagnetic
layers couple with each other by the RKKY interaction
through the paramagnetic metal, so, depending on the
thickness of the paramagnetic layer, the interlayer cou-
pling may be antiferromagnetic or ferromagnetic. For ex-
ample, a film consisting of 100 repeats of 1.0-nm-thick Co
adjacent to 0.6–nm-thick Cu exhibits an antiferromagnet-
ic state at zero field; even though each Co layer is indi-
vidually ferromagnetic, alternate layers have oppositely
directed magnetizations. When a moderate field H is ap-
plied, the magnetizations of all of the layers align with the
external field, producing a metamagnetic transition.

Baibich et al. [9] discovered the most interesting aspect
of the metamagnetic transition in metallic multilayers:
the effect it has on the resistivity of the sample. The
aligned state has a greatly reduced resistivity compared
to the antialigned state. The magnetoresistance ratio [R(H
¼ 0)—R(H¼Hs)]/R(H¼Hs) can be as high as B100% de-
pending on the choice of materials. This is far greater than
the highest normal magnetoresistance observed in any
material at room temperature; hence the name giant mag-
netoresistance. It is attributed to spin-dependent scatter-
ing of electrons, which is enhanced when magnetizations
of adjacent layers are antialigned. This effect is crucial for
the highest-performance magnetic disk read heads being
currently designed (vide infra) [10].

4. MAGNETIC MATERIALS USED IN APPLICATIONS

Useful magnetic materials are often divided into three
categories:

* Soft magnets, in which the magnetization is readily
changed with an external field, thereby providing a
flux-multiplying effect

* Hard magnets (permanent magnets), which have
high coercive fields and therefore resist demagneti-
zation by stray fields including their own

* Magnet recording media, which combine aspects of
softness and hardness

4.1. Soft Magnetic Materials

Soft magnetic materials are used in applications such as
transformers and inductors. An obvious example would be
the iron, known as ‘‘electrical steel,’’ used in transformers
for inexpensive power supplies. At frequencies above
about 10 kHz, eddy currents limit the use of metallic mag-
netic materials, so high-resistivity ferrites such as (Mn,
Zn)Fe2O4 are used.

4.1.1. Permeability. An important property of soft mag-
netic materials is their relative permeability, nominally
defined by mr¼B/m0H. Actually, since the B(H) curve is
neither linear nor single-valued, a large number of useful
permeability parameters can be defined, such as the ini-
tial permeability, the maximum permeability, and the an-
hysteretic permeability. For simplicity, we will consider
only the initial small-signal permeability, defined as
mð0Þ � @B=@H

��
H¼ 0

. Values from m(0)¼10 (high-frequency
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ferrites) to m(0)¼ 10,000 (low-frequency inductors) are
typically encountered in applications.

4.1.2. Power Devices. Probably the main use of mag-
netic materials at present, on a weight basis, is in power
transformers. These can range from huge transformers
used in substations, to miniature transformers used to
convert line voltage to a level suitable for small consumer
devices, to small ferrite transformers used in switching
power supplies.

Low-frequency power applications almost inevitably
employ low Si percentage Fe–Si alloys known as ‘‘silicon
iron’’ or ‘‘electrical steel.’’ This is because Fe is by far the
cheapest magnetic material available. The coercive field of
pure Fe is typically about 80 A/m. The addition of a small
amount of Si to Fe lowers the anisotropy, resulting in low-
er losses and a coercive force of about 40 A/m. It also sub-
stantially increases the resistivity, which decreases eddy
currents. Eddy currents in transformers are usually fur-
ther reduced by lamination (i.e., using a stack of Fe–Si
plates, each electrically insulated by a coating layer, rath-
er than a single thick piece). The laminations are ar-
ranged so that eddy currents are interrupted by the
presence of the insulator and forced to circulate only with-
in each lamination (i.e., so that any AC magnetic flux is
perpendicular to the normal). Properly designed, the
thickness of each plate should be smaller than a skin
depth d, given by d¼ (2r/om)1/2, where r is resistivity, o is
the angular frequency of the AC magnetic field, and m is
the permeability. Note that the permeability can also be
frequency-dependent.

Improved varieties of silicon iron are prepared using
specific sequences of forging (rolling) and annealing to ob-
tain a grain-oriented microstructure. In such materials
the crystallographic orientation of individual grains is
forced to be aligned over the entire piece. The advantage
is that materials with lower losses are obtained, although
the material is also somewhat more expensive. At present,
most power transformers utilize grain-oriented silicon
iron.

The highest-performance materials for low-frequency
transformer applications are the metallic glasses, amor-
phous alloys of Fe and Co with one or more metalloid ad-
ditions (usually B, C, Si, and P). These materials can have
losses that are 10 times smaller than silicon iron and co-
ercive fields below 0.5 A/m. But the saturation flux density
is generally B1.5 T, and the materials are substantially
more expensive than silicon iron. These negative aspects
of metallic glasses have precluded their widespread use.

Power supplies with low weight and volume are highly
desirable for some electronic applications, and this can be
achieved with the design called ‘‘switching’’ power sup-
plies. An additional benefit is circuit versatility and flex-
ibility, while the main tradeoffs are increased cost and
design complexity. A switching power supply uses power
electronics [typically metal oxide semiconductor field-ef-
fect transistors (MOSFETs)] to chop and rectify power at
high frequency, a power transformer or inductor to change
the voltage, and control electronics to synchronize and
control the system. The frequencies used range from about
50 kHz to a present upper limit of 1 MHz.

At these frequencies, metallic ferromagnets cannot be
used as the desirable lamination thickness would be pro-
hibitively small. Fortunately at such high frequencies, the
energy that must be stored in the transformer or inductor
is correspondingly small for a given power capacity (EBP/
o, where E is the maximum stored energy, P is the max-
imum power, and o is the angular frequency). Therefore,
the cost of the magnetic part need not dominate, especially
considering the cost of the electronics involved, so the use
of relatively expensive but very high resistivity ferrites is
feasible. In most cases an (Mn,Zn)Fe2O4 spinel ferrite is
chosen as a compromise between saturation flux density,
losses, resistivity, and cost. At the highest frequencies,
(Ni,Zn)Fe2O4 may prove useful, as it has a higher resist-
ivity and therefore is less susceptible to eddy-current
losses.

Motors and generators inevitably employ iron or silicon
iron to act as a flux concentrator. The armature and stator
are commonly constructed of grain-oriented silicon iron,
although small motors often employ nonoriented silicon
iron or metallic glass materials. As in transformers, the
ferromagnetic parts must be laminated to reduce eddy-
current losses.

4.1.3. Inductors. Small-signal transformers and induc-
tors are used in a variety of circuit applications, as in im-
pedance-matching and isolation transformers, antennas,
and chokes. Signal-level devices do not have to carry sub-
stantial power, so they can be small and the cost of mate-
rials can easily be outweighed by performance
considerations. Thus a wider variety of magnetic materi-
als is used in these devices.

At audiofrequencies and below, transformers and in-
ductors were once commonly used for signal applications.
For example, long-distance analog telephone circuits were
balanced by the periodic addition of loading coils—induc-
tors designed to match the large distributed capacitance of
phonelines. A common choice for the magnetic core in
those coils was Permalloy (Ni80Fe20) or a related alloy, and
the cores were formed by rolling a long tape into a toroidal
core. However, in modern telecommunication systems the
analog signals are quickly converted to digital signals at
the central exchange and then transmitted by the fiber-
optic, satellite, or microwave relay. The need for loading
coils is minimal. Similarly, the function of audiofrequency
impedance-matching transformers and other inductive
electronic components has largely been displaced by
more elaborate but much cheaper integrated circuit de-
signs. Low-frequency magnetics are used in modem isola-
tion transformers to provide DC electrical isolation with
audio coupling; these are made with either laminated me-
tallic or solid ferrite cores.

At RF frequencies (50 kHz–50 MHz) magnetic cores are
widely used; for example, in antennas, RF transformers,
chokes, and resonant circuits. The usual choices for mag-
netic cores are the spinels (Mn,Zn)Fe2O4 (up to about
1 MHz) and (Ni,Zn)Fe2O4 (up to about 10–50 MHz). The
manganese zinc ferrites are cheaper but have a resistivity
typically less than 1000O � cm. Eddy current losses limit
their usefulness at high frequencies. The initial perme-
ability is roughly 1000–3000. Nickel zinc ferrites can have
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resistivities as high as 105O � cm and initial permeabilities
on the order of 1000. Their upper frequency limit is dic-
tated by the need to avoid FMR losses. Material designed
for operation above about 10 MHz typically is prepared
with moderate porosity to inhibit domain-wall motion and
losses associated with domain-wall resonance. The perme-
ability mechanism then is limited to that of coherent ro-
tation of the spins, which implies a much smaller value
(mcBMs/HkB10–100).

Above about 50 MHz, magnetic materials are not com-
monly used in transformers and inductors, as Snoek’s law
demands that the permeability be uselessly small in order
for the FMR frequency to be sufficiently greater than the
frequency of operation. Snoek’s law can be circumvented
by the use of materials with a large biaxial anisotropy
(e.g., the hexagonal magentoplumbite-type ferrites) or by
using thin films with a high saturation magnetization. At
present, however, those approaches are not commercially
important.

4.1.4. Write Heads. An important application of soft
magnetic materials is in the recording heads used in
tape and disk systems. Write heads essentially consist of
an electromagnet with a toroidal magnetic core and a very
small airgap (B100 nm to 300 nm). The flux that extends
from the airgap, called the ‘‘fringing field,’’ is used to mag-
netize the magnetic medium passing nearby (see Fig. 9).
In tape and floppy-disk systems the magnetic medium is
in actual contact with the head, while in hard-disk sys-
tems the head flies aerodynamically over the spinning
medium at a height of 25–75 nm. The maximum magnetic
field available for magnetizing the medium is proportional
to the saturation magnetization of the head material.

Originally the magnetic recording heads were made
from laminated metal alloys, such as Permalloy or Sen-
dust (an alloy of Fe, Si, and Al notable for being magnet-
ically soft and physically very hard), but as recording

densities and frequencies increased, an inevitable move
was made to ferrite materials. Ferrite heads are made
from cast pieces that are carefully polished to form a pre-
cise airgap and then are assembled with the driving coil.
As recording densities have increased, media with higher
coercivities are necessary, so head materials with high
saturation magnetization are needed. Unfortunately this
is where the ferrites are most deficient, with maximum
BsB0.6 T. One approach to obtain improved performance
is to add a thin film of relatively high Bs material (such as
Permalloy, Bs¼ 0.9–1.1 T) on the inside edge of the gap of
each piece. The thin film acts as a flux concentrator and
increases the fringing field significantly. This approach is
called the metal-in-gap (MIG) design.

The highest-performance recording heads are con-
structed using thin films and photolithography. They
have the advantage of great precision in layout, leading
to extremely narrow pole tips, precise gap widths, and
precise placement of the driving coils. Permalloy and re-
lated alloys are most commonly used at present, but soft
amorphous alloys such as Co0.85Nb0.08Zr0.7 offer signifi-
cant improvements with BsB50% greater than Permalloy.
The resistivity of the amorphous alloys is in the range
rB100mO � cm, about fivefold higher than Permalloy,
which reduces eddy-current losses, allowing recording at
higher frequencies. Further advantage can be obtained by
using the recently developed nanocrystalline (grain size
B1–5 nm) alloys such as Fe0.92Ta0.05N0.03, which have ex-
tremely high BsB2.0 T and also have resistivities in the
range of 100–150mO � cm. These materials are being vig-
orously developed for future generations of high-perfor-
mance recording, especially hard-disk drives.

4.1.5. Read Heads. The same magnetic structure that
is used for magnetic recording can also be used for reading
the recorded signal. The passage of recorded domains
across the gap of the recording head will induce a small
voltage on the driving coil, which is amplified and pro-
cessed. Indeed, this inductive read head is the simplest
and cheapest approach to magnetic recording. However,
the signal level is very low and limits the performance of
hard-disk drives. The present generation of hard disk
drives uses a separate magnetic structure (incorporated
in a single read/write head) for reading the recorded mag-
netic signal. The sensor in this device is a magnetoresis-
tive thin film made of Permalloy and biased with a DC
current. External flux from the recording medium couples
to the Permalloy film, rotating the magnetization with re-
spect to the fixed direction of the DC current. This changes
the resistance of the Permalloy [the so-called conventional
or anisotropic magnetoresistance effect (AMR)] and there-
fore the voltage developed across the device. The AMR ef-
fect is relatively small, about 5%, but is sufficient to
deliver signal superior to that of an inductive head.

Superior performance can be obtained by incorporating
materials that exhibit giant magnetoresistance. These can
have responses that are about 10-fold higher than AMR
materials. So-called spin valves employ the same physical
principle as GMR (namely, spin-dependent scattering) in a
more highly controlled and responsive magnetic structure.
The higher signal output of spin valve read heads, in

Signal

Direction of tape or disk motion

Figure 9. Schematic of a magnetic recording head. Recording is
accomplished using the magnetic fringing field (i.e., the field that
leaks from the gap).
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conjunction with careful redesign of the entire magnetic
recording system (including media, head structure, elec-
tronics, signal processing, etc.), can lead to substantial in-
crease in recording density.

4.1.6. Shields. Soft magnetic materials are also used to
make magnetic shields, typically used to protect electronic
components from magnetic interference or to contain the
external field around a component that generates mag-
netic flux. An example of the former are shields for cath-
ode-ray tubes, such as computer monitors, while an
example of the latter are shields for speakers, such as
‘‘multimedia’’ speakers intended for placement close to a
(unshielded) monitor. These shields are usually formed
from Permalloy and related alloys. Often ‘‘Mumetal’’ is
specified for these applications—this originally designated
a particular Fe–Ni–Cu alloy but it is now used generically
to refer to many high-permeability alloys. Note that RF
shields (unlike DC magnetic shields) rely on eddy current
screening and use high-conductivity paramagnetic metals
such as Cu.

A related application is the use of materials that absorb
RF energy. These are typically lossy ferrites and are used
in the form of beads threaded on wires, where it is desired
to suppress high-frequency signals. Manganese–zinc fer-
rites are generally used for this purpose, although nickel–
zinc is used to obtain the highest cutoff frequencies. Lossy
ferrites can also be used as an antiradar coating on mil-
itary aircraft.

4.2. Hard (Permanent) Magnets

Permanent magnets are used in a wide variety of appli-
cations where a static magnetic field is desired. The dom-
inant uses are in speakers and DC motors and as holding
magnets. The field available from a given permanent mag-
net depends on the physical configuration but is limited to
Bs, the saturation flux density in the optimum case. Spe-
cifically, for a toroidal part with a small airgap (see
Fig. 10), the flux density in the gap will be Bs. For Fe
this is Bs¼ 2.15 T, while for Fe0.6Co0.4 it is Bs¼ 2.43 T [11,
p. 190], the highest value for any known bulk material. In

less optimum geometries, the available flux density can be
greatly reduced, as determined by magnetostatics. For ar-
bitrary-shaped parts, the usual approach is to employ fi-
nite-element numerical calculations to infer the flux
distribution.

In general, where the design figure of merit is the flux
available per unit volume of magnetic material, the cor-
responding figure of merit for the magnetic material is the
energy product (BH)max [i.e., the largest value measured
at any point in the second quadrant (positive B, negative
H) of the B–H curve]. This is only a crude way to evaluate
the usefulness of a material; nevertheless it is indicative
and is commonly quoted by permanent magnet manufac-
turers. Four main types of permanent magnet materials
are commonly used:

* Alnico, a class of Fe–Al–Ni–Co–Cu alloys. The prop-
erties of this material are entirely dependent on com-
plex metallurgical processing and microstructural
control. Commonly used Alinco materials have
(BH)max¼ 50� 103 J/m3.

* Barium ferrite, typically BaO � (Fe2O3)6, is the stan-
dard ‘‘ceramic’’ magnetic material. The typical value
(BH)max¼ 25� 103 J/m3 is smaller than that of Alni-
co, but the material is both lower density and cheaper
to produce than Alnico and has almost entirely re-
placed Alnico in highly cost-sensitive applications.
The high value of (BH)max in this and the following
materials is due to the very high intrinsic anisotropy.

* Sm–Co is the standard high-performance ‘‘rare earth’’
permanent magnet, with (BH)max¼ 160� 103 J/m3.
The major disadvantage of this material is its cost.

* Nd–Fe–B, a more recent material, has an even higher
value for (BH)max¼ 320� 103 J/m3 than Sm–Co, and
it value is less expensive. The major disadvantage of
this material in some applications is that the Tc is
somewhat low, TcB1501C.

Loudspeakers have long been a dominant application
for permanent magnetic materials. The permanent mag-
net is used to establish a magnetic field in an annular re-
gion in which the voice coil is mounted. When a current is
driven through the voice coil, an axial force is produced, in
accordance with the Lorentz relation, F¼ ev�B, where F
is the force on an electron, e is the charge on an electron,
and v is the velocity of the electron. Motion of the voice coil
is coupled to a speaker cone to move the air efficiently and
thereby produce sound waves.

The energy product of a magnetic material is a good
figure of merit for speaker applications, since for a given
design, a higher-energy product will result in a higher flux
density in the annular gap. Most loudspeakers are low-
priced components, so the cost of the magnetic material is
the other key factor. For this reason, barium ferrite is the
dominant material used. In some applications, such as
high-performance earphones, the amount of magnetic ma-
terial is small so materials cost is less critical. In the past,
Sm–Co magnets have been used for these applications,
though Nd–Fe–B magnets are now clearly the best overall
choice.

Yoke

Air gap

Permanent
magnet

Figure 10. Airgap in magnetic circuits. The gray regions repre-
sent permanent magnet material, with the direction of magneti-
zation shown. The hatched region represents soft magnetic
material, which is used to complete the magnetic circuit.
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The materials used for permanent magnets inevitably
cost more than silicon iron, so large motors and generators
always use soft magnetic materials wound with coils to
create the required magnetic field. In small motors, the
economics are dominated by the cost of fabrication; the
small coils and fine tolerances needed for electromagnet
motors outweigh the added cost of permanent magnetic
materials. A vast number of small DC motors are produced
for a very wide range of applications, from clock motors to
the dozens of motors in modern automobiles used to drive
windows, locks, seats, windshield wipers, and so on.

An economically important use of permanent magnets
is in the low-tech application of holding magnets. These
range from decorative magnets for holding notes to a re-
frigerator door to functional magnets for holding and seal-
ing the refrigerator door shut to strong magnetic chucks
for holding ferrous materials for machine-forming opera-
tions. In almost all cases cost is paramount, and barium
ferrite is used. For some applications the ferrite powder is
mixed with a polymer precursor, formed into a tape, and
polymerized to form a flexible magnet, albeit with reduced
net flux density and therefore reduced holding power.

4.3. Magnetic Recording Media—Intermediate between Soft
and Hard

Magnetic recording is a huge business, dominated by the
hard disks and floppy disks pervasive in personal comput-
ers and by tape recording—audio, video, instrumentation,
digital data storage, and so on. The media used in record-
ing are magnetic materials that must have a relatively
high coercive force so that they do not spontaneously de-
magnetize and lose information. But the coercive force
cannot be much greater than about 100 kA/m because the
leakage flux from the recording head is limited and must
nevertheless be sufficient to saturate the medium.

The standard material used in tape and floppy-disk
media is gamma iron oxide, g–Fe2O3. It is moderately ex-
pensive to prepare (compared to conventional ferrites) be-
cause extremely reproducible and controllable properties
are required. Acicular (needle-shaped) particles B50 nm
in diameter are prepared in order to obtain good recording
characteristics. The coercivity of most tapes is about 20–
30 kA/m. More recent high-performance formulations use
cobalt-modified g-Fe2O3, which has a thin cobalt-rich re-
gion on the surface of the particles. This material has an
increased coercivity of about 50 kA/m and is routinely
used for videotape. In the past, CrO2 was used as a
high-performance medium because it has a higher Ms

than g-Fe2O3 and can be prepared with a coercivity as
high as 80 kA/m. However, it has a low Tc (only 1301C) and
is relatively expensive, so it has been displaced by cobalt-
modified g-Fe2O3.

Hard disks used in digital recording are aluminum
platters coated with paramagnetic Ni–P or Cr and then
a recording medium such as Co–Cr. An extremely thin
layer of C is usually then deposited along with an even
smaller amount of lubricating fluid, in order to avoid cat-
astrophic head contact with the medium (‘‘head crashes’’).
The coercivity of hard-disk media is in the range

60–100 kA/m, and the saturation magnetization is about
1000 kA/m.

For many years it was expected that magnetic bubble
memory might find a role for data storage in computers.
However, bubble memory is slow and expensive compared
to hard disks and semiconductor random-access memory
(RAM). Its only advantages are that it is mechanically
more robust than a hard-disk system, and it is more ra-
diation resistant than semiconductor RAM. Therefore, the
only present use for bubble memory is in certain military
applications.

Bubble memories store data in cylindrical domains,
perpendicular to the surface, that are generated in liq-
uid-phase epitaxy (LPE) grown garnet films. The films are
designed to have a large uniaxial anisotropy perpendicu-
lar to the film plane and are chosen to meet a number of
other criteria. The bubbles are moved around using a
rotating external magnetic field created by a miniature
electromagnet, and they are detected using a magnetore-
sistance bridge.

Finally, there is magnetooptic recording. In this scheme
data are stored on a plastic disk coated with an amorphous
metallic thin film such as Tb0.2Fe0.8 or similar composi-
tions doped with Dy and Co. They have a large uniaxial
anisotropy, with an easy axis perpendicular to the plane of
the film, so as with the garnet films designed for magnetic
bubble applications, cylindrical domains are stable. Data
are written by focusing a laser on the desired spot, which
heats the films above its Tc, B100–1501C. If the film is
exposed to a moderate magnetic field while it cools, the
heated region will magnetize in the direction of the ap-
plied field. Thus alternating regions of, say, north-up and
south-up can be written. The data are read with the same
laser at lower power to avoid heating, using a polarizer to
detect Faraday rotation (i.e., rotation of the polarization of
light when it interacts with a magnetic material). This ef-
fect is known as Kerr rotation when it occurs on reflection
from a metallic magnetic surface. The Kerr rotation in a
magnetic material is in the opposite sense for regions
magnetized north-up versus south-up. The maximum
Kerr rotation in Tb–Fe films is rather small, B0.21, which
gives a low signal/noise ratio and correspondingly low
data rate.

The data density in magnetooptic recording is compa-
rable to that of a conventional CD-ROM but has the great
advantage of being endlessly rewriteable. Magnetooptic
drives are slower for writing data and more expensive
than conventional hard drives, but they confer the advan-
tage of cheap removable media and good archiveability
and have found a small but significant market niche.

4.4. Miscellaneous

Along with the three conventional classes of applications
for magnetic materials, there are a wide variety of spe-
cialized applications, too numerous to list exhaustively.

4.4.1. Nonreciprocal Materials. Some of the most inter-
esting magnetic devices are based on the nonreciprocal
propagation of UHF signals in insulating magnetic
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materials. The behavior is formally identical to the small
optical Faraday rotation observed in some nonferromag-
netic materials, but the effect in ferrites can be very large
and is commonly used in microwave applications (e.g., in
isolators and circulators).

The nonreciprocal phenomena are due to interaction of
the incident radiation with the precessing electron spin(-
see Magnetic resonance). A particularly straightforward
case arises when the incident microwaves are circularly
polarized with a propagation vector parallel to the easy
axis of the magnetic material and at a frequency equal to
the natural precession frequency of the electron spins.
Then, if the sense of the circular polarization is the same
as that of the electron spin precession, energy is readily
transferred to the spins and dissipated as loss. If the sense
is opposite (corresponding to propagation in the opposite
direction), then there is little interaction and the loss is
minimized. It is easy to imagine an isolator based on the
directionality of this phenomenon, although the practical
design of this and other nonreciprocal microwave devices
can be very complex. In general, a moderately large ex-
ternal biasing magnet is required to set the FMR frequen-
cy equal to the operating frequency (a larger field is
required for a higher operating frequency).

Three classes of materials dominate the magnetic ma-
terials used for microwave applications—the figure of
merit for microwave devices is usually proportional to
1/DH, where DH is the FMR linewidth:

1. The garnet structure ferrites exhibit the highest
performance available because they have the lowest
FMR linewidths. A typical value for polycrystalline
ceramic yttrium iron garnet (YIG) is DH¼4000 A/m.
Single crystals with linewidths as low as 40 A/m
have been reported. Single crystals are relatively
expensive but are usually the bets choice at low fre-
quencies.

2. The spinel ferrites are useful in a number of cases.
Nickel zinc ferrite is particularly useful at high pow-
ers because it has a higher Tc than garnets, and it is
often used in the range above 10 GHz. Manganese–
magnesium ferrites are used in the range of 5–
10 GHz because their lower saturation magnetiza-
tion allows biasing at lower field.

3. The Z-type hexagonal ferrites have a hard axis nor-
mal to the basal plane, so the need for external bi-
asing is reduced. They require expensive processing
to produce oriented, high-quality ceramics. They are
most useful for mm-wave applications.

In general, the key issues in developing materials for
microwave applications are related to processing and mi-
cro-structure control rather than exploring new composi-
tions. Small grain size is important to minimize losses
form domain-wall resonance, to maximize the resistivity,
and to make stronger materials that resist the thermal
stresses caused by high-power operation. Obtaining a high
density is always important, but densification usually is
accompanied by grain growth. The art of designing or

choosing a microwave magnetic material is in balancing
these conflicting requirements.

4.4.2. Ferrofluids. Ferrofluids are liquid suspensions of
magnetic particles coated to avoid agglomeration. Typi-
cally the liquid is a hydrocarbon or silicon, and the mag-
netic particles are ferrites, but a wide range of
combinations is possible. The behavior of ferrofluids is
unique and scientifically interesting, and ferrofluids are
commercially used for such diverse applications as gas-
tight seals for rotary shafts, heat transfer agents for loud-
speaker voice coils, and damping systems.
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MAGNETIC MICROWAVE DEVICES

HOTON HOW

Hotech, Inc.
Belmont, Massachusetts

In this article we discuss the following topics on magnetic
microwave devices: ferrite junction devices, lumped-ele-
ment circulators, nonreciprocal resonators, YIG film de-
vices, MSW devices, magnetooptic devices, absorbing/
antireflection layers, and nonlinear responses. The article
is organized as follows: Section 1 presents a general the-
oretical background underlying the physics for the oper-
ation of ferrite components in microwave devices.
Discussions include derivation of the Polder permeability
tensor, the effective fields associated with electron spin
motion, the general dispersion spectrum and plane-wave
solutions for electromagnetic waves propagating in a bulk
magnetic medium, magnetostatic waves (MSWs) admitted
by the geometry of a yttrium iron garnet (YIG) film, and
the nonlinear instabilities for spin waves occurring at high
power, including their routes leading to chaos. Section 2
introduces ferrite junction devices, including circulators
and isolators. Broadband operation, size reduction, power-
handling issues, and other novel applications are dis-
cussed in this section. Section 3 delineates the operation
of lumped-element circulators in which interport imped-
ances are portrayed. Section 4 defines the effective field
associated with a magnetic easy plane from an operation
perspective. Section 5 gives an example that ferrite non-
reciprocal resonator can be used as a phase shifter whose
operation is independent of the derived phase shift angles.
Section 6 describes YIG film devices incorporating mag-
netostatic waves (MSWs), including delay lines, filters, di-
rectional couplers, and resonators. Section 7 depicts
nonlinear magnetic devices of frequency-selective power
limiters, signal-to-noise enhancers, amplitude correctors,
and ferrimagnetic echoing devices. Section 8 introduces
magnetic solitons, including Bloch domain wall solitions
and Microwave magnetic envelope solitons. Section 9 dis-
cusses magnetooptic Kerr and Faraday effects, and the
operation of magnetooptic Bragg diffraction devices. Fi-
nally, design of microwave absorbing layers and antire-
flection layers is briefly mentioned in Section 10.

1. THEORETICAL BACKGROUND

This section provides a theoretical background underlying
the physics that allows for the operation of a magnetic
microwave device. A magnetic microwave device generally
requires the use of an insulating magnetic ferrite material
so that magnetization or spin motion is coupled to Max-
well equations without inducing much eddy-current loss
at high frequencies. Also, in order to eliminate domain
wall motion, single-domain operation is demanded at RF
frequencies, and the ferrite material needs to be magne-
tized to saturation using an external DC magnetic field.
Alternatively, effective fields arising from either the crys-
talline or shape anisotropy of the ferrite material may be
used to fulfill the bias requirement of the magnetic device.

Thus, under small-signal approximations the electromag-
netic property of the ferrite is described by a tensor per-
meability whose nonzero off-diagonal elements permit
noble applications of nonreciprocal devices, for example.
Most importantly, the permeability tensor can be varied
by adjusting the bias field strength, resulting in tunability
of the microwave device over frequencies.

A magnetic microwave device is normally operational
in the frequency range from 0.1 to 40 GHz or higher, and
its performance can be interpreted in terms of the spin/
magnetization motion of the ferrite material where cou-
pling to optical/photon modes, elastic/phonon modes, or
exchange/magnon modes may be utilized. Depending on
the regime of applications, a microwave magnetic device
may be distinguished either as a retarded-wave device or a
magnetostatic-wave device. The first class of devices in-
cludes circulators, isolators, filters, phase shifters, patch
antennas, and so on, whose operation requires the mag-
netization vector to be coupled with the full set of Maxwell
equations. The second class consists of mainly high-qual-
ity single-crystal YIG film devices where the propagation
of magnetization waves involves a wavelength comparable
to the film thickness. As such, the displacement currents
can be omitted in Maxwell equations. This renders the so-
called magnetostatic approximation, which implies that
the resultant RF magnetic field can be derived from a sca-
lar potential. Important magnetostatic devices include de-
lay lines, filters, resonators, echo lines, and other
nonlinear devices, whose operation complements their
low-frequency counterparts below 2 GHz involving surface
acoustic wave (SAW) devices.

In the following subsections we first derive the coupling
between the magnetization field and the other electro-
magnetic fields, giving rise to a Polder permeability tensor
for the ferrite material under small-signal approxima-
tions. Effective fields are then introduced in the equation
of motion allowing for coupling of the magnetization field
with the other physical fields required for transducer ap-
plications. On the basis of the frequency–wavenumber
dispersion diagram, the propagation of magnetization
waves can be divided into three zones into which magnet-
ic microwave devices are conventionally defined at several
regimes. Plane-wave solutions are given describing the
propagation of electromagnetic waves in ferrites in the
retarded zone. Magnetostatic waves are then discussed,
whose dispersion diagrams are described in terms of the
bias field configuration relative to the YIG film device ge-
ometry. Finally, spin-wave instability is briefly mentioned,
delineating the high power threshold that a ferrite device
can operate before a cascading energy transfer occurs be-
tween the input RF power and the parametric excitation
of spin waves.

1.1. Polder Permeability Tensor

In a source-free medium Maxwell equations take the form

=�h¼ joee; =� e¼ � job

= .b¼ 0; = . e¼0 ð1Þ
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where e and h are the RF electric and magnetic fields and
b is the RF magnetic induction field. In Eq. (1) e denotes
the permittivity and the time dependence of the RF quan-
tities is assumed to be exp(jot). For a linear isotropic me-
dium, one may define a constant m, the permeability, so
that b and h are linearly proportional to each other:

b¼ mh ð2Þ

This equation holds true if the medium is diamagnetic
(mom0) or paramagnetic (m4m0). Here m0 denotes the per-
meability of vacuum. For a ferromagnetic or a ferrimag-
netic medium the relationship between b and h is neither
linear nor isotropic. However, under small-signal approx-
imations the linear relationship between b and h may be
assumed, provided the scalar permeability needs to be re-
placed by a tensor. Thus, Eq. (2) becomes

b¼ lh¼mþh ð3Þ

where m denotes the RF magnetization field and l is
called the Polder permeability tensor [1].

In a magnetic substance the net magnetic dipole mo-
ment per volume, or the magnetization vector, denoted as
M, is nonzero as a result of spontaneous magnetization of
the material. Denote the angular momentum per volume
of the medium to be J. The time rate change of angular
momentum can be equated with the applied torque, and
this implies

@J

@t
¼ m0M�H ð4Þ

where H denotes the internal magnetic field within the
volume. From both classical mechanics and quantum me-
chanics, the relationship between J and M is linear, which
can be expressed as

M¼ gJ ð5Þ

where g is the gyromagnetic ratio, which can be written as

g¼ �
gjej

2me
ð6Þ

where g is the Lande g factor and e and me are charge and
mass of an electron, respectively. Classically, g¼1 for or-
bital angular momentum, and g¼ 2 for spin angular mo-
mentum. Quantum-mechanically, g can take a noninteger
value between 1 and 2 due to the interaction between the
spin and the orbital motion of the electron [2]. However,
for magnetic transition metal ions, Fe, Co, and Ni, the or-
bital motion of 3d electrons is normally quenched and
hence gE2. This implies g¼ � 1.76� 107 rad (s �Oe)� 1

(reciprocal seconds-oersteds). Combining Eqs. (4) and (5),
we derive, therefore, the following constitution equation
for a magnetic medium:

@M

@t
¼ gm0M�H ð7Þ

We now assume that the magnetic medium is magne-
tized to saturation either by an externally applied mag-
netic field, an internal anisotropy field, or both. Let the
saturation magnetization be denoted as MS. We separate
the DC and the RF components of M and H as follows:

M¼M0þm; H¼H0þh ð8Þ

Here, capital letters denote DC quantities, and small let-
ters denote RF quantities. Under small-signal assump-
tions, jmj{jM0j �Ms, jhj{jH0j, Eq. (7) can be linearized
to yield

@m

@t
¼ gm0MSez� h�

H0

MS
m

� �
ð9Þ

where we have assumed H0, and hence M0, to be along the
z axis whose unit vector is denoted as ez. From Eqs. (3) and
(9), we derive, assuming again the exp(jot) time depen-
dence

l¼ m0

m �jk 0

jk m 0

0 0 1

0
BB@

1
CCA ð10Þ

The Polder tensor elements m and k are given as

m¼1þ
ozom

o2
z � o2

ð11Þ

k¼
oom

o2
z � o2

ð12Þ

and oz and om are defined as

oz¼ jgjH0 ð13Þ

om¼ jgjm0MS ð14Þ

Equations (1), (3), and (10) sufficiently describe the gen-
eral behavior of a linear magnetic microwave device.

1.2. Effective Fields

In Eq. (7) the magnetic field H is the internal field effec-
tively experienced by electron spins in the magnetic me-
dium. In other words, an effective field is defined if there
exist a coupling between the magnetization motion of the
medium and the other physical field quantities. The cou-
pling energy density is denoted as w(M, @M/@xi), which
may show dependence on the magnetization M, the mag-
netic strains @M=@xj, or both. For example, the externally
applied magnetic field Ha can be associated with the Zee-
man energy density w¼ �Ha .M. For other couplings the
resultant effective fields can be derived from the following
Lagrangian equations [3,4]:

ðHeff Þi¼�
@w

@Mi
þ
X3

j¼ 1

@

@xj

@w

@ð@Mi=@xjÞ
; i¼ 1; 2; 3 ð15Þ
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The associated energy flux is

si¼
X3

j¼ 1

�@w

@ð@Mj=@xiÞ

@Mj

@t
; i¼ 1; 2; 3 ð16Þ

so that

@w

@t
þr . s¼ 0 ð17Þ

In general, H in Eq. (7) consists of the following compo-
nents

H¼HaþHDþHA þHEþHSþhRFþhdþhG ð18Þ

where

Ha ¼ externally applied magnetic field (parallel to the z-
axis)

HD¼DC demagnetizing field
HA¼ (2K/MS) ez¼uniaxial anisotropy field (along the z-

axis)
HE¼ (2A/MS

2) r2M¼magnetic exchange field
HS ¼magnetoelastic field
hrf ¼ externally applied RF driving field
hd ¼RF dipolar field
hG ¼ (� l/gMS) qM/qt¼Gilbert damping field

where K, A, and l are, respectively, (uniaxial) anisotropy
constant, exchange stiffness, and Gilbert damping con-
stant. We note that although HA, HE, and HS are written
in capital letters, they may contain both DC and RF com-
ponents. In this article we have used H0 as Ha inter-
changeably in the following discussions. However, it is
understood H0 can be the externally applied bias magnetic
field, or the internal DC magnetic field experienced by
electron spins, whichever is applicable.

The DC demagnetizing field HD, which results from the
shape anisotropy, can be solved analytically only for an
ellipsoidally shaped body. In this case a demagnetizing
factor tensor N

D
can be calculated so that [1]

HD¼ �N
D

M0 ð19Þ

where M0 denotes the DC component of the magnetization
vector expressed in Eq. (8). For the limiting case of a thin
flat ferrite slab lying on the x–y plane, Eq. (19) becomes

HD¼ �M . ezez ð20Þ

The definition for HA in the list immediately following
Eq. (18) denotes the effective field associated with a uni-
axial anisotropy. For other anisotropy fields HA can be de-
rived from Eq. (15) using the appropriate energy density of
the anisotropy. For example, the corresponding energy
density for a cubic anisotropy is

wA¼K1ða2
1a

2
2þ a2

2a
2
3þ a2

3a
2
1ÞþK2a2

1a
2
1a

2
1þ � � � ð21Þ

where ai, i¼1,2,3, is the directional cosine of the magne-
tization vector M with respect to the ith cubic axis and K1

and K2 are the associated anisotropy constants [5].
Using Eq. (15), the magnetoelastic field can be derived

from the following magnetoelastic energy density

wS¼ b1ða2
1e11þ a2

2e22þ a2
3e33Þ

þ 2b2ða1a2e12þ a2a3e23þ a3a1e31Þ

ð22Þ

where the ai terms, i¼ 1,2,3, are the directional cosines of
the magnetization vector M; the eij terms, i, j¼ 1,2,3, are
the strain fields; and b1 and b2 are the magnetoelastic
coupling constants [3]. The magnetoelastic coupling mea-
sures the response with which a strain signal or an acous-
tic signal interacts with a magnetic signal in a
magnetoelastic transducer device, or vice versa.

The dipolar field hd denotes the RF field associated
with the RF magnetization field m in Eq. (8), which needs
to be solved from Maxwell equations [Eq. (1)] and hd re-
lates to m as follows

hd¼
1

g

I

m=m
0
� I

 !
m ð23Þ

where m is the Polder tensor derived in Eq. (10) and earlier
in this section and I denotes the identity tensor. Under
magnetostatic approximation, hd satisfies the following
magnetostatic equations

r .hd¼ � r .m ð24Þ

r�hd¼ 0 ð25Þ

subject to suitable boundary conditions. Thus, hd is solved
from m in almost the same way that the DC demagnetiz-
ing field HD is solved from M0. In the literature hd is
sometimes called the RF demagnetizing field.

The Gilbert damping field can be effectively accounted
for if one replaces H0 in Eq. (8) by H0þ (jl/gm0)o, or, equiv-
alently [1]

H0 ! H0þ
jDH

2
ð26Þ

where DH denotes the ferromagnetic resonance (FMR)
linewidth. The Gilbert damping term is identical to the
Landau–Lifshitz form in first order, and is introduced into
the equation of motion, Eq. (7), phenomenologically to ac-
count for the damping torque experienced by electron
spins undergoing precessional motion. Equation (26) de-
scribes very well the measured magnetic loss of a mag-
netic microwave device, provided that the applied RF
frequency is not too far away from the frequency at which
DH was measured. However, the physical meaning of the
Gilbert damping, as related to the relaxation processes in
the medium, is lacking, as in contrast to the other dam-
ping forms, such as the Bloch–Bloembergen damping [1].

Finally, we have to specify the boundary conditions on
m in the presence of an exchange field of HE appearing in
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Eq. (18). The (direct) exchange coupling is associated with
the overlapping integral that relates the spin–spin inter-
action for two electron spins at neighboring atomic sites.
The exchange constant A is larger than 0 for ferromag-
netic coupling, and A is smaller than 0 for ferrimagnetic
and for antiferromagnetic couplings. The spatial boundary
conditions on m can be derived from the equation of
motion, Eq. (7), which requires that the quantity

m0AM�
@M

@n
ð27Þ

needs to be continuous across the ferrite boundaries. Here
n denotes the outward direction normal to the surface of
the boundary. The time boundary condition is derived
from the energy conservation law. Thus, from Eq. (16)
we require the outward energy flux

�m0A
@M

@n
.
@M

@t
ð28Þ

to be continuous across the material boundaries. However,
instead of Eq. (28), it is popular in the literature to use the
following spin-pinning condition at the material bound-
aries:

@M

@t
¼ 0 ð29Þ

Since A is a microscopic quantity and at the boundary
layers the environment there is quite different from that of
the bulk, the spin-pinning condition, Eq. (29), might be
more realistic than the one representing the macroscopic
average, Eq. (28).

1.3. Dispersion Curves for Bulk Modes

Equations (1), (3), and (10) can now be solved for a bulk
ferrite medium for plane-wave solutions. The resultant
dispersion relation, o versus k (¼ 2p/l), is shown in Fig. 1.
Here, k is the wavenumber and l is the wavelength. In
Fig. 1 the k space is conventionally divided into three
zones. For the small-k region, kok1 (E0.1 cm� 1), electron
spin motion is strongly coupled with the RF electromag-
netic fields so that the full set of Maxwell equations is re-
quired to solve the dispersion relations. This region is
called the ‘‘retarded zone,’’ and most magnetic microwave
devices other than single-crystal YIG films making use of
bulk ferrite materials are operational in this region, for
example, circulators, isolators, phase shifters, and reso-
nators. The next region consists of intermediate k values,
k1 (E0.1 cm�1) okok2 (E106 cm�1), known as the mag-
netostatic-wave zone. In this region o{kðem0Þ

�1=2 and
hence the displacement current, oee, can be ignored in
Maxwell equations:

r�h � 0 ð30Þ

This equation is called the magnetostatic approximation.
A magnetostatic wave device usually require the use of a
high-quality single-crystal magnetic film such as YIG

whose thickness determines the spectrum of the resultant
magnetostatic waves prevailing in the device structure.
The last region is for k4k2 (E106 cm�1), which is called
the spin-wave zone. In this region the dispersion curves
grow proportional to k2, as dictated by the effective ex-
change field, HE, defined following Eq. (18). Although not
many practical microwave devices are designed in this re-
gion, the spectrum of spin waves is important in the sense
that the normal spin precessional motion will break up
into spin waves at the onset of instability when a magnetic
microwave device is driven beyond a high power thresh-
old. The quadratic dependence of the spin-wave dispersion
gives rise to an effective mass for magnons, m�¼h%
d(2Aom)�1, where h% denotes Planck’s constant.

For a given wave propagation direction k, Eqs. (1), (3),
and (10) imply two plane-wave solutions. Similar to the
plane-wave solutions in an isotropic medium, the three
vectors, e, b, and k for each mode in an anisotropic mag-
netic medium, are still mutually perpendicular to each
other. However, unlike the isotropic case, the two modes in
the magnetic medium are nondegenerate, possessing dif-
ferent effective permeabilities and polarizations. Because
of the wrong sense in polarization, one mode is weakly
coupled to the photon waves, and hence its dispersion
curve represents little departure from that of the (uncou-
pled) photon modes. This dispersion curve is shown in
Fig. 1 as a straight (short) dashed line in the retarded
zone. The other mode couples strongly to the photon
waves, giving rise to distortion of the dispersion curves
in the retarded zone.

For the strongly coupled mode two branches show up,
depending on whether the bias magnetic field is applied

(3)
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Figure 1. Dispersion curves of the coupled photon–magnon
modes. The k space has been divided in three zones for retarded,
magnetostatic, and spin-wave modes. Phonon dispersion curves
are also shown in the figure.
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above or below FMR. These two branches are shown in
Fig. 1 as bottom and top curves, respectively (bias above
FMR is referred to in the literature as the condition that
the bias field is larger than that required by FMR; bias
below FMR means the reverse. According to this conven-
tion, in Fig. 1 the bias-below FMR condition corresponds
to the top curve, curve 3, and the bias-above FMR condi-
tion corresponds to the bottom curves, curves 1 and 2). The
top branch, curve 3 in Fig. 1, lies entirely in the retarded
zone and shows very little variation with respect to the
wave propagation directions; that is, the propagation of
strongly coupled electromagnetic waves biased below
FMR is nearly isotropic in the magnetic medium. Howev-
er, the bottom branch, curves 1 and 2, depends strongly on
the wave propagation directions. When k is parallel to the
z axis, the dispersion curve is shown as curve 1 in Fig. 1,
and when k is perpendicular to the z axis, the dispersion
curve is shown as curve 2. For other propagation direc-
tions, the dispersion curves are distributed between these
two curves, and for this reason, the region bounded by
curves 1 and 2 in Fig. 1 is usually referred to as the spin-
wave manifold. In the literature curve 1 is known as the
Kittel mode and curve 2, the Voigt mode. A Kittel mode
possess a right-hand circular polarization, whereas a
Voigt mode is associated with an elliptic polarization. In
Fig. 1 yk denotes the angle between k and the z axis, which
is designated as the applied field direction, and o1, o2, and
o3 are given as

o1¼oz ð31Þ

o2¼ ½ozðozþomÞ�
1=2 ð32Þ

o3¼ozþom ð33Þ

and o1 and o2 are the limiting values of the magnetostatic
modes in the retarded zone (see Fig. 2).

The elastic modes are also shown in Fig. 1 as straight
(long) dashed lines. There are two kinds of phonon modes:
longitudinal phonons and transverse phonons [6]. In the
presence of magnetoelastic coupling, b1 and b2 are nonzero
in Eq. (22), and the phonon, or acoustic, modes will couple
to the spin-wave, or magnon, modes. For the coupled case
the dispersion curves of the phonons and the magnons will
avoid running across each other in the same fashion that
the photon modes and the magnon modes detour each
other in the retarded-zone region as shown in Fig. 1 [7]. (If
one views the uncoupled dispersion lines of two modes as
two intersecting straight lines, the coupled dispersion
lines resemble the two branches of a hyperbola using
the two intersecting lines as asymptotes.) In Fig. 1 the
(uncoupled) magnon modes in the retarded zone are
shown as dotted lines, extending curves 1 and 2 smooth-
ly from the magnetostatic-wave zone, intersecting the
photon line, and ending at o1 and o2 of the o axis (see
Fig. 2).

1.4. Plane-Wave Solutions

Plane-wave solutions are needed when performing nu-
merical spectral-domain calculations where a stratified

structure is considered consisting of dielectric/magnetic
layers supporting electromagnetic wave propagation in
the retarded zone [8]. We give in this subsection the plane-
wave solutions following Maxwell equations, Eq. (1), as-
suming a Polder permeability tensor, Eqs. (3) and
(10)–(14). We consider a bulk ferrite of infinite content
(so as not to be bothered by the boundary conditions at
infinity) that is biased by an external magnetic field H0

along an arbitrary direction. Without loss of generality we
assume that H0 is along the z axis [see definition for Ha

immediately below Eq. (18)]. Other effective fields can be
readily added to H0 according to Eq. (18). For a given di-
rection of wave propagation, which is specified by a direc-
tional cosine vector (a1,a2,a3)T, we have the following
dispersion relationship

k2¼ efm0meffo
2 ð34Þ

where ef is the permittivity of the ferrite bulk, and the
effective (scalar) permeability meff can be calculated
from

meff ¼

1þ
2a2

3om

ð1þ a2
3Þozþ ð1� a2

3Þom � ½ð1� a2
3Þ

2
ðozþomÞ

2
þ 4a2

3o
2�1=2

ð35Þ

where oz and om are as given by Eqs. (13) and (14), re-
spectively. The corresponding RF magnetic field is, within
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Figure 2. Dispersion curves of magnetostatic waves in a mag-
netic layer. The MSFVW is shown as a heavy dotted line, rising
from o1 to o2 as k increases from 0 to N. The MSBVW and MSSW
are shown hatched depending on the propagation direction of the
magnetostatic waves. yk denotes the angle between the wave
propagation direction and the applied field direction.
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a multiplication constant

hx¼
1

g
a1a2meffojþð1� a2

1meff Þozþ 1þ
a2

3meff

1� meff

� �
om

� �

ð36aÞ

hy¼
1

g
½�ð1� a2

2meff Þoj� a1a2meffoz� ð36bÞ

hz¼
a3meff

g
a2oj� a1 ozþ

om

1� meff

� �� �
ð36cÞ

the RF electric field is

ex¼
�Ba3

g
oj�

a1a2ommeff

1� meff

� �
ð37aÞ

ey¼
�Ba3

g
ozþ

ð1� a2
2meff Þom

1� meff

� �
ð37bÞ

ez¼
B
g

a2ozþ a1ojþ a2om 1þ
a2

3meff

1� meff

� �� �
ð37cÞ

the RF magnetization field is

mx¼
m0

g
½�ð1� meff Þoz � ð1� a2

2meff Þom� ð38aÞ

my¼
m0

g
½ð1� meff Þoj� a1a2meffom� ð38bÞ

my ¼ 0 ð38cÞ

and the RF magnetic induction field is

bx¼
m0meff

g
a1a2ojþ 1� a2

1

� �
ozþ

a2
3

1� meff

þ a2
2

� �
om

� �

ð39aÞ

by¼
�m0meff

g
1� a2

2

� �
ojþ a1a2 ozþomð Þ

	 

ð39bÞ

bz ¼ m0hz ð39cÞ
where

B¼
m0

ef

� �1=2

ð40Þ

Thus, wave propagation in a magnetized ferrite is nonde-
generate, assuming different effective permeability values
for different modes, resulting in different propagation
speeds and polarizations. Similar to the isotropic case,
the directions of electric field e, magnetic induction b, and
wave propagation k for each mode are mutually perpen-
dicular to each other, as dictated by Maxwell equations;
magnetic field h is no longer aligned with magnetic in-
duction b, although h is still required to be perpendicular
to the direction of electric field e. These properties can
be readily checked by the above field expressions, Eqs.
(36)–(39).

1.5. Magnetostatic Waves in a Magnetic Layer

Wave propagation and dispersion in a magnetic layer can
be derived in a manner similar to that shown in Fig. 1
except that boundary conditions need to be explicitly

considered at the layer–air interfaces. For MSW device
applications the excited waves have wavelengths in an
order comparable to that for the layer thickness. As such,
the magnetostatic approximation, Eq. (30), applies, which
implies that the RF magnetic field can be derived from a
scalar potential, and hence the dispersion calculations are
largely simplified. Figure 2 shows such a dispersion dia-
gram. When compared with Fig. 1, we see that in Fig. 2
the retarded zone has been pushed away into the k¼ 0
region and the exchange coupling showing k2 dependence
in the large-k region has been neglected. However, the
magnetostatic dispersion does not imply horizontal lines,
as depicted in the magnetostatic-wave zone of Fig. 1. The
finite curvatures of the dispersion curves shown in Fig. 2
are due to the finite thickness of the magnetic layer d,
which are restricted roughly to the region bounded by two
vertical lines k¼ 0 and k¼ 2p/d (the vertical line k¼ 2p/d
is not shown in Fig. 2, although it is understood from the
k-axis label).

Magnetostatic waves can be volume waves and surface
waves. For a volume wave the RF magnetization varies
sinusoidally along the thickness direction, whereas for a
surface wave it varies exponentially in this direction.
Thus, a volume wave penetrates the whole thickness of
the magnetic layer, whereas a surface wave is concentrat-
ed near the surface and the film–substrate interface. For a
forward wave the dispersion increases monotonically with
k so that the group velocity do/dk is positive. This is in
contrast with a backward wave where do/dk is negative.
Thus, for a forward wave the transmitted power is along
the same direction as wave propagation, whereas the pow-
er transmitted by a backward wave is opposite to the wave
propagation direction.

When the external field is applied normal to the layer
plane, magnetostatic waves are generated isotropically
with respect to the wave propagation directions lying on
the layer plane. This branch of waves is called magneto-
static forward volume waves (MSFVWs), whose dispersion
in shown in Fig. 2 as a heavy dotted line. The MSFVW
mode undergoes uniform precessional motion at the Kittel
frequency o1 for k¼ 0, and the frequency increases there-
after, approaching the bulk limit of the Voigt frequency o2

as k goes to infinity. Dispersion of this kind can be readily
understood by determining the spin motion occurring in
the layer.

However, when the external bias field is applied in the
layer, plane anisotropy results in general except at k¼ 0,
where the uniform processional motion occurs at the Voigt
frequency o2. When k increases further, two kinds of
modes are possible: magnetostatic backward volume
waves (MSBVWs) and magnetostatic surface waves
(MSSWs). Depending on the propagation angle yk,
MSBVW dispersion will decrease as k increases, ap-
proaching the respective bulk-mode limit as k goes to in-
finity. Therefore, unlike MSFVW, MSBVW occupies a
finite area in the dispersion diagram, which is shown
hatched between o1 and o2 in Fig. 2. For device applica-
tions, MSBVW is usually launched at yk¼ 0; that is, the
excited MSBVW is collinear with the applied field direc-
tion, since it provides the widest frequency bandwidth
among all the MSBVW propagation directions.
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For MSSW the dispersion falls within the forbidden
area of the bulk modes extending from o2 to o3 (see Figs. 1
and 2). MSSW dispersions increase as k increases, reach-
ing limiting values at large k. The propagation of MSSW is
anisotropic, and the largest dispersion occurs at yk¼ p/2,
which gives rise to a limiting frequency os¼ozþ 0.5 om,
known as the Damon–Eshbach frequency. The most pop-
ularly used MSSW is for yk¼ p/2, which requires the
MSSW to propagate transverse to the applied field direc-
tion and results in the widest frequency band for MSSW
device applications.

In Fig. 2 MSFVW and MSBVW are shown only for the
lowest-order volume modes. Higher-order volume waves
are also possible. A high-order volume wave, which as-
sumes additional nodal points along the thickness of the
magnetic layer, will converge to the same frequency as the
lower-order waves at large k, except that the curvature of
the dispersion curve is reduced. In general magnetostatic
waves are generated in single-crystal YIG films epitaxial-
ly grown on gadolinium gallium garnet (GGG) substrates.
Very often, a dielectric superstrate, for example, alumina,
is covered on top of the YIG film to facilitate the excitation
of magnetostatic waves. For these situations the disper-
sion diagram of Fig. 2 remains unchanged. However, when
a metal ground plane is placed on top of the superstrate
shown in Fig. 3, the dispersion of MSSW, but not MSFVW
and MSBVW, will change. The influence of a metal plane
is that the MSSW dispersion curve will grow in a convex
manner, increasing initially from o2 at k¼ 0 to a maxi-
mum value less than o3 followed by decreasing to os as k
goes to infinity. When a second metal ground plane is add-
ed to the bottom side of the GGG substrate shown in Fig.
3, the propagation of MSSW becomes even nonreciprocal;
that is, the dispersion curve is different depending on
whether the wave propagation is along the þk or the - k
direction. In Fig. 3 magnetostatic waves may be excited by
using a microstrip line, consisting of only the top ground
plane; or a stripline, consisting of both the top and the
bottom ground planes. For a multilayered system contain-
ing alternating magnetic and dielectric layers, the bulk
and the surface modes form a band structure in almost the
same way that atomic energy levels crowded into energy

bands when atoms are brought together to form a periodic
lattice [9,10].

Finally, let us discuss the propagation loss of a delay
line. When an observer is traveling with the wave down
the delay line for a delay time t¼ td, the electric field is

e¼ e0 exp½2pjðf þ jDf Þtd� ð41Þ

where e0 denotes the initial amplitude at t¼ 0. This im-
plies that the propagation loss in dB is

a¼ 40pðlog10 eÞDf td ð42Þ

In Eq. (41) f and Df respectively denote the real and the
imaginary parts of frequency. Df can be related to the line-
width measured with a resonator consisting of the delay
line of a finite length but weakly coupled to by an external
feeder line circuit. Thus, we have

Df ¼DfmþDfdþDfc ð43Þ

where Dfm, Dfd, and Dfc denote, respectively, contributions
from magnetic loss, dielectric loss, and conductor loss. As
discussed in deriving Eq. (26), Dfm may be identified as half
the FMR linewidth multiplied by a volume filling factor Fm

denoting the volume ratio of the ferrite material relative to
the total volume enclosing the resonating cavity:

Dfm¼
Fmjgjm0DH

2
ð44Þ

The other two linewidths (Dfd and Dfc) can be estimated in
a similar manner dealing with a dielectric lossy cavity, for
example, [11]. If we assume that magnetic loss dominates
and approximate FmE1, Eqs. (42) and (44) imply

a � 76:4tdDH ð45Þ

where td is in microseconds and DH is in oersteds. Equa-
tion (45) was originally derived by Vittoria and Wilsey [12]
for an MSW delay line. However, since delay time is mea-
sured as group delay, td expressed in Eqs. (41), (42), and
(45) will be multiplied by a factor vg/vk, where vg denotes
the group velocity (¼do/dk) and vk denotes the phase ve-
locity (¼o/k) for wave propagation.

1.6. Spin-Wave Instabilities and Their Route to Chaos

In Fig. 1 the high-k regime where the wave dispersion
curves show k2 dependence is called the spin-wave zone.
Although spin waves may not be directly exploited for de-
vice applications, they are important to influence device
performances especially at high power, because they are
intimately related to instabilities when a ferrite is exces-
sively excited invoking nonlinearity. The quantized spin-
wave particles are called magnons, which interact with
the quantized electromagnetic-wave particles, or photons,
through the nonlinear terms in the equation of motion
[Eq. (7) or (61)]. Instabilities occur if energy transfer from
the photon modes to the magnon modes, or among magnon
modes themselves, becomes unstable [13], rendering

YIG film Bottom ground plane

Dielectric superstrate

GGG substrate

Stripline feed

Metal stripTop ground plane

Microstrip feed

Figure 3. Magnetostatic wave excitation configuration. The YIG
film is deposited on top of the GGG substrate. A superstrate can
be used to provide microstrip excitation configuration. A bottom
ground plane can also be deposited on the GGG substrate to pro-
vide stripline excitation configuration.
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unpredictability resembling the turbulencelike behavior
of chaos [14,15].

The concept of spin waves was first introduced by Bloch
in 1930 to explain the thermodynamic properties of ferro-
magnets at low temperatures [16]. Suhl renewed the in-
terest in spin waves and explained the saturation effects
observed in ferromagnetic resonance (FMR) experiments
[13]. As just stated, the spectrum of spin waves shown in
Fig. 1 has proved to play a dominant role in the relaxation
processes observed at high power. When an RF field is ap-
plied, it drives the spins into precessional motion, which in
turn couples with spin-wave propagation, dumping energy
into lattice vibration via spin–spin and spin–lattice relax-
ation processes. The coupling to spin waves must originate
from the nonlinear terms in the equation of motion,
Eq. (7). The quadratic interaction comes from h�m and
the cubic interaction from either hm .m or mm .m, in-
ducing the so-called first-order and second-order spin-
wave instabilities, respectively. For a spin wave compo-
nent, mk, it induces two h fields, denoted as hE, from the
definition for HE following Eq. (18), and the dipolar field,
hd, from Eq. (23). These two h fields then feed back and
couple nonlinearly with the original mk field to generate
instability if a threshold power is reached. The m .m term
arises from the constraint that the magnitude of M needs
to be a constant (equal to MS); that is, in Eq. (8) the lon-
gitudinal component M0 is replaced by

M0 � 1�
m .m

2M2
s

� �
MS ð46Þ

As a consequence, the DC demagnetizing field, if not zero,
will add cubic nonlinearity to the equation of motion, giv-
ing rise to adverse effects in influencing the spin-wave in-
stability.

Under FMR measurements, the experiments showed a
subsidiary absorption at high excitation power that occurs
at a DC field less than that required by the resonance
condition. Also, as the input power increases, the reso-
nance absorption peak broadened accordingly rendering
premature saturation of the main resonance. Suhl [13]
showed that the subsidiary peak arises from a spontane-
ous transfer of energy from the uniform precessional mo-
tion of spins to spin waves of half the resonance frequency,
ok¼o/2. This instability is caused by the first-order (qua-
dratic) interaction between the dipolar field hd and the
spin wave mk. The second instability responsible for the
broadened and declined saturation of the main resonance
peak comes from a catastrophic energy transfer from the
uniform precessional motion of spins to spin waves of the
same frequency ok¼o. This instability is brought about
by the second-order (cubic) interaction between the ex-
change field hE and the spin waves, mk and mk. The re-
sultant input field thresholds for these two instabilities
are, respectively [17]

hth
SA ¼

2DHk

om sin 2yk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðo� ozÞ

2
þo2

DH

q
ð47Þ

hth
RS¼DH

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2DHk

M cos 2yk

s

ð48Þ

where the subscripts SA and RS stand for subsidiary ab-
sorption (first-order instability) and resonance saturation
(second-order instability), respectively. In Eqs. (47) and
(48) DH is the FMR linewidth

oDH ¼ jgjm0DHk ð49Þ

and DHk is the linewidth of the spin wave that is intro-
duced phenomenologically to parametrize the energy
transfer rate from the spin wave mk to lattice vibration.
Thus, once excited, a spin wave will decay according to the
following equation

mkðtÞ¼mkð0Þ expð�oDHtÞ ð50Þ

assuming that it does not couple to other magnetic modes.
In addition to Suhl’s instabilities, Morgenthaler [17]

and Schloemann [18] found that spin waves could also be
parametrically excited by an RF field applied parallel to
the static field, known as parallel pumping, as in contrast
to the transverse RF field configuration assumed by FMR
measurements. Similar to Suhl’s first-order instability,
parallel pumping can impose an instability that occurs
at a spin-wave frequency equal to half the frequency of the
RF pumping signal ok¼o/2. The threshold for parallel
pumping instability is

hth
PP¼

2DHko

om sin2 yk

ð51Þ

which compare closely in magnitude to hth
SA, the threshold

for Suhl’s first-order instability shown in Eq. (47). In Eq.
(51) the subscript PP denotes parallel pumping.

Parallel pumping excites spin waves via the cubic in-
teraction term hm .m. However, in contrast to perpendic-
ular pumping assumed by Suhl’s instabilities, parallel
pumping requires no involvement of the Kittel uniform
mode and the pumped photon energy or electromagnetic
energy is directly imparted to the creation of two spin-
wave magnons of opposite wavevectors 7k, called Cooper
pair magnons. For the case of perpendicular pumping, the
pump signal is to first induce the Kittel uniform mode fol-
lowed by conversion into either a single magnon at wave-
vector k or Cooper pair magnons at 7k for the first-order
and the second-order processes, respectively. In Eqs. (47),
(48), and (51), yk denotes the angle between the wavevec-
tor k and the z axis ez. From these three equations, min-
imum threshold pump fields occur when yk equals 0, p/4,
and p/2 for resonance saturation, subsidiary absorption,
and parallel pumping instabilities, respectively. These en-
ergy transfer diagrams are shown schematically in Fig. 4,
in which the spin-wave band is redrawn from Fig. 1 with
the retarded zone omitted, but extended in both 7k di-
rections. In Fig. 4 the Kittel uniform mode is also shown,
whose frequency is

o0¼ gf½HaþHA þ 4pMs

� ðNx �NzÞ�½HaþHA þ 4pMsðNy �NzÞ�
1=2

ð52Þ
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which can be derived by using the linearized equation
Eq. (9) assuming the following dipole field for the uniform
precessional mode

hd¼ �N
D

m ð53Þ

see Eqs. (19) and (23). Note that in Fig. 4 Kittel uniform
mode is not excited during parallel pumping, since the
former requires transverse components of the RF magne-
tization field that are not able to be supplied by the latter.
In Fig. 4 the wavy arrows indicate photon transitions, and
solid arrows indicate magnon transitions; only the critical
transitions are illustrated in Fig. 4, giving rise to mini-
mum values in the pumping field responsible for the onset
of instabilities.

The turbulencelike behavior of magnetic excitations af-
ter spin-wave instabilities have set in and their routes to
chaos have been studied using the generic numerical anal-
ysis [14,15]. The responses of a nonlinear system, such as
spins in a ferromagnet, can be totally unpredictable, due
to amplification of errors made in the initial states. Such
an error amplification mechanism, which is characterized
by Lyapunov exponents for trajectories in state space dur-
ing time evolvement, renders randomness to the system’s
response leading to the violation of the causality principle;
namely, the connection between the past and the future of
the system is lost after a short transient period. However,
in more recent decades, researches have found regulari-
ties in irregular systems and randomness appears to have
a deterministic underpinning; even the random events

such as water dripping from a leaking faucet has been
shown to show similarities with other irrelevant chaotic
processes such as stretching and folding a plane (Héno
attractor) or kneading a piece of dough (Lorentz attractor).
Universal rules have thus been developed that govern the
intrinsic structure of a chaotic system or a random process
in a manner analogous to the scaling rules developed by
using the renormalization group theory for phase transi-
tions observed in condensed-matter physics.

Research in chaos has resulted in a common language
suitable for the description of chaotic systems or random
processes. This language applies to the universal struc-
ture of the limiting curves traced out by trajectories of a
dynamic system or process embedded in state space. With
dissipation these trajectories will, after a transient period,
settle into limiting curves or cycles called attractors. If the
system or the process is regular with its response predict-
able, state space trajectories will remain converged and
confined all the time and the dimension of the resultant
attractor will necessarily be an integer, for example, given
by a circle, a torus, or another configuration. However,
when chaos or turbulence launches, nearby trajectories in
state space diverge and the attractor shows strange be-
havior, thereby called strange attractors. For a strange at-
tractor, its dimension is not an integer and its appearance
shows repeated resemblance after it has been continuous-
ly magnified, a scenario implied by a fractal. A similar
fractal structure can be attributed to the strange basin
boundaries separating the domains for different attrac-
tors settled in the state space of a chaotic system or
process.

� �

�o

(�k = 0.5 �p)

�k

�k

(�k = 0.5 �o; �p = �o) (�k = �o = �p)

�p
�k = �/2

�k

�

�k = �/2

�k = �/2

�o
�/4

0
Pho

to
n

Pho
to

n

Pho
to

n

−k

−k

−k +k+k

+k

00

0

0

0

(a)

(b)

Figure 4. Photo-induced magnon transitions re-
sponsible for the observed instabilities for perpen-
dicular pumping [first-order (left) and second order
(right)] (a), and parallel pumping (second order) (b)
of a nonlinear ferromagnetic spin system.
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The usefulness of the language developed for describ-
ing chaos are twofold:

1. It allows a general erratic time-sequenced data or
dynamically fluctuating picture to be categorized,
according to the appearance of the associated attrac-
tors and/or basin boundaries in state space, analo-
gous to the fact that phase transitions are classified
according to their order in transformation. As such,
routes to chaos can be visualized, and only a few
routes have been found available for general random
processes or phenomena to follow, including frequen-
cy-doubling bifurcation, intermittence, and crises.
Similarly, thousands of kinds of phase transitions
take place in the physical world, but only a few
transformation orders are generally deduced for
phase transitions. Universal scaling rules are con-
cluded for both the chaotic/random systems and for
the phase transition systems, which describes the
rate at which instabilities or critical phenomena are
approached by the change in system-pumping pa-
rameters or order parameters, respectively.

2. From the dimension or the size of the resultant at-
tractors and/or the basin boundaries in state space,
it is possible to determine the degree of randomness
or agitation inherent in the chaotic system or pro-
cess under study, enabling extraction of the maxi-
mum amount of information out of irregularity: the
larger the entropy or the information content of the
system or the process, the more complicated and in-
volved structure will be implied by the strangeness
of the attractors and/or the basin boundaries. When
the nature of randomness is better known, which is
clearly described in terms of the language of chaos,
weather prediction and broadcast in the future, say,
can then be much more reliable although still per-
haps unable to yield 100% accuracy.

It has been shown that spin-wave instabilities result-
ing from parametric transverse and parallel pumping dis-
play chaotic dynamics characterized by the universal
routes such as period-doubling bifurcation [14] and sub-
harmonic generation [15]. In general, when the pumping
field was increased beyond a threshold value [e.g., see
Eq. (47), (48), or (51)], modulation in self-oscillation of the
ferrite spin system set in at a low frequency; the ampli-
tude of this low-frequency modulation oscillation grew
steadily with pumping power until frequency doubling bi-
furcation occurred before leading to a full-scale chaotic
state. For parallel pumping subharmonic generation
routes were also observed from windows of the Fe-
igenbaum scenario [15]. Strange attractors associated
with computer-generated time sequences from the nonlin-
ear coupled spin-wave modes, or the so-called two-mode
model, showed fractal scenarios common to a generic cha-
otic system. A scaling parameter d¼ 4.675 was found for
perpendicular pumping, which is close to the Feigenbaum
universal value, indicating the success in adopting the
chaotic language in describing the unstable dynamics of
the nonlinear spin-wave system [14].

2. FERRITE JUNCTION CIRCULATORS

A circulator is defined as a device with ports arranged such
that energy entering a port is coupled to that of an adja-
cent port but not to that of the remaining ports. A ferrite
junction circulator has become a versatile microwave de-
vice because, in addition to its use as a circulator, it also
can be used as an isolator or as a switch. Depending on the
bias field direction onto the junction area, either upward or
downward, the output ports operate in turn each time an
input port is selected, either clockwise or counterclockwise,
respectively, so that the junction is said to provide the cir-
culation operation. The three-port version of the ferrite
junction circulator, usually called the Y-junction circulator,
is most commonly used. It can be realized by feeding the
junction with three joining transmission lines, including
waveguides, striplines, microstrips, CPWs (coplanar wave-
guides), and slotlines. The waveguide version is usually an
H-plane junction, although an E-plane junction circulator
can also be created. The stripline ferrite junction circulator
is usually made with coaxial connectors facilitating its use
as a discrete component at the UHF, microwave, and mil-
limeter-wave frequencies.

Early experimenters found that waveguide T junctions
having a transversely magnetized ferrite slab suitably
placed in the junction could, with proper matching and
adjustment of the magnetic field, be changed into circula-
tors. The bandwidth of such devices was very narrow. Re-
finements producing better symmetry were found to
broaden the bandwidth so that useful devices were ob-
tained. The first commercial microwave circulator ap-
peared in the early 1950s, while a full theoretical
account of its operation was not published until 1962 by
Bosma [19,20].

The stripline Y-junction ferrite circulator consists of
two ferrite disks filling the space between a metallic cen-
ter disk and two conducting ground planes. The static
magnetic field is applied parallel to the axis of the ferrite
disks. In Bosma’s theory TEM Voigt modes were assumed
propagating clockwise/counterclockwise in the region be-
tween the two conductor planes possessing no variation
along the applied field direction [19,20]. Magnetic wall
boundary conditions were assumed by Bosma at the fer-
rite disk periphery not adjacent to the circulator ports.
Impedance boundary conditions were then imposed on the
periphery areas defined by the circulator ports. Under
these assumptions the RF magnetic field inside a 2D fer-
rite junction can be solved analytically, involving Bessel
functions of the first kind to be cast in the series form. The
circulation conditions were then postulated by Bosma, re-
sulting in two real equations allowing for determination of
two circulator design parameters. Bosma chose the radius
of the junction R and the dielectric constant of the match-
ing dielectric material surrounding the junction ed as the
two independent parameters [19,20]. Therefore, at the
circulation frequency the junction will yield 0 dB inser-
tion loss and infinite isolation with all the input electro-
magnetic energy dumped into the output port without
attenuation. Note that a circulation condition can be for-
mulated only with respect to an ideal lossless junction
with perfect impedance matching at all ports.
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Fay and Comstock [21] presented a practical model for
the operation of a Y-junction circulator. In their treatment
the circulator circuit is approximated by a pair of slightly
detuned RCL resonators connected in parallel to account
for the two counterrotating dipole modes of the ferrite
disks in the presence of a bias field. Participation from
high orders has thus been ignored. At circulation the two
dipole modes are nondegenerate, and the splitting be-
tween their (detuned) resonant frequencies Df is propor-
tional to the resultant gyrotropy p¼ k/m of the junction
circuit. Here, k and m are the off-diagonal and diagonal
elements of the Polder tensor of the ferrite material, re-
spectively [Eqs. (11) and (12)]. Fay and Comstock have
shown that it is imperative to incorporate moderate p of
the ferrite material to obtain broadband operation of the
circulator junction [21].

Fay and Comstock have also proposed RF field patterns
responsible for the circulation operation of a ferrite junc-
tion [21]. This is shown in Fig. 5, where dipole-mode

excitations are shown as standing waves in an isotropic
junction (Fig. 5a), and in a ferrite junction at circulation
(Fig. 5b); the junction assumes a thin-disk geometry of a
negligible aspect (thickness to diameter) ratio whose pe-
riphery is defined by the magnetic wall boundary condi-
tions. In Fig. 5 solid curves with arrows depict RF
magnetic field lines, and crosses and dots represent elec-
tric lines entering and exiting the junction area, respec-
tively. For an isotropic junction the input field will excite a
symmetric field pattern with respect to the output and the
isolated ports attaining an equal intensity (Fig. 5a). En-
ergy entering the input port, which has been shown with
the most field intensity, will split in two equal halves
reaching the output and isolated ports undergoing recip-
rocal operation. However, for a ferrite junction biased at
circulation the dipole pattern of Fig. 5a is rotated 301
counterclockwise such that the input and the output ports
are at an equal field intensity; the isolated port is aver-
aged to zero, since an equal number of positive and neg-
ative electric field lines appears at the isolated port (Fig.
5b). Thus, electromagnetic energy entering the input port
feeds the output port directly, leaving behind the isolated
port essentially electronically insulated. The circulator
operation is nonreciprocal in the sense that the circula-
tion action takes place in a cyclic order among the three
circulator ports, 1-2, 2-3, 3-1, and so forth.

The continuous ‘‘frequency tracking’’ conditions for the
operation of a broadband junction circulator were first re-
ported by Wu and Rosenbaum [22], whose design requires
the junction to operate below FMR with the magnetization
magnetized slightly above saturation. The other design
parameters postulated by Wu and Rosenbaum are as fol-
lows:

y¼ 0:5 rad ð54Þ

ed¼ ef ð55Þ

oRðm0meff ef Þ
�1=2
¼ 1:82 ð56Þ

where y is half the port suspension angle, ef (ed) is the
permittivity of the ferrite (dielectric matching) material,
meff (¼ 0.556) is the effective permeability of the ferrite
junction, R is the junction radius, m0 is the permeability of
air, and o is the angular frequency (at the center of the
transmission band). Equation (55) implies that the ferrite
and the dielectric-matching material, also called the di-
electric-matching ‘‘sleeve,’’ are characterized by the same
dielectric constant. Thus, the junction and the sleeve can
be conveniently fabricated using the same piece of ferrite,
which needs to be magnetized slightly above saturation so
as to avoid domain wall loss. As such, there is no need to
separately fabricate a dielectric-matching sleeve sur-
rounding the ferrite junction thereby reducing the fabri-
cation costs. The thickness of the junction is not specified
by the design, whose value is based on matching of the
circulator port impedance:

Zin¼
meff

ef

� �1=2

ð57Þ

Isolated

Output
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(b)

Isolated

Input

Input

Output

Figure 5. Field pattern for dipole excitations in an isotropic
junction (a) and in a ferrite junction at circulation (b). Solid lines
represent magnetic field lines; crosses/dots, electric lines entering
and exiting the plane of the drawings.
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The Wu–Rosenbaum circulator design provides an octave
bandwidth extending from om to 2om [22]. Here, om¼

|g|m0MS and g is the gyromagnetic ratio and MS, the sat-
uration magnetization [Eq. (14)].

Schloemann and Blight [23] have improved the Wu–
Rosenbaum circulator performance [22] by extending the
transmission band at a lower frequency limit. Schloemann
and Blight were able to calculate the junction response in
the FMR region where the effective permeability becomes
a negative number [22]. To proceed, they employed the
modified Bessel functions of the first kind to account for
the evanescent modes excited during FMR. They also
claimed that the measured bandwidth by Wu and Rot-
henbaum was narrower than that calculated, due to the
nonuniform magnetic bias field accidentally introduced
with the measurement. To prove their assertion, Schloem-
ann and Blight [23] fabricated two semispherical domes
using the same ferrite material as in the junction to cover
the junction from above and below so as to ensure a uni-
form demagnetizing field within the junction area. By so
doing, they successfully measured a 3:1 bandwidth for a
crystal YIG (yttrium iron garnet) junction circulator (2.8–
10.2 GHz) and for a crystal lithium ferrite junction circu-
lator (5.8–18 GHz) [23].

All ferrite circulators are functional utilizing the non-
reciprocal property for wave propagation in ferrites, pro-
viding low insertion loss and high isolation over a broad
frequency band. The bandwidth is proportional to the in-
verse of the Q value of the cavity resonator formed by the
circulator junction, namely, the region of the ferrite bound
by metal boundaries at top and bottom and by a magnetic
wall at periphery. Typically the bandwidth is about 5–15%
of the center frequency, depending on the deployed sus-
pension angle of the ports, unless the frequency-tracking
conditions are enforced as postulated by Wu and Rose-
nbaum [22]. The circulator junction is a low-Q device,
since the three coupling ports bestow the junction an open
structure, allowing electromagnetic waves to leak from
the junction area; the larger the port suspension angle,
the broader the transmission bandwidth that will result.
It is thus desirable to adopt the Wu–Rosenbaum param-
eters [Eqs. (54)–(56)] to achieve the broadest transmission
band, unless the circulator operation is attempted at high
power (or if one attempts to minimize the junction size as
discussed later).

To design a circulator junction at high power we must
consider the following issues: heat production, intermod-
ulation, spin-wave generation, and thermal stability.
There are two kinds of magnetic loss. The first kind is as-
sociated with magnetic domain wall motion, and the sec-
ond kind relates to the intrinsic magnetic relaxation
processes underlying the magnon–phonon interactions.
To eliminate magnetic loss of the first kind, the ferrite
junction needs to be magnetically biased well above satu-
ration. This eliminates residual domains existent with a
barely magnetized ferrite junction, thereby reducing heat.
For this reason, a power circulator circuit should be biased
well above FMR. The second kind of magnetic loss is char-
acterized by a material parameter called FMR linewidth
(DH) Eq. (26). To minimize magnetic loss of the second
kind, one prefers to employ low-loss ferrites such as

crystal YIG and lithium ferrite, since these materials
have shown the lowest DH values at the X-band and at
the Ka -band frequencies, respectively.

The second issue relates to nonlinear coupling of elec-
tromagnetic signals at high power. This gives rise to in-
termodulation noise. In a ferrite junction intermodulation
noise grows quickly with power, identified as clicking nois-
es in a telephone line, which must be minimized, if not
totally eliminated, to ensure quality communication. In
the following we argue how intermodulation noise can be
minimized in a semiquantitative manner. Let the power
be applied to the input port of a circulator junction as

P¼ i2Zin ð58aÞ

¼h2w2Zin ð58bÞ

¼M2
s

h

Ms

� �2

4R2 sin2 yZin ð58cÞ

¼M2
s jmeff � 1j�2 m

Ms

����

����
2

4R2 sin2 yZin ð58dÞ

¼M2
s jmeff � 1j�2d2

m4R2 sin2 yZin ð58eÞ

where i denotes the RF current flowing into the input port
of impedance Zin, h is the transverse RF magnetic field at
the junction edge adjacent to the input port, w is the width
of the input port, R is the radius of the junction, y is half
the port suspension angle, meff is the effective permeability
of the junction defined by

meff ¼ 1þ
m

h
ð59Þ

and dm denotes the excursion angle of the magnetization
vector away from the DC bias field direction, or the devi-
ation or inclination angle of the precessional motion of
electron spins in the ferrite junction around the DC bias
field direction

dm �
m

Ms

����

���� ð60Þ

where dm measures the extent that linear approximation
of magnetic excitation remains valid inside the ferrite
junction. In other words, if dm is large, linear approxima-
tion no longer holds true and nonlinear effects become no-
ticeable. As a general rule, the onset of nonlinearity, or
intermodulation coupling, is given by

dm 	 0:1 rad ð61Þ

beyond which nonlinear effects set in, giving rise to ap-
preciable amount of intermodulation noise. In Eq. (58e) dm

denotes the excursion angle of the magnetization vector
near the input port. However, the circulation mode as-
sumes mostly the dipole mode, which implies the largest
magnetic excitation near the input and the output ports
(see Fig. 5). As such, the threshold condition of Eq. (61),
which was derived at the input port, can be applied within
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a multiplication constant (E0.6) over the whole junction
area, denoting the worst situation invoking the nonlinear
interaction. Thus, we define the following parameter F
denoting the figure of merit of a power circulator design
characteristic of the amount of intermodulation noise as

F¼ 4pMsR sin yZ
1=2
in ð62Þ

by which Eq. (58a) becomes

P / F2d2
m ð63Þ

From Eq. (63) it is understood an effective power circulator
design requires the value of F, the figure of merit, to be
minimized, so as to yield minimum intermodulation man-
ifested by dm under a given power excitation P.

Alternatively, the circulator junction problem at high
power can be solved quantitatively, as proposed in [24]. By
keeping high-order terms up to the third power of small-
field quantities in Eq. (4), Eq. (9) becomes

�1

g
dm

dt
¼ ez� ½Hinm

�Msh� ðhzþ 4pNzmzÞmþmzh�

ð64Þ

where

mz¼Ms �Mz �
m .m

2Ms
ð65Þ

denotes the z component of the RF magnetization vector
that has been neglected in Eq. (9) under the first-order
approximation [see Eq. (49)]. In Eq. (64) Hin is the internal
DC field given by

Hin¼H0 � 4pNzMs ð66Þ

where H0 is the applied DC field along the z axis and Nz is
the axial demagnetizing factor [see Eq. (18)]. The sche-
matic drawing at the bottom of Fig. 6 illustrates the rela-
tionship between intermodulation signals and the applied
RF signals, where two RF signals are applied at two near-
by carrier frequencies f1 and f2, which are coupled via the
(cubic) nonlinear terms in Eq. (64) so as to generate in-
termodulation signals at 2f1� f2 and 2f2� f1. At the top of
Fig. 6 the ferrimagnetic amplifying echo signals are also
shown; their significance will not be discussed until Sec-
tion 7, where nonlinear magnetic microwave devices are
introduced. Here we want to contrast both phenomena
with the same physical origin with which intermodulation
and ferrimagnetic echoing are driven by the same cubic
nonlinear terms in the equation of motion [Eq. (64)] but
with their respective responses expressed in the frequency
domain and in the time-domain characteristic of different
device applications.

It has been shown [24] that the nonlinear demagnetiz-
ing term in Eq. (64) plays a crucial role in bringing in in-
termodulation noise in a ferrite junction; the larger the
demagnetizing field, the larger the intermodulation noise

will be generated. This suggests the following bias config-
uration, which is thought to be effective in reducing in-
termodulation noise. As shown in Fig. 7, the two ferrite
junctions implied by a stripline circulator are clamped

Cubic interaction in ferrites
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Figure 6. Nonlinear (cubic) coupling in an echo line and in a
ferrite junction expressed in time domain and in frequency do-
main, giving rise to ferrimagnetic echo signals and intermodula-
tion signals, respectively.
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Figure 7. A ferrite junction is clamped between two ferrite cyl-
inders having the same magnetization and cross-sectional area as
the junction, and the clamped junction–cylinder assembly is bi-
ased by a permanent magnet pair included with flux condenser
caps and return contour yoke.
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between two cylindrical ferrite poles, which are placed
outside the respective ground planes of the stripline cir-
cuit having the same saturation magnetization as the
junction material and the same cross-sectional area as
the junction geometry. While these two ferrite poles have
no effect whatsoever in influencing the RF performance of
the circulator junctions, they are effective in reducing the
DC demagnetizing field within the junction areas so that
4pNz in Eq. (64) becomes nearly zero, thereby minimizing
intermodulation noise. Here we assume the thickness of
the clamping ferrite poles to be much greater than the di-
ameter of the junctions. In Fig. 7 a magnetic yoke (pro-
viding magnetic flux closure contour) and condensers
(providing magnetic focusing) are used so as to facilitate
the bias of the circulator junction circuit incorporating
clamping ferrite poles.

We must point out here that the same ferrite clamping
technique has been used by the ferrimagnetic echo exper-
iments that reduced the demagnetizing field within an
echo line such that an echo gain larger than unity can be
realized [25,26]. More detail on ferrimagnetic echo ampli-
fication can be found in Section 7. The additional advan-
tage associated with the magnetic bias configuration of
Fig. 7 is that it is effective in inhibiting the onset of spin-
wave instabilities occurring within the ferrite junction,
thereby stabilizing its operation at high power. It is known
that the demagnetizing field term in Eq. (64) can adverse-
ly affect the spin-wave instabilities at high power [13] and
hence must be minimized; see discussion following Eq.
(46). This constitutes the third issue, namely, that a ferrite
junction to be applied at high power necessitates spin-
wave stabilization. Furthermore, besides minimizing
spin-waves, reducing the content of magnetostatic surface
waves (MSSWs) is also necessary. We know that surface
waves are inherent to a guiding structure possessing 2D
discontinuities in magnetic or dielectric quantities [8]. In
the microstrip geometry surface waves always exist whose
modal spectrum depends on the thickness and the dielec-
tric constant of the substrate material; the thicker the
substrate and the larger the dielectric constant, the more
surface modes will appear [8]. Analogously, one expects
MSSWs to abound in a thick ferrite junction showing high
saturation magnetization. This situation should be avoid-
ed if high power is attempted. Also, a thin ferrite junction
facilitates heat removal via conduction so that it favors
high-power applications.

The fourth issue on power circulator operation con-
cerns thermal stability. Figure 8 shows four types of mag-
netization curves exhibited by magnetic materials with
qualitatively different temperature dependence. The Q
type represents the normal temperature dependence usu-
ally observed for metals and alloys. Almost all ferrites
(e.g., Mn-Zn ferrite, Ni-Zn ferrite, Co ferrite) and garnets
show the R-type temperature dependence. P-type and
N-type temperature dependence were observed for some
concentration ranges of Ni-Mn-Ti, Ni-Al, and Mn-Fe-Cr
ferrites and for garnets in general [27]. In Fig. 8 Q and R
types always show a negative slope for their magnetiza-
tion curves. However, for P and N types the magnetization
curves are possible to show a positive slope at certain
temperature ranges. If positive slopes occur near room

temperature, the ferrite is then called a temperature-com-
pensated ferrite, which provides advantages when the fer-
rite is used at high power.

When applied at high power, the axial component of the
magnetization vector decreases, since the spin’s preces-
sional motion dictates the magnetization vector to deviate
or incline farther away from the direction of the DC bias
field: the more the power applies, the further the deviation
or inclination will result [Eq. (60)] in addition to more heat
generated in the junction area. This causes the tempera-
ture of the junction to rise. However, for a P- or a N- type
ferrite, the temperature rise is accompanied by an in-
crease in saturation magnetization, which compensates
for the decrease in its axial component expressed in Eq.
(46), ensuring that the circulation conditions do not drift
away as a result of thermal heating, thereby stabilizing
the circulator operation at high power. It is thus clear that
temperature-compensated ferrites are preferred when a
circulator junction is to be applied at high power.

The size of a ferrite junction can be considerably re-
duced if the junction is biased above FMR providing di-
rectly 50O impedance at the junction ports. The
advantage of using the bias-below FMR configuration is
that it is then possible to realize the frequency-tracking
conditions so as to enable the broadband operation of a
ferrite junction [22,23]. However, the drawback is that, to
invoke a bias-below FMR configuration, the junction ac-
quires a large area, since the junction is then character-
ized by a relative permeability value considerably smaller
than unity (E0.556). In order to reduce the junction size,
the junction has to be biased above FMR, utilizing an ef-
fective permeability value appreciably larger than unity
(E5–6). Furthermore, if the circulator design directly

4�MS 4�MS

4�MS4�MS

Q R

P N

TT

TT

Figure 8. Temperature-dependent magnetization curves: Q type
is normally observed for magnetic metals and alloys, and R type
for ferrites; both of them show normal temperature dependence. P
type and N type occur for some ferrites that show positive slopes
at certain temperature ranges near room temperatures; they are
termed temperature-compensated ferrites.
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provides 50O impedance at junction ports, there is no
need for transformers, resulting in miniaturization of the
circulator circuit at low frequencies. By using these two
techniques Hotech has fabricated 5-mm circulator junc-
tions at the ISM (industrial–scientific–medical) band pro-
viding 15% bandwidth in transmission. The ISM band
includes the frequency ranging from 902 to 928 MHz and
from 2.4 to 2.48 GHz, which do not require a FCC (U.S.
Federal Communications Commission) license. Even
smaller circulator junctions are currently attempted by
Hotech incorporating high-dielectric materials so that
miniaturized UHF circulators in the order of 1 mm can
be potentially fabricated in the future.

A conventional Y-junction circulator utilizes a low-Q
resonator that causes the standing modes to couple in and
out electromagnetic energy in a nonreciprocal manner
[21]. To admit ultrabroadband operation of a circulator
junction, one must abandon the conventional standing-
mode picture to allow for traveling waves. Broadband two-
port isolators using the traveling displacement modes or
edge modes were first reported by Hines in 1961 [28]. In
Fig. 9 a stripline is fabricated on top of a ferrite substrate
and a dissipation pad, such as a thin layer of poor con-
ductor, is deposited at one side of the substrate next to the
stripline circuit. The superstrate, which consists of the
same ferrite material, stacks above the substrate, and
ground planes are attached to the substrate and superst-
rate at their outer surfaces. Superstrate and ground

planes are not shown in Fig. 9. In the presence of a ver-
tically applied bias magnetic field, wave propagation along
the stripline is nonreciprocal: highly transmitting along
one direction, but highly attenuating along the other di-
rection. Thus, the RF magnetic field pattern shown as
dashed curves in Fig. 7 displaces toward the edge of the
stripline in the presence of the bias magnetic field, which
is either shifting away from the dissipation pad (top
drawing), or onto the dissipation pad (bottom drawing),
resulting in little attenuation, or heavy attenuation, re-
spectively. Hynes [28] has shown the operation of an edge-
mode isolator providing a 3–1 transmission band, which is
about the same bandwidth measured by Schloemann and
Blight in 1986 wherein the frequency-tracking conditions
were enforced employing the conventional (standing-
mode) resonator-type circulator junctions [24].

Edge-mode traveling-wave operation can also be real-
ized by three-port junction geometry. In Fig. 10, three ad-
joining ports exhibiting a three fold symmetry rather than
two aligning ports are shown depositing on top of a trian-
gularly shaped ferrite substrate. Again, a similar superst-
rate covers the substrate on top and two ground planes are
applied at their respective outer surfaces. Superstrate and
ground planes are not shown in Fig. 10. To operate, a bias
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Figure 10. Operation of edge-mode circulator. In the presence of
a bias magnetic field, the RF magnetic field pattern shifts toward
the edge of a stripline fabricated with ferrite materials, which
couples strongly to one joining line (top) but decouples to the other
joining line (bottom), resulting in circulation action over a broad-
band.
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ward the edge of a stripline fabricated using ferrite materials de-
posited with dissipation pad at one side. As such, propagation of
electromagnetic waves along the stripline is nonreciprocal, trans-
mitting along one direction, top, but attenuating along the other
direction, bottom.

MAGNETIC MICROWAVE DEVICES 2439



magnetic field is applied along the junction thickness di-
rection inducing the displacement modes or the edge
modes to propagate in a manner analogous to Hines’ iso-
lator circuit shown in Fig. 9. As a consequence, edge modes
couple strongly between ports 1 and 2, due to overlapping
of their respective propagation electromagnetic waves
with phase coherency, but decouple also strongly between
ports 1 and 3 due to lack of the required wave overlapping.
This results in the desired circulator operation in which
electromagnetic signals entering port 1 can exit only from
port 2, and so forth. In comparison to Fig. 9, the dissipa-
tion pad is not needed by Fig. 10; rather, the wave prop-
agation direction, or the circulation direction, is dictated
by the coupling/decoupling mechanism imposed by the
ports. In Fig. 10 the dashed curves depict schematically
the RF magnetic field pattern illustrating the coupling
and decoupling of the propagation waves in ports.

In order to broaden the transmission band of an edge-
mode circulator, it is necessary to enforce phase coherency
for wave propagation between the input and the output
ports across a broad frequency range; that is, phase co-
herency needs to be maintained over a wavelength dis-
tance denoted as l in Fig. 10. Therefore, high-frequency
signals couple more strongly near the center of the junc-
tion and low-frequency signals, near the side edge of the
junction. Since the operation of a ferrite device requires
the magnetization to scale with frequency [this ratio is
known as gyromagnetic ratio; see Eq. (13)], one expects an
ultrabroadband edge-mode circulator to occur if the ferrite
junction shows different magnetizations scaled with the
propagation wavelengths: large at the center but small at
the side edge. This ultrabroadband circulator geometry is
shown in Fig. 11, in which a composite substrate is illus-
trated consisting of five triangular shells of different fer-
rite materials, labeled as m1 to m5, respectively, whose
saturation magnetization decreases from center to edge
progressively. In Fig. 11 the metal strip has been tapered
accordingly from edge to center to accommodate the
change in saturation magnetization, assuming that the
ferrite materials are characterized by the same dielectric
constant. Again, a similar geometry is assumed by the su-
perstrate. Initial studies on circulators of Fig. 11 have
shown a 10–1 transmission band. A U.S. utility patent ap-
plication for ultrabroadband edge-mode circulator opera-
tion has been filed by Hotech.

An asymmetric circulator junction can be used as a
broad stopband filter [29,30]. Broad stopband filters are
required by radome applications protecting the receiver
circuits from high-power incidence over a broad frequency
band. The traditional filters utilizing coupled resonators
can hardly provide the broad stopband operation, since
high-order harmonics will inevitably appear at high-order
harmonic frequencies. By using an asymmetric ferrite
junction it is possible to induce the broad stopband oper-
ation. This is seen in Fig. 12, where an asymmetric ferrite
junction is shown similar to that in Fig. 5 except that the
cyclic symmetry has been removed. Instead, the input and
the output ports still show the left–right (image) symme-
try so as to allow the circulation conditions to occur. As
shown in Fig. 12, at circulation, electromagnetic energy
enters the input port and exits from the output port, with

the isolated port being connected with a matched dummy
load. However, due to the asymmetric arrangement of the
ports, high-order harmonics are effectively suppressed,
resulting in broad stopband operation as desired. Broad
stopband operation revealing a 10–1 bandwidth has been

Input Output

Isolated

Figure 12. Dipole field pattern for an asymmetric ferrite junc-
tion excited at circulation. The field pattern still shows symmetry
between the input and the output ports so that energy entering
the input port is dumped into the output port, with the isolated
port essentially electronically insulated from the input port.
Asymmetric junction will provide a broad stopband.
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Figure 11. Operation of edge-mode circulator employing a com-
posite substrate/superstrate structure containing five triangular-
ly shaped shells labeled as m1 to m5. The magnetization is
increased from the side edge m5 toward center m1 to accommodate
the phase-matching requirement to achieve ultrabroadband cir-
culator operation.
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measured by using an asymmetric circulator junction
[29,30].

When biased above FMR, a three-port ferrite junction
normally shows a transmission band no broader than 15%
of its center frequency. However, this bandwidth can be
increased if additional tuning ports are added to the junc-
tion geometry. This is shown in Fig. 13, where three tun-
ing ports, called tuning ‘‘stubs,’’ have been added to the
junction circuit still exhibiting the threefold symmetry of
the ports. This allows the circulation conditions to occur as
usual. However, the added three tuning stubs are effective
in broadening the bandwidth if their length and imped-
ance have been properly designed. It has been shown [31]
that the added capacitance from the tuning stubs in
Fig. 13 has broadened the bandwidth to 30% of its center
frequency when biased above FMR.

Difficulty in using a ferrite substrate is that the bias
magnetic field is required to have a magnitude of at least
several thousand oersteds to effectively change the per-
meability of the substrate at X-band frequencies, [e.g., see
Eq. (13)]. In order to reduce this bias field requirement, it
is desirable to utilize the internal anisotropy field associ-
ated with a hexaferrite material to substitute, at least
partially, the external field. In a ferrite material exhibit-
ing hexagonal symmetry the internal crystalline anisot-
ropy field can be as high as 50 kOe, admitting device
applications even beyond 100 GHz [27]. For a hexaferrite
material crystalline anisotropy causes the energy of mag-
netization direction along the c axis to differ from energies
in the directions lying on the ab plane. For an M-type
hexaferrite the c axis is an easy axis, and the magnetiza-
tion vector favors alignment along the c axis. This implies
that in an M-type hexaferrite the crystalline anisotropy
behaves like an external field aligning the magnetization
along the c axis [see the definition for HA below Eq. (18)].

Important device applications for M-type hexaferrites in-
clude circulators and isolators, wherein the easy axes co-
incide with the thickness direction of the substrates so as
to eliminate, or at least reduce, the bias field requirement
at high frequencies. Using M-type hexagonal ferrites, bar-
ium–strontium magnetoplumbites, a practical self-biasing
stripline circulator, has been fabricated at 37 GHz, exhib-
iting 1 dB insertion loss and 15 dB isolation [32].

The performance of a circulator junction can be numer-
ically simulated by assuming a 2D geometry [33–35].
Dielectric loss can be accounted for by assuming a com-
plex permittivity for the ferrite junction

e¼ e0erð1� j tan dÞ �
jsf

o
ð67Þ

and magnetic loss due to domain-wall motion by a complex
permeability

m¼m0ðm
0 þ jm0 0Þ ð68Þ

where tan d denotes the dielectric loss tangent, sf the con-
ductivity, and er the dielectric constant, and m0 and m0 0 are
the real and imaginary parts of permeability, respectively.
Magnetic loss due to the intrinsic relaxation processes can
be included by modifying the bias field to include an imag-
inary part proportional to the FMR linewidth DH
[Eq. (26)]. Conductor loss due to imperfect metal bound-
aries of the ground planes and the stripline central con-
ductor patch can be modeled by using the mean-field
theory [36]; that is, the metal boundaries are withdrawn
a distance dc into the interior of the imperfect metal bulk
with the recessed volume to be filled by air [36]. Here dc

denotes the (complex) skin depth

dc¼ð1þ jÞ

ffiffiffiffiffiffiffiffiffiffiffi
2

om0s

s

ð69Þ

and s denotes the conductivity of the metal bulk. This
procedure is analogous to Weeler’s incremental impedance
[37,38], and the resultant permittivity of the junction
structure, which is viewed as an air–ferrite–air compos-
ite, is obtained as an average by using the mean-field the-
ory [36]. As an example, numerical calculations have been
applied to a microstrip circulator fabricated on top of an
M-type Sc-barium hexaferrite characterized by the follow-
ing parameters: 4pMs¼ 2400 G, HA¼ 19 kOe, and er¼ 22.
Calculations compared nicely with measurements, shown
in Fig. 14. Note that in performing calculations in Fig. 14
no adjustable parameters have been used (Fig. 14
appeared in an internal report from Hotech).

3. LUMPED-ELEMENT CIRCULATORS

The linear dimension of a distributed-element microwave
device is comparable to the wavelength of the RF signal
propagating in the device, for example, a ferrite junction
circulator. At UHF/VHF frequencies the size of a distrib-
uted-element device sometimes turns out to be too bulky

Input

Tuning stub

Tuning stub Tuning stub

Isolated

Output

Figure 13. Three additional tuning ports, called tuning stubs,
are added to a three-port circulator junction. By carefully design-
ing the width and length of the tuning stubs, the added capaci-
tances from the tuning ports can effectively broaden the
transmission band.
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to be handled practically, and hence the need for lumped-
element devices arises. A lumped-element device is defined
as having a linear dimension much smaller than the wave-
length, and its performance can be analyzed in terms of
the classical electric components, including resisters, ca-
pacitors, and inductors.

The original design of a lumped-element circulator con-
sists of three coils wound around a common ferrite disk/
puck intersecting each other at a 1201 angle. The modern
design makes use of the printed-circuit technique, and the
three coils have been replaced by three interwoven micro-
strips deposited directly on top of the ferrite puck. The
other side of the puck is deposited with a copper ground
plane. The top view of the circuit is shown in Fig. 15,
where the three microstrips intersect each other at 1201
angles interwoven to retain the complete threefold sym-
metry. The importance of the interwoven geometry is that,
besides maintaining the cyclic order of the circulator ports
as defined by a circulator, interport capacitive coupling
can be minimized to facilitate more precise designs of
lumped-element circulators. In Fig. 15 the microstrips are
grounded at their respective ends to complete the current
loops for return paths (shown as heavy arcs in Fig. 15).
Matching capacitances are inserted at the entrances of the
microstrips to match the input impedance of the circulator
to 50-O feeder lines. The DC magnetic field is applied in
the direction normal to the ferrite puck surfaces, which is
designated as the z axis. A lumped-element circulator
usually operates under the bias-above FMR conditions.

The voltage drop across the kth port microstrip or in-
ductor is

Dvk¼ jo
Z

Ak

b . en da; k¼ 1; 2; 3 ð70Þ

where Ak denotes the area enclosed by the feeding current
of the kth strip. To be specific, we define Ak as the area
bounded by the line along the center of the kth strip. When
a ground plane is used for the current return path, the
image strip will be included in conjunction with the orig-
inal strip to totally specify the current path, and, hence,
Ak. In Eq. (70) en denotes the unit vector normal to the
surface element da.

When the Polder permeability tensor is used, the b field
in Eq. (70) can be rewritten as

b . en¼ m0½mh . en � jkh . ðez� enÞ� ð71Þ

where ez denotes the unit vector along the z axis. Here, m
and k respectively are the diagonal and off-diagonal ele-
ments of the Polder tensor, Eqs. (10)–(12). The h field can
be written as

h¼
X3

k¼ 1

ik

4p

Z

Sk

dw

Wk

d‘� r

r3
ð72Þ

where we have assumed the current to flow uniformly in
the strips parallel to the length element d‘. The total cur-
rent in the kth strip is ik, and Wk denotes the width of the

Figure 15. Top view of a lumped-element circulator fabricated
using the printing circuit technique. The microstrips are inter-
woven with each other, rendering a threefold symmetry. The mi-
crostrips are electrically grounded on one end and connected with
matching capacitances on the other end.
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kth strip not necessarily a constant, for example, for the
interwoven strips shown in Fig. 15. The kth strip is de-
fined by the area Sk. In Eq. (72) dw is the width element,
and vector r connects the source point of the current to the
observer point. Combining Eqs. (70) and (72), we obtain
the following equation

Dvi¼
X3

k¼ 1

Zikik ð73Þ

where the interport impedance Zik is given as

Zik¼
jom0

4p

Z

Ai

da0
Z

Sk

dw00

Wk

�
m½d‘00 � ðr0 � r00Þ�en � jk½d‘00 � ðr0 � r00Þ� . ðez� enÞ

jr0 � r00j3

ð74Þ

The interport impedance of a cyclic three-port lumped-cir-
cuit element circulator can then be written as

Z¼ joL

1 aþ jb a� jb

a� jb 1 aþ jb

aþ jb a� jb 1

0

BB@

1

CCA ð75Þ

where

L¼
mm0

4p

Z

A1

da0
Z

S1

dw00

W1

½ðd‘00 � ðr0 � r00Þ�en

jr0 � r00j3
ð76Þ

a¼
1

L

mm0

4p

Z

A1

da0
Z

S2

dw00

W2

½ðd‘00 � ðr0 � r00Þ�en

jr0 � r00j3

� �
ð77Þ

b¼
1

L

km0

4p

Z

A1

da0
Z

S2

dw00

W2

½ðd‘00 � ðr0 � r00Þ� � ðez� enÞ

jr0 � r00j3

� �

ð78Þ

and

L ¼ self-inductance of each of the current strips
aL ¼mutual inductance between each pair of the cur-

rent strips
8jbL¼ gyromagnetic inductance between each pair of

the current strips

We note that the gyromagnetic component of the interport
inductance is nonreciprocal under port exchange. This
renders the circulation action for the circulator device.
Once the interport impedance matrix is known [Eq. (75)],
the circuit of Fig. 15 can then be fully analyzed by using
Kirchhoff ’s law as performed by a classical circuit. Or, one
can follow the route adopted by Bosma [19,20] to solve the
circulation conditions for a given lumped-element circula-
tor circuit. Literature on lumped-element circulators is
cited in Refs. 39 and 40.

4. HEXAFERRITE WITH EASY PLANE

For a Y-type hexaferrite the c axis turns out to be a hard
axis and the magnetization vector tends to lie in the ab
plane, which is termed the ‘‘easy plane’’. While it is
thought M-type hexaferrite is appropriate for circulator
and isolator applications requiring out-of-plane magnetic
bias, Y-type hexaferrite is adequate as the substrate ma-
terial for microwave tunable filters because of its large
magnetization and in-plane anisotropy, as well as the ease
in use—the demagnetizing field is negligible along the
transverse directions of a planar device [41]. Also, elimi-
nation of the external magnets represents a significant
step toward more compact circuit design, allowing for
integration of the device with future semiconductor cir-
cuitries.

The effective field associated with an easy plane can be
derived from using Eqs. (15) and (21). However, this would
result in a magnetization–orientation–dependent effective
field, as first demonstrated by Schloemann et al. [42],
which is in contrast to the conventional concept of a mag-
netic field [see Eq. (85)]. In the following we define a mean
effective field characteristic of the anisotropy of an easy
plane from an operational point of view. The precessional
motion of the magnetization vector is depicted in Fig. 16
for both cases of an easy axis (top) and an easy plane (bot-
tom). For an easy axis the magnetization vector undergoes
a uniform precessional motion around the easy axis, ex-
periencing a uniform torque exerted by the anisotropy, re-
sulting in a constant angular velocity. This is shown in a
polar plot at the top of Fig. 17, where the loci of the an-
gular velocity o traces a circle. However, for the case of an
easy plane (Fig. 16, bottom), the precessional motion of the
magnetization vector is not uniform. The anisotropy field
exerts no torque at all on the magnetization vector at
points A and A0 lying on the easy plane, and a maximum

Torque exists only outside easy plane 

Easy plane: Elliptical precession
A

A′

B′
B

Torque exists everywhere

Easy axis: Circular precession
B′

AA′
B

Figure 16. Precessional motion of the magnetization vector
around an easy axis (top) and an easy plane (bottom).
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torque is exerted by the anisotropy at the vertical posi-
tions marked as B and B0 at the bottom of Fig. 16. Thus, in
the presence of an easy plane the loci of the angular ve-
locity traces out an ellipse, as shown at bottom of Fig. 17,
whose semi–major and semi–minor axes are, respectively

omax¼ g ðH0þHAÞ; omin¼ gH0 ð79Þ

Here, H0 denotes the external field; HA, the anisotropy
field measured by Vibrational Sample Magnetometer
(VSM); and g, the gyromagnetic ratio. The period of the

nonuniform precessional motion is

T¼

Z 2p

0

dy
o

ð80Þ

where y denotes the precessing angle of the magnetization
vector shown in Fig. 17. Let this nonuniform magnetiza-
tion vector precessional motion be associated with an ef-
fective internal field Hi whose Larmor frequency gHi

coincides with the period given by Eq. (80):

gHi¼
2p
T

ð81Þ

We derive, therefore

Hi¼
g

2p

Z 2p

0

dy
oðyÞ

� ��1

ð82Þ

When the functional form of o(y) is specified as an ellipse
in the polar plot whose semi–major and semi–minor axes
are given by Eq. (79), respectively, we obtain the following
analytic equation from Eq. (82):

Hi¼ ½H0ðH0þHAÞ�
1=2 ð83Þ

Figure 17 shows how the anisotropy field HA adds to
the external field H0 for both the cases of an easy axis and
an easy plane. For a cubic material, or an isotropic mate-
rial, the anisotropy field is insignificant comparing to H0,
and the magnetization vector undergoes a uniform pre-
cessional motion whose angular velocity is a constant,
tracing out a circle of radius gH0, denoted as omin in Eq.
(79). For an easy axis pointing along the c-axis of an M-
type hexaferrite, HA adds to H0 arithmetically, wherein
the magnetization vector still undergoes a uniform pre-
cessional motion whose angular velocity traces out a circle
of radius g (H0,þHA), denoted as omax in Eq. (79). How-
ever, for an easy plane coincident with the ab plane of a Y-
type hexaferrite, the magnetization vector no longer per-
forms a uniform precessional motion, and the loci of the
angular velocity becomes, instead, an ellipse whose semi–
major and semi–minor axes are respectively omax and
omin given by Eq. (79). These three kinds of magnetiza-
tion vector precessional motions are shown as solid curves
in Fig. 18.

Now, Eq. (83) dictates that in the presence of an easy
plane the magnetization vector can still be visualized as if
it were performing a uniform precessional motion as long
as the associated hypothetical motion is characterized by a
Larmor frequency whose period is given by Eq. (80). This
hypothetical motion is depicted in Fig. 18 as a dashed cir-
cle whose radius is gHi, as specified by Eq. (83). This gives
rise to an expression for the effective internal field Hi

characteristic of an easy plane, Eq. (83). Note that Hi as-
sumes a magnitude between the two fields corresponding
to the isotropic case H0 and the case of an easy axis H0þ

HA. Actually, Hi happens to be the geometric mean of
these two fields: H0 and H0þHA [Eq. (83)]. In other words,
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A′
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B

A

A
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Easy plane

�

�

�

�

Figure 17. Polar plots of the instantaneous angular velocity of
the magnetization vector precessing around an easy axis (top) and
an easy plane (bottom).
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Hi can be constructed in a geometric manner such that in
Fig. 18 a hypothetical circle is drawn whose area equals
that of an ellipse representing the actual loci of the angu-
lar velocity. In this discussion we have assumed the other
DC effective fields to be zero, including the DC demagne-
tizing fields. In case there are nonzero DC fields other
than H0, they need to be added to H0 arithmetically before
the geometrical construction of Hi giving rise to the total
effective internal field in a Y-type hexaferrite exhibiting a
magnetic easy plane. The effective field expression [Eq.
(83)], applies to wave propagation of arbitrary polariza-
tion, as long as the longitudinal component of the magne-
tization vector does not couple into the precessional
motion, as assumed by the small-signal approximation
in deriving linearized equations of motion.

By using Eq. (83) the resonant frequency of the uniform
mode in a Y-type hexaferrite can be written as

o0¼ gf½Haþ 4pMsðNx �NzÞ�½HaþHAþ 4pMs

� ðNy �NzÞ�
1=2

ð84Þ

which was derived by Schloemann et al. [42]. However, we
must point out that in deriving Eq. (84) those authors
have used the following effective field for the planar an-
isotropy [37]

Hi¼eAHA .
M

Ms
ð85Þ

whereas the effective field we used in deriving Eq. (84) is
Eq. (83). The difference is that Eq. (83) is a mean effective
field, and Eq. (85) is an instantaneous effective field. In Eq.
(85) HA denotes the anisotropy field along the hard axis
whose unit vector is eA, and M is the magnetization vector.
In comparison, the corresponding resonant frequency of

Kittel uniform mode for an M-type hexaferrite showing an
easy axis is given by Eq. (52). The magnetization proper-
ties of an easy-plane Y-type hexaferrite including insta-
bility studies and spinwave linewidth measurements are
discussed in further Refs. 43–46.

5. FERRITE NONRECIPROCAL RESONATORS

Microwave and millimeter-wave (MMW) devices and sys-
tems are becoming increasingly important today for both
the defense and the commercial applications. For example,
in the collision avoidance industries, low-profile conformal
antennas are needed to provide electronically steerable
radiations to detect and identify obstacles and extrusions
in front of moving vehicles. On navigation the receiver
antennas need to follow and trace the motion of GPS
(global positioning system) satellites so as to continuous-
ly monitor and update their positions. Also, there is a need
to create radiation nulls along certain spatial directions
for an antenna transmitter/receiver to warrant secure and
covert communications. Other applications can be found
in target searching/tracking radars for surveillance, sat-
ellite communication systems, and TV program broadcast-
ing antennas installed with civilian jet carriers. All of
these applications require microwave phase shifters to
participate at affordable prices.

Traditional approaches include the use of frequency-
agile materials (varactors, ferroelectrics, and ferrites) so
that the electrical length of a transmission line, and hence
the propagation phase of an electromagnetic signal, can be
electronically tuned by applying a voltage, a current, or a
magnetic field. Microwave phase shifters thus obtained
are expensive, requiring manual tuning or adjustment of
the fabricated devices. Furthermore, the resultant phase
shifting function is nonuniform, as it is dependent on the
derived phase shift angle, since the impedance of the
transmission line is inevitably changed accompanying
the intended phase shift operation, in addition to the de-
sired change in electrical length. This section introduces
an innovative method permitting the phase-shifting func-
tion to be realized at microwave frequencies whose oper-
ation is independent of the phase shift angles. This
method is based on the use of a nonreciprocal ferrite res-
onator that has been patented by Hotech [47].

For an isotropic resonator showing circular symmetry,
for example, an isotropic dielectric microstrip/stripline
disk/ring resonator, the excited modes contain both clock-
wise and counterclockwise rotational modes, because
these two mode types are degenerate in frequency, and
wave propagation is reciprocal with respect to rotation
around the axial direction of the resonator. As such, phas-
es are ambiguous if one attempts to couple out the excited
modes from the resonator. This is no longer true for an
anisotropic resonator in which the rotational symmetry
for wave propagation is removed. As a consequence, the
two eigenmodes associated with clockwise and counter-
clockwise rotations occur at different frequencies, and ex-
citation of one mode excludes the other, and vice versa.
This implies that the resonant modes are definite in
phase, allowing the resonator to be effectively used as a
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Figure 18. Loci of the angular velocities for an isotropic mate-
rial, an M-type hexaferrite, and a Y-type hexaferrite, and con-
struction of the effective internal field for the Y-type hexaferrite.
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phase shifter. Most importantly, the eigenmodes excited in
a nonreciprocal resonator are traveling waves, in contrast
to the standing eigenmodes excited in a conventional iso-
tropic resonator supporting reciprocal propagation of elec-
tromagnetic waves. This traveling-wave nature ensures
that when used as a phase shifter, output from a nonre-
ciprocal resonator is uniform or identical in amplitude,
except for the desired change in phase, as imposed by the
circular symmetry of the resonator circuit.

Among many possible solutions, an explicit example is
discussed in this section utilizing a ferrite microstrip/
stripline disk/ring resonator [47]. As stated above, in a
ferrite disk/ring resonator magnetized along the axial di-
rection the degeneracy between the two counterrotational
modes is removed, and the resonant frequencies of these
two eigenmodes occur at different frequencies, denoted as
fþ and f� for the clockwise and the counterclockwise ro-
tational modes, respectively [21]. While the operation of a
ferrite junction circulator is designated at a frequency
midway between these two frequencies, f¼ (fþ þf� )/2
[21], circularlypolarized radiations are obtained from the
disk/ring resonator if the excitation frequency is located
near one of these two frequencies, fþ or f� [48]. This im-
plies that at resonance the resonant mode in a ferrite res-
onator exhibiting circular symmetry consists of only one
eigenmode whose phase can thus be determined without
ambiguity, allowing the device to be used as a phase shift-
er.

For a 2D ferrite junction Maxwell equation, Eq. (1) re-
duces to the following form [19,20]:

@2

@r2
þ

1

r

@

@r
þ
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r2
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@f2
þ k2

� �
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@ez
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� �
ð88Þ

er¼ ef¼ 0¼hz ð89Þ

Here (r, f, z) are the cylindrical coordinates, k relates to
the angular frequency o by the dispersion relationship
[Eq. (37)], and the effective (relative) permeability meff is
[Eq. (38)]

meff ¼
m2 � k2

m
ð90Þ

where k and m are the Polder permeability tensor elements
[Eqs. (10)–(14)]. The normal-mode solution of a thin ferrite
disk/ring resonator can thus be solved assuming the mag-
netic wall boundary conditions at the peripheries, result-
ing in analytic solutions involving the Bessel and the
Neuman functions.

For a disk resonator of radius R, the magnetic wall
boundary conditions require

hfðRÞ¼ 0 for n¼ 
 1; 
2; . . . ð91Þ

or

J
0

nðkRÞ �
k
m

nJnðkRÞ

kR

� �
¼ 0 ð92Þ

from which the normal-mode frequency o or k can thus be
solved as a function of Hin, or H0, Eq. (18). For a ferrite
ring resonator of inner radius R1 and outer radius R2, the
magnetic wall boundary conditions require

hfðR1Þ¼ 0; hfðR2Þ¼ 0; for n¼ 
 1; 
2; . . . ð93Þ

or

J
0

nðkR1Þ �
k
m

nJnðkR1Þ

kR1

� �
þ a N

0

nðkR1Þ �
k
m

nNnðkR1Þ

kR1

� �
¼ 0

ð94Þ

J
0

nðkR2Þ �
k
m

nJnðkR2Þ

kR2

� �
þ a N

0

nðkR2Þ �
k
m

nNnðkR2Þ

kR2

� �
¼ 0

ð95Þ

Here a denotes an unknown mode-mixing parameter. By
solving Eqs. (94) and (95) simultaneously, k and a are de-
termined, giving rise to the normal-mode frequency as a
function of Hin, or H0, Eq. (18). In the above equations Jn

denotes the Bessel function of order n, and Nn the Neu-
man function or order n, and n¼ 1,2,3,y for the dipole,
quadrupole, and octopole modes, respectively.

A gyromagnetic medium, or a ferrite, is characterized
by a nonvanishing off-diagonal element of the Polder per-
meability tensor k [Eqs. (10) and (12)]. If k is zero, the
medium becomes isotropic, and wave propagation is re-
ciprocal with respect to the wave traveling direction, or
the sign of the modal number n in the equations above. For
an isotropic medium, Eq. (92) and Eqs. (94) and (95) re-
duce to those ordinary equations describing the normal-
mode solutions of an isotropic disk resonator and ring
resonator, respectively. However, if k is nonzero, wave
propagation is nonreciprocal and the normal-mode solu-
tions become dependent on the wave traveling directions,
or the sign of the modal number n, as implied by Eq. (92)
and Eqs. (94) and (95) for a ferrite disk resonator and ring
resonator, respectively. This forms the basis for the oper-
ation of a phase shifter using a nonreciprocal ferrite res-
onator.

Thus, by coupling out the resonant mode selectively
from a sequence of positions of the resonator showing cir-
cular symmetry, the output phase can be varied, but keep-
ing the output amplitude at a rather constant level. In
making this statement we have assumed that the input
position is fixed. The reverse also holds true. That is, by
keeping the output position fixed, the output phase, but
not the amplitude, can be varied if the input position is
selectively changed from a sequence of positions showing
circular symmetry, exciting the resonant mode with a def-
inite phase. Since the ferrite operation is designed away
from ferrimagnetic resonance (FMR), low insertion loss is
thus possible. Note that a ferrite junction circulator, which
makes use of the standing modes excited inside a ferrite
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resonator (rather than the aforementioned traveling
waves excited inside a nonreciprocal ferrite phase shift-
er), has generally shown an insertion loss less than 0.5 dB,
and an even smaller insertion loss, say, less than 0.1 dB,
can be obtained if the circulator operates over a narrow
frequency band. This implies that phase shifts obtained
from using a nonreciprocal ferrite resonator can poten-
tially show low insertion loss, if the coupling impedance
has been well matched at the input/output ports.

Depending on the speed requirement, the output phase
from the ferrite resonator can be coupled out using switch-
es of various kinds, including mechanical switches, optical
switches, electronic switches, or electromechanical switch-
es. A mechanical switch might be slow, but it is neverthe-
less cost-effective. Electronic switches can be fabricated
using semiconductor junctions located in close proximity
to the resonator ports to be integrated with the other
phased-array elements. Microelectromechanical switches
(MEMSs) provide high isolation between ports. Optical/
superconducting switches are fast devices, and a response
time shorter than 1 nsec can be readily achieved.

Phase shifters using ferrite resonators are narrowband
devices whose bandwidth is typically 5% of the transmis-
sion frequencies. However, one is allowed to vary the bias
field magnitude so as to alter the resonant mode of the
resonator, resulting in continuous tuning of the transmis-
sion frequency. In this sense, phase shifters using ferrite
resonators are operational as broadband devices. Howev-
er, if broadband transmission is not a requirement, the
resonator can be fabricated using a self-biasing hexafer-
rite so that the need for external bias is eliminated. Also,
the fabrication of a phase shifter utilizing a ferrite reso-
nator is cost-effective, since, once it is fabricated, there is
no need for individual tuning for performance adjustment,
because the transmission amplitude is a constant, as im-
plied by the resonator’s circular geometry. Phase shifters
using ferrite resonators can be fabricated over all the mi-
crowave bands, from UHF to millimeter-wave frequencies.

Figure 19 shows an example that a ferrite-ring reso-
nator serves to provide phase shifts invoking a rotating
arm as the coupling mechanism. Unlike the other elec-
tronic/optical/MEMS coupling mechanisms, a rotating
arm gives continuous change in phase shift angles. In
Fig. 19 a hole is drilled with the ferrite substrate that
constitutes the central hole of the ring resonator, as shown
in Fig. 19. In Fig. 19 port 0 is not fixed in position, and is
allowed to rotate around an axis at the center of the res-
onator, contacting loosely, but coupling tightly to, the in-
ner periphery of the ring patch of the conductor circuit of
the resonator. Air is used as the substrate material for
port 0 so as to facilitate the mechanical motion of the ro-
tating arm intended there. The other end of port 0 is con-
nected to the central conductor of a coaxial cable, which
penetrates through the ground plane of the resonator from
below, protruding into the hole region formed by the fer-
rite resonator, joining port 0 and making a 901 angle at the
point of joint. This forms a rotating arm, consisting of port
0 and the central conductor of the coax cable, shaped as
the letter ‘‘L’’ but upside down. Via a gear assembly,
the coax cable, and hence the rotating arm, is loaded
into a step motor that drives the rotating arm to perform

rotational motion, as shown in Fig. 19. A rotary joint is
used to isolate the rotational motion of the coax cable from
the coax launcher, which serves as the entrance for the
input signal.

A prototype phase shifter device, whose schematic is
shown in Fig. 19, has been fabricated and tested by Ho-
tech. The resonator used garnet G1010 (Trans-Tech, Ad-
amstown, MD) biased by a magnet located under the
resonator (Fig. 19). The bias field was measured to be
1050 kOe, and the resonant mode was identified as the 1þ

mode at 3.78 GHz (clockwise rotating dipole mode). The
measured transmission phases, as well as amplitudes, are
shown in Fig. 20 at the resonant frequency, as a function of
the rotating arm positions, normalized with respect to
those values when the rotating arm is located along the
output port direction (Fig. 19). From Fig. 20 it is seen that

Rotary joint

Gear

Input        

Motor

Gear

Substrate

Ring-shape
magnet

Output 1

Image plane

Ground plane

0

Figure 19. An example of microwave phase shifter construction
using a nonreciprocal ferrite resonator. Due to the removed de-
generacy in wave propagation, the phase of the resonant mode
can thus been uniquely determined. The resonant mode is coupled
out via the use of a rotating arm driven by a stepped motor to
select the output phase via mechanical means.
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the output phase from the phase shifter follows exactly the
rotating arm position. Note that in Fig. 20, the measured
transmission amplitudes of the phase shifter fluctuate
slightly, to an extent of about 72 dB, due to the imperfec-
tion impressed with device fabrication (the rotating arm
was fabricated a bit off center). The measured bandwidth
of the phase shifter was about 5% of the center transmis-
sion frequency, as expected. The minimum insertion loss
was measured to be 0.33 dB when the rotating arm was
located pointing along a 901 angle (see Fig. 20).

Instead of adopting mechanical means, the phase of the
resonant modes excited with the ferrite ring resonator of
Fig. 19 can also be coupled in and out using switches, as
shown in Fig. 21. Although the construction of a mechan-
ical rotating arm is cost-effective (Fig. (19)), its operation
is slow, in the order of milliseconds, suffering from poten-
tial problems such as worn-out materials and hence me-
chanical breakdown. By using electronic switches, the
phase shifter becomes more reliable and its response
time greatly improves, in the order of microseconds for
semiconductor junctions or MEMSs, and nanoseconds for
superconducting or optical switches. The phase shifter,
circuit shown in Fig. 21 consists of 64/8 switches at the
inner/outer ports capable of providing 512 discrete phase
angles in operation, if both the inner and outer port
switches are under selection at the same time . Most im-
portantly, the input/output ports are all symmetric with
respect to one another, ensuring the transmission ampli-
tude from the phase shifter to be uniform and independent
of the angle in phase shifting. By applying a magnetic field
perpendicular to the ring plane, one can vary the effective
permeability of the ferrite resonator, resulting in tuning in
the transmission frequencies. The tuning range of an oc-
tave band can be readily obtained from UHF to beyond
Ka-band frequencies. A U.S. patent for the shifter circuit
shown in Fig. 21 is currently pending (Hotech, 2004).

6. MAGNETOSTATIC WAVES AND YIG FILM DEVICES

There exists an ever-increasing demand for signal pro-
cessing devices that can be used for radar detection, elec-
tronics communication, and instrumentation applications.
At UHF frequencies surface acoustic wave (SAW) devices
have been widely used, providing phase shifting, time de-
laying, and other analog signal processing functions. How-
ever, at higher frequencies (42 GHz), SAW devices are
inefficient because of device fabrication and increased in-
sertion loss. At microwave or even millimeter-wave fre-
quencies signal processing devices have been largely
achieved utilizing the newly developed magnetostatic
wave (MSW) technology providing similar functional per-
formance as SAW devices. Additional advantages include
lower insertion loss, large bandwidth up to 1 GHz, ease of
fabrication, frequency tuning, dispersion shaping, and
nonlinear operation.

In contrast to SAWs, MSWs are very disperse and can
be controlled readily by means of an external magnetic
field. In principle, three basic types of MSWs are distin-
guished: forward volume MSW (MSFVW), backward vol-
ume MSW (MSBVW), and surface MSW (MSSW). An
MSFVW is excited in the ferrite material, usually a YIG
film, magnetized perpendicularly to the film plane. An
MSBVW is excited in a YIG film and the magnetization
direction is in the film plane along the wave propagation
direction. An MSSW is also associated with a transverse
magnetization, but the wave propagation is perpendicular
to the direction of magnetization. For detailed discussions
about excitation and dispersion trends of these three
types of MSWs, see text discussion following Fig. 2. All
three types of MSWs can be effective used in fabricating
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Figure 20. Transmission phase and amplitude at the resonant
frequency plotted as a function of the rotating arm position. The
measured phase and amplitude values have been normalized with
those when the rotating arm is located at the 01 position, that is,
when the arm is pointing toward the output port shown in Fig. 15.
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Figure 21. Novel ferrite phase shifter allowing for 512 phase
values subject to frequency tuning capability. Isotropic symmetry
of the device circuit ensures the phase shifting function to be
uniform independent of the derived phase values.
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microwave devices, such as delay lines, tunable filters,
phase shifters, resonators, noise suppressers, and ampli-
tude correctors.

In order to reduce wave propagation loss, high-quality
single-crystal yttrium iron garnet (YIG) films are usually
used for the fabrication of MSW devices. When YIG single-
crystal films are epitaxially grown on gandolinium galli-
um garnet (GGG) substrates, the ferromagnetic resonance
(FMR) linewidth DH can be as narrow as 0.3 Oe at 9 GHz
and 0.6 Oe at 20 GHz. Using Eq. (45), the propagation loss
in an MSW delay line is 23 and 46 dB per ms at 9 and
20 GHz, respectively. Therefore, for a typical delay-line
application, the propagation loss requiring 200 ns delay
will be, respectively, 4.6 and 9.2 dB at 9 and 20 GHz. This
compares very favorably with other kinds of delay lines
such as a coaxial cable; at 9 GHz, a 200-ns coaxial cable
would require a length of 50 m long, resulting in 30 dB loss
in propagation.

MSWs are excited within YIG films using either mi-
crostrips or striplines as the transducer circuits. The guid-
ed electromagnetic modes of the transducers couple with
the intrinsic excitations of the YIG films to launch mag-
netostatic waves traveling down from the input to the
output transducers to perform the signal processing func-
tions. In addition to straight microstrip/stripline trans-
ducers, meander lines, gratings, and interdigital and
unidirectional transducers can also be used to couple in
and out the MSW signals. Transducers involving short-
circuited and open-circuited microstrip lines are common-
ly used for broadband MSW device applications. The
entire MSSW, MSFVW, or MSBVW frequency band can
be excited by using a narrow (10-mm) microstrip transduc-
er. For narrowband devices, meander lines and gratings
can be used. These transducers can be designed with
50–75O input impedance over broad frequency bands,
and matching circuits can be used to reduce mismatch
losses.

In order to reduce spurious reflection of MSWs from the
YIG film edges, MSW terminations or absorbers need to be
utilized. These terminations can appear in the form of fer-
rite powders, or iron/permalloy rods, or even recording
tapes, or GaAs thin films may be placed at the YIG edges.

However, the simplest way to avoid MSW interference is
to cut the YIG edges into angles other than 901 such that
the reflected beam is directed away from the active area of
the MSW device [49]. Among the many MSW applications
discussed in this section, we will briefly discuss the oper-
ation of MSW delay lines, filters, directional couplers, and
resonators. Other nonlinear and magnetooptic MSW de-
vices will be discussed in Sections 7 and 9, respectively.

6.1. MSW Delay Lines

Figure 22 shows the commonly used flip-over configura-
tion for MSW delay lines. Microstrip lines serving as the
transmitter and receiver for MSWs are fabricated using
photolithographic technique on top of a dielectric superst-
rate such as alumina, sapphire, fused silica, or duroid
material. The high-quality crystal YIG film epitaxially
grown on GGG substrate is brought in contact with the
transducers via a spacer layer and the overall dielectric–
spacer–YIG–GGG assembly is placed between the poles of
the biasing magnet. The biasing magnetic field can be di-
rected either on the YIG film plane parallel to or perpen-
dicular to the microstrip lines, or perpendicular to the YIG
film plane, to provide MSBVW, MSSW, or MSFVW delay-
line operation, respectively. Therefore, due to the coupling
between the electromagnetic waves (EMWs) induced by
the microstrip lines and the MSWs, the microstrip trans-
mitter will excite MSWs that travel down the delay-line
structure to be picked up by the microstrip receiver. Let-
ting the distance between the transmitter and the receiver
be D, the time delay for this device is

td¼
D

vg
ð96Þ

where vg¼do/dk denotes the group delay velocity of
MSWs.

Delay-line elements exhibiting a linear dependence of
the delay time td on frequency are key components in
pulse compression radar, microscan receiver, and Fourier
transform systems. In general td is highly dispersive, de-
pending nonlinearly on frequency. There exists various
methods that allows td to show linear dependence on

YIG film Alumina superstrate

GGG substrate

(EMW) (EMW)

(Propagating MSW)

Microstrip
transmitter

Ground plane
Microstrip
receiver

Figure 22. Schematic showing the MSW de-
lay-line configuration. Microstrip transducers
are used to couple in and out the MSWs. De-
pending on the direction of the bias magnetic
field, all types of MSWs can be excited and de-
tected using the present circuit configuration.
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frequency over broad-frequency bands [50,51]. For exam-
ple, at X band it is possible to show 1 GHz bandwidth for a
linearly dispersion delay line by using a thin YIG film
with thickness 20 mm covered with a thin dielectric su-
perstrate of the same thickness [50]. Alternatively, the
linear dependence of td on frequency can be obtained by
varying the separation distance between the ground plane
and the YIG film [51], using the bias field gradients [52],
or deploying multiple YIG films [53].

Nondispersive broadband delay lines are potential de-
vices replacing phase shifters at microwave frequencies,
providing electronically tuning capability for phased-ar-
ray antenna and other signal processing component ap-
plications. Therefore, we require the time delay td to be
independent of the bias field strength and, hence, the fre-
quency over a broad frequency bandwidth. A possible so-
lution to this requirement is to cascade two broadband
linearly dispersive delay lines with opposite propagation
characteristics; that is, the first device operates for for-
ward volume MSWs and the second, for backward MSWs
such that they compensate each other to provide nondis-
persive dependence on frequencies. Other methods make
use of nonuniform bias field [52] and multilayer structure
[53], as discussed for the construction of a linearly disper-
sive delay-line device.

6.2. MSW Filters

Filtering of electronic signals is performed as a frequency-
selective process realized in the frequency domain. In
principle, any delay-line configuration can be viewed as
a frequency filter structure provided that the following
features are emphasized: low insertion loss occurring at
the passband and high attenuation occurring at the stop-
bands. The filter characteristics can be feasibly obtained
by controlling the transducer dimensions and the YIG/
ground-plane separation. While short-circuited straight
microstrip lines are generally used as transducers for a
broadband filter, multielement grating transducers, such
as those shown in Fig. 23, are used to synthesize narrow-
band filters. As such, narrowband filters of bandwidth
30 MHz tunable from 3 to 7 GHz have been successfully
demonstrated [54]. Similarly, by carefully adjusting the
width of the short-circuited microstrip transducer and the
YIG film thickness, a broadband filter tunable from 0.3 to
12 GHz with stopband rejection better than 45 dB has
been shown [55]. The advantage of using a MSW filter is
that the passband can be tuned by varying the strength of
the bias magnetic field.

6.3. MSW Directional Couplers

Figure 24 shows the schematic of an MSW directional
coupler, with which two YIG films are deployed face to
face, separated by a dielectric spacer. Ground planes are
deposited on the outer sides of the GGG substrates and
two multistrip lines are used as transducers, coupling in
and out microwave energy though exchange of MSWs. By
careful design of the microstrip line spacing as well as the
dimensions of the dielectric spacer, the characteristic of a
directional coupler can be obtained. Operation at full pow-
er coupling is possible [56]; hence, the directional coupler

Parallel-Bar
line

Interdigital
line

Meander
line

Figure 23. Microstrip circuit showing the geometry for multiel-
ement grating transducers used for excitation and receiving
MSWs over a narrow frequency band for tunable filter applica-
tions.

(Side view)
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YIG Film

GGG

Ground plane

Power outDielectric
 spacer

Power in

Multi-strip
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Figure 24. Schematic showing the MSW directional coupler con-
figuration. Microstrip multistrip transducers are used to couple in
and out the MSWs. All types of MSWs are possible depending on
the bias field direction. The coupling coefficient between the input
and output ports can be varied by changing the strength of the
bias magnetic field.
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can be equivalently used as a bandpass filter. Also, by
varying the bias field strength the power transferring co-
efficient of the directional coupler can be consequently ad-
justed.

6.4. MSW Resonators

Although the MSW bandpass filters discussed above are
useful for many applications, occasionally, considerable
signal selectivity may be required over as narrow a pass-
band width as possible. For example, tunable MSW reso-
nators can be used as the frequency-selective elements in
tunable oscillator circuits in the microwave frequency
bands. MSSW resonators can be constructed by placing
reflective metal gratings at the edges of the resonating
cavity. Alternatively, grooves may be cut on the YIG film
surface using wet etching or ion bombardment to form an
MSSW cavity. This is shown in Fig. 25, in which two ar-
rays of straight grooves are etched parallel to but on the
two sides of the microstrip transducer lines, and, MSSWs,
once generated, bounce back and forth indefinitely be-
tween these two groove arrays at resonance. As reported
by Castera [57], MSSW resonators fabricated in this man-
ner have shown a tuning capability between 2 and 5 GHz,
exhibiting a loaded Q of 500 and an off-resonance rejection
level of 15 dB.

For MSFVWs the bias magnetic field is perpendicular
to the YIG film plane, and hence the propagation of
MSFVWs is isotropic in all directions in the film plane.
As such, the MSSW resonator shown in Fig. 25 is not
suitable for MSFVW applications; it will result in poor off-
resonance isolation, since at off resonance the propagation
of MSFVWs at slightly tilted angles may still satisfy the

resonance condition. To avoid this drawback, a new con-
figuration that involves two cavities coupled by MSFVWs
has been proposed [58], as shown in Fig. 26. Each cavity
consists of two etched-groove gratings and a single micro-
strip transducer. The two cavities are placed at a 901 angle
and are coupled by a 451 obliquely oriented gratings ca-
pable of deflecting the incident MSW beam by a 901 angle.
The resonators reported by Castera and Hartemann [58]
exhibited insertion losses between 20 and 32 dB and a
loaded Q value of 290–1570 over a tuning range of
2–11 GHz.

The resonator structures discussed so far involve re-
flection surfaces or mirrors, which is complex in the sense
that they require groove or metal-strip arrays to be fabri-
cated on the YIG film surface. To avoid this complexity, it
is also possible to directly use the straight edges of the YIG
film to form a MSW cavity resonator. Figure 27 shows
such a straight-edge resonator (SER) device, where the
YIG/GGG resonator, which is of a rectangular shape cut
by a dicing saw, is place on top of the dielectric substrate
coupled in and out by the short-circuited microstrip trans-
ducers on both sides of the resonator. Depending on the
bias field direction, both MSSW and MSFVW SERs can be
constructed. Thus, MSSWs propagate along the surface of
the YIG film and are reflected back onto the surface at the
straight edges. A standing-wave pattern results and a
high-Q resonance is obtained. In this manner a MSSW
SER has been reported [59], exhibiting an insertion loss of
3.1 dB and a sideband suppression level better than 20 dB
tunable from 1 to 22 GHz.

Finally, we consider the MSW structure of Fig. 28,
which depicts a one-port resonator circuit. The circuit of
Fig. 28 can be fabricated using photolithographic tech-
nique, and, hence, cutting of reflective grooves on the YIG
film is avoided. In Fig. 28 MSWs are excited within the
metal window coupled in and out via the microstrip trans-
ducer. In order to form total reflection of the MSWs at the
window boundary, and hence to achieve a high Q value,
the geometry of the resonator needs to be carefully de-
signed. The circuit of Fig. 28 allows for operation for all
types of MSWs, and simple MSW resonators can be con-
structed.

7. MAGNETIC MICROWAVE NONLINEAR DEVICES

As discussed in Section 1, nonlinear terms appear in the
equation of motion whenever the small-signal assump-
tions no longer hold true for the magnetization vector.
Under these conditions, the magnetization field will cou-
ple to itself, resulting in spin-wave interactions between
different wavenumbers and frequencies [Eq. (64)]. In this
section we discuss how this nonlinear phenomena can be
utilized for device applications. Among many important
nonlinear devices, we will discuss frequency-selective lim-
iters, signal-to-noise enhancers, amplitude correctors, and
ferrimagnetic echoing devices.

7.1. Frequency-Selective Power Limiter

Frequency-selective limiters have been demonstrated us-
ing YIG spheres and ferrite slabs in the waveguide, coax,
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Figure 25. Schematic showing the configuration of an MSSW
resonator. Reflecting arrays of grooves are cut on the YIG film
surface to form an MSSW cavity resonator. The bias field is ap-
plied parallel to the microstrip transducer direction.
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and stripline configurations [60]. We will discuss here the
limiter operation using a single-crystal YIG film arranged
in the configuration shown in Fig. 3 of Section 1, except
that a meander line is normally used instead of a straight
microstrip line. Also, a thick YIG film is preferred, because
it implies an abundant spin-wave spectrum allowing the
guided electromagnetic waves to react sufficiently with
spin waves to induce instability at high power. All types of
ferrite frequency-selective limiters operate analogously;
when a transmission line is loaded with a ferrite element,
the transmitted power cannot exceed a threshold value
beyond which catastrophic energy transfer occurs be-
tween the guided RF electromagnetic fields and the spin
precessional motion. This phenomenon has been discussed
in Section 1, and it is generally known as the Suhl spin-
wave instability [13]. Parallel pumping instability is irrel-
evant, since it requires the RF magnetic field to be applied
parallel to the applied DC field direction, and this is not
the case here.

Figure 29 depicts a simple picture explaining the op-
eration of frequency-selective power limiter. As shown at
the top left of Fig. 29, the relationship between the input
power Pin and the output power Pout is roughly linear only
when Pin is smaller than Pth, the threshold power. When
Pin is larger than Pth, we observe that Pout becomes grad-
ually saturated at Ps, and the excess power, Pin�Pout,
couples into spin-wave motion to be ultimately converted

into lattice vibration, and hence dissipated as heat. Thus,
when Pin is given as a function of frequency, as shown at
the bottom left of Fig. 29, the excess power of Pin�Pth will
be removed by the limiter and the resultant output char-
acteristic will be as shown at the top right of Fig. 29.We
note that Fig. 29 shows only an idealized operation. In re-
ality, the Ps level shown in the Pout/Pin diagram is not a
constant; it increases slightly with Pin when Pin exceeds
Pth. As such, instead of showing chopped-head peaks, the
output will consist of rounded-head transmission peaks in
the Pout/Pin diagram shown in Fig. 29.

As an example, in Ref. 61 a 57-mm-thick YIG film was
coupled to a 25-mm-wide microstrip meander line of char-
acteristic impedance 50O fabricated on a high-dielectric-
constant substrate. This limiter, which operated in the 2–
4 GHz range showed a limiting range of 25 dB, a threshold
input power level of 0 dBm, and a small-signal loss of 7 dB.
The upper frequency limit was not sharply defined, since
the limiting power decreased with increasing frequency,
but operation up to 8 GHz is possible with this device.

The failure of the limiter device reported by Stizer and
Goldie [61] to operate at high frequencies can be explained
in terms of the onset condition giving rise to Suhl’s spin-
wave instabilities. As discussed in Section 1, Suhl’s first-
order instability occurs for spin waves possessing a fre-
quency equal to half the applied RF frequency. Thus,
above 8 GHz, the instability will occur in spin waves of
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Figure 26. Schematic showing the configuration of
an MSFVW resonator. Two cavities are placed at a
901 angle, and are coupled via MSFVWs passing
through an obliquely oriented groove grating array.
The bias field is applied perpendicular to the YIG
film plane.
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frequencies exceeding 4 GHz, which are located above the
spin-wave manifold extending the frequency range from 2
to 4 GHz. The second-order spin wave instability, which
involves spin waves of the same frequency as the applied
RF signals, has a higher threshold and is not used in fre-
quency-selective power limiters. Thus, a power limiter is
operational only when half the applied frequency falls
within the spin-wave manifold region bounded by the two
frequencies o1 and o2 shown in Fig. 1. Since o1 and o2 can
be tuned by varying the applied field strength, the limiter
is therefore termed a frequency-selective device.

7.2. Signal-to-Noise Enhancers

Epitaxially grown single-crystal YIG films have been used
to fabricate frequency-selective limiters and signal-to-
noise enhancers. Although the construction of these two
devices is very similar, as shown in Fig. 3, they perform
opposite signal processing functions. The limiter presents
low attenuation to low-intensity signals and high attenu-
ation to high-intensity signals while the signal-to-noise
enhancer attenuates weak signal more severely than
strong signals. However, the major difference results
from the origin of nonlinearities admitting the operation
of these two devices. For a limiter the nonlinear coupling
is related to the onset of spin-wave instabilities, whereas
the nonlinear behavior of a signal-to-noise enhancer
comes from the generation of magnetostatic waves
(MSWs). The occurrence of the latter is at a power level
much lower than that of the former.

Although a power limiter and a signal-to-noise en-
hancer are constructed using a configuration similar to
that shown in Fig. 3, they are operational under different
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Figure 27. Schematic showing the configuration of a two-port
MSW straight-edge resonator. The bias field can be applied per-
pendicular to the microstrip transducers in the YIG film plane, or
perpendicular to the YIG film plane for MSFVW or MSSW oper-
ation, respectively.

Ground plane

(Top view)

GGG

Dielectric superstrate

Metal circuit YIG Film

MSW

(Top view)
Power in/out

Figure 28. Schematic showing the configuration of a one-port
MSW groove-free resonator. The bias field can be applied either
perpendicular to the microstrip transducer in the YIG film plane,
or perpendicular to the YIG film plane for MSFVW or MSSW op-
eration, respectively.
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Figure 29. Power transmitted through a nonlinear frequency-
selective limiter. Input power spectrum is shown at the bottom
left, and the output power spectrum is shown at the top right. The
relationship between the input and the output powers is shown at
the top left.
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physical principles. While the former device requires the
insertion loss to increase with input power, the latter re-
quires the insertion loss to decrease with input power. A
power limiter circuit will couple most efficiently with spin
waves, whereas a signal-to-noise enhancer will avoid this
by operating at a frequency o so that o/2 is located well
beyond the spin-wave manifold region. On the contrary, a
signal-to-noise enhancer will couple tightly with magne-
tostatic waves, for example, MSSW, while for a power lim-
iter this is seldom the case. As a result, meander lines are
commonly used in power limiter circuits.

Let us examine the configuration of Fig. 3. Here we as-
sume that the biasing magnetic field is applied parallel to
the microstrip direction such that MSSWs are excited
propagating perpendicular to the strip. Since the genera-
tion of MSSW in this configuration is very efficient, the
input RF power is almost entirely consumed for the gen-
eration of MSSWs at low input-power levels. However, as
the input power increases, the amplitudes of MSSWs in-
crease accordingly until reaching saturation beyond which
no more conversion into MSSWs is appreciable. Figure 30
shows that PMSSW increases with the input power Pin lin-
early in the initial region but saturates at large Pin. The
functional dependence of PMSSW is similar to that of the
output power from a limiter device shown in Fig. 29. The
output power from the signal-to-noise enhancer is
Pin�PMSSW, which is shown as the heavy line in Fig. 30.
Thus, from Fig. 30 we conclude that low-intensity signals
will be damped more by the generation of MSSWs than
high-intensity signals.

The top diagram in Fig. 31 shows the power spectrum
output from a signal-to-noise enhancer device based on
the input spectrum shown at the bottom of the figure. It is
seen in Fig. 30 that noises, appearing at low power levels,
are damped out, leaving alone the high-level signals with
improved signal-to-noise ratio. Again, Fig. 30 shows an
idealized situation in which Ps does not depend on the

input power level Pin. In reality Ps will increase slightly
with Pin when saturation is approached. As an example,
Adam and Stizer [62] show a signal-to-noise enhancer de-
vice centered at 3.3 GHz with a bandwidth of 800 MHz
that exhibited 16 dB less attenuation when the input pow-
er increased from � 6 to þ10 dBm.

7.3. Amplitude Correctors

For signal processing at microwave frequencies broadband
amplifiers are needed whose characteristics are desired to
show linear dependence on the amplitude of the input sig-
nals. However, for most power amplifiers including micro-
wave traveling-wave tubes (TWTs), the amplification is
deteriorated at high power, resulting in reduced power
amplification for high-power input signals. One possible
way to resolve this problem is to compensate the input
power with a corrector that attenuates more input power
at low input power levels. This is exactly the same char-
acteristic that we have discussed for a signal-to-noise en-
hancer, and, hence, it can be equally used as an amplitude
corrector device. It was shown [63] that an amplitude cor-
rector operated at 3 GHz with low and high signal sup-
pression level of 4.2 and 1 dB, respectively, and the
threshold power level was 100 mW. This device was
equipped with an O-type TWT operating from 2.5 to
3.6 GHz, and corrected output characteristics have thus
been obtained.

7.4. Nonlinear Ferrimagnetic Echoing Devices

Echo phenomena are characterized by reradiation of the
input signals stored in a nonlinear system through the
agitation of a consequently applied pump pulse. Observa-
tion of ferrimagnetic echoes was first reported in 1965 by
Kaplan in polycrystalline YIG samples [64]. Amplified
echoes were thereafter reported in cylinders and truncat-
ed spheres of YIG crystals [65] and in single-crystal YIG
films [66]. Echo experiments offer a possibility of a novel
approach to performing important signal processing func-
tions, such as nondispersive time delay and pulse corre-
lation in the frequency range below 10 GHz. Within the
demand of electronic technology advances there is now a
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Figure 30. The relationship between the input power Pin and the
output power Pout of a signal-to-noise enhancer. The converted
MSSW power PMSSW is also shown, and Pout¼Pin�PMSSW.
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renewed interest in the use of ferrimagnetic echoing
devices.

Among many nonlinear systems capable of producing
an echoed signal (e.g., cyclotron echo, plasma echo, molec-
ular echo, phonon echo, and spin echo), only ferrimagnetic
echo can show amplification. This feature renders the
ferrimagnetic echo phenomena in a very unique position
for device applications. Ferrimagnetic echo is concerned
mainly with the reservoir of the electron spin system pro-
vided by a YIG crystal that is nearly the perfect medium
for signal storage. Thus, in view of the extremely narrow
FMR linewidth (0.3 Oe at X band) the damping action ac-
companying the spin motion in the YIG crystal is very
small; once the spins are put in motion, they will continue
the motion indefinitely in time exhibiting very little at-
tenuation. The lifetime of the magnons in a YIG crystal is
very long, usually exceeding 1 ms. Ferrimagnetic echo sig-
nals are shown at the top of Fig. 6 in conjunction with in-
termodulation signals shown at bottom that are induced
by a ferrite junction when excited at high power. We imag-
ine that at the time instant t¼ � t a signal pulse is applied
to the YIG crystal setting the spins in precessional motion.
Before the spin motion damps out, a pump pulse is applied
at the time instant t¼ 0, which is so intense that nonlinear
interaction is aroused in the spin system. Due to the (odd)
cubic nature of the interaction, the process of time conju-
gation is recalled, which reverses the timescale for the
stored signal such that the spins begin to precess in the
opposite direction. As a consequence, at time t¼ t (	 1 ms)
the original signal pulse recovers, which appears as the
image, or replica, of the original signal echoed back by the
pump pulse (see Fig. 6, the top diagram).

However, we must emphasize that if the cubic interac-
tion is local in nature, no amplification is possible for the
echoed signals, as occurs in the other nonlinear systems
involving only isolated echoing sites. For ferrimagnetic
echo the nonlinear interaction is brought about by the
dipolar field interacting with the nonlocal spin waves
showing a long-range dependence (this nonlocal interac-
tion can be described in terms of a Green function whose
kernel shows a 1/r dependence [25,26], see Eq. (100)
below). As such, the echoed signal can show amplification,
receiving power from the pump pulse not only to duplicate
the signal waveform to result in an echo but also to am-
plify the echoed signal to high intensity. The amplification
gain can be as large as 100, as measured experimentally
[64] and calculated theoretically [25,26].

Ferrimagnetic echo experiments are carried out using
crystal YIG bulk or thin-film materials in the presence of a
high-magnetic-field gradient (E1 kOe/cm). In order to ob-
tain high amplification gain, the YIG material needs to be
clamped between two polycrystalline poles to effectively
suppress the demagnetizing field. Theoretically it has
been demonstrated that the DC demagnetizing field has
adverse effect in reducing the echo gain to zero [25,26].
This result is consistent with Suhl’s finding [13] that the
DC demagnetizing field is apt to enhance spin-wave in-
stability resulting in subsidiary absorption during micro-
wave resonance measurements.

Finally, we want to point out the similarities between
the ferrimagnetic echo signals and the intermodulation

noise observed in a ferrite circulator junction [24]. As
shown at bottom of Fig. 6, two RF signals at adjacent fre-
quencies f1 and f2 will couple each other to form intermod-
ulation noises at frequencies 2f1� f2 and 2 f2� f1.
Intermodulation signals grow rapidly with power, which
may be identified as clicking noises in a telephone line.
Actually, both the echoing signals and the intermodula-
tion noises are generated through the same cubic interac-
tion terms in the equation of motion, Eq. (64). The only
difference is that echo is a phenomenon in the time do-
main, whereas intermodulation is manifested in the fre-
quency domain. While the DC demagnetizing field has
been shown to have adverse effects in influencing the echo
gain in the time domain, it has also been demonstrated
that the same demagnetizing field will enhance the inter-
modulation level in a circulator junction [24]. Therefore,
the DC demagnetizing field needs to be suppressed or
minimized in nonlinear studies of ferrites applied at high
power concerning the phenomena of spin-wave instabili-
ties, the echo gain, and the intermodulation noise.

8. MAGNETIC SOLITONS

It is widely recognized that the study of nonlinear equa-
tions and their solutions is of great importance in many
areas of physics. Of particular importance are nonlinear
wave equations that admit large-amplitude solitary wave
or soliton solutions that retain their shape during propa-
gation. Such solutions have received considerable atten-
tion by elementary particle physicists since they may be
regarded as extended particle-like solutions of nonlinear
field equations. The study of solitary waves has proved
fruitful in many areas of condensed-matter physics as
well, for example, in theories of Bloch walls that separate
domains in magnetic materials [3], structural phase tran-
sitions [67], liquid helium 3He [68], 2D fluxons in Joseph-
son weak-link junction [69], and low-temperature charge
density wave condensates [70]. Engineering applications
prefer solitonlike wavepackets or pulses to be formed in
materials allowing the carried information to be transmit-
ted over long distance without experiencing much atten-
uation and dispersion, such as for the study of optical [71]
and microwave [72] magnetic envelope solitons. In this
section Bloch wall solitons and magnetic microwave en-
velope solitons, referred to in general as magnetic solitons,
are briefly introduced.

The first documented observation of the solitary wave
was made in 1834 by the Scottish scientist John Scott
Russell [73]. While observing the movement of a canal
barge, Scott Russell noticed a novel type of water wave on
the surface of the canal, in the form of a long bell-shaped
wave that emerged and traveled down the channel—it did
not cause rippling of the water, instead it remained stable
and localized without change of waveform and diminution
of speed over a distance about 2 miles in propagation. This
type of water wave is now known as KdV solitons, short-
ened for Kortweg and de Vries, who first successfully dem-
onstrated the underlying mathematical solutions in 1895.
The other two well-known soliton systems are associated
with the sine Gordon and the nonlinear Schrödinger
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equations, describing the kinetics and dynamics of mag-
netic Bloch walls and microwave magnetic envelope soli-
tons, respectively, discussed in the section.

In a nonlinear system that admits soliton-like solu-
tions, two kinds of elementary exciations are possible: (1)
particles with a finite amplitude in excitation called sol-
iton/antisoliton, or bright/dark solitons, which possesses a
finite mass; and (2) massless particles, with an infinites-
imal excitation amplitude, called quasiparticles. Exam-
ples of solitons/antisolitons are electrons/positrons, and so
forth, and quasiparticles are phonons, magnons, photons.
Solitons and anti-solitons are topological entities, some-
times called ‘‘kinks’’, whose waveform shapes are self-bal-
anced so that dispersion imposed by the wave equation
cancels exactly the nonlinear contribution from the am-
plitude of wave excitation. Thus, solitons and antisolitons
carry shape integrity along with their motion, retaining
their respective waveform shapes after the collision pro-
cesses, similar to those massive particles observed in the
physical world. Furthermore, like particles and antiparti-
cles, a soliton can collide with an antisoliton, resulting in
pair annihilation, ending up with radiations in the form of
massless particles. Although losses can be readily added to
the system, they will not affect the waveform shapes of
solitons and antisolitons. Rather, the added loss terms in
the equation of motion can merely introduce damping
forces impeding the particles’ mobility in their kinetic mo-
tion. At a given temperature the thermodynamic quanti-
ties of the system, which describe the equilibrium states of
solitons/antisolitons and the massless particles, can all be
calculated, and phase transition can result at a Currie
temperature in a manner analogous to that induced by
soft-phonon/displacive modes, as described in Ref. 67. The
following section describes domain wall solitons and mi-
crowave envelope solitons.

8.1. Magnetic Bloch Wall Soliton

A Bloch wall defines a magnetic transition layer that sep-
arates two magnetic domains of opposite magnetization.
That is, inside a magnetic Bloch wall the magnetization
vector reverses its direction undergoing 1801 in-plane ro-
tation in a manner so as to minimize the total free energy
imposed by the uniaxial anisotropy and the exchange
terms defined for HA and HE, respectively, following Eq.
(18). Besides Bloch walls, the process of magnetization re-
versal can also take place by assuming 1801 out-of-plane
rotation, giving rise to Neel walls, which are not discussed
in this section. After applying the Lagrangian equation
utilizing the energy densities given by Eq. (15), one ob-
tains the following equation governing the dynamic mo-
tion of a magnetic Bloch wall [3]
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where c denotes twice the azimuthal angle of the magne-
tization vector swinging away from the easy axis, the z

axis, and Ry and Rz are the y and z components of the dis-
placement fields. In Eq. (97) f, G, and B are dimensionless
parameters characterizing the magnitudes of the other
coupling terms, including the external driving force (the
Zeeman field), the Gilbert damping term, and the magne-
toelastic constant of the medium, respectively. Here, x de-
notes the direction normal to the Bloch wall surface. In
Eq. (97) the right-hand-side (RHS) terms may be treated
as perturbations to the left-hand-side (LHS) terms, which
renders the original sine-Gordon equation, describing and
defining the unperturbed profile, kinetics, and dynamics
of magnetic Bloch wall solitons/anti-solitons. Namely, the
first term is associated with the kinetic energy of a sine-
Gordon soliton (of a unified mass or inertia), and the sec-
ond and the third terms are potential energies, arising
from the uniaxial anisotropy, and the normalized ex-
change interaction, respectively. The effects of external
magnetic driving f, the Gilbert damping G, and the mag-
netoelastic coupling B in influencing the soliton’s profile
and its subsequent motion can thus be calculated [3]. A
stability analysis on the mobility of a Bloch wall soliton/
anti-soliton has also been performed in Ref. 3, discussed in
conjunction with Slonzewski’s formula, which assumed
the low-magnetization limits.

8.2. Magnetic Microwave Envelope Soliton

In the absence of an externally applied RF signal field the
resultant equation of motion up to the third order in RF
magnetization m is, from Eq. (9)
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where H0 denotes the externally applied DC magnetic
field normalized with respect to Ms, the saturation mag-
netization, and A and l denote the exchange stiffness and
Gilbert damping constant introduced following Eq. (18),
respectively; the nonlinear term comes from Eq. (46) as-
suming large excursion angle of the magnetization vector
away from the z axis, the applied field direction. In Eq.
(98) hd denotes the dipole field induced by the rf-magne-
tization m, all normalized with respect to Ms. Assuming
the magnetostatic limit, the relationship between hd and
m is specified by Eq. (24). Or

hd¼ ð1=m0ÞrCr .m ð99Þ

where the Green function operator C is defined, upon op-
eration on a regular function f(r) as

Cf ðrÞ¼

Z

all space
d3r0

1

jr� r0j
f ðr0Þ ð100Þ

which represents the nonlocal effect characteristics of a
dipole field [25,26]. However, if one insists on a local ap-
proximation enforcing the dipole field to be equal to the rf
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magnetization, or

hd¼ ð1=m0Þm ð101Þ

Eq. (98) becomes
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where

f¼ðmx � jmyÞ=MS ð103Þ

denotes the (normalized) circularly polarization field.
From Eq. (102) one recognizes immediately the (damped)
nonlinear Schrödinger equation [73], which admits solu-
tions for microwave magnetic envelope solitons whose ex-
istence has been reported by various authors [74–76].

Although we have derived the desired equation of mo-
tion characteristic of microwave magnetic envelope soli-
tons [Eq. (102)], caution is needed regarding use of the
nonlinear term that was derived on the basis of the local
assumption of the dipole field, Eq. (101), which was pro-
posed intuitively without justification. Actually the same
local assumption, Eq. (101), was used by Hermann in for-
mulating the ferrimagnetic echo–gain calculations [77].
Although Hermann was able to predict the existence of
ferrimagnetic echos, the calculated echo gain factors were
two orders smaller than actually measured [64,65], indi-
cating the insufficiency or inadequacy of the local dipole
field assumption, Eq. (104). As such, Eq. (102) can pose
only limited value; it at best leads to heuristic conclusions
that in Eq. (102) the cubic interaction term, due to the
large excursion angle of spins performing precessional
motion, and dispersion, due to the exchange coupling
among spins, constitute the two necessary ingredients
for the generation of solitonlike solutions coincident with
the nonlinear Schrödinger equation under the very crude
assumptions. Only after the nonlocal nature of the dipole
field rigorously treated in the equation of motion, can the
formulation predict reliable results, Eqs. (99) and (100).
Also, Eq. (98) assumes an infinite system for which the
boundary conditions have been ignored. In real measure-
ments finite samples such as single-crystal YIG films are
normally used in conjunction with the microstrip launcher
circuits shown in Fig. 24. As such, boundary conditions
need to be included and the demagnetizing field effects to
be explicitly considered [Eq. (66)]. The demagnetizing field
has been found effective in triggering profound processes
in ferrite samples undergoing high-power excitations, as
observed in ferrimagnetic echo, intermodulation, and
stabilities measurements. More work in these areas is
needed.

Two different types of envelope solitons, bright solitons
and dark solitons, or solitons and antisolitons, can prop-
agate in nonlinear waveguiding dispersive media. Bright
and dark solitons may be classified as dynamical and to-
pological, respectively. The term ‘‘dynamical’’ for bright

solitons means that these pulses are essentially nonlinear
wavepackets for which the carrier signal maintains a con-
stant phase over the pulse. The term ‘‘topological’’ denotes
the fact that the passage of a single dark soliton modifies
the medium or the medium response in some critical way.
‘‘Dark envelope’’ solitons may be described in terms of a
carrier signal of constant amplitude that has a dip in am-
plitude at the soliton position. If this dip goes completely
to zero, one has a black soliton. If the minimum power at
the dip is nonzero, one has a gray soliton. Dark envelope
solitons have a nonzero jump in phase for the carrier sig-
nal as one crosses the dip. In the case of black solitons, this
jump in phase is exactly 1801.

Observation of self-generated bright and dark micro-
wave magnetic envelope solitons in ferrite films can be
found in Refs. 75 and 76, respectively. Interaction between
microwave magnetic envelope solitons and between mi-
crowave magnetic envelope solitons and continuous mag-
netostatic waves can be found in Refs. 74 and 78,
respectively. Before ending this section, we note that it
was generally observed that formulation, propagation,
and decay of microwave magnetic envelope solitons were
always accompanied by the generation of high-wavenum-
ber spin waves, indicating that the equation of motion of
the system is more involved than described by the simple
nonlinear Schrödinger equation, Eq. (102), which allows
for isolation of stable clean solitons and continuous waves.
Thus, a complete description of the nonlinear spin system
has to recruit the long-range dipole field, Eqs. (99) and
(100), not only to faithfully describe soliton behaviors but
also to understand interactions between themselves and
between themselves and continuous waves, including the
scattering processes involving three magnons and the re-
sultant (modulation) instabilities of the system. These
areas are discussed further in Refs. 79–81.

9. MAGNETOOPTIC DEVICES

At optical frequencies the Polder permeability tensor of a
ferrite specimen is nearly isotropic with the diagonal
element mE1 and off-diagonal element kE10�5, as can
be calculated from Eqs. (11) and (12). Although small, the
resultant magnetic anisotropy or gyrotropy can be mea-
sured using a laser optical beam. On incidence, the re-
flected and the transmitted beams will carry the
magnetization information of the specimen, resulting in
not only a rotation in polarization but also a change in
reflectivity and transmission. These are called magneto-
optic Kerr and Faraday effects for reflection and transmis-
sion measurements, respectively. Kerr and Faraday effects
have been used in observing the dynamic processes of
domain wall motion in a ferromagnetic metal or a ferri-
magnetic insulator sample, respectively [82].

The most important devices utilizing magnetooptic cou-
pling for electronic signal processing applications concern
the scattering process between photons and magnons.
This process is called Bragg diffraction, where in a ferri-
magnetic medium a photon of momentum P is scattered
by a magnon of momentum k, resulting in a photon of
momentum Pþk. This interaction is second order in
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nature and is described a term of gm0 mk�hP included
with the right hand side of Eq. (7). Here mk denotes the
magnetization field of the magnon and hP is the magnetic
field of the photon. As such, the photon wave is said to be
modulated by the magnetization wave, carrying along
with it the electronic information after scattering. Be-
cause of the nature of a second-order interaction, Bragg
diffraction between photons and magnons, or MSWs in a
magnetic film, is not very prominent, and only about 4%
light diffraction was observed experimentally with a 7-mm
interaction length for MSSW excitations approaching sat-
uration [83].

Optical techniques are being increasingly utilized to
meet the ever-growing data rate requirements of signal
processing and communication applications. A key ele-
ment to such applications has been acoustooptic modula-
tors based on Bragg diffraction between photons and
phonons. A large time–bandwidth product (TBW; i.e.,
time delay of acoustic signal in traversing the optical
beam times signal bandwidth) is usually desirable.
However, acoustic waves cannot be efficiently excited
at frequencies above 2 GHz. Instead, magnetooptic
devices offer the potential of large TBW modulation di-
rectly at microwave frequencies. The diffraction of guided
optical waves by MSW is analogous to optical diffraction
by a SAW and has the potential to enhance a wide variety
of integrated optical applications such as spectrum
analyzer, optical filters, deflectors, switches, and con-
volvers.

The basic theories of the MSW–optical interaction, in-
cluding the development of expressions for optical diffrac-
tion efficiency and coupling factor as a function of the
MSW power and other relevant parameters, has been de-
rived by Fisher [83]. The theory applies to the collinear
configuration, shown in Fig. 32, with the MSW traveling
in a direction parallel or antiparallel to the optical beam,
as well as to the transverse configuration, shown in
Fig. 33, where the MSW travels at a 901 angle to the op-
tical beam. In Figs. 32 and 33 prisms are used to guide
optical beams onto the YIG layers that are transparent

to lightwave propagation. In Figs. 32 and 33 the MSW
configuration may be replaced by the superstrate struc-
ture shown in Fig. 3. To achieve good optical properties,
the YIG film is usually highly doped, mainly by bismuth.
As such, Bragg diffraction of guided optical waves by
MSSWs and MSFVWs has been demonstrated in the con-
figurations shown in Figs. 32 and 33, and the conversions
between TE and TM modes have been experimentally ob-
served from 1 to 6.5 GHz [83].

In experimental solid-state physics photons are used
as instrumentation tools to probe the phonon spectra in
solids. This is termed Brillouin light scattering. Analo-
gously, Brillouin light scattering can be applied to a ferrite
sample to study the magnon or spin-wave spectrum in the
presence of solitons as well as to investigate the role of
spin waves at the onset of instabilities [84,85]. In a ferrite
a photon can create or absorb a magnon. The photon
will be scattered in the process; its wavevector will
change from k to k0 and its frequency from o to o0.
Suppose a magnon is created with a wavevector K and
angular frequency O. The kinematics of the collision or
scattering event are simple. According to the conservation
of energy

o¼o0 þO ð104Þ

and per the wavevector selection rule

k¼k0 þK ð105Þ

where, for simplicity, we do not include the possibility that
the scattering may be combined with a Bragg diffraction
involving a reciprocal lattice vector of the crystalline
structure of a ferrite crystal. When o, o0, k, and k0 are
known, O and K can thus be determined.

In conclusion, MSW optical devices are currently in an
early stage of development, and their basic feasibility has
been demonstrated. However, they are expected to lead to
a variety of high-performance integrated optical signal
processing devices.

Ground plane YIG film

(Power in)

(Power out)

TM

TE

GGG

Figure 33. Transverse configuration for MSW and optical beams.
Bragg diffraction of the guided optical wave by an MSW induces
conversion between orthogonally polarized optical modes.

Ground plane
YIG film

(Power out)

TM

TE

GGG

(Power in)

MSW

Figure 32. Collinear configuration with codirectional MSW and
optical beams. Due to Bragg diffraction between the optical beam
and the MSWs, the original TM guided optical beam is scattered
into a TE beam with deflected angle of propagation.
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10. ANTIREFLECTION LAYERS AND ABSORBING LAYERS

To date microwave or millimeter-wave antireflection lay-
ers and absorbing layers are almost exclusively used for
radome design applications. Because of the highly classi-
fied nature of this topic, not much data have been pub-
lished in the literature. In this section we discuss only the
concepts that lead to the construction of microwave or
millimeter-wave antireflection and absorbing layers. No
explicit design parameters are given here. By definition,
an antireflection/absorbing layer is placed on top of a sub-
strate such that an incident microwave or millimeter-
wave beam will be totally transmitted/absorbed when
passing across the layer without causing reflection. The
layer should be functional over a frequency range as broad
as possible to be independent of the incident angle and
polarization of the incident beam.

To realize the design of an antireflection layer, we con-
sider first the case of normal incidence of the incident
beam. According to the transmission-line theory, one con-
cludes immediately that the first-order solution would re-
quire the layer to behave like a quarter-wave transformer.
This implies that the layer shall possess a thickness equal
to one quarter the wavelength with a characteristic im-
pedance

ZL¼ ðZ0ZSÞ
1=2

ð106Þ

where

Z0¼
m0

e0

� �1=2

ð107Þ

ZS¼
mS

eS

� �1=2

ð108Þ

where Z0 (ZS) is the characteristic impedance of air (sub-
strate) and e0 (eS) and m0 (mS) are the permittivity and per-
meability of air (substrate), respectively. When broader
bandwidth is desired, higher-order solutions are required,
and this results in a multilayer system with progressively
changing electromagnetic parameters matching the im-
pedance difference between air and substrate.

For an absorbing layer design the air impedance can
also be matched by a multilayer system with progressively
increasing damping parameters such that the series of the
layers satisfies the transformer matching requirement.
Thus, we use the same impedance transformer theory for
the design of absorbing layers, except that the impedances
of the layers are now complex numbers, since the permit-
tivity and permeability of the layers are complex numbers.
As such, the incident wave damps out when it passes
through the layer system before arriving at the substrate.

When oblique-angle incidence is considered, the imped-
ance transformer theory can be generalized using the
transfer matrix technique [41,86]. The present problem
is to determine an optimal layer system design allowing
for polarization independent operation over a frequency
band and angle range on beam incidence as broad as pos-
sible. Also, the design task is subject to a very important
constraint requiring the thickness of the layers to be

minimal, since at microwave and/or millimeter frequen-
cies a practical layer system should be thin enough com-
pared to the wavelength of the waves propagating in air.
The design is in general not a trivial problem, and efficient
computer algorithms are needed.

Once an optimal multilayer system is determined, the
remaining task is to synthesize it using real materials.
Unfortunately, nature does not provide general materials
covering the whole range of electromagnetic parameters.
Instead, artificial materials need to be developed. The first
kind of artificial materials include particle composites
where dielectric particles [87], metal-shelled particles
[88], ferrite particles [89,90], and graphite powders are
embedded in a matrix epoxy such that the effective per-
mittivity, permeability, and/or conductivity of the compos-
ite can be controlled over the desired frequency band by
adjusting the mixing faction of the particles.

The second class of artificial materials is quite new; it
involves periodic patterns of metal strips or grooves (sur-
face relief gratings) to be fabricated on top of a layer sur-
face. In fact, when electromagnetic waves interact with
periodic structures much finer than the wavelength, they
do not diffract, but instead reflect and transmit as if they
were encountering a nonstructured medium. Effective
field theory describes the interaction between electromag-
netic waves and such subwavelength structures by repre-
senting a region of subwavelength heterogeneity in terms
of a homogeneous material possessing a single set of ef-
fective electromagnetic parameters: permittivity, perme-
ability, and conductivity [91]. Actually, the antireflection
structures consisting of surface relief gratings can be
found on the cornea of certain night-flying moths, and
the first scientists to investigate antireflection-structured
surfaces for application in the visible or near-infrared
portion of the spectrum worked to replicate moth eye sur-
faces [92].

Antireflection means establishing a resonant structure
on the substrate surface that is able to ‘‘capture’’ the in-
cident electromagnetic signal forming standing modes so
as to dissipate the captured energy, converting it into heat
before it reaches the substrate. In this sense an antire-
flection layer is a sheet of absorbent. Two kinds of reso-
nant structures are possible. Standing modes can be
formed along the propagation direction, or the longitudi-
nal direction, of the signal by constructing a quarter-wave
transformer [Eq. (106)] or a transformer of high order, as
discussed previously. Alternatively, standing modes can be
formed along the transverse directions. For example, met-
al patches or meshes of a diameter equal to one-half the
wavelength of the incident electromagnetic waves can be
deployed in front of the substrate surface accompanied by
an dissipation layer responsible for wave damping. Mul-
tiple antireflection layers can be stacked together to joint-
ly capture and damp a broadband signal, thereby realizing
the broadband operation.
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1. INTRODUCTION

Magnetic resonance imaging (MRI) is one of the major ra-
diological diagnostic modalities in the clinic. More than 20
million exams per year are carried out in the United
States alone. A large number of academic and commercial
laboratories are involved in the development of new hard-
ware, data processing algorithms and applications. Stud-
ies can be performed on size scales ranging from humans
to single neurons. One factor linking many of the most
recent developments in MRI is the trend towards higher
static magnetic fields. Higher fields provide many bene-
fits, which will be outlined in this article, but also present
considerable challenges in engineering design. Since the
‘‘operating frequency’’ of the system and associated hard-
ware is proportional to the strength of the static magnetic
field, high-frequency analysis of system design, as well as
the interactions between electromagnetic radiation and
the human body are increasingly important areas of re-
search. As shown in Fig. 1, MRI now spans almost the
entire radiofrequency spectrum.

The MRI signal arises from protons in the body, pri-
marily water but also lipid. The patient is placed inside a
superconducting magnet, which produces a static mag-
netic field several tens of thousands times stronger than
Earth’s magnetic field. Each proton, which is a charged
particle with angular momentum, can be considered as
acting as a small magnet. The protons align in two con-
figurations, with their magnetic fields aligned either par-
allel or antiparallel to the direction of the large static
magnetic field, with slightly more found in the parallel
state. The protons precess around the direction of the
static magnetic field, analogously to a spinning gyroscope
under the influence of gravity. The frequency of precession
is proportional to the strength of the static magnetic field.
Application of a weak radiofrequency (RF) field causes the

protons to precess coherently, and the sum of all the mag-
netic moments of the precessing protons is detected as an
induced voltage in a tuned detector coil. Spatial informa-
tion is encoded into an image using magnetic field gradi-
ents [1,2]. These impose a three-dimensional linear
variation in the magnetic field present within the patient.
As a result of these variations, the precessional frequen-
cies of the protons depend on their position within the
body. The frequency and phase of the precessing magne-
tization are detected by the RF coil, and the analog signal
is digitized. An inverse two-dimensional Fourier trans-
form is performed to convert the time-domain signal into
the spatial domain to produce the image. By varying data
acquisition parameters, differential contrast between soft
tissues can be introduced into the image. Figure 2 shows a
block diagram of an MRI system. Many of the subsystems
are described in detail later in this article.

2. BASIC PRINCIPLES

For this article, only proton MRI will be considered, al-
though useful spatial information from other nuclei such
as 23Na, 19F, and 31P can also be obtained. In proton MRI
the signal comes essentially from the protons in water,
with a minor component from those in fat. From a quan-
tum mechanical standpoint, the proton possesses two nu-
clear energy levels, which correspond to the z component
of the magnetic moment of the proton being aligned either
parallel or antiparallel to the applied static magnetic field,
as shown in Fig. 3.

The energy gap between the two energy levels is given
by

DE¼
ghB0

2p
ð1Þ

In order to stimulate transitions between the two energy
levels, an oscillating magnetic field must be applied at a
frequency o, such that

ho
2p
¼

ghB0

2p
) o¼ gB0 ð2Þ

1 10 50 100 500 1000 2000

Frequency/MHz

Human MRI systems

0.1T 0.2T 0.5T 1.5T1T 3T 4T 7T 8T 9.4T

4.7T 17.6T

Animal MRI systems

Figure 1. Operating frequencies of human
and animal MRI systems. The corresponding
static magnetic field strengths are given in
tesla (T).
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The Boltzmann equation can be used to calculate the rel-
ative number of protons in each energy level

Nantiparallel

Nparallel
¼ exp�

DE

kT

� �
¼ exp�

ghB0

2pkT

� �
ð3Þ

where k is the Boltzmann coefficient with a value of 1.38
� 10� 23 J/K and T is the temperature measured in
degrees Kelvin. Applying the approximation e� xE1� x,
we can calculate the net magnetization of the object as

M0¼
gh
4p
ðNparallel �NantiparallelÞ¼

g2h2B0Ns

16p2kT
ð4Þ

Therefore, the higher the static magnetic field B0, the
greater is the equilibrium magnetization, and, as will be
seen later, the higher the MRI signal. It is also useful to
consider, from a classical description, the motion of the
individual magnetic moments. As derived in the previous
section, the proton magnetic moment m is aligned at an
angle of 54.71 to the axis of the external magnetic field B0.
This magnetic field attempts to align the proton magnetic
moment parallel to the direction of B0, and this action
creates a torque C, given by

C¼ m�B0¼ iNjmjjB0j sin y ð5Þ

where iN is a unit vector normal to both m and B0. The
result of the torque is that the proton precesses around the

axis of the magnetic field, keeping a constant angle be-
tween m and B0, at an angular frequency given by

o¼ gB0 ð6Þ

where B0 is universally used to represent B0. Classical
mechanics, therefore, shows that the effect of placing a
proton in a magnetic field is that it precesses around the
axis of that field, at a frequency that is proportional to the
strength of the magnetic field. This frequency is termed
the Larmor frequency.

2.1. Application of a Radiofrequency Pulse

Although all of the protons precess around B0, they are
randomly oriented around a cone, as shown in Fig. 4, and
therefore the net magnetization is aligned along the þ z
axis, that is, there is no transverse component. In order to
create a transverse component, an oscillating electromag-
netic field (B1), linearly polarized in the x direction, is
applied.

B1¼ x̂xB10 cos ot¼
1

2
B10ðx̂x cos ot� ŷy sin otÞ

þ
1

2
B10ðx̂x cos otþ ŷy sin otÞ

ð7Þ

where B10 is the magnitude of the magnetic field. The
right-hand side of Eq. (7) shows that the B1 field consists
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amplifiers

Frequency
synthesizer

Superconducting magnet

Gradient coils

RF coil

Waveform generator
timing boards

Pulse programmer
software interface

Image display

Host computer
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Quadrature
mixer

Demodulator

Preamp
Transmit/
receive
switch

RF
amp

Figure 2. Block diagram of an MRI scanner.
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of the sum of two rotating magnetic fields, one rotating
clockwise and the other anticlockwise. It can be shown
that only the clockwise rotating field interacts with the
nuclear spins. Application of the B1 field at the Larmor
frequency rotates the net magnetization M0 toward the y
axis, creating a component of magnetization My, given by

My¼M0 sinðgB1tB1Þ¼M0 sin a ð8Þ

where a is the excitation tip angle. This process of tipping
the magnetization is shown in Fig. 4. After the RF pulse,
the component of magnetization in the xy plane precesses
around B0 at the Larmor frequency.

2.2. Signal Detection

Signal detection involves placing an RF coil close to the
sample. In its simplest form, this coil can be a single loop
of wire. Faraday’s law states that, when the magnetic flux
enclosed by a loop of wire changes with time, a current is
produced in the loop, and a voltage is induced across the

ends of the loop. The induced voltage E is proportional to
the negative of the time rate of change of the magnetic flux
(df/dt):

E / �
df
dt

ð9Þ

The time-varying magnetic field produced by the preces-
sion of the magnetization vectors results in a voltage in-
duced in the RF coil. The requirement for a time-varying
magnetic flux is the reason why only precessing magneti-
zation in the xy plane gives rise to an NMR signal; the z
component does not precess and therefore produces no
voltage. At higher strengths of the B0 field, the protons
precess at a higher frequency [Eq. (6)], and the value of
df/dt increases. Therefore, higher magnetic fields produce
higher signal not only because of greater nuclear polar-
izations [Eq. (4)] but also because of the higher voltage
induced in the RF coil. Overall, we obtain

E /
g2h2B0Ns

16p2kT
gB0 sin a ð10Þ
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=
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(a) (b)

Figure 3. (a) Quantization of the magnitude
of the z-component of a proton’s angular mo-
mentum means that the z component of the
proton’s magnetic moment (mz) has two possi-
ble physical orientations, parallel and antipar-
allel, with respect to the direction of the main
magnetic field—the value of the angle y is
54.71; (b) in the absence of an external mag-
netic field, there is only one energy level. When
an external magnetic field is present, ‘‘Zee-
man’’ splitting results in two energy levels,
with more protons occupying the lower energy
level, corresponding to the proton magnetic
moments being aligned parallel to the main
magnetic field, than the higher energy level,
corresponding to an antiparallel alignment.
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(d)(c)

Figure 4. (a) Application of a B1 field (B1,x) along
the x axis rotates the individual proton magnetic
moments about the x axis toward the y axis; (c)
After applying the B1 field for a certain time du-
ration, the ‘‘cone’’ of magnetic moments has been
rotated by 901 (the magnetic moments continue
to precess around the B0 axis); (b,d) the vector
model representations of the effect of the B1 field.
The initial longitudinal magnetization (Mz) has
been rotated into the transverse plane and has
been converted into transverse magnetization
(My) along the y axis.
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2.3. Relaxation

Each of the magnetization components Mz, Mx, and My

must return to their thermal equilibrium values over
time. The time evolutions of Mz, Mx, and My are charac-
terized by the Bloch equations [3]

dMx

dt
¼ gMy B0 �

o
g

� �
�

Mx

T2

dMy

dt
¼ gMzB1 � gMx B0 �

o
g

� �
�

My

T2

dMz

dt
¼ � gMyB1 �

Mz �M0

T1

ð11Þ

where T1 is the spin–lattice relaxation time and governs
the z component of magnetization and T2 is the spin–spin
relaxation time governing the transverse component. In
the well-known rotating reference frame—a frame of
reference where the x0y0 axes rotate around B0 at the
Larmor frequency—simple expressions can be obtained
for the time evolution of longitudinal and transverse
magnetization:

MzðtÞ ¼Mzðt¼ 0Þþ ½M0 �Mzðt¼ 0Þ�ð1� e�t=T1 Þ ð12Þ

MyðtÞ¼Myðt¼ 0Þe�t=T2

MxðtÞ¼Mxðt¼ 0Þe�t=T2

ð13Þ

As seen later in the article, image contrast depends
strongly on the different T1 and T2 values for various tis-
sues in the human body.

2.4. Magnetic Field Gradients

Three separate gradient coils are required to encode un-
ambiguously the three spatial dimensions within the body.
Since only the z component of the magnetic field interacts
with the proton magnetic moments, it is the spatial vari-
ation in the z component of the magnetic field which is

important. Image reconstruction is simplified consider-
ably if the magnetic field gradients are linear over the
region to be imaged:

@Bz

@z
¼Gz

@Bz

@x
¼Gx

@Bz

@y
¼Gy ð14Þ

By convention, for human studies the z direction lies along
the head-to-foot axis, the y axis corresponds to the vertical
(spine-to-abdomen) direction, and the x axis extends from
side to side. The gradient coils are designed (as discussed
later in this article) such that there is no additional con-
tribution to the static magnetic field at the isocenter (z¼ 0,
y¼ 0, x¼ 0) of the magnet, which means that the magnetic
field at this position is simply B0. If a gradient Gz is
applied, the magnetic field Bz experienced by all nuclei
with a common coordinate z is

Bz¼B0þ zGz ð15Þ

where Gz has units of tesla (T) per meter or gauss (G) per
centimeter (cm). The corresponding precessional frequen-
cies (oz) of the protons, as a function of their position in z,
is given by

oz¼ gBz¼ gðB0þ zGzÞ ð16Þ

In the rotating reference frame the precessional frequency
is

oz¼ g zGz ð17Þ

Analogous expressions can be obtained for the spatial de-
pendence of the resonant frequencies in the presence of
the x and y gradients.

The process of image formation can be broken down
into three components: slice selection, phase encoding,
and frequency encoding. Examples of common imaging
sequences are shown in Fig. 5. In the gradient echo se-
quence the combination of a frequency-selective 901 pulse

TR
TR

TE

TE

RF

Gslice

Gfreq

Gphase

Nr data points

Np

A/D

RF

Gslice

Gphase

Gfreq

A/D

t

�pe

90°

90°
180°

(a) (b)

Figure 5. (a) Basic scheme for a gradient–
echo imaging sequence and (b) for a spin–echo
sequence. In both cases the acquisition matrix
size is Nr � Np data points.
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and the slice gradient tips protons within a thickness Do/
gGslice, where Do is the frequency bandwidth of the pulse,
into the transverse plane. Protons outside this slice are
not excited. Application of the phase encoding gradient
Gphase, denoted as the y direction here, imparts a spatially
dependent phase shift into the signal. During signal ac-
quisition, the frequency encoding gradient (x direction)
generates a spatially dependent precessional frequency in
the acquired signal. Overall, ignoring relaxation effects,
the detected signal is given by

sðGy; tpe;Gx; tÞ /

Z

slice

Z

slice
rðx; yÞe�jgGxxte�jgGyytpe dx dy ð18Þ

where r(x,y) is the spatially dependent proton density,
specifically, the number of protons at a given x,y coordi-
nate. Using the k-space formalism [4], this signal can be
expressed as

Sðkx; kyÞ /

Z

slice

Z

slice
rðx; yÞ e�j2pkxxe�j2pkyydx dy ð19Þ

where the two variables kx and ky are defined as

kx¼
g

2p
Gxt; ky¼

g
2p

Gytpe ð20Þ

This representation of the acquired data is particularly
useful since the image can simply be reconstructed by an
inverse two-dimensional Fourier transform.

rðx; yÞ¼
Z 1

�1

Z 1

�1

Sðkx; kyÞe
þ j2pðkxxþ kyyÞdkxdky ð21Þ

The k-space representation of the data is shown in Fig. 6.
In the kx dimension Nr data points are acquired (see
Fig. 5). The imaging sequence is repeated Np times, with
the phase encoding gradient incremented for each repeti-
tion. This results in Np lines being acquired in the ky

direction.
If the effects of T1 and T2 relaxation are taken into

account, it can be shown that in a gradient–echo sequence,
the image intensity I(x,y) is given by

Iðx; yÞ /
rðx; yÞð1� e�TR=T1 Þ e�TE=T�2 sin a

1� e�TR=T1 cos a
ð22Þ

where T2
� is the spin–spin relaxation time, including the

effects of magnetic field inhomogeneity. For a spin–echo
imaging sequence, the corresponding expression is

Iðx; yÞ / rðx; yÞð1� e�TR=T1 Þe�TE=T2 ð23Þ

The times TR (repetition time) and TE (echo time) within
the imaging sequence can be chosen to give different con-
trasts in the image. For example, Fig. 7 shows the effects of
increasing the TE on a simple brain scan.

The ability to produce many different contrast charac-
teristics in images is one of the major advantages of MRI
as a clinical diagnostic technique. Clinical applications
include brain scanning (for tumors, hematomas, astro-
cytomas, etc.), musculoskeletal (shoulder, knee, etc.), car-
diac, and liver/kidney imaging. Contrast agents such as
gadolinium DTPA and superparamagnetic iron oxide are
often used to highlight pathological features from
surrounding healthy tissue [5]. Detailed descriptions of
clinical MRI can be found in Ref. 6.

3. HARDWARE DESIGN

The major hardware components of an MRI system are
the magnet, magnetic field gradients, and RF coil, in ad-
dition to the receiver. The first three components involve
similar analytical methods [7,8] to design, respectively, a
homogenous DC static magnetic field, linear spatially de-
pendent rapidly switched magnetic fields, and high-
frequency (60–750 MHz) resonators producing a uniform
magnetic field.

kx

ky

x

y

2D-IFFT

2D-FFT

(a) (b)

Figure 6. (a) The magnitude of the signal, S(kx,ky),
from a scan of the human head (the center data
points have the highest signal intensity and repre-
sent the low-spatial-frequency components; data
points at the extremities of k space correspond to
the high spatial frequencies); (b) a magnitude rep-
resentation of the image produced by inverse two-
dimensional Fourier transformation of the k-space
data.

(a) (b)

Figure 7. Axial images of the brain acquired at 1.5 T. The image
in (a) is acquired with a TE value of 34 ms. Increasing the TE
value to 102 ms produces the image in (b).
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3.1. Superconducting Magnets

For all imaging studies performed at field strengths above
B0.5 T, a superconducting magnet is required. For fields
below this, permanent magnets can be used. In either case
the critical factors in magnet design are high homogeneity
of the field [o1 part per million (ppm) over the sample],
and a high degree of temporal stability(o50 Hz drift per
hour). Almost all clinical superconducting magnets have a
cylindrical bore, approximately 1 m in diameter, which
encloses the magnetic field gradients, radiofrequency coil,
and patient, as shown in Fig. 1. In order to create high
static magnetic fields, it is necessary for the superconduc-
tor to carry a large current, and this capability is pos-
sessed only by certain alloys, particularly those made from
niobium–titanium. Below a critical temperature (9 K) and
critical magnetic field (10 T), once current has been fed
into such an alloy, this current will run through the wire
with constant magnitude essentially indefinitely. The su-
perconducting alloy is formed into multistrand filaments
and interspersed within a conducting matrix. This ar-
rangement can support a much higher critical current
than a single, large-diameter superconducting wire. The
superconducting coils shown in Fig. 8 are housed in a
stainless-steel can containing liquid helium at a temper-
ature of 4.2 K. This inner container is surrounded by a
series of radiation shields and vacuum vessels to minimize
heat transfer to the liquid helium. Liquid nitrogen is used
to cool the outside of the vacuum chamber and the radi-
ation shields. Since heat transfer cannot be completely
eliminated, liquid nitrogen and liquid helium must be re-
plenished on a regular basis.

The exact placement of the superconducting filaments
within the magnet is designed to give the maximum field
homogeneity over the patient. The basic design consists of
a number of wire helices, or solenoids, of different diam-
eters and separations, each wound along the major axis of
the magnet. A typical layout is shown in Fig. 8.

For a single loop of wire, the field can be expressed as

Bzðr; yÞ¼
X1

n¼ 0

r

r0

� �n

BnPnðcos yÞ ð24Þ

where r0 is half the length of the region of interest and Pn

(cos y) is the standard Legendre polynomial of degree n.
The design problem is to determine the optimum number,
spacing, and diameter of wire loops such that the Bn co-
efficients are zero up to the maximum order. The larger
the number of current-carrying elements that are present,
the higher the order of the harmonics that can be mini-
mized; however, one constraint is the total length of the
magnet.

Slight errors in positioning the wires can lead to sig-
nificant variations in the field uniformity, in which case
the Bz field is given by the complete solution to Laplace’
equation. Additional coils of wire are added in series with
the main coil as superconducting correction coils. After the
magnet has been energized by passing current into the
major filament windings, the current can be changed in
these correction coils to improve the homogeneity. Fine
tuning is performed by using a series of independently
wired coils at room temperature, termed ‘‘shim coils.’’ The
operator can adjust the current in these coils for each
clinical examination, and so the magnet homogeneity can
be optimized for individual patients.

A strong magnetic field is also present outside the mag-
net, and this can interfere with any electronic equipment
nearby. Machines with moving parts, such as induction
motors, or any object with metallic elements must be
placed outside the fringe field; this creates an effective
‘‘deadspace’’ around the magnet. In many clinical and
academic institutions space is limited, and so a reduction
in the extent of the ‘‘stray’’ field is highly desirable.
‘‘Active shielding’’ of a magnet uses secondary windings,
placed outside the primary magnet windings, with the
current traveling in the opposite direction, in order to
minimize the fringe field. Clearly, the presence of these
secondary windings also reduces the field within the
patient, and so an increased current is now needed
in the primary windings. The alternative method of ‘‘pas-
sive magnet shielding’’ incorporates iron plates into the
magnet exterior. The disadvantage of this method of
shielding is that the mass of the magnet is increased sig-
nificantly.

3.2. Magnetic Field Gradient Coils

Three separate ‘‘gradient coils’’ are required to encode the
x, y, and z dimensions of the sample. The requirements for
gradient coil design are that the gradients are as linear as
possible over the region being imaged, that they are effi-
cient in terms of producing high gradients per unit cur-
rent, and that they have fast switching times for use in
rapid imaging sequences. Copper is used as the conductor,
with chilled-water cooling to remove the heat generated by
the current. Since the gradient coils fit directly inside the
bore of the cylindrical superconducting magnet, the geo-
metric design is usually also cylindrical. The simplest con-
figuration for a coil producing a gradient in the z direction
is a ‘‘Maxwell pair,’’ shown in Fig. 9a, which consists of two
separate loops of multiple turns of wire, each loop con-
taining equal currents I flowing in opposite directions. In
order to estimate the distance between the two loops that
maximizes the linearity of the gradient, the value of Bz is

z

Figure 8. Schematic of the layout of the su-
perconducing wires to produce a homoge-
neous magnetic field Bz within the patient.
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first calculated

Bz¼
m0Ia2

2½ðd=2� zÞ2þa2�1:5
�

m0Ia2

2½ðd=2þ zÞ2þa2�1:5
ð25Þ

where m0 is the permeability of free space and a is the ra-
dius of the gradient set. The first term that can give a
nonlinear contribution is the third derivative, given by

d3Bz

dz3
¼

15m0Ia2

2

4ðd=2� zÞ3 � 3ðd=2� zÞa2

½ðd=2� zÞ2þa2�9=2

(

þ
4ðd=2þ zÞ3 � 3ðd=2þ zÞa2

½ðd=2þ zÞ2þa2�9=2

) ð26Þ

This term becomes zero at a value of d¼aH3. The magnetic
field produced by this gradient coil is zero at the center of
the coil, and is linearly dependent on position in the z
direction over about one-third of the separation of the two
loops. The region over which the gradient is linear can be
extended by adding other sets of coils in the axial dimension.

The x- and y-gradient coils are completely independent
of the z-gradient coils. The derivation of gradient field
linearity for the transverse gradients is somewhat more
complicated than for the Maxwell pair. The usual config-
uration is to use four arcs of wire as shown in Fig. 9b. The
wire segments in the z direction do not produce a trans-
verse component to the field, and the four outer arcs pro-
vide return paths for the current. The Bz field produced by
an arc on a cylinder of radius a is given by

Bzðr; y;fÞ

¼
X1

n¼ 0

Xn

m¼ 0

rnPm
n ðAnm cos mfþBnm sin mfÞ Pnm cos y

ð27Þ

If the four inner arcs are placed symmetrically around
z¼ 0, then Anm¼ 0 for all m, and Bnm¼ 0 if n or m is even.
Equation (27) can now be expanded as follows:

Bzðr; y;fÞ¼ � B11r sin y sin fþB31r3P1
3 cos y sin f

þB33r3P3
3 cos y sin 3fþ � � �

ð28Þ

The first term is a linear function of y, but the other terms
are nonlinear. The term in B33 can be made zero by setting
the angle c¼ 1201, and the term in B31 can be eliminated
by setting y0¼ 21.31 for z0¼ 2.57a. These results mean
that the separation between the arcs along the z axis is
B0.8 times the radius of the gradient coil. From symmetry
considerations the same basic design can be used for coils
producing gradients in the x direction with the geometry
simply rotated by 901.

A second design criterion is that the current in the
gradient coils should be switched on and off in the shortest
possible time. This reduces the time that must be allowed
for gradient stabilization in imaging sequences. This cri-
terion is achieved by minimizing the inductance L of the
gradient coils. A related issue is achieving high efficiency
Z, where Z is defined as the gradient strength per unit
current at the center of the gradient set. These three cri-
teria (homogeneity, switching speed and efficiency) for
judging gradient performance can be combined into a so-
called figure of merit b, defined as

b¼
Z2

L

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

V

Z
BðrÞ

B0ðrÞ
� 1

� �2

d3r

s ð29Þ

where B0(r) is the ‘‘desired’’ magnetic field, B(r) is the ac-
tual magnetic field, and V is the volume of interest over
which the integral is evaluated.

When the current in the gradient coils is switched rap-
idly, eddy currents can be induced in nearby conducting
surfaces, such as the radiation shield in the magnet. These
eddy currents, in turn, produce additional unwanted gra-
dients in the sample that may decay only very slowly, even
after the original gradients have been switched off. These
eddy currents can result in image artifacts, and are par-
ticularly problematic for sensitive measurements of diffu-
sion coefficients and in localized spectroscopy. All gradient
coils in commercial MRI systems are now ‘‘actively shield-
ed’’ to reduce the effects of eddy currents. Active shielding
uses a second set of coils placed outside the main gradient
coils, the effect of which is to minimize the stray gradient
fields.

3.3. Radiofrequency Coils for MRI

Radiofrequency coils for MRI differ from conventional an-
tennas in that they are designed to maximize the near-
field magnetic energy that is stored in the patient. The
desirable properties of such a coil include: (1) a homoge-
neous B1 distribution within the patient, (2) minimum
electric fields within the patient since these lead to signal-
to-noise ratio (SNR) losses and also to an increased
specific absorption ratio (SAR; i.e., patient heating), (3)
maximum B1 intensity per unit driving current, and (4)
minimum resistive losses in the RF coil.

Since most RF coils are used to image either the brain
or torso, the form of the coil is usually cylindrical as shown
in Fig. 1. Assuming that this cylinder is infinitely long and
carries a surface current Js, given by

Js¼ ẑzJ0 sin f ð30Þ

I I

z0

�0 

d

a

I I

z z

(a) (b)

Figure 9. (a) Schematic of a Maxwell gradient set that produces
a linear magnetic field gradient in the z direction; (b) schematic of
a saddle geometry gradient set producing a linear magnetic field
in the y direction.
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the field inside the cylinder is given by

Bðr;fÞ¼ � r̂r
X1

m¼ 1

mrm�1ðAm cos mfþBm sin mfÞ

þ f̂f
X1

m¼ 1

mrm�1ðAm sin mf� Bm cos mfÞ

ð31Þ

By applying boundary conditions at the cylinder surface
(considering the B1 field created outside the cylinder), all
the Bm coefficients must be zero, and the only nonzero Am

coefficient is given by A1¼ � m0J0/2. Therefore

Bðr;fÞ¼
m0J0

2
ðr̂r cos f� f̂f sin fÞ¼ x̂x

m0J0

2
ð32Þ

This shows that a perfectly uniform B1 field, directed
along the x direction, is produced by a sinusoidal current
along the surface of a cylinder of infinite length. Of course,
this configuration cannot be realized in practice, but the
basic tenet of coil design is to approximate this sinusoidal
surface current. The most common such realization is
called the ‘‘birdcage’’ resonator [9], which is shown in
Fig. 10. The resonator is usually constructed in a high-
pass configuration, with a series of equidistantly spaced
‘‘rungs’’ and two ‘‘end rings.’’

The birdcage coil has multiple resonant modes. For an
n-rung highpass birdcage the highest-frequency mode is
the so-called end-ring mode, the next n� 2 modes are each

doubly degenerate (the highest-frequency one produces a
homogeneous transverse B1 field), and there is a single
mode at the lowest frequency. Since the birdcage coil has
two orthogonal, degenerate homogeneous modes, it can be
operated in quadrature; that is, it can produce a circularly
polarized B1 field. This reduces the power required for RF
transmission by a factor of 2, and increases the image SNR
also by a factor of

ffiffiffi
2
p

. Practical implementation simply
involves splitting the transmitter pulse through a quad-
rature hybrid, the two outputs of which are connected to
the coil at feedpoints that are physically 901 apart.

Impedance matching of the coil must be performed in
order to ensure maximum power transmission and effi-
cient reception. Since amplifier outputs, transmission ca-
bles, and preamplifier input impedances are almost
exclusively 50O, this is the impedance to which the coil
is matched at the Larmor frequency. A balanced imped-
ance-matching network should be used to reduce electric
field losses in the sample, and the most common is a stan-
dard pi-matching network, with variable capacitors to ad-
just for different sample-dependent loads. Often, baluns or
cabletraps are used to reduce currents traveling on the
outside of the transmission cable connecting to the coil.

Noise in MRI originates from the sample and also the
RF coil. Coil losses are linearly dependent on the operat-
ing frequency, and sample losses in human patients in-
crease as the square of the operating frequency. In
general, at low frequencies coil losses are dominant,
whereas at high frequencies sample losses are the domi-
nant factor. In all cases it is desirable to minimize the loss

Lk−1,k−1

Lk−1,k−1

Lk+1,k+1

Lk+1,k+1

Mk+1,k+1

Ck−1

Ck−1

Ik−1

Ck+1

Ck+1

Ik+1

Lk,k

Lk,k

Mk,k

Ck

Ck

Ik
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Figure 10. (a) Highpass birdcage coil; (b) equivalent circuit model for the highpass birdcage in-
cluding the mutual inductance between individual loops; (c) photograph of a 12-leg birdcage coil for
a 1.5-T system.

MAGNETIC RESONANCE IMAGING 2469



inherent in the coil, that is, to maximize the quality factor
Q of the tuned circuit. At high magnetic field strengths the
dimensions of the RF coil constitute a substantial fraction
of the wavelength of the electromagnetic wave inside the
patient. This leads to a number of problematic issues, in-
cluding increased radiative losses and nonuniform current
distribution along the conductors, which reduces the B1

homogeneity. One way to minimize these effects is to de-
sign the coil using distributed capacitance rather than
discrete lumped elements. Thus, familiar elements in mi-
crowave technology, such as transmission lines and cavi-
ties, will potentially play an increasingly important role in
the design of high frequency coils. For example, one such
design, termed a transverse electromagnetic (TEM) reso-
nator, has been used for human studies up to frequencies
of 300 MHz [10].

3.4. Mutually Decoupled Coil Arrays

In many MRI applications, it is not necessary to acquire
signal from the entire patient, but only from a localized
region. In this case, a small ‘‘surface coil’’ can be placed
next to the region of interest. Typically, this surface coil is
a simple circular or square loop. Since the B1 field pro-
duced from such a coil is very inhomogeneous, a larger-
‘‘volume’’ coil, such as the birdcage described previously, is
used for transmitting a homogeneous B1 field, and the
surface coil is used to receive the signal. Using the small
surface coil in this way gives a local SNR much higher
than that from the volume coil alone, due to both the high
intrinsic sensitivity of the small surface coil and the re-
duced noise contribution from the patient. However, since
there are now two circuits impedance-matched at the
same frequency in relatively close proximity, there can
be considerable coupling between the two circuits. This
coupling must be minimized, and is normally achieved
using active detuning of the surface coil during transmis-
sion, and the volume coil during signal reception, via PIN
diodes.

An extension of the surface coil concept is the design of
arrays of mutually decoupled surface coils [11,12], often
misleadingly called ‘‘phased arrays,’’ as shown schemati-
cally in Fig. 11. The use of many coils requires that the
imaging system has multiple receiver channels; as of
2004, most commercial vendors have up to 32 such receiv-
er channels. Each coil in the array is connected to a sep-
arate preamplifier and receiver. Using such arrays, much
larger imaging fields of view can be covered than with a
single small coil, while maintaining the high sensitivity of
the individual small surface coils. Image reconstruction is
normally implemented using a simple sum-of-squares al-
gorithm. The major engineering challenge is to reduce the
coupling between individual coils; this coupling introduces
noise correlation into the reconstructed image and reduces
the image SNR. Effective coil decoupling can be achieved
by optimal overlapping of the coils, a process that
minimizes the mutual impedance between neighboring
coils, and also by using high-input impedance preamplifi-
ers for each of the coils, which minimizes the currents
present in the individual coils, and therefore the intercoil
coupling [11].

3.5. The MRI Receiver

The basic elements of an analog MRI receiver chain are a
preamplifier, a one- or two-stage demodulator, a quadrature-
phase-sensitive detector, lowpass filters, two second-stage
audio amplifiers with variable gain, and finally two analog-
to-digital converters; the MRI receiver as such is very simi-
lar to a conventional superheterodyne radio receiver.

Figure 12 shows the first stage of the receiver chain
and the connections to the MRI coil. The purpose of the
transmit/receive (Tx/Rx) switch is to ensure that the high-
power transmitted RF pulse does not leak into the receiv-
er, and also that during signal reception all of the signal
passes to the preamplifier. During transmission of the
RF pulse, diodes D1 and D2 are turned on and therefore
conduct. Diodes D3 and D4 are also in ON state, and the
quarter-wavelength cable to ground provides a high
impedance, preventing current from traveling to the pre-
amplifier. The received signal (typically of the order of
millivolts) is several orders of magnitude lower than the
transmitted pulse, and so, during signal reception, all
diodes are OFF. The transmitter chain presents a high
impedance, and all the signal passes through the quar-
ter-wavelength cable to the preamplifier. In certain
implementations the quarter-wavelength cable can be
replaced by a lumped-element circuit, typically a ‘‘pi’’ net-
work with two capacitors and one inductor. Rather than
the single set of diodes shown in the diagram, in practice
many sets of diodes are used.

The second stage of the receiver chain is shown in
Fig. 13. The first stage demodulates the signal from the
Larmor frequency to an intermediate frequency (IF), typ-
ically B10.7 MHz. A second demodulation stage to base-
band can be used, but most modern scanners directly
sample at the intermediate frequency. The signal enters
a quadrature mixer to produce real and imaginary

(a) (b)

Figure 11. Schematic of a four-element one-dimensional MRI
coil array (a) and an eight-element two-dimensional MRI coil
array (b).
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outputs. These pass through lowpass filters, the cutoff fre-
quency of which depends on the particular data acquisition
parameters used in the image. After final amplification,
the signal is digitized, typically with a resolution of 16 bits.

3.6. Direct Digital Synthesis and Digital Detection

The rapid spread of digital transmission and reception in
the communication industry has recently been mirrored in
the design of MRI systems, in particular the receiver. Us-
ing digital filters, for example, enables a much better filter
shape than for the analog case. In addition, the data can
be oversampled many times, which provides a higher SNR
in the reconstructed image. Direct digital synthesis (DDS)
has the advantage of faster frequency- and phase-contin-
uous switching than does its analog counterpart. A com-
plete DDS unit is available on-chip (e.g., the AD9854 from
Analog Devices, with 48 bit frequency resolution and 14

bit phase resolution). A DDS chip typically consists of an
address counter, a lookup table for production of the sine
wave at the frequency of interest, and a digital-to-analog
converter. Although such chips are currently limited in
the highest frequency that can be produced, the image
frequency output can potentially be used for such appli-
cations.

4. ADVANCED TOPICS

4.1. Parallel Imaging

One of the major limitations of MRI, particularly in
comparison with computed tomography and ultrasonic
imaging, is the relatively slow data acquisition. The fun-
damental limits on imaging speed are the time required
for current switching in the gradient coils, and the rela-
tively large number of phase encoding steps (typically
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D2 D3 D4

Baluns

Impedance matching networks

MRI coil

Hybrid coupler
Tx/Rx switch

�/4 

RF
transmitter

0 90

in out

Preamplifier

Figure 12. A schematic of the first stage of
the receiver chain with a Tx/Rx switch used to
isolate the receiver from the transmitter.
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Figure 13. A schematic of the second stage of
the receiver chain and analog-to-digital (A/D)
conversion, where o0 is the Larmor frequency,
oIF the intermediate frequency, and LPF a low-
pass filter.
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128–256) required for reasonable spatial resolution. More
recently, a general class of imaging techniques, termed
parallel imaging, have been developed that use the spatial
information from an array of mutually decoupled coils to
reduce the number of acquired phase encoding steps, and
therefore increase the imaging speed. Acceleration factors
of 4 in one-phase-encoding direction, and up to 10 in two-
phase-encoding directions have been achieved.

The basic principle of parallel imaging is that it is
possible to reconstruct many lines of k space from a single
acquired line. The original method, termed simulta-
neous acquisition of spatial harmonics (SMASH) [13],
achieves this by using combinations of signals from an
array of surface coils to directly mimic the spatial encod-
ing normally performed by phase encoding. In analogy
to Eq. (19), the k-space signal acquired in the pth coil is
given by

Spðkx;kyÞ /

Z

slice

Z

slice
rðx; yÞCpðx; yÞe

�j2pkxxe�j2pkyydx dy

ð33Þ

where Cp(x,y) is the spatial distribution of the RF sensi-
tivity for the pth coil in the array. If the array is con-
structed appropriately, then a linear combination of the
individual coil sensitivities can be used to produce shifts in
ky that are identical to acquiring different phase encoding
steps

X

p

nðmÞp Spðkx; kyÞ �
X

p

nð0Þp Spðkx; kyþmDkyÞ ð34Þ

where m is an integer, either positive or negative. For ex-
ample, if m¼ þ 1, then the even lines in ky space could be
acquired, and the odd lines synthesized from the (mea-
sured) coil sensitivity profiles, thus reducing the data ac-
quisition time by a factor of 2.

For image reconstruction without artifacts, the SMASH
technique relies on accurate knowledge or a good estimate
of the relative RF sensitivities of the component coils in the
array in order to determine the optimal complex weights
nðmÞp . Many improvements have been made to the original
implementation; for example, the technique known as gen-
eralized autocalibrating partially parallel acquisitions
(GRAPPA) acquires additional autocalibration scan (ACS)
lines. Data from multiple lines from all the coils are used to
fit ACS lines in a single coil. This fit gives the weights,
which are then used to generate the missing k-space lines
from that particular coil. After this procedure has been
performed for each coil in the array, the full set of images
can be combined using an optimal sum-of-squares recon-
struction. Using GRAPPA several problems such as sub-
optimal image reconstruction, phase cancellation and
inexact estimates of coil sensitivities are minimized.

An alternative parallel imaging strategy is the sensi-
tivity encoding (SENSE) method [15], which provides an
optimized reconstruction if a perfectly accurate complex
coil sensitivity map can be obtained. If the acquired k-
space data are reduced by a factor of R by skipping certain
k-space lines, then inverse Fourier transformation of the
data leads to aliased images from all the coils in the array.

In order to reconstruct an accurate image of the sample,
the true signals and folded signals have to be separated.
This can be achieved since, in the image from each indi-
vidual coil, signal superposition occurs with different
weights according to the local coil sensitivities. The una-
liased components v of every aliased pixel can be obtained
by an appropriate linear combination of the pixel values in
the various single-coil images

v¼ ðSHC�1SÞ�1SHC�1a ð35Þ

where vector v contains the unaliased pixel values, a
the aliased values, and S the complex coil sensitivi-
ties; the superscript H represents the transposed com-
plex conjugate, and C noise correlation in the receiver
channels.

In addition to speeding up data acquistion, partial par-
allel imaging can also be used to improve image quality in
single-shot imaging techniques, where short T2 values
lead to image blurring. An example is shown in Fig. 14.

4.2. Dielectric and Penetration Effects at High Frequencies

As described previously, higher static magnetic fields re-
sult in a higher image SNR, and are particularly advan-
tageous in functional magnetic resonance imaging, for
example. However, as the Larmor frequency increases,
the dimensions of the human patient (head or torso) be-
come a significant fraction of the radiofrequency wave-
length, and the B1 field distribution is distorted
significantly by the patient [16,17]. In general, two com-
peting effects arise from the dielectric and conductivity
properties of the patient. Materials with a high dielectric
constant, for instance water with er¼ 80, reduce the effec-
tive wavelength within the patient, and can give rise to
dielectric resonances that produce areas of high signal in-
tensity at the center of the object. For a dielectric cylinder
with radius a cm and length L cm, the resonant frequency
of the TE01d mode is given by

fMHz¼
3400

a
ffiffiffiffi
er
p

a

L
þ 3:45

� �
ð36Þ

(a) (b)

Figure 14. Single-shot inversion recovery HASTE images in the
lungs of a healthy volunteer acquired with an eight-element car-
diac array: (a) conventional acquisition matrix 128 � 256 (207 ms
imaging time, interecho spacing 2.88 ms); (b) GRAPPA acquisition
(acceleration factor 3) with matrix 256 � 256 (150 ms imaging
time, interecho time 0.96 ms). (Reproduced from Ref. 14, copy-
right 2002, with permission from John Wiley & Sons.)
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The conductivity of the sample, however, dampens this
effect and reduces the penetration of the RF field. Since
both effects are highly frequency-dependent, the relative
effects are manifested very differently at different field
strengths. Specifically, the wavelength is given by

l¼
2pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

o2m0e0er � jom0s
p ð37Þ

At field strengths up to 7 T, the dominant effect is from the
dielectric ‘‘focussing,’’ which is typically seen as a bright
areas in the center of the patient, as shown in Fig. 15 [18].
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MAGNETIC SHIELDING

DAVID W. FUGATE

Electric Research and
Management, Inc.
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Shielding is the use of specific materials in the form of
enclosures of barriers to reduce field levels in some region
of space. In traditional usage, magnetic shielding refers
specifically to shields made of magnetic materials like iron
and nickel. However, this article is more general because
it covers not just traditional magnetic shielding but also

(a) (b)

Figure 15. Magnetic resonance images acquired at (a) a field
strength of 4 T (proton Larmor frequency 170 MHz) and (b) at a
field strength of 7 T (proton Larmor frequency 300 MHz). The
presence of a dielectric resonance at the higher field strength is
clearly visible. (Reproduced from reference 18, copyright (2001),
with permission from John Wiley & Sons.)
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shielding of alternating magnetic fields with conducting
materials, such as copper and aluminum. In typical
applications, shielding eliminates magnetic field interfer-
ence with electron microscopes, computer displays (CRTs),
sensitive electronics, or other devices affected by magnetic
fields.

Although shielding of electric fields is relatively effec-
tive with any conducting material, shielding of magnetic
fields is more difficult, especially at extremely low fre-
quencies (ELFs). The ELF range is defined as 3 Hz–3 kHz
[1]. The selection of proper shield materials, shield geom-
etry, and shield dimensions are all important factors in
achieving a specified level of magnetic field reduction.
Placing a shield around a magnetic field source, as shown
in Fig. 1a, reduces the field magnitude outside the shield,
and placing a shield around sensitive equipment, as
shown in Fig. 1b, reduces the field magnitude inside the
shield. These two options are often called ‘‘shielding the
source,’’ or ‘‘shielding the subject,’’ respectively.

Both examples in Fig. 1 illustrate shield geometry. In
many applications, it is impractical or impossible (due to
physical constraints) to use an enclosure, and open shield
geometries, also called partial shields, are required.
Figure 2 shows two basic partial shield geometries, a
flat-plate shield (a), and a channel shield (b). For these
configurations, the region where shielding occurs may be
limited because the shield does not fully enclose the source
or the subject, resulting in edge effects. A discussion of the
geometric aspects of shielding in contained in Ref. 2.

1. ELF SHIELDING VERSUS HIGH-FREQUENCY SHIELDING

Electric and magnetic fields radiate away from a source at
the speed of light c. In the time it takes a source alternat-
ing with frequency f to complete one full cycle, these fields
have traveled a distance l, known as the electromagnetic

wavelength:

l¼ c=f ð1Þ

At distances from a field source on the order of one wave-
length and larger, the dominant parts of the electric and
magnetic fields are coupled as a propagating electromag-
netic wave. If a shield is placed in this region, shielding
involves the interaction of electromagnetic waves with the
shield materials. Any mathematical description must be
based on the full set of Maxwell’s equations, which in-
volves calculating both electric and magnetic fields.
Shielding of electromagnetic waves is often described in
terms of reflection, absorption, and transmission [3]. Be-
cause wavelength decreases with increasing frequency,
shielding at radio frequencies in the FM band
(88–108 MHz) and higher typically involves the interac-
tion of electromagnetic waves with shield materials.

At distances much less than one wavelength, the non-
radiating portion of the fields is much larger than the
radiating portion. In this region, called the ‘‘reactive
near-field region,’’ the coupling between the electric and
magnetic fields can be ignored, and the fields may be cal-
culated independently. This is called a quasistatic descrip-
tion. At 3 kHz (the upper end of the ELF band), a
wavelength in air is 100 km. Thus, for ELF field sources,
one is in the reactive near-field region in all practical
cases, and a full electromagnetic solution is not required.
Instead, one need focus only on interaction of the magnetic
field or the electric field with the shield material, depend-
ing on which field is being shielded. In some cases, shield-
ing of the electric field with metallic enclosures is
required. This article deals specifically with the shielding
of DC and ELF magnetic fields.

2. MAGNETIC FIELDS

Moving electric charges, typically currents in electrical
conductors, produce magnetic fields. Magnetic fields are
defined by the Lorentz equation as the force acting on a
test charge q, moving with velocity v at a point in space

F¼ qðv� mHÞ ð2Þ

in which H is the magnetic field strength with units of
amperes per meter and m is the permeability of the medi-
um. By definition of the vector cross-product, the force on
a moving charge is at right angles to both the velocity
vector and the magnetic field vector. Lorentz forces pro-
duce torque in generators and motors and focus electron
beams in imaging devices.

Unwanted, or stray magnetic fields deflect electron
beams in the same imaging devices, often causing inter-
ference problems. Sources that use, distribute, or produce
alternating currents, like the 60 Hz currents in a power
system, produce magnetic fields that are time-varying at
the same frequency.

Magnetic fields are vector fields with magnitude and
direction that vary with position relative to their sources.
This spatial variation or field structure depends on the

Figure 1. (a) Shielding the source—placing a shield around a
field source reduces the fields everywhere outside the shield; (b)
shielding the subject—a shield placed around a sensitive device
reduces the fields from external sources.

Figure 2. Examples of open shield geometries: (a) flat plate
shield, (b) inverted channel shield.
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distribution of sources. Equal and opposite currents pro-
duce a field structure that can be visualized by plotting
lines of magnetic flux, as show in Fig. 3. The spacing be-
tween flux lines, or line density, indicates relative field
magnitudes, and the tangent to any flux line represents
field direction. Another way to visualize field structure is
through a vector plot, shown in Fig. 4. Lengths of the ar-
rows represent relative field magnitudes, and the arrows
indicate field direction.

Shield performance, or field reduction, is measured by
comparing field magnitudes before shielding with the field
magnitudes after shielding. In general, field reduction
varies with position relative to the source and shield.
The shielding factor s is defined as the ratio of the shield-
ed field magnitude B to the field magnitude B0 without
the shield present at a point in space:

s¼ jBj=jB0j ð3Þ

The shielding factor represents the fraction of the original
field magnitude that remains after the shield is in place. A

shielding factor of zero represents perfect shielding. A
shielding factor of one represents no shielding, and shield-
ing factors greater than one occur at locations where the
field is increased by the shield. It is incorrect to define the
shielding factor as the ratio of the fields on opposite sides
of a shield. Shielding factor is often called shielding effec-
tiveness (SE), expressed in units of decibels (dB):

SE ðdBÞ¼ � 20 log10 jBj=jB0j ð4Þ

Shielding effectiveness is sometimes alternatively define
as the inverse of the shielding factor, the ratio of unshield-
ed to shielded fields at a point, but it is really a matter of
preference. For example, a shielding effectiveness of two
defined in this manner represents a twofold reduction,
that is, the field is halved by the shield and the shielding
factor is 0.5. When fields are time-varying, shielding is
typically defined as the ratio of RMS magnitudes.

3. SHIELDING MECHANISMS

Although shielding implies a blocking action, DC and ELF
magnetic field shielding is more aptly described as alter-
ing or restructuring magnetic fields by the use of shielding
materials. To illustrate this concept, Fig. 5a shows a flux
plot of a uniform, horizontal, magnetic field altered
(Fig. 5b) by the introduction of a ferromagnetic material.

These are two basic mechanisms by which shield ma-
terials alter the spatial distribution of magnetic fields,
thus providing shielding. They are the flux-shunting
mechanism and the induced-current mechanism [5].

Figure 3. The lines of magnetic flux illustrate the field structure
associated with one or more sources. The density of flux lines in-
dicates the relative field strength and the tangent to any line in-
dicates the field direction at that point.

Figure 4. A vector plot graphically illustrates both field strength
and direction as a function of position.

Figure 5. (a) Horizontal uniform field (b) altered by introduction
of a ferromagnetic material; illustrates the concept that shielding
is the result of induced sources in the shield material.
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3.1. Flux Shunting

An externally applied magnetic field induces magnetiza-
tion in ferromagnetic materials. (All materials have mag-
netic properties, but in most materials these properties
are insignificant. Only ferromagnetic materials have
properties that provide shielding of magnetic fields.) Mag-
netization is the result of electrons acting as magnetic
sources at the atomic level. In most matter, these sources
cancel one another, but electrons in atoms with unfilled
inner shells make a net contribution, giving the atoms a
magnetic moment [6]. These atoms spontaneously align
into groups called domains. Without an external field, do-
mains are randomly oriented and cancel each other. When
an external field is applied, the Lorentz forces align some
of the domains in the same direction, and together, the
domains act as a macroscopic magnetic field source. A fa-
miliar magnetic field source is a bar magnet, which ex-
hibits permanent magnetization even without an applied
field. Unlike a permanent magnet, most of the magneti-
zation in ferromagnetic shielding materials goes away
when the external field is removed.

Basic ferromagnetic elements are iron, nickel, and co-
balt, and the most typical ferromagnetic shielding mate-
rials are either iron-based or nickel-based alloys (metals).
Less common as shielding materials are ferrites such as
iron oxide.

Induced magnetization in ferromagnetic materials acts
as a secondary magnetic field source, producing fields that
add vectorially to the existing fields and change the spa-
tial distribution of magnetic fields in some region of space.
The term flux shunting comes from the fact that a ferro-
magnetic shield alters the path of flux lines so that they
appear to be shunted through the shield and away from
the shielded region, as shown by the example in Fig. 6.
Flux-shunting shielding is often described in terms of
magnetic circuits as providing a low-reluctance path for
magnetic flux.

Permeability m is a measure of the induced magnetiza-
tion in a material. Thus, permeability is the key property
for flux-shunting shielding. The constitutive law

B¼ mH ð5Þ

relates magnetic flux density B to the magnetic field
strength H. More typically used, relative permeability is

the ratio of permeability in any medium to the permeabil-
ity of free space, mr¼ m/m0. Nonferrous materials have a
relative permeability of one, and ferromagnetic materials
have relative permeabilities much greater than one, rang-
ing from hundreds to hundreds of thousands. In these
materials, permeability is not constant but varies with the
applied field H.

The nonlinear properties of a ferromagnetic material
can be seen by plotting flux density B, as the applied field
H is cycled. Figure 7 shows a generic B–H plot that illus-
trates hysteresis. When the applied field is decreased from
a maximum, the flux density does not return along the
same curve, and plotting one full cycle forms a hysteretic
loop. A whole family of hysteretic loops exists for any fer-
romagnetic material as the amplitude of field strength H
is varied. The area of a hysteretic loop represents the en-
ergy required to rotate magnetic domains through one cy-
cle. Known as hysteretic losses, this energy is dissipated as
heat in the shield material.

For effective flux-shunting shielding, the flux density in
a magnetic material should follow the applied field closely.
However, it is obvious from the hysteretic loop of Fig. 7
that B does not track H. B lags H, as seen by the fact that
there is a residual flux density (nonzero B) when H has
returned to zero and that B does not return to zero until H
increases in the opposite direction. Thus, soft ferromag-
netic materials with narrow hysteretic loops are best for
shielding, in contrast to hard ferromagnetic materials
with wide hysteretic loops, typically used as permanent
magnets and in applications such as data storage.
Hysteretic curves illustrating ‘‘soft’’ and ‘‘hard’’ ferromag-
netic materials are shown in Fig. 8.

At very low field levels relative permeability starts at
some initial value (initial permeability) increases to a
maximum as the applied field is increased, and then de-
creases, approaching a relative permeability of one as the
material saturates, as shown in Fig. 9. Saturation occurs
because there is a limit to the magnetization that can be
induced in any magnetic material. In Fig. 7, the decreas-
ing slope at the top and bottom of the curves occurs as the
limit of total magnetization is reached. When a material
saturates, it cannot provide additional shielding.

For shielding alternating magnetic fields via flux
shunting, the key property is AC permeability, DB/DH
through one cycle. Although Fig. 7 shows a hysteresis

Figure 6. Example of the flux-shunting mechanism. The region
inside a ferromagnetic duct is shielded from an external, hori-
zontal magnetic field.

Figure 7. Typical B–H curves showing how nonlinear properties
of ferromagnetic materials result in a hysteretic loop as the ap-
plied field H is cycled.
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curve that swings from near saturation to near saturation
in both directions, a hystersis curve caused by a very small
alternating field in the presence of a large DC field might
look like Fig. 10. In this case, the ac permeability is less
than the DC permeability, B=H. In addition, the DC field
creates a constant magnetization that affects the time-
varying magnetization. Figure 11 shows how AC perme-
ability for a small alternating field is reduced with in-
creasing DC field. This plot, called a ‘‘butterfly’’ curve, is
generated by measuring the AC permeability at different
levels of DC field. The DC field is increased from zero to a
maximum, reversed to the same maximum in the opposite
direction, and then reduced to zero, and the AC perme-
ability is measured at different points to generate the ‘‘but-
terfly’’ curve. The extent to which the AC permeability is
affected depends on the properties of each ferromagnetic
material. In general, the better ferromagnetic materials
are more sensitive. This type of curve is relevant for shield-
ing small AC fields in the presence of a larger DC field.

To gain an understanding of how flux shunting varies
with shield parameters, one can look at the analytical
expression for the shielding provided by a ferromagnetic
spherical shell with radius a, shield thickness D (that
is much smaller than the radius), and relative per-
meability mr:

s¼
3a

2mrD
ð6Þ

Equation (6) shows that shielding improves (shielding fac-
tor decreases) with increasing relative permeability and
increasing shield thickness. It also shows that shielding
gets worse with increasing shield radius. From the per-
spective of magnetic circuits, shielding improves as the
reluctance of the flux path through the shield is lowered.
Increasing permeability and thickness reduce the reluc-
tance, improving shielding. Increasing shield radius in-
creases reluctance by increasing the pathlength of the
magnetic circuit, making shielding worse. In short, the
flux-shunting mechanism works best in small, closed-
geometry shields.

Flux-shunting shielding has been studied for a long
time. A journal article [7] dating back to 1899 describes an
effect whereby increased shielding is obtained using nest-
ed shells of ferromagnetic material with nonmagnetic ma-
terials or air gaps between the ferromagnetic shells. In
other words, by changing the shield form a single thick
layer to thinner double or triple layers, one can in some
cases enhance the shielding effectiveness although using
the same amount or even less ferromagnetic material.
This effect occurs mainly with configurations where the
total shield thickness is within an order of magnitude of
the shield radius.

Figure 8. Examples of hysteretic loops for soft and hard ferro-
magnetic materials.

Figure 9. Permeability as a function of applied field strength.

Figure 10. Hysteretic loop formed by a small AC field in the
presence of a large DC field.

Figure 11. ‘‘Butterfly’’ curve illustrates how the AC permeability
changes as a much larger DC field is applied and removed.
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In some cases, a double layer shield is used to avoid
saturation of the layer closest to the field source where the
fields are strongest. For example, a steel material might be
used as the first shield layer, whereas a high-performance
nickel alloy is used as the second layer. The steel lowers
the field enough that the nickel alloy layer is not saturat-
ed. Saturation flux densities of typical shield materials are
listed in Table 1.

3.2. Induced-Current Mechanism

Time-varying magnetic flux passing through a shield ma-
terial induces an electric field in the material according to
Faraday’s law:

r�E¼ �
@B

@t
ð7Þ

In electrically conducting materials, the induced electric
field results in circulating currents, or eddy currents, in
the shield according to the constitutive relationship

J¼ sE ð8Þ

where J is the current density, s is the material conduc-
tivity, and E is the electric field induced according to
Eq. (7). The fields from these induced currents oppose
the impinging fields, providing field reductions. Figure 12
shows a flat plate in a uniform field. Induced-current
shielding appears to exclude flux lines from the shield,
providing field reductions adjacent to the shield on both
sides. Because the induced currents are proportional to
the time rate of change of the magnetic fields, induced-

current shielding improves with increasing frequency.
Thus, at higher frequencies, magnetic fields are more eas-
ily shielded via the induced-current mechanism. In the
limit of infinite conductivity or infinite frequency, flux
lines do not penetrate the shield as shown in Fig. 13.

In a conducting shield, the magnetic field and induced-
current magnitudes decrease exponentially in the direc-
tion of the shield’s thickness with a decay length called the
skin depth d

d¼

ffiffiffiffiffiffiffiffiffiffiffi
1

pfsm

s

ð9Þ

which involves not only frequency f and conductivity s but
also permeability m because it affects the flux density,
which induces the circulating currents. Because of expo-
nential decay, shield enclosures with thickness on the or-
der of a skin depth or thicker provide good shielding. For
shield thicknesses much less than a skin depth, the in-
duced current densities are constant across a shield thick-
ness. However, significant shielding can still be obtained
from thin conducting shields in some situations where the
shield is sized properly. In these cases the shielding is a
result of induced currents flowing over large loops.

The shielding factor equation for a nonferrous, con-
ducting, spherical shield with radius a, thickness D, and
conductivity s provides insight into how these parameters
affect the induced-current mechanism:

s¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
2pfm0saD

3

� �2
s ð10Þ

Because all parameters are in the denominator of Eq. (10),
induced-current shielding improves (shielding factor

Figure 12. Conducting plate in an alternating vertical field
tends to exclude flux from passing through the plate, thus pro-
viding shielding.

Figure 13. In the limit of zero resistivity or infinite frequency, a
conducting shield totally excludes flux lines.

Table 1. Properties of Typical Shielding Materials

Name Material Type
Maximum Relative

Permeability
Saturation Flux

Density (T) Conductivity (S/m) Density (kg/m3)

Cold-rolled steel Basic steel 2,000 2.10 1.0 � 107 7880
Silicon iron Electrical steel 7,000 1.97 1.7 � 106 7650
45 Permalloy 45%nickel alloy 50,000 1.60 2.2 � 106 8170
Mumetal 78%nickel alloy 100,000 0.65 1.6 � 106 8580
Copper High conductivity 1 NA 5.8 � 107 8960
Aluminum High conductivity 1 NA 3.7 � 107 2699

From Hoburt (8).
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decreases) with increasing frequency f, increasing shield
thickness, and increasing shield radius. The effect of
shield radius is opposite to that for flux shunting shield-
ing, and although flux shunting shields static fields, the
induced-current mechanism does not. In general, induced-
current shielding is more effective for larger source shield
configurations whereas flux shunting is more effective for
smaller shield configurations.

3.3. Combined Shielding Mechanisms

Until now, the shielding mechanisms have been discussed
separately. Equations (6) and (10) are the shielding factor
equations for flux shunting and induced-current shielding
alone. In many shields, both mechanisms are involved. For
example, most ferromagnetic materials, being metals, also
have significant conductivity in addition to high perme-
ability. Or a shield might be constructed using two mate-
rials, one layer of a high permeability material and one
layer of a high conductivity material. In these cases both
shielding mechanisms contribute to the shielding to an
extent that depends on material properties, frequency of
the fields, and details of the shield configuration.

To illustrate the combined effect of both shielding mech-
anisms, Fig. 14 shows the shielding factor, calculated by a
method described in Ref. 8, as a function of shield radius
for a spherical steel shield in a 60-Hz uniform field. For
these calculations steel is assigned a conductivity of 6.76
� 106 S/m, a relative permeability of 180, and the shield
thickness of 1 mm is held constant as the shield radius is
varied. Flux shunting dominates at the smaller radii, in-
duced-current shielding dominates at the larger radii, and
there is a worst-case radius of about 0.4 m, where a tran-
sition occurs between the dominant shielding mecha-
nisms.

The combined effect of both flux shunting and induced-
current shielding can be exploited with multilayer shields
made from alternating ferromagnetic and high-conductiv-
ity materials. Also using the method described in Ref. 8,
one can explore this type of shield construction. Alternat-
ing thin layers of high permeability and high conductivity

perform like a single-layer shield made with a material
with enhanced properties.

4. SHIELDING MATERIALS

Basic magnetic field shielding materials can be grouped in
two main categories: ferromagnetic materials and high-
conductivity materials. For DC magnetic fields, ferromag-
netic materials are the only option. They provide shielding
through the flux shunting mechanism. For AC magnetic
fields, both ferromagnetic and high-conductivity materials
may be useful as shielding materials, and both shielding
mechanisms operate to an extent determined by the ma-
terial properties, operating frequency, and shield configu-
ration.

The practical high-conductivity materials are those
commonly used as electrical conductors, aluminum and
copper. Copper is almost twice as conductive as aluminum,
but aluminum is about 3.3 times lighter than copper and
generally costs less than copper on a per pound basis. For
shielding that depends on the induced-current mecha-
nism, conductivity across a shield is paramount and cop-
per has the advantage that it is easily soldered whereas
aluminum is not—it should be welded. Mechanical fas-
teners can be used for connecting aluminum or copper
sheets, but the longevity of these connections is question-
able because of corrosion and oxidation.

Although there appears to be a large variety of ferro-
magnetic shielding materials, most fit into one of five basic
types:

* Basic iron or steel—typically produced as coils and
sheet for structural uses

* Electrical steels—engineered for good magnetic prop-
erties and low losses when used as cores for trans-
formers, motors, and other components

* 40–50% nickel alloys—moderately expensive materi-
als with very good magnetic properties

* 70–80% nickel alloys—highest cost materials with
the best magnetic properties, often referred to gener-
ically as mumetal, although this was originally a
trade name.

* Amorphous metals—noncrsytalline metallic sheet
formed by an ultrarapid quenching process that so-
lidifies the molten metal; the noncrystalline form pro-
vides enhanced ferromagnetic properties.

Different manufacturers produce slightly different com-
positions of these basic materials, and they have different
procedures for heat treating, but the percentages of the
main elements, iron or nickel, are similar. There are only a
few large producers of nickel alloy materials. Shielding
manufacturers typically purchase materials from a large
producer, heat the materials in a hydrogen atmosphere
(hydrogen annealing) to improve the ferromagnetic prop-
erties, and then utilize the metal to fabricate a shield en-
closure or shield panels. Smaller shields are often
annealed after fabrication because the fabrication process
may degrade the magnetic properties.

Figure 14. Calculated 60 Hz shielding factor for a spherical steel
shell in a uniform magnetic field as a function of shield radius.
The shield thickness of one millimeter is held constant.
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Important properties for ferromagnetic shield materials
are the initial permeability, the maximum permeability,
and the magnetic field strength (or flux density) at which
the material saturates and further shielding cannot be ob-
tained. Because the ferromagnetic properties are nonlin-
ear, the operating permeability depends on the magnitude
of the magnetic field being shielded. In general, increasing
magnetic properties go hand in hand with increasing cost,
lower saturation levels, and lower conductivity. Table 1
shows nominal values of maximum permeability, satura-
tion flux density, conductivity, and density for basic shield-
ing materials including copper and aluminum [9]. Note
that the initial permeabilities of ferromagnetic materials
are often one and two orders of magnitude smaller than
the maximum permeabilities (see Table 1).

5. SHIELDING CALCULATIONS

Because there are an infinite variety of shield source con-
figurations and a wide variety of shield materials for build-
ing effective magnetic field shields, shielding calculations
are a key part of practical shield design. Elaborate exper-
iments need not be made to characterize the performance
of each unique shield design. Extensive experiments are
not only impractical but also unnecessary. However,
closed-form analytical expressions exist only for a limited
set of ideal shield geometries, such as cylindrical shells,
spherical shells, and infinite flat sheets. Even for these
ideal shield geometries, the expressions can be quite com-
plicated, especially solutions for shields with more than
one material layer. For general shielding calculations, one
must either select a simple approximation to obtain an or-
der-of-magnitude shielding estimate or utilize more com-
plex numerical methods to solve the shielding problem.

In high frequency shielding, calculations for plane
waves propagating through infinite sheets are used to ar-
rive at shielding estimates. Because the resulting equa-
tions are analogous to transmission line equations, this
method is often called the transmission-line approach
[10]. As described previously, this approach is not rele-
vant to ELF shielding except for a limited set of condi-
tions. Reference 8 describes a technique similar to the
transmission-line approach, but specifically tailored to
ELF magnetic field shielding calculations for ideal shield
geometries with multiple layers having different material
properties. This method is well suited for calculations in-
volving nested cylindrical or spherical shields or shields
constructed from alternating layers of conducting and fer-
romagnetic materials.

Another technique found in literature is the circuit ap-
proach [11]. In this method, typically used to calculate
ELF induced-current shielding, the shield enclosure is
viewed as a short-circuited turn that can be characterized
by an inductance and resistance. This method suffers from
the assumption that significant details of field structure
for the shielding problem are known a priori to properly
set the circuit parameters. This severely limits application
of the method.

General modeling of ELF magnetic field shielding
amounts to calculating magnetic fields in the presence of

conducting and ferromagnetic materials. The computation
must account for induced currents and magnetization
throughout the shield material. This involves solutions
to the quasistatic form of Maxwell’s equations for mag-
netic fields over a continuum that represents the problem
region. In differential form the basic equations to be
solved are

r�H¼J ð11Þ

r .B¼ 0 ð12Þ

r�E¼ �
@B

@t
ð13Þ

along with the constitutive relationships for permeability,
Eq. (5), and conductivity, Eq. (8), which describe the mac-
roscopic properties of shield materials. This quasistatic
description, which ignores the displacement current term
@D=@t, normally on the right-hand side of Eq. (11), is valid
as long as an electromagnetic wavelength is much larger
than the largest dimension of the shield. General solutions
to these equations are often called eddy-current or mag-
netic diffusion solutions. At zero frequency or zero con-
ductivity in the shield, there are no induced currents.
Only permeability restructures the magnetic field. This
simplification is called the magnetostatic case, and solu-
tions must satisfy only Eqs. (11) and (12), along with the
constitutive relationship that defines permeability, Eq. (5).

In finding exact solutions to the governing magnetic
field equations previously described, one approach is to
define a vector potential A that satisfies Eq. (12):

r�A¼B ð14Þ

Substituting Eq. (14) in Eq. (13), we obtain

E¼ �
@A

@t
ð15Þ

Combining Eqs. (8), (11), (14), (15), and using a vector
identity gives the following

r2A � ms
@A

@t
¼ � mJs ð16Þ

in which Js is the known distribution of source currents
producing magnetic fields that require shielding.

When the source currents are sinusoidal, A and Js can
be represented as phasors, and the time derivative in Eq.
(16) is replaced by jo:

r2A � jomsA¼ � mJs ð17Þ

When the shield material has zero conductivity or the
magnetic fields are constant (zero frequency), Eq. (17)
becomes

r2A¼ � mJs ð18Þ

Equation (17) can be used for the general case where a
shield provides field reduction through both flux shunting
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and induced-current mechanisms. Equation (18) is only
for flux shunting. The shielding factor for a specific source
shield configuration is determined by first solving for the
magnetic vector potential A without the shield in the
problem and then solving for A with the shield. Using
Eq. (14), one calculates the flux densities from both vector
potential solutions. Ratios of the field magnitudes as in
Eq. (2) define the field reduction provided by the shield as
a function of position.

6. NUMERICAL SOLUTIONS FOR SHIELDING

Except for the ideal shield geometries mentioned previ-
ously, solving the governing equations requires numerical
methods. Two common numerical techniques are the fi-
nite-element method and the boundary integral method
[12–14].

In the finite-element method, the problem region is
subdivided into elements—typically triangles for two-di-
mensional problems and tetrahedra for three-dimensional
problems—that form a mesh. The continuous variation of
vector potential A over each element is approximated by a
specified basis function. Then the unknowns become the
coefficients of the basis function for each element. Varia-
tional concepts are used to obtain an approximate solution
to the governing partial-differential equation, for example,
Eq. (17), across all elements. The net result is a system of
algebraic equations that must be solved for the unknowns.
Finite-element software is commercially available, and
features that provide automatic meshing, graphical pre-
processing, and visualization of results make it an acces-
sible and useful general shield calculating tool for some
shield problems, especially problems that can be modeled
in two dimensions or problems with symmetry about an
axis. Figures 3, 5, 6, 12, and 13 were produced with finite-
element software.

However, there are weaknesses to the finite-element
method. Shield geometries typically involve very thin
sheets of materials with much larger length and width
dimensions. This, along with the need to accurately model
significant changes in field magnitudes across the shield
thickness, requires large numbers of elements in the
shield region. Shielding problems are also characterized
by large regions of air and complicated systems of con-
ductors that are the field sources for the problem. In terms
of energy density, the fields in the shielded region are
negligible compared with fields near the sources, so one
cannot rely on energy as the criterion for determining
when an adequate solution has been obtained. Finally,
solving the partial-differential equations means that the
problem region must be bounded and a boundary condi-
tion must be specified at the edges. The problem region
must be made large enough that the boundary conditions
do not affect the solution in the region where shielding is
being calculated. This results in more unknowns and a
larger problem to solve.

Instead of differential equations, it is also possible to
use the integral form of the quasistatic equations. For
determining magnetic fields in air due to some distribu-
tion of currents, one can derive an integral equation, often

called the Biot–Savart law, which gives the magnetic field
contribution at a point in space due to a differential piece
of current density

H¼
1

4p

Z

V 0

Jðr0Þ � ðr� r0Þ

jr� r0j3
dv0 ð19Þ

in which Jðr0Þ is the current density in the problem as a
function of position defined by the vector r0 (from the or-
igin to the integration point) and r defines the point where
the magnetic field is being evaluated (vector from origin to
the field evaluation point). Integrating over all of the cur-
rents in the problem gives the total field at one point in
space. This equation is not valid when shield materials,
that is, conducting and ferromagnetic materials, are in-
troduced into the problem region. The boundary integral
method overcomes this difficulty by replacing the effect of
magnetization or induced currents within the materials
with equivalent sources at the surface of the materials
where discontinuities in material properties occur. In con-
trast to the finite-element method, only the surfaces are
divided into elements. Basis functions are used to approx-
imate a continuous distribution of equivalent sources over
these surfaces, and a system of equations is developed in
which the unknowns are the coefficients for the basis func-
tions. After solving for the unknown sources on the shield
surface, one can then calculate the new magnetic field at
any point by combining the contributions of all sources—
the original field sources and the induced sources in the
shield—to obtain the shielded magnetic field distribution.

The key advantages of the boundary integral method
are that only the surfaces of the shield need to be subdi-
vided into elements and that the method is ideal for open
boundary problems with a large air region. The method is
also ideally suited for complex systems of currents. Thus,
the boundary-element method is better suited for three-
dimensional problems than the finite-element method. The
main weakness of the boundary integral method is that it
results in a full system of equations that is more difficult to
solve than the sparse system produced by the finite-
element method. An integral method based on surface
elements, developed expressly for solving three-dimension-
al quasistatic shielding problems, is described in Ref. 15.

The underlying theoretical basis for shield calculations
is as old as electricity itself and goes back to Faraday and
Maxwell. Although materials science is a rapidly changing
area with developments in composite materials and ma-
terials processing, the basic materials for shielding of DC
and ELF magnetic fields have, for the most part, remained
unchanged. For basic shield configurations, calculations
are straightforward. However, actual application of
shielding requires practical expertise in addition to theo-
retical knowledge. For example, construction methods
used to fabricate a shield from multiple sheets must en-
sure that conductivity and permeability are maintained
across the entire shield surface, especially in critical di-
rections. Edge effects and holes in shields for conduits,
doors, windows, and so on degrade shield performance and
must be accounted for early in the design process. With
proper shield calculating tools and proper construction
practices, shields can be designed that attenuate magnetic
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fields by factors ranging from 10 to 1000 (shielding factors
ranging from 0.100 to 0.001), thus eliminating problems
with stray or unwanted magnetic fields.
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1. INTRODUCTION

The magnetron is an unique surviving example of an elec-
tron tube, or vacuum-electronic device, in the modern age
of RF and microwave semiconductor devices. Its definition

is complicated in historical length (back to 1921) and
breadth, types, and derived devices. In this review the
term ‘‘magnetron’’ usually connotes a source (oscillator) of
microwave power, where ‘‘microwave’’ is used to designate
frequencies between roughly 300 MHz and 300 GHz. Prac-
tical application is dominated by its use in the microwave
oven, although a significant number of other military and
industrial applications remain.

In the IEEE dictionary (1997 edition), ‘‘magnetron’’ is
defined as ‘‘An electron tube characterized by the interac-
tion of electrons with the electric field of a circuit element
in crossed steady electric and magnetic fields to produce
alternating current power output’’. If ‘‘alternating cur-
rent’’ is replaced by RF/microwave, then this definition is
roughly equivalent to the one used here with some further
caveats. The IEEE definition would apply to amplifiers as
well as oscillators. Also, a strict reading would allow its
application to a possible class of ‘‘cyclotron resonance’’ de-
vices, which would not generally be termed as magnet-
rons. If the interaction mechanism is restricted to the
class of ‘‘velocity synchronism,’’ then the IEEE definition
would be apt. It should be noted that in modern technology
the term ‘‘magnetron’’ also applies to devices not covered
by the IEEE definition but that demonstrably are derived
from the basic elements of the magnetron, which are de-
picted in Fig. 1. A uniform static magnetic field B is ap-
plied parallel to a cylindrical (generally) cathode, of radius
rc, which is an effective emitter of electrons when a voltage
Va is applied between the concentric anode, of radius ra,
and the cathode, with conventional polarity. Axial con-
finement of the electrons is achieved by the presence of
end shields or end hats, which are attached to the cathode
as depicted in Fig. 1, where the distance between end
shields is denoted as L. The anode electrode, of height H in
the axial direction, could be merely a solid (generally cop-
per) block, in which case the term ‘‘magnetron diode’’ is
used. Alternatively the anode could be made of a circuit, or
periodic structure for the purpose of achieving interaction
of circuit and electron cloud. The cathode is shown as a
uniform cylindrical tube heated by an internal filament
(usually tungsten) and thus dubbed an ‘‘indirectly heated’’
cathode. Alternatively, which is the case for most magnet-
rons in ‘‘power applications,’’ the cathode itself could be
directly heated when it itself consists of a tungsten (or
thoriated tungsten) helix or coil.

rm

2rc

(a) (b)

Pole piece
End shield

Anode 
structure

2ra

L H

Figure 1. Basic structure of a magnetron: (a) midplane cross
section; (b) longitudinal cross section through axis.1Section 3,5, and 7 were contributed by Thomas E. Ruden.
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fields by factors ranging from 10 to 1000 (shielding factors
ranging from 0.100 to 0.001), thus eliminating problems
with stray or unwanted magnetic fields.
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1. INTRODUCTION

The magnetron is an unique surviving example of an elec-
tron tube, or vacuum-electronic device, in the modern age
of RF and microwave semiconductor devices. Its definition

is complicated in historical length (back to 1921) and
breadth, types, and derived devices. In this review the
term ‘‘magnetron’’ usually connotes a source (oscillator) of
microwave power, where ‘‘microwave’’ is used to designate
frequencies between roughly 300 MHz and 300 GHz. Prac-
tical application is dominated by its use in the microwave
oven, although a significant number of other military and
industrial applications remain.

In the IEEE dictionary (1997 edition), ‘‘magnetron’’ is
defined as ‘‘An electron tube characterized by the interac-
tion of electrons with the electric field of a circuit element
in crossed steady electric and magnetic fields to produce
alternating current power output’’. If ‘‘alternating cur-
rent’’ is replaced by RF/microwave, then this definition is
roughly equivalent to the one used here with some further
caveats. The IEEE definition would apply to amplifiers as
well as oscillators. Also, a strict reading would allow its
application to a possible class of ‘‘cyclotron resonance’’ de-
vices, which would not generally be termed as magnet-
rons. If the interaction mechanism is restricted to the
class of ‘‘velocity synchronism,’’ then the IEEE definition
would be apt. It should be noted that in modern technology
the term ‘‘magnetron’’ also applies to devices not covered
by the IEEE definition but that demonstrably are derived
from the basic elements of the magnetron, which are de-
picted in Fig. 1. A uniform static magnetic field B is ap-
plied parallel to a cylindrical (generally) cathode, of radius
rc, which is an effective emitter of electrons when a voltage
Va is applied between the concentric anode, of radius ra,
and the cathode, with conventional polarity. Axial con-
finement of the electrons is achieved by the presence of
end shields or end hats, which are attached to the cathode
as depicted in Fig. 1, where the distance between end
shields is denoted as L. The anode electrode, of height H in
the axial direction, could be merely a solid (generally cop-
per) block, in which case the term ‘‘magnetron diode’’ is
used. Alternatively the anode could be made of a circuit, or
periodic structure for the purpose of achieving interaction
of circuit and electron cloud. The cathode is shown as a
uniform cylindrical tube heated by an internal filament
(usually tungsten) and thus dubbed an ‘‘indirectly heated’’
cathode. Alternatively, which is the case for most magnet-
rons in ‘‘power applications,’’ the cathode itself could be
directly heated when it itself consists of a tungsten (or
thoriated tungsten) helix or coil.

rm

2rc

(a) (b)

Pole piece
End shield

Anode 
structure

2ra

L H

Figure 1. Basic structure of a magnetron: (a) midplane cross
section; (b) longitudinal cross section through axis.1Section 3,5, and 7 were contributed by Thomas E. Ruden.
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The schematic of Fig. 1 applies not only to the magnet-
ron diode and magnetron oscillator but also to a number of
derived devices not discussed in detail here. These include
the ‘‘vac-ion’’ pump, Penning discharge tubes in which the
cathode is reduced only to endplates and ‘‘planar magnet-
rons’’ used for sputtering and thin-film deposition in the
semiconductor industries. Furthermore, even within the
class of microwave oscillators there are variations such as
the inversion (spatial) of cathode and anode as well as
special experimental devices in which the polarity of volt-
age is reversed—namely, with an interacting periodic
structure at or near cathode potential and a positive an-
ode with or without a periodic structure. Ground is at ei-
ther cathode or anode potential.

2. EARLY HISTORY

In 1921, Dr. A. W. Hull of the General Electric Company
published a paper [1] on the magnetron, as depicted in
Fig. 1. He studied its basic properties as an electron tube.
The key concept he presented was that of the cutoff con-
dition, or the boundary of parameters that permit electron
flow from cathode to anode and those that do not permit
electron flow. This condition was given by the following
formula for the Hull cutoff voltage Vac:

Vac¼ ðZ=8ÞðBÞ
2
ðraÞ

2
½1� ðrc=raÞ

2
�2 ð1Þ

where MKS units are used, and Z¼ e/m, the ratio of elec-
tron charge to mass, 1.76�1011 C/kg (coulombs per kilo-
gram). Neglecting space charge effects and any axial
motion (i.e., an assumption of axial uniformity), then, at
voltages greater than the cutoff value, an electron will flow
directly from cathode to anode, albeit with a curved tra-
jectory, the more so as the magnetic field is increased or
voltage decreased. Just at the cutoff condition an electron
will just graze the anode and return to the cathode, the-
oretically with zero energy— that with which it began its
trajectory. At anode voltage below the cutoff value the
electron trajectories will be confined to some limiting ra-
dius rm, whose value is less than ra and goes to rc with
decreasing voltage (see the trajectory depicted in Fig. 1).

In the pre–World War II era, little attention was given
to the linear version of magnetron devices, but it is useful
at this point to point out the simple relation that ensues
for cutoff and trajectories in the linear case where rc and ra

go to infinity and d¼ ra� rc, the space between cathode
and anode in the linear case. One finds the following for
the cutoff voltage in the linear case:

Vac¼ ZðBdÞ2=2 ð2Þ

As shown by Harman [2] after World War II (WWII), the
linear case provides a simpler and more easily expressed
picture of electron motion, space charge effects, and inter-
action mechanisms. Thus in crossed fields (a two-dimen-
sional view), E and B, it is found that in general, the
average drift velocity of an electron is given by the simple
ratio

v¼E=B ð3Þ

and in some cases the trajectory then is a straight line
perpendicular to both field directions, with spatial con-
ventions corresponding to a right-hand rule coming from
the underlying vector relation v¼E�B/|B2|. In general
when the fields are uniform, there will be superimposed on
this average drift a quasicycloidal component. For the case
where this additional component is cycloidal, the radius of
this orbital motion is

r¼E=Boc ð4Þ

where oc¼ ZB is the cyclotron frequency corresponding to
the magnetic field B. Then, if E is the field between two
plates with anode voltage equal to the cutoff value (3), Eqn.
(4) reduces to r¼d/2 or the case of a cycloidal trajectory
between cathode and anode at the grazing condition.

More sophisticated later analyses of magnetrons with
the static effect of space charge addressed, for example, by
Brillouin [3], found that the cutoff relations (1) and (2) re-
main valid even when space charge is accounted for, at
least in the simplest models. In the popular (and neglect-
ing small effects such as axial motion and magnetic field
created by the rotating space charge) single-stream model
of Brillouin the electron trajectories in the linear case are
straight lines parallel to the electrodes and in the cylin-
drical case circles outside of the cathode. It is found that
whatever the space charge distribution r(r) is, the poten-
tial distribution in the space charge must satisfy the re-
lation

VðrÞ�ðrocÞ
2
ð1� r2

c=r
2Þ

2=8Z ð5Þ

and for the single-stream model the equality applies at
radii less than rm, the outer limit of the space charge hub.
Thus the anode voltage associated with hub radius rm is

Va¼ ½o2
c r2

m=8Z�ð1� r2
c=r

2
mÞ

½ð1þ 2 ln ra=rmÞð1� r2
c=r

2
mÞþ 4ðln ra=rmÞr

2
c=r

2
m�

ð6Þ

and the space charge density r0 in the hub is

r0¼ � ðe0o2
c=2ZÞð1þ r4

c=r
4Þ ð7Þ

where e0 is the dielectric permittivity of free space, 8.86�
10�12 F/m (farads per meter). The square of the velocity of
an electron at radius r is

ðrdy=dtÞ2¼ 2ZVðrÞ¼ ðo2
c r2=4Þð1� r2

c=r
2Þ

2
ð8Þ

For the linear case, relations (5)–(8) simplify to the fol-
lowing, respectively, where x is the distance above the
lower cathode electrode and xm denotes the upper bound-
ary of the space charge slipping stream:

VðxÞ�ðocxÞ
2=2Z ð9Þ

Va¼ ðd=xmÞðocxmÞ
2=2Z ð10Þ

r0¼ � e0o2
c=Z ð11Þ

vðxÞ2¼ðocxÞ
2

ð12Þ
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Thus the velocity at the upper edge of the stream xm is
always greater by a factor of 2 than the velocity of an
electron without space charge (i.e., oc xm vs. oc xm/2).

Before WWII the understanding of magnetron space
charge did not go much beyond this description with the
question of instability and chaos still far in the future for
consideration. Nevertheless considerable progress was
made in experimental production of magnetron oscilla-
tions. At that time these were divided into three categories:

1. Cyclotron Frequency Oscillations. In almost any mag-
netron device evidence of such oscillations can be perceived.
In the 1930s various studies showed such oscillations re-
gardless of whether the anode was solid or segmented. The
most dramatic report was the production of usable power
(for scientific studies) at 50 GHz [4] with powers up to
100 W at low frequencies below 1 GHz. In most cases it was
believed that the oscillation was optimum near the cutoff
condition where phase sorting could remove unfavorable
electrons. This type of oscillation was not pursued much,
although it could be considered a precursor of the oscilla-
tion type in the modern gyrotron (see GYROTRON article).

2. Negative-Resistance Oscillations. This type oscilla-
tion occurred when the magnetic field was very high (i.e.,
ocbo). In this case studies by Kilgore [5] showed favor-
able electrons performing many gyrations or cycles (at cy-
clotron frequency) during the transit from cathode to
anode. Some commentators suggest that this type is a
special case of the more general ‘‘traveling wave’’ oscilla-
tions, but in any case applied only to low frequency. More
recently, however (see theoretical discussions in Section 5)
it appears that there may be some relevance to interaction
in relativistic magnetrons.

3. Traveling-Wave Oscillations. For many years before
World War II many investigators succeeded in producing
oscillations in magnetrons where the anode was segment-
ed— for example, into two, four, six, eight, or more seg-
ments and various circuits connected to these segments.
The theories were not sufficient, but there slowly was an
appreciation of the concept of ‘‘velocity synchronism’’ in

which electrons when moving at the same speed as a trav-
eling wave can become phase focused in such a way as to
deliver energy to the wave. As depicted in Fig. 2, such a
wave that can travel around the anode or interaction
space is a ‘‘slow wave’’ supported by ‘‘periodic structures’’
[6,7]. From the principle that electrons in crossed fields
move perpendicular to the E field, one can see that certain
favorable electrons move toward the anode and give up
energy. At the same time unfavorable electrons move a
limited distance toward the cathode and possibly gain
some energy, which then trigger backbombardment of the
cathode, heating and secondary electron emission to add
to the presumed thermionic emission. If the circuit, as well
as the electron flow, is reentrant, as in the cylindrical
magnetron, then oscillations can and should build up.

As documented by Harvey, Guerlac, and others [8,9], all
the activity before 1940 resulted in many papers showing
traveling-wave oscillations but mostly with modest power
of watts up to 100 W and predominantly at low frequency
below 1 GHz. The real breakthrough credited as the birth
of the microwave magnetron was done in the United King-
dom in response to urgent wartime needs for radars—par-
ticularly search and fire control. Boot and Randall [10,11]
are credited with this work, which demonstrated the fea-
sibility of generating watts of average power and tens of
kilowatts peak power (with microsecond pulses) at high
frequencies, around 3 GHz (S band) with good efficiency:
10–50% The importance of this ‘‘cavity magnetron’’ in win-
ning the war for the United Kingdom and the United
States has been well documented [9,12]. Important fea-
tures introduced by Boot and Randall included the recog-
nition that multiple resonators in a copper block could
yield the high Q (low loss) important for extension of per-
formance to higher frequencies (important for radar reso-
lution, etc.). Years later, some decry [13] the credit
uniquely given to the British for this development while
not recognizing the prior reports of magnetron oscillations
in Russia, Germany, Japan, and France. But it has been
explained in rebuttal [13] that only when the British dem-
onstrated the breakthrough levels of power at high fre-
quencies was there practical recognition of its importance.
Indeed, history [9,12] records the dramatic program to
manufacture in large quantity the magnetrons need by the
Allies in World War II. (It is ironic that various reports [14]
state that in Germany governmental policies in the 1930s
and early 1940s had prevented the concentrated attention
to high frequencies, which triggered the British milestone.)

An immense amount of research and development on
the cavity magnetron for military applications took place
during World War II, and unclassified documentation was
possible only after then. Concerning the magnetron, that
work is described in Volume 8 [15] of the celebrated Ra-
diation Laboratory series of books on radar, microwave
technology, and the various associated components such
as the magnetron and other devices. As described by Col-
lins [15], many physicists contributed greatly to the the-
ories and experimental magnetron development between
1940 and 1946, and even a bit later. Here we will only
summarize the key theoretical principles and experimen-
tal results codified during the war effort.

Figure 2. Depiction of RF interaction electric fields in a mag-
netron.
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The copper anode structures consisting of an even num-
ber of vanes, or variously shaped resonators were analyzed
as reentrant periodic structures with principal modes n¼
0 � � �N/2 where N is the number of vanes or resonators.
For a given mode n there would be 2n half-wave fringing
fields as depicted in Fig. 2. It was soon found that the best
mode of operation was that of the p mode with 1801 phase
shift between adjacent resonators or cavities and hence n
¼N/2. Also it was found that a ‘‘strapping’’ technique was
very effective in providing ‘‘mode separation,’’ allowing
stable magnetron operation in that mode.

Key concepts of ‘‘instability’’ voltage and ‘‘threshold’’
voltage were developed [15] by many led by Buneman and
Hartree, respectively. The more useful concept is the lat-
ter, which describes the minimum voltage at which cur-
rent can be drawn for a given mode. The Hartree voltage
was given by

VH¼ ½oBðr2
a � r2

c Þ=2n�ð1� o=nocÞ ð13Þ

where n is the mode number corresponding to the number
of periods or wavelengths of the field pattern in the inter-
action space from the anode structure. In almost all cases
the value of n is for the p mode or n¼N/2, where N is the
number of vanes, cavities, or resonators. For the linear
case the Hartree voltage becomes

VH¼oBd=b� o2=2Zb2
ð14Þ

where b¼ 2p/l is the phase parameter for the interacting
slow wave where l is its wavelength or period along the
direction of electron or beam flow.

It can be shown that at the Hartree condition in the
cylindrical magnetron the azimuthal velocity of the out-
ermost electrons in the space charge hub, is greater than
the corresponding azimuthal velocity of the interacting
slow wave. This signifies that extra energy must be avail-
able for the electrons as they drift radially out from the
hub, requiring a continuously increasing azimuthal veloc-
ity if the electrons are to stay synchronized with the ro-
tating wave. One speaks of the bunched electron spokes
rotating in synchronism with the rotating wave.

For the linear case, however, it can be seen that the
voltage for synchronism (or velocity resonance) is the
same as the Hartree voltage. Once in synchronism at the
outer edge of the sheath of electrons, the electrons or
spokes require no increase in velocity along the y direction
as they move toward the anode, in the x direction.

We have described the basic concepts underlying the
modern microwave magnetron. Later we review practical
designs, the use of the ‘‘performance chart’’ and Rieke di-
agram to describe the magnetron operating results and
the actual results achieved in the field during and since
World War II. For the most part the magnetron circuit
(anode) represents a resonant circuit. Its characterization
is required before the full electron cloud–circuit interac-
tion is understood as to its dependence on the load where
the output power is delivered and the portrayal of same on
the ‘‘Rieke diagram’’— namely, power and frequency data
plotted on the classical ‘‘Smith chart’’ (see SMITH CHART).

3. MICROWAVE MAGNETRONS

3.1. Synopsis of Magnetron and Crossed-Field Amplifier
Development

Pre–World War II magnetrons were of the so-called split-
anode type [16]. A resonant circuit was formed by coupling
the anode segments to a short-circuited Lecher wire trans-
mission line. Operating in the VHF and UHF regions,
these magnetrons produced continuous-wave (CW) power
of hundreds of watts and could be mechanically tuned over
a wide range of frequencies. Short transit time of the elec-
trons from cathode to anode was necessary to obtain effi-
ciencies of 60% and was achieved by the use of a strong
magnetic field. Split-anode magnetrons were employed in
the early 1940s primarily in radar and UHF electronic
countermeasures. It was not practical to use this type of
device as a source of high power at microwave frequencies
because of the power dissipated in the anode and cathode,
and the high magnetic field requirement. However, oper-
ation at lower magnetic field and with anodes consisting of
multiple electrodes led Posthumous [17] to develop the
concept of traveling-wave interaction between the elec-
trons and the RF electric fields developed in the interac-
tion space between cathode and anode. The electrons
executed long transit-time orbits, allowing the electrons
to efficiently transfer energy from the DC field directly
into microwave energy. Traveling-wave interaction formed
the basis for the design of high-power, high-frequency
magnetrons.

A detailed and descriptive discussion of magnetron de-
velopment during World War II and the subsequent de-
velopment of the crossed-field amplifier (CFA) is given in a
paper by Brown on the microwave magnetron and its de-
rivatives [18]. Design and performance features of World
War II magnetrons are described in a Bell Laboratories
paper by Fisk et al. [19], and an MIT Radiation Laboratory
Series text edited by Collins [15].

A synopsis of the early magnetron design and its role in
crossed-field amplifier development is presented below.
Particular crossed-field devices and their performance fea-
tures are described that influence modern design and
applications of magnetrons and crossed-field amplifiers.

3.2. Early Magnetron Design Features that Influence Modern
Tube Design

High pulsed power was required at microwave frequencies
to meet radar-ranging requirements. In 1939, a compact,
mechanically and thermally robust hole and slot anode
magnetron resonator was invented. The anode resonator
is shown in Fig. 3. Early models of the magnetron em-
ployed a large-diameter oxide-type cathode to obtain the
necessary electron emission current densities for high
power operation. These tubes eventually developed peak
power of 100 kW at 10 cm wavelength. However, the anode
structure consisting of coupled resonators had multiple
resonant frequencies that interfered with the desired os-
cillation frequency. This problem was resolved by modify-
ing the anode circuit with the addition of metallic
conductors called ‘‘straps’’. Figure 4 shows a typical
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early magnetron. The letter I identifies the interaction
space between the cathode C and the anode A. The anode
resonators are shown as R, and coupling between resona-
tors is increased by the straps S shown electrically con-
necting alternate resonator cavities. The loop L connected
to the end of a coaxial transmission line couples power
from the resonator cavity. A second strap, not shown, con-
nects the remaining resonators. Dual strapping was ap-
plied to either one end or to both ends of the anode. The
effect of strapping was to lower the desired operating fre-
quency and to displace potentially interfering frequencies
well above the operating frequency.

Based on the early development work, the design of the
anode resonator circuit was modified to include the vane
and the slot (wedge) configurations shown in Fig. 5. Both
these designs could be strapped as discussed above.

The manufacturing process for the anode block in-
volved machining of OFHC (oxygen-free high-conduc-
tivity) copper. This process was time-consuming and
costly. An alternate procedure used stamped copper lami-
nations that could be stacked and brazed together with
high-conductivity solders. This process was employed for
production of tubes with wavelengths of 10-cm tubes and

higher. Tubes operating at low wavelength still required
machining to meet required tolerances.

Strapped anodes were difficult to fabricate at wave-
lengths shorter than 10 cm. The strapped anode was re-
placed by the unstrapped rising sun anode shown in Fig. 6.
The rising-sun anode provided adequate frequency sepa-
ration and could be fabricated at mm wavelengths by us-
ing a technique called ‘‘hobbing,’’ in which a machine tool
is driven into a block of copper to create the rising-sun
anode shape.

A large number of fixed-frequency and mechanically
tuned magnetrons that incorporated anodes of various de-
signs [15,19] were developed during WWII and oscillated
at wavelengths ranging from 40 cm to 10 mm.

Figure 3. Hole and slot magnetron anode.

R S
I

A

C

L

Figure 4. Cross-sectional view of typical hole and slot magnetron
anode with straps. (Reproduced from Microwave Magnetrons,
G.B. Collins, Ed., McGraw-Hill Book Co., Inc., NY, 1948.)

Figure 5. Magnetron anode: (a) vane and (b) slot (wedge).
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3.3. Magnetron Tuning Techniques

It was recognized early that tuning of the magnetron was
essential for military applications, which required fre-
quency diversity for jamming and general radar applica-
tions, including FM altimeters. Tuning was achieved
mechanically, electronically, and by voltage tuning [20].
Mechanical tuning involves changing the inductance or
capacitance of the anode resonant circuit. This method
typically provides a 10% tuning range prior to having
mode interference. Nominal shift of frequency can also be
obtained either by changing the load impedance of the
magnetron or by coupling an external tunable cavity to
one or more magnetron cavities.

A variety of other techniques have been used to provide
tuning and frequency agility of the magnetron. These in-
clude electron-beam tuning of the resonators, change of
the permeability of ferrite-loaded transmission lines cou-
pled to the resonators, change of the electrical length of
transmission lines coupled to the resonators by means of a
multipactor discharge, and piezoelectric tuning [20]. A few
examples of magnetron tuning are discussed below.

3.3.1. Voice Coil Tuning Reed. This approach was first
incorporated into a low power CW magnetron for use as a
frequency-modulated CW radar altimeter. This magnet-
ron is the C-band, 4268–4350-MHz, 1.5-W RK6177 mag-
netron, which is frequency-modulated at a 300 Hz rate by
a vibrating reed driven by a voice coil mechanism [21].
Another device using a voice coil is the frequency-agile
MG5272 Ku-band, pulsed coaxial magnetron. This 50-kW
peak, 50-W-average power device has a tuning range of
350 MHz and a tuning rate of 700 Hz [22].

3.3.2. Multipactor-Tuned Magnetron. Strapped-vane
magnetrons have employed one or more external cavities
coupled to individual anode resonators to provide tuning
[23]. A modification of this technique is to employ a
coaxially tuned circuit inductively coupled to the mag-
netron having a capacitive section in which an electron

discharge is created between the inner and outer coaxial
conductors [24]. RF power coupled from the magnetron
excites an electron multipactor discharge within the
capacitor volume. The effect of the discharge is to reduce
the capacity of this section by about 11%. Magnetron
power loss due to the discharge is 5–10%. An X-band
multipactor-tuned magnetron MG5286 operates at 22.5 kW
with an efficiency of 34%. The tuning range is 9265–
9315 MHz [25].

3.4. Coaxial Magnetron and Methods of Tuning

The development of the coaxial magnetron by Feinstein
and Collier [26] has had a major impact on the upgrade of
commercial and military radars because of its improved
spectrum and operational life as compared to the strapped
magnetron. In addition, advanced tuning techniques have
been applied to this device, further enhancing its overall
capability. The coaxial magnetron generally has larger
size and weight than does the strapped magnetron to
achieve a given power level.

The improved performance was obtained by symmetri-
cally coupling the unstrapped magnetron anode resona-
tors to a TE011 mode cavity having a low RF loss. The
unloaded Q of the composite anode and cavity is approx-
imately 4 times that of the strapped magnetron, which is a
key factor in achieving improved spectrum. Symmetric
coupling of the cavity and anode resonators ensured that
the anode resonators were excited in the pi mode. The co-
axial magnetron structure also has lower power density as
compared to the strapped magnetron, thus reducing the
tendency for arcing, which affects the performance of high-
peak-power magnetrons. A concise description of the
coaxial magnetron and performance features is provided
by Gerard [27]. The design and performance of a 3-MW
S-band coaxial magnetron incorporating mode perturba-
tion techniques to achieve wide tuning range is discussed
by Ruden [28], and a field analysis was developed for the
mode spectrum of the coaxial magnetron that shows sim-
ilarity to the mode spectrum of the rising-sun magnetron
[29]. The coaxial magnetron has played a major role in the
upgrade of existing radars in providing improved spec-
trum characteristics, enhanced reliability during opera-
tion, and exceptionally long operational life. The coaxial
magnetron has a number of features that suggest that it
may perform well at the multimegawatt/gigawatt peak
power level. Preliminary work on development a 100-MW
relativistic positive anode coaxial magnetron is described
in Section 7 on technological developments.

Various methods of tuning the coaxial magnetron are
described by Gerard [30]. Slow, motor-driven, mechanical
tuning is used to set the magnetron center frequency. A
separate motor connected to the cavity tuning plunger is
used to ‘‘dither’’ the frequency. At K band the coaxial mag-
netron is capable of a frequency excursion of 300 MHz at a
dither rate of 150 Hz.

Other coaxial magnetrons employ a servocontrolled
mechanism to provide accurate and fast frequency re-
sponse to a variety of input tuning waveshapes, and vari-
able-frequency excursion and tuning rate [31].

Figure 6. Rising-sun anode.
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3.5. Cathode and Magnet Design

3.5.1. Cathode Design. A variety of cathodes have been
used in the magnetron and crossed-field amplifier. The
cathode is located directly in, and is integral to, the inter-
action space, which places unusual design constraints on
the cathode. The DC–RF crossed-field interaction results
in a percentage of the emitted electrons being returned to
the cathode. The kinetic energy of these returning elec-
trons is greater than the thermal energy of the emitted
electrons. This is known as ‘‘backbombardment’’ of the
cathode, and produces three effects:

1. There is heating of the cathode surface due the en-
ergy of the backbombarding electrons, which can re-
sult in a significant temperature rise of the cathode.
In some magnetrons and CFAs, a precisely con-
trolled change in the heater voltage is required to
restore cathode to its original temperature.

2. Depending on the cathode materials, the electron
energy may be enough to produce secondary elec-
trons that contribute to the current delivered by the
cathode.

3. Depending on the cathode materials and electronic
and physical processes, the cathode-emitting surface
may be modified by the energy of the returning elec-
trons. Choice of cathode materials and type of cath-
ode is therefore a critical item in magnetron and
CFA design.

In general the thermionic emitter type cathodes used in
magnetrons are either pure tungsten operating at very
high temperatures to achieve the requisite emission den-
sities with long lifetimes, versions of carburized thoriated
tungsten operating at lower temperatures and having
some reduction of life, or dispenser cathodes operating at
much lower temperatures that depend on the constant
evolving and migrating of an activating material to the
emitting surface to mitigate the effects of evaporation and
electron backbombardment.

One of the easiest and least expensive dispenser-type
cathodes to manufacture and use is the oxide cathode.
This cathode was typically used in low-power CW mag-
netrons for altimeter and FM transmitters. Originally de-
veloped for radio tubes, this cathode through chemical and
thermal processes continually replenishes its semiconduc-
tor surface with barium ions evolved in the body of the
oxide, which in conjunction with the oxide provide emis-
sion of electrons at a low temperature. The barium oxide
cathode material is frequently used in either a nickel
mesh or nickel matrix to enhance its chemical and me-
chanical properties. The oxide cathode can provide not
only CW current but also high peak current at narrow
pulsewidth. Currently, the oxide cathode is used in beacon
magnetrons for transponder and weather radar applica-
tions.

Considerable effort has been devoted over many years
to develop fast warmup cathodes for beacon and millime-
ter-wave magnetrons. In most instances the achievement
of fast warmup requires changing many other features of
the magnetron design and specifications besides just the

cathode emitter. A recent analysis discusses methods for
reducing warmup time and heater power for a ‘‘semiindi-
rectly heated’’ oxide coated cathode [32]. This paper also
suggests that materials other than tungsten and molyb-
denum be used for the cathode heater.

The impregnated type cathode has replaced the oxide
cathode in many high-power crossed-field tubes that re-
quire long life and wide pulsewidth. The particular type of
impregnated cathode used is greatly influenced by the na-
ture of the application of the magnetron or crossed-field
amplifier.

Although other methods and materials have been used,
in general the impregnated cathode uses a porous matrix
of compacted and sintered tungsten into which a suitable
barium oxide base compound is impregnated. The emit-
ting surface may be polished or have various other mate-
rials deposited on it to stabilize thermionic or secondary
emission characteristics. Operating at about 10501C,
this cathode, when applied properly, can supply copious
emission for tens of thousands of hours in a crossed-field
device.

A paper by Cronin [33] provides basic information on
the impregnated cathode and describes various coating
methods used to enhance the cathode current density. The
impregnated cathode is highly reliable and is extensively
used in high-power coaxial magnetrons and crossed-field
amplifiers.

General description of cathode types, fabrication, and
usage is provided by Gilmour [34], and a complete discus-
sion of cathode fabrication and processing is given by
Rosebury [35] and Kohl [36]. Djubua et al. [37] reviews
the state of the art of the dispenser cathode to provide
current density of 30 A/cm2 (amperes per square centime-
ter) with a life of 10,000 hours for klystron usage. The
combination of layered cathode materials and alternate
surface coatings is discussed. This technology may be ap-
plicable to further improve the performance of cathodes in
the magnetron and crossed-field amplifier.

The cathode workhorse for the kilowatt, S-band micro-
wave oven magnetron is the carburized thoriated tung-
sten helix wire cathode where current density of 1–3 A/cm2

is typical depending on whether the device operates CW or
pulsed. Carburization reduces the amount of evaporation
of thorium leading to enhanced reliability and life. A pure-
tungsten cathode helix is used in the higher-power indus-
trial magnetrons. L-band 100-kW CW magnetrons have a
life of approximately 10,000 h. Most common failure
modes are filament end of life, internal arcing, and mod-
ing phenomena. Limited data for L- and S-band 30-kW
magnetrons show 6000–8000 h of life with filament end-of-
life the most common failure mode [38].

Finally, some cathodes operate on secondary emission.
The oxide cathode has a high secondary emission ratio and
can provide high current under short pulsewidth condi-
tions. Other secondary emission cathodes can operate sta-
bly at reasonably high emission densities and high
average power. Pure metal cathodes of tantalum and mo-
lybdenum showed some early promise. These materials
have been superceded by a cold, secondary emitting plat-
inum cathode that meets the stability and life require-
ments for both high-CW power generation and combined
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high peak and average power generation at wide pulse-
widths [39].

Particular applications requiring low-voltage operation
of the crossed-field device, long pulse operation dictated
the use of metallic oxide films as beryllium oxide. The na-
ture of these emitters is discussed by Shih et al. [40]. The
oxide film degrades during operation, and an auxiliary
oxygen dispenser is required to allow the oxide film to
be continually replaced. This approach has been used
successfully in crossed-field amplifiers employed in the
AEGIS Weapon System [41].

3.5.2. Magnet Design. The magnetron and crossed-field
amplifier have had a long history of using Alnico 5 and 7
magnetic material. Alnico 9 is also used in coaxial mag-
netrons at L and S band to achieve higher field strength,
and to reduce volume and weight. As discussed in Section
7, magnets made of the rare-earth element samarium and
cobalt [42] are used in beacon and millimeter-wave mag-
netrons where exceptionally small volume and low weight,
freedom from demagnetization when in proximity to fer-
rous materials, and high-temperature operation are
requirements. The use of temperature compensated sa-
marium–cobalt magnets has achieved essentially zero
temperature coefficients and provides long-term stability
at 3001C [43]. These magnets have been employed in trav-
eling-wave tubes. Information on usage in crossed-field
tubes is not available.

The magnetrons used in microwave ovens typically use
low-cost ferrite magnets; changes in temperature can af-
fect the stability of this material.

3.6. Magnetron Performance Chart and Rieke Diagram

The magnetron performance chart shows the relationship
between voltage, current, and magnetic field. Specific
power data or contours of constant power and constant

efficiency are typically superposed on the voltage–current
plot. Regions of high or low noise generation are some-
times identified. Figure 7 is of considerable historical in-
terest in that it shows the ‘‘Gauss lines’’ of voltage versus
current for different magnetic field levels for a 25-kW CW
magnetron that has used as the base design for higher-
power CW magnetrons. Note that as the magnetic field is
increased, the efficiency approaches B85%. This efficiency
value includes the electronic conversion efficiency, circuit
efficiency, and an efficiency term associated with back-
bombardment power to the cathode. Note the wide range
of current, which provides high efficiency at a higher than
normal magnetic field level. Further investigation is re-
quired to establish the maximum efficiency obtainable
from the magnetron [140].

The performance chart records the operation of the
magnetron into a matched RF load. This chart also pro-
vides information on matching the static impedance of the
magnetron to the power supply or modulator impedance.
The dynamic impedance of the magnetron is of importance
relative to the manner in which the magnetron voltage and
current are affected by the dynamic impedance of the pow-
er supply/modulator. CW magnetrons typically have low
dynamic impedance; hence optimum performance is ob-
tained by operation of the magnetron under a condition of
constant current. Note the dynamic impedance is sensitive
to the heater power and cathode backbombardment power.

At a given magnetic field an increase in magnetron an-
ode voltage produces a change in anode current that is a
function of the dynamic impedance of the tube. The volt-
age and current will increase until a limit in current is
reached. The voltage and current may markedly change
depending on the nature of the power supply or modulator.
This voltage–current change corresponds to a transition
of operation into a non-pi circuit mode at a different fre-
quency. The current limit is termed a current-mode bound-
ary, and the magnetron is said to have moded.
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Figure 7. Performance chart: frequency 912
Mc/s, frequency-pulling figure 2.6 Mc/s. (Repro-
duced with permission from Proc. IEE, 1964,
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Alternately, the magnetron may undergo a small
percentage change in voltage at essentially constant cur-
rent. This voltage change is accompanied by a shift in fre-
quency. This is termed a ‘‘Gauss-line discontinuity,’’ which
causes degradation of the magnetron spectrum.

Moding and the Gauss-line discontinuity can be influ-
enced by the load conditions and is greatly affected by the
available cathode emission current. If the maximum avail-
able emission current is approached the slope of the volt-
age–current curve will increase. It has recently been
shown by numerical simulation of magnetron operation
[79,104] that the magnetron is unstable under this condi-
tion. Once the transition into a regime of cathode temper-
ature emission-limited operation has occurred, the
magnetron resumes stable operation with typically lower
noise generation than that associated with cathode space-
charge-limited emission.

The effect of load (microwave oven, plasma reactor, an-
tenna, etc.) mismatch that encompasses variation of both
magnitude of load impedance and phase is described by
the Rieke diagram, which provides contours of power and
frequency as a function of load voltage standing-wave ra-
tio (VSWR) and phase.

The Rieke diagram of Fig. 8 provides a description of
the magnetron response to variation of the complex load
impedance. Circles of load reflection coefficient or corre-
sponding load VSWR are displayed. The contours of mea-
sured constant power output are shown as a function of
load VSWR and phase. Note the region of high power cor-
responds to strong coupling of the magnetron to the load.
Matched load is at the center of the diagram and repre-
sents zero reflection coefficient or VSWR equal to one. Op-
eration of the magnetron at a power level greater than
that at matched load can lead to moding. The region of

high power is called the ‘‘sink.’’ The lines of constant
frequency tend to converge in the high-power region of
the chart. Small changes in load impedance result in rel-
atively large frequency shifts causing degradation of the
spectrum. However, efficiency is high in the sink region.

The low-power region of the chart corresponds to re-
duced coupling to the load with greater energy storage in
the magnetron circuit. While buildup of oscillation is im-
proved in the low-power (antisink) region, the magnitude of
the RF fields in the magnetron can lead to arcing and an
increase in the missing pulse count. An increase of cathode
backbombardment power also occurs in regions of the chart
when the output power is less than the matched load pow-
er. For a given cathode heater power, the variation in cath-
ode backbombardment power may vary the cathode
temperature and thus cathode emission such that the cath-
ode transitions back and forth between space-charge-lim-
ited operation and temperature-limited operation.

3.7. Modification of Magnetron Circuit to Create an
Amplifier

3.7.1. The Amplitron Crossed-Field Amplifier. From the
late 1940s to the early 1950s numerous research activities
were in progress to develop a crossed-field amplifier. Mag-
netron amplifier concepts were in vogue [44], and an
offshoot of Warnecke’s work led to the development of
the M-type backward-wave oscillator (M-BWO) [45],
which provided considerable insight into the crossed-field
interaction process. A parallel investigation led to modifi-
cation of the magnetron anode circuit, which resulted in
an amplifying device called the Amplitron invented by
Brown [46]. The theory of the Amplitron was developed by
Dombrowski [47].
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The Amplitron is best described in terms of the mag-
netron circuit modification as shown in Fig. 9, where the
dual strapped circuit is severed. The anode–strap configu-
ration is now representative of a broadband transmission
line rather than the resonant structure of the magnetron.
The anode vane count for the magnetron is an even num-
ber, while for the Amplitron the vane count is odd. The
circuit has an input/output terminal. A drive signal im-
pressed on the input is transmitted along the circuit to the
output. Electrons created at the cathode rotate about
the cathode in a direction opposite that of power flow on
the circuit. This device is termed a ‘‘backward–wave de-
vice.’’ The power flow on the transmission line creates RF
voltages on the anode electrodes. The time-varying electric
field created in the interaction space is composed of two
fundamental waves, one of which travels in the direction of
electron flow. Interaction of this wave with the circulating
electron stream is similar to that occurring in the magnet-
ron. The mechanism of power buildup on the circuit is also
identical to what occurs in the M-BWO where power flows
on the circuit in a direction opposite that of the electron
flow. The frequency of the Amplitron is determined by the
drive signal and the magnitude of power gain is deter-
mined by the impedance of the transmission line.

Of importance is the reentrant nature of the electron
stream in the Amplitron. ‘‘Reentrant’’ implies the space
charge spokes created by the crossed-field focusing mech-
anism rotate about the cathode and pass without degra-
dation from the region of low electric field of the input
anode electrode to the region of high electric field of the
output anode electrode. Typical overall efficiency for the
backward wave Amplitron is between 45–80% depending
on frequency, magnetic field level, and RF circuit resistive
loss associated with the length of the circuit. In some ap-
plications the Amplitron can exhibit greater efficiency
than the high-Q resonant magnetron due to its broad-
band, low-Q filter-type RF circuit.

Typical usage of the Amplitron is illustrated by the fol-
lowing examples. The Amplitron was used in the S-band,

CW, FM transmitter in the lunar excursion module of the
NASA Apollo program. This Amplitron provided 17 dB of
gain, power of 25 W, and operated at an efficiency of 55%.
Note this tube employed a standard oxide-coated cathode
with a nickel matrix that met the reliability and life re-
quirements of the spaceborne telemetry mission.

For decades the Amplitron was the dedicated pulsed
power source for the U.S. FAA Airport Surveillance Radar
providing 4.5 MW of peak power at L band and operating
at approximately 50% efficiency. An oxide cathode was
used that consisted of a coating of barium–strontium oxide
supported by a husky nickel sleeve. This cathode provided
an operational life of 15,000 h. The drive power for this
amplifier was a provided by highly frequency-stable, me-
chanically tuned oscillator version of the Amplitron called
the Stabilotron [46].

Typical of the many radar systems that have employed
the Amplitron are the U.S. Navy 3 D air search SPS-48E
and the surface search SPS-67, and the U.S. Army Patriot
multifunction phased array radar MPQ-53 [48].

3.7.2. Forward-Wave Crossed-Field Amplifier. One of
the many versions of the crossed-field amplifier is the for-
ward-wave crossed-field amplifier. The direction of elec-
tron flow in the interaction space is in the same direction
as the power flow on the RF circuit; hence the term ‘‘for-
ward-wave interaction.’’ As with backward-wave interac-
tion, the electrons interact with a component of electric
field that travels in the same direction as the electron flow;
thus the interaction and spoke formation is again similar
to that of the magnetron. This device is ‘‘nonreentrant’’ in
that a circulating spoke of charge is dispersed as the spoke
passes from output to input electrodes. Ideally the dis-
persed electrons have no residual bunching and carry no
modulation into the input region.

A forward-wave crossed-field amplifier is employed in
the AN/SPY-1 multifunction, phased-array radar used by
the U.S. Navy AEGIS Weapon System [49]. Crossed-field
amplifier mean time between failures (MTBF) has reached
45,000 h, compared to a design requirement of 5000 h. As
of 1998 the shelf life of AEGIS CFA tubes was B10–12
years [41].

4. MAGNETRONS FOR POWER APPLICATIONS

The magnetron, per the review in the preceding section,
has played a leading role in military and civilian radar
applications, primarily in the pulsed mode. In such appli-
cations in many cases the magnetron was eventually re-
placed by magnetron derivatives, such as various forms of
the crossed-field amplifier (See Section 7.), by klystrons or
traveling-wave tubes (TWTs) and at the lower microwave
frequencies by solid-state devices when the radar system
is converted to a phased-array system, which uses many
lower-power sources instead of one or a few high-power
sources. CW applications for the magnetron were first
sought in electronic countermeasures but later replaced
by M-type backward-wave oscillators (carcinotrons) and
TWTs. Magnetrons persisted in applications of beacon
magnetrons and marine radar—especially for small boats.

PlatinotronMagnetron

Figure 9. Diagram illustrating the basic difference of construc-
tion and operation between the platinotron and the magnetron.
(r Proc. IRE, 1957, W.C. Brown, Ref. 46.)
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In the 1960s, however, the tube industries in the face of
successful replacement of tubes by new semiconductor de-
vices looked for new application areas and recognized [50]
the area of noncommunications or non-information-pro-
cessing applications as a potential new-growth market for
tubes. In the main this is equivalent to ‘‘power applica-
tions’’ reflecting the fact that tubes generally have much
higher power capability than do solid-state devices. Power
applications include medical procedures (diathermy, hype-
rthermia), power transmission as in the solar-satellite
power system and microwave heating in the consumer
area (the microwave oven), and industrial areas (a variety
of tasks from bacon cooking to drying of wood and paper).

The history [51] of microwave heating is centered
around the invention and growth of the microwave-oven
market for both consumers and commercial sites. The
magnetron plays the key role in the history of the micro-
wave oven. The inventor of the microwave oven, Percy
Spencer headed the World War II work at Raytheon,
which resulted in that one company manufacturing over
80% of the magnetrons in the world in 1946. Naturally he
looked for commercial applications of the magnetron fol-
lowing the War; included were the diathermy application,
the microwave oven, and even, for a while, microwave re-
lay applications for TV signals. The relatively low weight,
size, and cost of the magnetron coupled with its unchal-
lenged potential for efficiency made it the leading candi-
date for the microwave oven application. After the war,
Raytheon successfully proposed to the FCC (Federal
Communications Commission) in the United States for a
new frequency allocation around 2.45 GHz for heating
applications such as diathermy and the microwave oven.
At the same time an allocation was made around 915 MHz
in response to a request from GE. These two bands have
become part of a series of ISM bands [industrial, scientific,
and medical (ISM)] recognized by international treaty
through the ITU (International Telecommunications Un-
ion). The 2.45-GHz band is used throughout the world and
specifically is 2.4–2.5 GHz. The 915-MHz band is now 902–
928 MHz but is approved for use only in region 1, the
Western Hemisphere. Incidental emissions in these ISM
bands is limited only by safety regulations and not the
much more stringent limits to prevent RFI (radiofrequen-
cy interference). The relatively broad width of these bands
is necessitated by the properties of inexpensive magnet-
rons, which include large values of frequency pulling, in
response to load variation, large frequency pushing as a
function of anode current, and thermal drift as the mag-
netron temperature varies with time and other parame-
ters, including line voltage.

The magnetron, because of its inherent high efficiency,
90% theoretically and 60–90% in practice, has always been
the leading candidate for use in the microwave oven. Early
tubes [51] made by Raytheon during 1946–1966, however,
still were relatively expensive and heavy—compared to
today’s magnetrons. Beginning in the 1960s, contributions
from engineers in Japan [52] led to the modern ‘‘cooker
magnetron.’’ In the period between 1960 and 1975 the unit
cost to OEM (original-equipment manufacturers) micro-
wave oven companies dropped from over $100 to close to
$10. This represents a cost of about $0.01/W of microwave

power. The many steps, studies, and innovations by Jap-
anese manufacturers (mainly Toshiba, Matsushita, and
Hitachi) have been recorded mostly in papers published in
the Journal of Microwave Power, published by the Inter-
national Microwave Power Institute. The potential for fur-
ther improvement was reviewed in 1995 [52].

By 1995 the characteristics of cooker magnetrons had
evolved to essentially a standard design representing a
consensus among manufacturers. Figure 10 is a photo-
graph of three typical cooker tubes. As shown their weight
is 1–2 lb and size less than a 4-in. cube. Their output pow-
ers generally are between 700 and 1000 W with peak an-
ode voltage around 4 kV, peak anode current around 1 A,
and a filament voltage around 3.0 V. The internal con-
struction of any cooker magnetron is similar to that shown
in Fig. 11 except for the number of vanes, which is now
typically only 10. Not shown is the filter box, evident in
Fig. 10, which encloses the high-voltage terminals (head-
er) with insertion of series inductors and a shunt capac-
itance before the external terminals seen in Fig. 10.
Ferrite magnets, shown in Fig. 10, provide the magnetic
field, which is about 1850 G in the interaction space. The
cathode is a carburized thoriated tungsten helix, and
the anode structure is a strapped-vane periodic structure.
The output is through an antenna shown contacting one
vane and transmitting into a rectangular waveguide.

In the microwave oven application the waveguide then
transmits the microwave power to the oven cavity and
load with the possible utilization of randomizing elements
like a rotating antenna, rotating turntable, stirrer, or oth-
er components such as multifeed apertures or use of more
than one tube per oven. In the early days ferrite circula-
tors were used to protect the magnetron, especially in
commercial applications. It, however, has been the stan-
dard practice for many years to eliminate any ferrite pro-
tection device. The modern cooker tubes, of ceramic metal
construction, are rugged enough to withstand such treat-
ment even during no-load operation. The side effects, how-
ever, are that the magnetron ‘‘sees’’ a multitude of loads in
a stirrer cycle. This and the variables of current and tem-
perature create a complicated matrix of instantaneous op-
erating conditions, which increases greatly the probability
for some spurious effect, even if it is for a brief instant.

Figure 10. Photograph of several typical modern cooker mag-
netrons.
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In a 1995 review [53] a comparison of tubes revealed
the values shown in Table 1. The cost-reduced 10-vane
models retained the approximate values of anode length
and cathode length of previous vintage 12 vane tubes (viz.,
B0.400 in. for anode length and 0.425 in. for cathode
length). Changed were anode diameter, reduced to about
0.350 in. and cathode diameter reduced to about 0.155 in.
In addition, the cathode helix wire diameter was reduced
by about 20% to 0.020 in.

A very important and distinctive feature of cooker mag-
netron operation is its AC operation, wherein the tube is
subjected to a rectified AC (50 or 60 Hz) voltage of a bit
over 4.0 kV peak. This means that, in contradistinction to
conventional operation at a DC current, the anode current
in the cooker magnetron, each cycle, varies from 0 to a
peak of over 1 A. This leads to very important differences
in conventional magnetron operation versus that in the
microwave oven. Figure 12 depicts typical Gauss lines re-
corded when a magnetron is operated with steady DC
voltage and current. At normal filament voltage one

usually observes the lower Gauss line with significant
noise. A higher Gauss line with reduced noise is achieved
only after dropping the filament voltage through a critical
value of filament voltage. In the AC operation of the cooker
magnetron, however (see Fig. 13) the tube each cycle pass-
es on the way up through first a preoscillation region, then
a noise region, then a region of discrete spurious sideband
oscillations, and finally at high current a region essential-
ly free of noise—at least the noise associated with space
charge effects. These regions are also influenced by change
in filament voltage as depicted in the oscilloscope photo-
graphs in Fig. 14 of Gauss lines, showing at critical values
of filament voltage Gauss line discontinuities associated
with the boundaries of high-amplitude spurious signals.
Figure 15 shows typical instantaneous spectra between 2
and 3 GHz at currents in the three principal regions of
anode current

Almost all microwave ovens are operated with ‘‘cold
start,’’ meaning that the high voltage (anode) and filament
voltage are snapped on simultaneously. Thus, as shown in
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Fig. 16, the waveform of anode voltage during cold start
shows about a 1.5 s delay before steady cyclic operation is
achieved with peak voltage of B4 kV. Initially the mag-
netron is subjected to cold-state anode voltage values be-
tween 7 and 10 kV and just before full oscillation a B0.5-s
period of complicated moding states and transitions—with
operating voltages between 5 and 7.5 kV. There is a small
probability of voltage breakdown under the higher cold
voltages with subsequent voltage transients generated by
the presence of high inductance in power supply trans-
formers. These could be damaging to oven components.
Previously there were voltage transients triggered at the
end of a spurious mode that occurred just before the mod-
ing period, which was the result of an electron discharge
from one end shield to the opposite end shield. (This dis-
charge is related to an axial double-stream interaction
believed to play a role in the preliminary stages of
cold-cathode emission in magnetron diodes [54].) The
marking ‘‘F’’ and ‘‘FA’’ on filament leads previously served
as a guide for preferred filament polarity for reduced tran-
sients of this type. Modern cooker tubes all incorporate the
grooves in end shields, (see Fig. 11) as an effective means

of suppressing this spurious mode, making the utility of
the F/FA codes academic.

Cooker magnetrons typically encounter only the lower
(in terms of filament voltage) mode boundary during nor-
mal operation. That boundary, denoted by Vfm may typ-
ically be below 1 V at the start of life and rises to the
normal value of filament voltage around 3.3 V at the end of
life. Presumably this deterioration is the result of pro-
gressive loss of thorium under complicated processes of
sputtering and other gas phenomena, even though the
tubes incorporate getters (usually consisting of titanium
or Zirconium on the cathode support rod and end shield,
made of molybdenum). Less frequently encountered is the
upper-mode boundary above which strong spurious side-
bands (f07Df) and baseband signals (Df) exist with Df in
the range of 200–300 MHz. This spurious modulation,
when too strong, causes the magnetron to mode, not at
peak current (as is the case for the lower-mode boundary)
but at either discontinuity bounding the anode current

Table 1. Summary of Key Tube Dimensions (inches)a

Vane Tube Anode Cathode Anode Cathode Wire Number of
Number Type Diameter Diameter Length Length Diameter Turns

12 QKH1845 0.400 0.200 0.400 40.400 — —
12 2M107A-78 H 0.416 0.198 0.396 0.425 0.0245 B7
12 2M167 0.435 0.205 0.396 0.440 0.024 B6.5
12 2M172J 0.397 0.203 0.395 0.420 0.024 B6.5
12 OM75A 0.404 0.197 0.396 0.438 0.025 B7
12 Sanyo 0.395 0.198 0.357 0.404 — —
10 2M172AJ(A) 0.357 0.152 0.374 0.413 0.020 B8.5
10 2M157A-M10 0.347 0.158 0.394 0.432 0.020 B8.5
10 2M107A-304 0.365 0.154 0.386 0.406 0.020 B8.5
10 2M214 0.354 — — — — —
10 2M229 0.346 — — — — —

aMeasurements indicate at least þ /� 0.010’’ scatter in cathode axial position with respect to anode. Antenna pole in most tubes is ‘‘north,’’ except for

Panasonic designs:

Toshiba: 2M172J, 2M172AJ(A), 2M229

Hitachi: 2M107A-78 H, 2M107A-304, 2M214

Panasonic: 2M167, 2M167A-M10, 2M203

Samsung: OM75A.
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Figure 12. Depiction of low-noise and high-noise Gauss lines
(states) in a magnetron when operated with DC anode voltage
(taken from old data on CW magnetrons).
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Figure 13. Regions of different noise characteristics during op-
eration of a cooker magnetron with rectified AC voltage.
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region of strong spurious. The cause is not too well un-
derstood but presumably is associated with excess emis-
sion, while the immediate solution is to reduce filament
voltage.

Today’s cooker magnetrons generally operate around
1 kW with efficiency into a matched load of 470% to per-
mit 50% overall oven efficiency for large loads. The man-
ufacturing volume per year, worldwide, is now (as of 2004)

Figure 14. Gauss line traces [50 V/div(division); 0.1 A/div.] of
a cooker magnetron at varying filament voltages (1.65, 2.0,
2.5, 3.0, and 3.6 V) showing presence of discontinuities asso-
ciated with spurious oscillations (traces displaced for viewing
purposes).
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over 60 million tubes per year. While Japan and Korea are
still significant suppliers of cooker magnetrons, the ma-
jority are being made in the Third World in China, Indo-
nesia, and Thailand with an unknown production in the
former Soviet Union. Large quantity prices are now well
below $10 per tube.

Besides the microwave oven there are some industrial
applications of microwave power [55] in which magnet-
rons play a key role. Some of these, for example, for pow-
ering plasma sources of ultraviolet energy, utilize
magnetrons at the 2–5 kW level. Although these are not
cooker magnetrons, they are closely related in design and
performance.

Microwave power applications at power levels below
5 kW are almost all at 2.45 GHz. There are, however, many
higher-power applications, up to 100 kW and higher, that
operate at 915 MHz. The main uses are in the food indus-
try for meat tempering and bacon cooking [55], although
other applications for drying and even some military ap-
plications exist. The power source is a magnetron derived
from the pioneering work of Twisleton [56] in the 1960s.
Today the major suppliers are Burle Industries and Cal-
ifornia Tube Laboratories (CTL) in the United States,
while EEV in the United Kingdom and Istok in Russia
also have been suppliers. In Fig. 17 we show a recent pho-
tograph of this type of tube. It is large and weighs about
15–20 lb. It is typically operated around 18 kV and 5 A for

75-kW applications with a large solenoid used for the
magnetic field, which typically is around 1350 G. The mag-
netron in this application, in contradistinction to the cook-
er magnetron, is not operated cold-start, which is clearly
impractical at the high voltage and current levels. Instead
the cathode, made of tungsten, is preheated at 12 V fila-
ment voltage and roughly 100 A and then after start the
filament current is programmed to decrease as power in-
creases to, for instance, 75 A at the 75 kW operating point.
The conventional supply used with this tube allows anode
current to flow through the solenoid. Thus, as power is
increased, the current from the separate solenoid current
supply is decreased accordingly. The DC voltage is
snapped on at start at high Gauss, and then the gauss
level is dropped to permit current flow and power output.
Typical efficiency is in the mid 80–90% percentage range,
while in the laboratory, prototype tubes of the Twisleton
variety have shown over 90% efficiency. The cathode is a
helix and made of pure tungsten and of roughly 0.400 in.
diameter. There is no getter in the tube.

This magnetron is operated in industrial systems only
with a ferrite circulator to protect the tube, particularly
against ‘‘moding,’’ which can be destructive to the tube. The
recommended value offilament voltage versus output power
is designed to be adequately separated from both a lower-
mode boundary and an upper-mode boundary. The lower-
mode boundary is related to inadequate cathode emission. It
is believed that the upper-mode boundary is associated with
spurious oscillations, as with the cooker tube Little data
exist to confirm this supposition, because of the restrictions
involved in experimenting at high power levels. Even
though the cathode is pure tungsten, the emission includes
contribution from secondary electron emission as well as
thermionic emission. The former is not well understood, so
considerable variation in lower-mode boundary exists.

A significant field problem with this tube is that of
‘‘mag overloads.’’ Another problem is the methods to re-
store full power operation after momentary powerdown
procedures triggered by arcs in the heating cavities. The
mag overloads are not well understood but in the main are
‘‘moding’’ events, sometimes triggered by momentary
drops in line voltage in industrial-level voltage lines.

Other magnetrons in industrial applications include
tubes at the 600–1000 W level at 915 MHz and tubes at
power levels of 5–25 kW at 2.45 GHz. There are also more
recent reports of the development of a 1-kW 60% efficiency
magnetron in Japan for 5.8 GHz. Little information about
these magnetrons is generally available. There is little
doubt that useful magnetrons for power applications could
be developed over much wider ranges of frequency and
power when the economic conditions are appropriate.

5. CROSSED-FIELD DEVICE THEORY AND DEVICE
SIMULATION

5.1. Elementary Magnetron Theory

The elements of the magnetron consist of a cathode that
emits electrons into a three-dimensional interaction space
(r,y, z) bounded by the cathode of radius rc and an outer

Figure 16. Voltage waveform during cold start of a cooker mag-
netron. In this case a voltage transient due to end shield emission
is present. (2 kV/div; 0.2 s/div).

Figure 17. Photograph of a 75-kW 915-MHz magnetron.
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electrode or anode of radius ra. A potential difference be-
tween the anode and cathode is established by a DC power
supply or by a modulator that provides a voltage pulse.
The pulse repetition frequency (PRF) multiplied by the
pulselength in seconds is called the duty factor. This is a
measure of the percent time that the device is operating. If
the average power delivered to the magnetron is Pav watts,
then the instantaneous peak power is Pav/(duty factor)
measured in watts. For continuous-wave (CW) operation,
the duty factor is 1.

A magnetic field is applied axially in the z direction,
which is in a direction parallel to the anode–cathode sur-
faces. The electrons emitted from the cathode experience a
radial outward force F¼eE measured in newtons, where e
is the magnitude of the charge on the electron in coulombs
and E is the magnitude of the electric field in volts per
meter created by the anode–cathode potential difference in
volts within the region (ra� rc) in meters. A radial inward
magnetic force opposes the electric field force and is given
by F¼evB, where v is the azimuth velocity measured in
meter per second and B is the applied axial magnetic field
measured in teslas. The general motion of an electron
within the interaction space is that of an epicycloid with
radial acceleration determined by the net force exerted by
the electric and magnetic fields; the net force provides the
centripetal force F¼mv2/r, where m is the mass of the
electron in kilograms and r is the radial position of the
electron in meters, required for circular motion. The ep-
icycloid motion of the electron consists of an azimuth drift
with velocity v¼E/B with superposed circular motion
with angular velocity O¼ v/R, where R is the radius of
the circle; O¼ (e/m)B is the cyclotron frequency.

The cycloidal motion is termed two-stream motion in
that electrons travel outward and then return inward to-
ward the cathode. This motion is modified by the presence
of the electrons in that they contribute to the electric field
in the interaction space. Thus the motion of the electrons
is modified by the density of electrons as a function of ra-
dius, azimuth, and axial position such that various con-
figurations of the electron motion can exist. If the number
of electrons is minimum, then double-stream motion dom-
inates with electrons traveling radially outward from the
cathode and radially inward toward the cathode. This is
called the ‘‘temperature-limited state’’ in that for a given
cathode temperature the cathode will emit a limited num-
ber of electrons. If the number of electrons is large, then
the motion of the electrons is greatly modified. A so-called
single-stream state may exist when the cumulative effect
of all the electrons reduces the electric field at the cathode
to zero. The emission from the cathode is termed ‘‘space-
charge-limited’’. Under these conditions all electrons trav-
el in circular orbits about the cathode with azimuth ve-
locity increasing with the radius.

For a given magnetic field and anode voltage, electrons
moving on a cycloidal orbit can just graze the anode. The
magnetic field is specified as B0 and the anode voltage
as V0, and the condition of grazing is termed ‘‘cutoff.’’
Increasing the voltage above V0 allows electrons to be col-
lected on the anode and the condition is termed ‘‘above
cutoff.’’ The device is a diode with current delivered to
the anode as a function of the magnetic field and cathode

temperature. If the magnetic field is increased, the elec-
trons can (ideally) no longer reach the anode. This is called
a condition of ‘‘below cutoff.’’ In this state we may have the
extremes of temperature-limited operation and space-
charge-limited operation.

Let us assume in either extreme that we have an ag-
gregate of electrons having a particular azimuth velocity
and hence a particular angular velocity at a given radius.
These electrons will induce charge on the anode circuit
electrodes, which vary with time as the electrons pass by
an electrode. The variation of the charge with time creates
an induced current in the anode electrode. If, by Fourier
analysis of the induced current, a frequency component
exists that matches the resonant frequency of the mag-
netron, an RF voltage will be develop on the anode elec-
trodes. This time-varying voltage will establish electric
fields in the interaction space, which can be Fourier-ana-
lyzed into azimuth traveling electric field waves in the in-
teraction space. If the electron angular velocity matches
the angular velocity of one of these Fourier wave compo-
nents, then a condition of synchronism is said to exist.

Assume at some radius r0 that the electron moves with
an angular velocity o that is synchronous with that of the
circuit wave. Electrons riding at the positive peak voltage
of the wave will experience a force in a direction deter-
mined by the vector cross-product of Er�Bz such that they
will advance toward the zero voltage point of the wave.
Electrons riding at the negative voltage of the wave will be
retarded in their motion and coalesce about the zero volt-
age point. Crossed-field bunching of the space charge thus
occurs and the angular velocity is constant. In the inter-
action space electrons at the zero voltage point on the
wave will experience an angular component of electric
field Ey due to the circuit wave. The force on the electrons
will be in a direction determined by Ey�Bz which is di-
rected toward the anode. The electrons are thus forced
radially outward while maintaining approximately con-
stant angular velocity osyn while the azimuth velocity
increases with r. During the radial drift toward the anode,
the electrons traverse a potential difference DV with avail-
able energy W¼ qDV, where q is the transported charge.
The change in kinetic energy of the electrons however is
DKE¼ (m/2)(vf

2
� v0

2)¼ (m/2)(osyn)2(ra
2
� r0

2). It is found that
DKE is less than W; thus the potential energy transformed
into RF energy is W�DKE. The energy exchange mecha-
nism is in contrast to the exchange that occurs in linear
beam devices where potential energy is first converted
into kinetic energy, which is subsequently converted into
RF energy.

5.2. Recent Work on Extending the Theory of Magnetron and
Crossed-Field Amplifier

5.2.1. Soliton Theory. The development of an extension
of basic magnetron theory has been minimal in more re-
cent years. Work has been done in the application of sol-
iton theory to the crossed-field device [57]. Early analysis
as applied the crossed-field amplifier in predicting perfor-
mance was reviewed and found lacking in details [58].
Nonlinear analysis has been pursued by Kaup and
Thomas [59] relative to the magnetron and provides
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further insight into the complexity of the interaction. An-
alytical results support some measured data on CFA op-
eration at reduced magnetic fields, which indicates a
reduction in noise. This result is supported by measure-
ments on millimeter-wave magnetrons operating at re-
duced magnetic field that show noise comparable to that of
O-type tubes [60].

Usychenko [61] discusses the space charge structure
and stability of solitary waves in the crossed-field diode. It
is found that stable oscillations exist when the cathode
emission is weak. Under high emission conditions the
waves are unstable and may result in chaotic behavior
of the space charge and excess noise generation. This be-
havior appears to be related to high noise generation in
the magnetron under space-charge-limited operation of
the cathode and low-noise generation when the cathode is
operated under temperature-limited conditions.

5.2.2. Hartree Threshold Relationship. Lindsay et al.
[62] suggested that the Hartree threshold voltage–mag-
netic field relationship may have a broader interpretation.
Usually this relationship has been applied to the voltage–
magnetic field relationship that must be met to initiate
oscillation in the magnetron. The condition for start of os-
cillation in the magnetron has experimentally followed
closely that predicted by the threshold relationship. It is
found by numerical simulation under space-charge-free
conditions that electrons can be collected on the anode at
anode voltages well below the threshold value. This occurs
at normal operating current values and at corresponding-
ly high RF voltage levels. It is probable that the Hartree
equation is satisfied under these conditions by the super-
position of the reduced anode voltage and the large RF
voltage. The range of anode voltage and RF voltage for
which the above mentioned threshold condition might
hold has not been determined. The extreme conditions
for which this rule of thumb may not apply are a minimum
RF voltage approximating the start of oscillation-synchro-
nous threshold conditions and a maximum RF voltage ap-
proximating the DC anode voltage similar to that
occurring in a high-power relativistic magnetron where
the RF–electron interaction is highly nonsynchronous.

5.2.3. Radiation Generation in Crossed-Field Devices. An
alternate way of looking at the RF generation mechanism
in the crossed-field device is considered by Riyopoulos
[63,64]. Consistent with elementary theory, electrostatic
electron energy is converted into radiation. Total energy
and momentum balance during the emission process re-
quires that the change in electron canonical momentum
and electrostatic energy be related to a shift of the guiding
center location of the electron in a direction perpendicular
to the drift velocity of the electron. The incremental
change in the electrostatic potential and vector potential
due to guiding center shift equal the energy and momen-
tum of the emitted RF quantum. The combined drift plus
cyclotron kinetic energy of electron motion are invariant
during this interaction process. This analysis is correct to
the first order, neglecting second-order effects in Erf/B

2.
The theory predicts that gain in the CFA is symmetric

about the frequency corresponding to that at which perfect

beam–circuit reentrancy occurs. This result is in agree-
ment with Amplitron theory [47] and simulation results
[65]. The theory also provides information on the gain per
wavelength as a function of the ratio of the height of the
space charge hub above the cathode to the anode–cathode
spacing.

5.3. Early Crossed-Field Trajectory Calculations; More
Recent 2D and 3D Simulations

5.3.1. Analog Computer Computation: Magnetron and
Amplitron. In the mid-1950s, prior to the general avail-
ability of the digital computer, Feinstein and Kino [66]
used an analog computer to solve the equations of motion
for electrons in a forward-wave amplifier and an M-type
backward-wave oscillator. The computations predicted the
performance of these devices under large-signal condi-
tions. It was assumed that the space charge effect on the
RF and DC fields could be neglected. Adiabatic motion of
the electrons was also assumed. The DC current, gener-
ated power, and growth rate of the RF field along the
length of the anode circuit were computed.

An alternate approach developed by Brown and de-
scribed by Zettler et al. [67] employed a large plotting
table driven by an analog computer to trace out the x
and y positions of an electron in time. The recorder pen
was replaced with a probe that sensed electric potentials
on a resistive paper sheet placed on the plotting table. The
anode–cathode geometry of the magnetron or Amplitron
was outlined on the resistive sheet using conductive paint.
Assumed RF vane voltages scaled in amplitude and time
to give analog voltages were applied to the painted elec-
trodes. Phase shift of the voltage between adjacent vanes
was included. The potentials sensed by the probe were
used to compute the x and y electric fields for use in solv-
ing the equations of motion. The computed x and y position
was fed to the plotting table to achieve a closed-loop com-
putation between position coordinates and sensed electric
fields. This approach was used by Zettler and Ruden [67]
to study the phase focusing mechanism in the magnetron
and Amplitron assuming synchronous DC fields and to
study the effect of changes of anode vane geometry on ef-
ficiency. Use of a slanted anode vane tip designed on the
analog trajectory plotting equipment was incorporated
into the QK470 magnetron. An efficiency improvement of
5% (absolute) was obtained, and frequency pushing was
reduced by an average of 50%. This reduction in pushing
provided superior performance of the magnetron in a
moving-target-indication (MTI) radar.

Using this same vane shape the efficiency of the QK653
Amplitron, a device used in major airports in the U.S. FAA
Air Route Surveillance Radar, was increased by 5–10%.

A round anode vane was also designed and incorporat-
ed in the S-band, 400-kW CW power Amplitron. The elec-
tronic efficiency of electrons collected on the vane surface
was optimized and anode secondary emission energy loss-
es were minimized.

This analog approach was also used to design a broad-
band VHF Amplitron that employed a single-electron
spoke with 10–13 dB of gain occurring over only one guide
wavelength of the circuit [68].
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5.3.2. Early Self-Consistent Space Charge; 2D Digital Tra-
jectory Calculations in Assumed Space Charge within the
Spoke. In 1941 a numerical analysis of the steady-state
operation of the magnetron was undertaken by Hartree
and Stoner [69]. A relaxation method was employed to
adjust the space charge in the interaction space to be con-
sistent with the applied DC electric field, the anode cur-
rent, and the generated RF electric field. Primary results
of the computation were frequency, power, and efficiency.
In 1945 self-consistent calculations performed by Tibbs
and Wright [70] provided a description of the focusing of
the electrons in the interaction space of the magnetron. An
instantaneous snapshot of the electrons showed the space
charge as having been focused into what were termed
‘‘spokes.’’ This is shown in Fig. 18 for the early British 10-
cm, eight-vane, CV 76 magnetron. Although the calcula-
tion was run for only one iteration, it was believed that
this picture represented steady-state operation.

Further numerical studies of the magnetron had to
await the advent of the digital computer. Lehr et al. [71]
began a series of computations in 1959 to extend the re-
sults of Tibbs and Wright. The computation failed after 36
iterations to converge to a steady-state solution for the
imposed condition of space charge limitation of cathode
emission. However, a steady-state space charge configu-
ration was obtained under temperature-limited operation
of the cathode. Note that magnetrons were normally
run in the space charge-limited condition since tempera-
ture-limited operation led to degradation of the cathode
emission due to ion bombardment of the surface of the
oxide cathode. Controversy on operation of the magnetron
cathode in the space-charge-limited versus temperature-
limited regime had been ongoing since the early 1950s.
Experimental confirmation as to the existence of a

low-noise state during temperature-limited operation of
an injected-beam amplifier was provided by Little et al.
[72]. Noise was high when the cathode was operated in the
space-charge-limited state and low when in the tempera-
ture-limited state.

Analysis and digital trajectory calculations including
space charge effects were made by Dombrowski in 1957
for the magnetron and Amplitron. These computations
were based on adiabatic motion of the electrons, which
requires constant space charge density within a spoke as
predicated by Brown and discussed by Zettler and Dom-
browski [67] and employed by Feinstein [66]. An impor-
tant result of these trajectory calculations was the
confirmation that the RF voltage increased linearly along
the Amplitron circuit from input to output for a given
value of gain as predicted by theory [47] and experimen-
tally measured by Zettler [67]. The trajectory calculations
demonstrated that high electronic efficiency occurs in the
high-field-output section of the circuit, and provided in-
formation on cathode backbombardment power as a func-
tion of the assumed space charge distribution in the hub.
A movie of the rotating spokes of charge dramatically
showed electrons traversing the input–output vanes, thus
moving from a low RF potential to a high RF potential
region. Because of the inertia of the electrons, the max-
imum electron collection was not on the output vane but
rather occurred downstream from the output. The com-
puted distribution of anode electron collection had excel-
lent agreement with experiment. In addition, details of
the electron collection on the cathode were obtained. In-
formation on impact energy, angle of incidence, and spa-
tial distribution of electron collection about the
circumference of the cathode provided the impetus to in-
corporate a cold, secondary emitting platinum cathode
into high CW and pulsed power Amplitrons. A paper by
Dombrowski and Ruden [73] describes the abovemen-
tioned results. Additional information on magnetron
and Amplitron calculations can be found in a technical
report [74] dealing with self-consistent and adiabatic
space charge calculations, analog and digital trajectory
calculations, and the early development of a transient
space charge simulation program.

5.4. Transient Simulation

Transient calculations of the space charge in the crossed-
field device were first applied to the injected-beam
crossed-field amplifier by Sedin [75] followed by a mag-
netron calculation by Yu et al. [76]. Electron–RF wave
interaction occurred over a single wavelength and com-
peting circuit modes were not considered. A high degree
of turbulence of the space charge was found that
had originated in the hub of electrons surrounding the
cathode.

Based on the Yu analysis, single moving wavelength
particle-in-cell codes were developed by MacDowell [77]
for study of the magnetron and the CFA. The magnetron
simulations confirmed a turbulent hub condition and the
fact that primary and secondary emission dominated
states could exist. Turbulence was enhanced when
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secondary emission was present; turbulence associated
with primary emission was eliminated when a transition
was made from the space-charge-limited to the tempera-
ture-limited operation of the cathode.

A 2D transient code for the analysis of both the mag-
netron and the Amplitron was developed by Dombrowski
[78]. The code accounted for space charge effects and cir-
cuit modes but did not account for electromagnetic modes
associated with the volume of the vacuum envelope. A few
thousand electrons and timestep of 0.02 RF cycle were
used. Simulation results for the 2J32 magnetron were in
good agreement with experiment.

This code has been applied to a study of an X-band
beacon magnetron [79]. Experimentally this tube showed
the Gauss-line discontinuity phenomena. Computational-
ly, the discontinuity occurred at the onset of transition
from space-charge-limited operation of the cathode to tem-
perature-limited operation.

Another transient code called MASK was developed by
Chernin [80] to study the forward-wave crossed-field am-
plifier with space charge recirculating in the interaction
space between the output and input anode vanes. Circuit
properties are handled in a manner similar to that for the
Dombrowski code, and the entire interaction space, in-
cluding a drift space between output and input vanes, is
taken into account. This simulation predicts the transition
from a high-noise to a low-noise state at a given current
level, and a similar discontinuity in voltage as noted above
was also observed. Noise was about 20 dB lower than that
normally computed for this amplifier design. This reduc-
tion of noise was achieved using a primary emitting cath-
ode. The low-noise state was not observed when a
secondary emission cathode was used. The results of this
simulation are in agreement with measurements made by
Ye et al. [81] showing the effect of secondary emission on
creating fluctuations of the space charge. It was suggested
in this paper that low noise in the crossed-field device
might be achieved if the use of the thermionic cathode be
reconsidered.

The above-described computations on low-noise, tem-
perature-limited cathode phenomena were highly influ-
enced by a series of measurement made by Brown on the
microwave cooking magnetron using a thoriated–tungsten
primary emitting cathode. A dramatic reduction of noise
was observed by Brown when the cathode was operated in
the temperature-limited state [82]. The details of this
transition are not understood, but a key observation by
Brown indicated that the transition from high to low noise
is associated with an increase in anode voltage at a given
current, and this appears to be supported by a number of
simulations. This phenomenon is believed to be somehow
related to the illusive Gauss-line discontinuity problem,
where, for the magnetron operating at a given current
level, the anode voltage will rise slightly and the magnet-
ron frequency will shift by a few megahertz. The Gauss
line discontinuity problem has not been observed in back-
ward-wave Amplitron devices [82]; however, the MASK
simulation for the forward-wave CFA shows this anomaly.

Analytic theory and an associated simulation code were
used by Schuenemann et al. [83] to compute the steady-
state spatial-harmonic operation of a K-band magnetron.

The p/2 mode of the first backward space-harmonic unit
was employed. This mode is of interest for use in millime-
ter-wave magnetrons as it results in an increase in anode
and cathode dimensions with corresponding reduction in
power dissipation density. In addition, the strength of the
magnetic field is markedly reduced hence minimizing size
and weight. The mode separation is large such that a
broad tuning range is possible. The computation was
made for an 8-mm unstrapped magnetron having a sec-
ondary emission cathode that provides for longlived oper-
ation at these wavelengths. The anode vane count was 16,
and for the p/2 mode the number of space charge spokes
computed was 12 as observed in the interaction space near
the anode. An important result was that additional bunch-
ing of the space charge occurred near the cathode. De-
pending on the circuit quality factor Q and level of the RF
voltage, the number of bunches near the cathode varied
between 4 and 6. The simulation thus predicted the pres-
ence of multistable states, the likelihood of which has con-
cerned crossed-field researchers for many years.

Particle simulation studies on optimizing the perfor-
mance the spatial-harmonic magnetron has concentrated
on maximizing of the generated power as a function of the
anode resonator dimensions and anode Q [84]. Computa-
tions was made for an 8-mm magnetron operating at a
magnetic field of 0.5875 T with operation on the backward-
wave space-harmonic. The presence of steady-state dual-
space-charge configurations was observed in the vicinity
of the cathode. The power generated for these two states
differed by approximately 3 dB. Further understanding of
these phenomena may provide insight into the magnetron
problem areas of mode shift, delayed start of oscillation,
high-cathode backbombardment at low currents, and
noise and spurious signal generation.

5.5. 2D and 3D Electromagnetic Simulation of
Crossed-Field Devices

The fully electromagnetic particle-in-cell simulation of the
crossed-field device in general solves for electric and mag-
netic fields created by the charge in the interaction space
by solving Maxwell’s equations within the volume of the
device. The equations of motion include the static mag-
netic field and account for relativistic effects. The simula-
tion is thus self-consistent in solving both time-dependent
and steady-state problems.

The early work of Palevesky et al. [85] on the relativ-
istic magnetron used an electromagnetic code to compute
the optimum power generated as function of magnetic
field strength at a level somewhat higher than normally
employed in S-band magnetrons. The magnetron anode
was unstrapped, and it was determined early on that
steady-state operation could be obtained in the conven-
tional p mode or 2p mode depending on the cathode diam-
eter. Electromagnetic 2D ‘‘Magic’’ code simulations by
Stark et al. [86] and by Weatheral [87] using a single-
wavelength, rotating frame-of-reference, 2D code showed
that the RF magnetic field had little effect on the interac-
tion process, and that the electron transit time was a frac-
tion of an RF period. When the RF anode voltage is
comparable to the applied DC voltage, the interaction is
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no longer one of synchronism between the electrons and
the RF circuit wave but one of short-transit-time negative-
resistance oscillation [16] as proposed by Ruden [88].
Chan et al. [89], using the 2D Magic code to simulate
the relativistic magnetron, examined RF output power
and electron flow properties, scaling and dependence of
emission on fundamental system parameters, and the
effect of finite power-supply impedance.

Aspects of phase locking of a rising-sun, L-band, 100-
MW pulsed magnetron were studied using the 2D Magic
code by Chen et al. [90]. A technique was developed that
reveals the dynamical behavior of frequency and phase
during the phase-locking process. Without a drive signal,
the development of an oscillation takes 50–100 RF cycles
and low-level noise is generated during this time interval.
With a locking drive signal the power buildup occurs with-
in 20–30 cycles, and noise is almost completely eliminated.

An important application of the 2D Magic code by Jones
et al. [91] has been to introduce an analytical expression
for a variation of the axial magnetic field magnetic field in
azimuth in the interaction space of the magnetron. This
perturbation selectively develops the pi-mode space
charge configuration in the vicinity of the cathode. This
prebunching action results in rapid buildup of the mag-
netron oscillation to steady state.

5.6. 3D Simulation

A revision of the Magic code allows analysis of three-di-
mensional structures and has been applied to the rising-
sun magnetron, the strapped magnetron, and the relativ-
istic magnetron. The time to complete a simulation run
resulting in a steady-state solution is highly dependent on
the number of particles employed; runs of 40–120 h are
common such that obtaining the performance of a device
over a wide range of operating parameters is rarely prac-
tical. It is difficult, therefore, to state whether the simu-
lation truly represents the actual performance of the
device. Perhaps limiting the number of particles is an op-
tion in obtaining a rough general view of the operation,
but in dealing quantitatively with starting processes and
noise generation mechanisms, it is probable that fine
detail will be required, and hence will require many par-
ticles. Users of the code have suggested modifying the code
to stop the computation after a number of cycles and then
to be able to restart the calculation with a change in
operating parameters such as, for example, voltage and
magnetic field. This would allow a performance chart to be
readily developed from the data.

Kim et al. [92] have used the 3D Magic code to simulate
a 250-kW, 28-kV, X-band rising-sun magnetron. A study of
the modes of the rising-sun structure showed a discrep-
ancy between an analytic computation and the Magic sim-
ulation. The pi-mode frequency agreed with experiment,
but experimental data for the other modes were not pro-
vided. At the start of oscillation, leakage current to the
endspaces was reduced and single-frequency pi-mode os-
cillation was obtained. No other spoke configurations were
reported as occurring during buildup of the oscillation. It
is to be noted that the magnitude of the applied magnetic
field and the anode voltage are ramped up in time. This

combination of time-varying voltage and magnetic field
may inhibit the development of spokes (space charge per-
turbations) of varying periodicity in azimuth as the space
charge hub develops.

The 3D Magic code is capable of analyzing the strapped
magnetron. The understanding of the noise-generating
mechanisms and the nature of low-noise operation of the
microwave oven magnetron and commercial high-power
CW magnetrons is important relative to the level of noise
within the ISM band and at harmonic frequencies. Results
of Kim et al. [93] using the Magic code confirm the pi-mode
oscillation, and computed harmonics and higher modes as
determined by Magic have been compared to experimental
data. The possible competition of the adjacent p� 1 mode
and details on other spurious oscillations are presently not
available. Modeling of a high-power CW magnetron with
and without straps has been done by Jung et al. [94]. Res-
onant frequencies, resonant modes, and higher harmonics
of the fundamental frequency were identified.

These efforts have been directed mainly at demonstrat-
ing the basic performance of the tubes. The important is-
sue of noise mechanisms has not been addressed at this
time. This issue is highly dependent on the cathode emis-
sion algorithm, and it is not clear whether the present
‘‘explosive’’ and ‘‘thermionic’’ emission algorithms are ad-
equate for the study of noise close to the carrier.

Modeling of a strapped X-band magnetron MG5241 us-
ing 3D Magic is discussed in a paper by Ma et al. [95].
Basic resonant frequency computations agreed well with
experiment for both cold and hot tests. While experimen-
tal-versus-computed agreement was obtained for the in-
put voltage and current, the electronic efficiency did not
agree. This problem has been addressed in the simulation
by accounting for leakage current due to end-hat emission
[96]. Concerns with regard to the cathode electron emis-
sion model have also been addressed. The emission models
as ‘‘explosive emission’’ and ‘‘space-charge-limited emis-
sion’’ are being replaced with a model that can be used to
vary the cathode emission density. This later emission
model has properties similar to those employed by the
Dombrowski magnetron–Amplitron simulation [78]. Un-
published data obtained with the latter simulation code
suggest that the starting time of the magnetron is highly
dependent on the particular emission model. The space-
charge-limited model has a factor of roughly twice the
time delay of that of the temperature-limited model.
Finally, a major improvement [95] in the 3D Magic code
is the modeling of the cathode end hat, and modeling of the
actual variation of magnetic field in the interaction space,
which has yielded simulation results very different from
those for the uniform field. The ability to fully model vari-
ations in both the electric and magnetic fields and end-hat
geometry that affects electron leakage and confinement in
the magnetron is important in the study of noise. (Note:
Experimental changes in end-hat design and magnetic
field uniformity in the region of the cathode endspace
have reduced conductive noise in the microwave oven
magnetron 2M172A as compared to its predecessor the
2M172 [97].)

Two analyses of the relativistic magnetron have been
made using different 3D codes. Arter and Eastwood [98]
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developed a 3D PIC code to model a mechanically-tuned
rising-sun magnetron design. A comparison of results of
the 3D simulation with a 2D simulation showed that maxi-
mum efficiency occurs close to the Buneman–Hartree
threshold voltage. It is not clear whether this statement
holds for conditions approximating negative-resistance
oscillation. Simulation time corresponding to onset of
oscillation was some 100 ns and computationally quite
long, placing a limit on the amount of performance data
that can be obtained. The simulations also show mode com-
petition that may terminate operation. This observation
may be related to one aspect of the upper current-mode
boundary limitation that occurs in many magnetrons and
CFAs. The simulations also indicate that one cause of
pulse shortening in magnetrons may be related to droop
of the voltage pulse. Suggested corrective action would be
to tailor the anode voltage to increase during the pulse.
Such pulseshaping may have application to the pulse short-
ening observed in relativistic magnetrons.

The 3D code Quicksilver developed by Lemke et al. [99]
has also provided a detailed analysis of operation of the
relativistic magnetron. The simulation addressed the
reproduction of the experimental results of the Palev-
sky–Bekefi A6 magnetron [100]. The simulation provided
close agreement with experimental results and confirmed
that the use of endcaps markedly increases efficiency by
reduction of leakage current. The pulse voltage feed to the
cathode can be either single-ended or double-ended. From
an electromagnetic perspective, potential problems as to
the effect of single-versus double-ended voltage feed on the
space charge close to the cathode have not been analyzed.

The operation of the relativistic magnetron at voltages
substantially above the Buneman–Hartree threshold as
compared to nonrelativistic magnetrons appears to sug-
gest that nonsynchronous interaction may be dominant.
Design criteria for high efficiency in this regime have not
been met [88].

5.7. Analysis of the Crossed-Field Diode

The stability of the space charge in the crossed-field diode
has been investigated over several years by researchers at
the University of Michigan. Mechanisms that limit the
current in a crossed-field gap were analyzed by Christen-
son and Lau [101] using PDP1, a one-dimensional elec-
trostatic particle-in-cell (PIC) code [102], investigating the
transition from laminar to turbulent flow in the space-
charge sheath under conditions of cutoff and the excitation
of a modulational instability caused by small AC voltages
applied across the gap. Christenson et al. [103] also found
that crossed-field cycloidal flows are extremely unstable
even when the emission current density is a small fraction
of the limiting value. A small resistance in the external
circuit, a small RF voltage, or a small tilt in the magnetic
field would disrupt the cycloidal flow; the end result is al-
ways a near-Brillouin state that consists of the classical
Brillouin flow superimposed on a turbulent background.

The sensitivity of the crossed-field diode to asymmetry
of emission about the cathode surface is illustrated by dis-
turbing the uniform emission with nonemission sites, as
shown by Ruden et al. [104]. This simulates nonuniform

emission from the surface of the cathode. It is found that a
transition occurs from the stable diode state to one con-
sisting of azimuthally bunched clusters with azimuth pe-
riodicity dependent on the time of evolution. This
phenomenon is akin to that of the azimuth magnetic field
effects described above. As time progresses, the perturbed
diode states interact with one another, producing turbu-
lence. This chaotic behavior leads to the creation of
streams of secular electrons beyond the crude hub layer.
Such bunching and secular electrons have been observed
in both 2D electrostatic codes and 2D/3D electromagnetic
codes but are not at all understood. These phenomena ap-
pear to have some relationship to that described by
Schuenemann [83] and may be some what dependent on
the model employed for electron emission from the
cathode.

Luginsland et al. [105], applying the 3D Magic code to
the strapped ‘‘cooker’’ magnetron, extended the 2D simu-
lations described above [91] to show that the periodic
placement of permanent magnets about the anode cylin-
der results in fast startup of the magnetron and demon-
strated that under DC operating conditions both sideband
spurious signals and noise generated at low anode cur-
rents can be eliminated or greatly reduced.

6. THE NOISE PROBLEM

The cooker magnetron is a great success because it is ef-
ficient besides being inexpensive. It seems, however, that
a concomitant of efficiency is ‘‘noise’ or an array of spuri-
ous signals. This subject has been prominent in all vari-
eties of magnetrons and its derivatives and helped trigger
the extensive computer modeling (see Section 5) of ampli-
fier and oscillators derived from the magnetron. Even be-
fore World War II it was recognized [8] that the magnetron
space charge was unstable without a circuit and that even
with a circuit there remained numerous sources of anom-
alous noise—including discrete signals anywhere in the
spectrum.

Many studies [106] of the magnetron diode showed that
the magnetron space charge, through its instability, gen-
erated signals that were voltage-tunable and correspond-
ed to conditions of ‘‘velocity resonance’’ of n spokes of space
charge revolving around the cathode, thus yielding fre-
quencies that obeyed empirical relationships such as

fn¼ðk=nÞðVa=BÞ ð15Þ

where k is some constant, n is a mode number correspond-
ing to the number of space charge perturbations or
‘‘spokes’’ around the cathode, and Va and B are the anode
voltage and magnetic field, respectively. This space charge
instability in crossed fields was dubbed [106] the ‘‘diocot-
ron’’ effect by researchers at CSF (Compagnie Génerale de
Telegraphie Sans Fil). Those workers in France along with
counterparts in the United States [107] found that a sat-
isfying theory could be found for the analogous instabili-
ties in a thin beam moving through crossed fields, but
theoretical studies of the full magnetron space charge
remain controversial if not intractable to this day. In
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addition such linear beam interaction theories were able
to predict thresholds for spurious sidebands in M-type
backward-wave oscillators (BWO). In this tube the basic
issues are exactly when the beam-circuit interaction re-
sults in start of oscillations at the desired frequency and
when it further allows ‘‘spurious’’ sidebands to be gener-
ated. The answers, in terms of ‘‘starting currents,’’ can be
derived from the small-signal theories. One finds as beam
current is raised first a starting current for the desired
oscillation and at some higher starting current (perhaps
2–3 times higher ) the generation of sidebands at a fre-
quency Df, which is of the order of 1–2% of the desired
oscillation frequency. At still higher currents the side-
bands may begin to show their own sidebands and soon
there will be ‘‘noise’’ sidebands in place of discrete coher-
ent spurious signals. This pattern corresponds to the gen-
eral pattern of modern ‘‘chaotic’’ phenomena [108]. The
small-signal theories [106,107] for the thin beam provide a
satisfying framework for predicting the regions of current
with different ‘‘noise.’’ This theory employs two parame-
ters, one, which we call p, proportional to beam current
and another, which we call q, which is proportional to cir-
cuit field strength or its ‘‘coupling impedance.’’ One finds
that if qbp, then space charge effects are minimum, but if
pbq, then space charge effects are dominant. No such
theory exists for the magnetron (see Section 5). One can
perceive, however, the pattern for ‘‘chaos’’ in the magnet-
ron in analogy to the M-type BWO. In Section 4, we
showed that as anode current is raised, we pass succes-
sively through preoscillation, noise, discrete spurious sig-
nals, and finally no-noise or low-noise (‘‘quiet’’) regions.
Note that this succession with magnetron anode current is
inverse to that in the M-BWO with beam current. This is
because the true analog in the magnetron to beam current
is not anode current but the rotating space charge current.
This rotating current and the attendant space charge den-
sity is reasonably the highest before start of oscillation (at
approximately zero anode current) and then decreases as
anode current draws off some of the rotating current.

Space charge effects thus can cause the appearance of
many spurious signals and noise in the cooker magnetron,
especially because it passes through all regions from
preoscillation to the ‘‘quiet’’ state during each cycle. (In
contrast, Brown has proposed [82] DC operation of mag-
netronlike devices in the ‘‘quiet’’ region as a way of min-
imizing ‘‘noise.’’)

Besides all the possible signals and noise deriving from
space charge effects, there are also a multitude of signals
that can result from more conventional electron–circuit
interaction, recognizing that the anode structure is char-
acterized by many resonant modes. Furthermore, even
though the successful type of interaction in the magnetron
is one of ‘‘velocity synchronism or resonance,’’ there are
other modes of interaction related to the cyclotron inter-
action principle. We can most easily discuss the relevant
principles by using the language of simple linear beam
interaction, where there is a beam moving with velocity ve

and a circuit-supported wave of electric field moving at a
speed (phase velocity) v0. It is necessary at this point to
introduce some notation for this ‘‘wave’’ that derives from
modern understanding of periodic structures [6]. When

power is transmitted through or along a periodic structure
there is an infinite set of spatial harmonics that make up
the total propagating disturbance. Some of these harmon-
ics, which can include the ‘‘fundamental’’ with longest
wavelength, propagate in the same direction as the power
flow. We call these harmonics or waves ‘‘direct’’ spatial
harmonics. There is also a corresponding set of harmonics,
which can include the ‘‘fundamental’’ (but not at the same
time as the alternate possibility referred to above) that
propagate in the direction opposite to the power flow. We
call these spatial harmonics ‘‘reverse.’’

Now in general beam–circuit interaction there is the
beam direction, which we will call ‘‘forward’’; then there is
the direction of power flow on the circuit, which we call
‘‘forward’’ if in the same direction as the beam and ‘‘back-
ward’’ if in the direction opposite to the beam. Then there
are several alternate resonance or interaction conditions.
The first is velocity resonance:

Ve¼V0 or c=ve¼ c=v0 ð16Þ

This corresponds to most conventional interactions in any
circuit mode as described in the Hartree voltage relation
(14). In addition there are ‘‘cyclotron-mode interactions’’
for which the resonance relations are

c=v0¼ c=veð1
 l=lcÞ ð17Þ

where l¼ c/f, where f is the operating or interacting fre-
quency and lc¼ c/fc, where fc is the cyclotron frequency.

There are a considerable variety in the possible inter-
actions for which the resonance relations (16) and (17)
apply. These are depicted in Fig. 19, which is a c/v–l plot,
the equivalent of the more popular o/b chart, but in which
the relations for resonance are more easily pictured. We
see that for the velocity resonance condition (16) that the
normal situation applies where a forward-wave amplifier
exists only with interaction with a direct harmonic wave
(FD0) and backward-wave oscillation occurs only with a
reverse harmonic (BR0). But equation (17) shows that
with the ‘‘fast wave’’ cyclotron resonance case [a minus in
Eq. (17) and the downward branch in Fig. 19] we can have
forward-wave amplification with a reverse harmonic
(FR� ) as well as backward-wave oscillation with a direct
harmonic (BD� ). We conclude that there is a rich variety
of possible resonance interactions that could lead to signal
generation in a magnetron during ‘‘moding’’ or even in the
presence of the desired oscillation. Classical nonlinear
theory [7,15,106] would suggest that the presence of a
strong oscillation should suppress buildup of any compet-
ing oscillation. This may be true in general when the same
interaction mechanism applies for the two competing
modes. But because the ‘‘cyclotron resonance’’ is indepen-
dent or in a sense orthogonal to velocity resonance, the
two may possibly coexist. In any case there have been a
number of experimental observations of simultaneous os-
cillations in magnetrons, and certainly they exist at seri-
ous ‘‘noise’’ levels of concern to regulators even though
they are far from the power level in the p mode.

In addition, some oscillations are connected with
endspace resonances. These were observed in early
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magnetron work [15], and more recently they have been
observed as out-of-band signals from cooker magnetrons
[109]. Note that these ‘‘axial oscillations’’ tend to strength-
en with current up to the peak current while many spu-
rious signals occur only at low or moderate currents.

It is no surprise that the magnetron emits a copious
amount of spurious signals and noise across the whole
spectrum. In Fig. 20 we see a typical baseband spectrum
measured near a microwave oven. Much, if not most, of
this energy is associated with spurious space charge phe-
nomena, but not all. Some of it is due to axial oscillations,
and some signals defy explanation. In Fig. 21 we see a

typical spectrum around the main signal at B2.45 GHz.
The expected sidebands are in evidence. In Fig. 22 we
show a typical result of a compliance test for a microwave
oven across the spectrum from 1 to 18 GHz. Only the more
prominent signals are shown, signals at harmonic fre-
quencies are expected, but their behavior is not always
understood. Other signals are difficult to explain, and in
some cases there is reason to believe that parametric in-
teractions [110] may be operating. In Fig. 23 we see a typ-
ical waveform for an out-of-band signal, which occurs
mostly at low and moderate anode current and thus oc-
curs only during a millisecond or so at the beginning and
end of the 50/60-Hz half-cycle when the tube is operating.
This opens up the possibility of avoiding interference from
the magnetron by transmitting information only when the
magnetron is not emitting noise. It should not be forgotten
that there are, however, signals, sometimes at peak cur-
rents—as in the case of axial oscillations.

The bottom line is that inherently the cooker magnet-
ron is a prolific noise generator that is compounded in the
microwave oven application by all variables such as cur-
rent, stirrer positions, and temperature load changes. For
this reason, special attention was devoted to the develop-
ment of emission limits for microwave ovens. In Tables 2
and 3 we list the limits [111] issued by the CISPR com-
mittee of the IEC (International Electrotechnical Commit-
tee). Those in Table 2 are for the frequency range below
1 GHz and are quasipeak limits, while Table 3 applies to
frequencies above 1 GHz and presents peak limits. While
some relaxation is given in the lower sideband region, the
limits are tightened elsewhere, particularly around the
fifth harmonic, which is close to some satellite TV bands.
Note that as of yet, the compliance tests apply only to time
after the oven and magnetron have started. The noise and
moding signals during the moding period shown in Fig. 16
are not measured or regulated.

Noise and radiofrequency interference are becoming
more serious issues as expanding wireless systems [112]
develop in the microwave bands above 1 GHz. Of particu-
lar concern are the systems that share the ISM band at
2.45 GHz, but there exists RFI potential in many other
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Figure 19. Diagram depicting various interaction modes in
a crossed-field tube on the c/v–l chart for periodic structure
propagation.

CTR 1.0008 GHz SPAN 200 MHz/

REF −10 dBm 10 dB/ ATTEN 0 dB SWP 50 msec/

RES BW 300 kHz VF OFF

Figure 20. A typical baseband spectrum measured near a modern
microwave oven (lower curve is background). (This figure is avail-
able in full color at http://www.mrw.interscience.wiley.com/erfme.)

CTR 2.5005 GHz SPAN 100 MHz/

REF −10 dBm 10 dB/ ATTEN 0 dB SWP 50 msec/

RES BW 300 kHz VF OFF

Figure 21. Typical spectrum around 2.45 GHz emitted by a mod-
ern microwave oven.
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bands—For example, in the satellite radio band located
between 2.3 and 2.4 GHz.

Heretofore magnetron developers and manufactures
have found no easy solution to the ‘‘noise problem,’’ and
it is not likely that one is forthcoming soon. In the mean-
time oven manufacturers must employ a wide variety of

fixes, sometimes with ingenuity, in the face of such a com-
plex set of phenomena. Note that simple filtering is not the
answer, even if it were cost-effective. Filters that reflect
energy can also modify the harmonic levels and other sig-
nal levels in the magnetron as well. Still a better under-
standing of the origin of the signals in the magnetron will
be helpful, and much work remains in this area.

7. TECHNOLOGICAL DEVELOPMENTS

Two devices that have demonstrated excellent perfor-
mance employ technology that is important in obtaining
low-noise operation of the crossed-field device and power
generation at millimeter wavelengths. The voltage-tuned
magnetron is discussed relative to both noise and a more
recent millimeter-wave application, and the beacon mag-
netron for its high-frequency design features. Both devices
have required marked attention to manufacturing details
to achieve a high level of performance.

Technology developments for commercial, industrial,
and military applications include injection locking of the
magnetron, cathode-driven CFA, millimeter-wave tubes
and harmonic generation, high peak and average power
CFA, relativistic magnetron, and large anode area devices
for high-power microwave (HPM) and millimeter-wave
applications.
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Figure 22. Chart of measured microwave oven
emissions in a test for compliance with CISPR 11
limits.

CTR 2.7309 GHz SPAN 1 kHz/

REF −10 dBm 10 dB/ ATTEN 0 dB SWP 10 msec/

RES BW 300 kHz VF OFF

Figure 23. Waveform of a typical out-of-band signal emitted
from a microwave oven (spectrum analyzer in line sync condition).

Table 2. CISPR 11 Limits on Microwave Oven Emissions at
10 m, and 0–1 GHz

Electric Field
Magnetic

Field
Frequency Band
(MHz)

Quasipeak
[dB(mV/m)]

Average
[DB(mV/m)]

Quasipeak
[dB(mA/m)]

0.15–30 — — 39
Decreasing linearly

with logarithm
of frequency

to 3
30–80.872 30 25 —
80.872–81.848 50 45 —
81.848–134.786 30 25 —
134.786—136.414 50 45 —
135.414–230 30 25 —
230–1000 37 32 —

Table 3. CISPR 11 Limits on Microwave Oven Emissionsa

at 3 m and 1–18 GHz

Frequency Band (GHz) Field Strength [dB(mV/m)]

Peak
1–2.3 92
2.3–2.4 110
2.5–5,725 92
5.875–11.7 92
11.7–12.7 73
12.7–18 92

Average
1–2.4 60
2.5–5.725 60
5.875–18 60

aOut-of-band emissions limited to 70 dB(mV/m) peak or both peak and av-

erage limits listed above; resolution bandwidth of 1 MHz; average mea-

surements with 10 Hz video bandwidth.
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7.1. The Voltage-Tuned Magnetron: Past Performance and
Potential Application

The voltage-tuned magnetron (VTM) has had application
as a low-power, CW, microwave signal source at frequen-
cies extending from 200 MHz to above 10 GHz. At power
levels of milliwatts to a few watts, these devices are
capable of being tuned over a 2/1 and 3/1 range of fre-
quency. High-power tubes have 10–30% tuning range,
which depends on the frequency band. These tubes have
been used in electronic countermeasures and as general
sources of microwave power for test and evaluation of
microwave systems. Typical VTM performance is 400 W
(minimum) from 2.7 to 3.5 GHz at 65% efficiency and
100 W from 9 to 10 GHz at about 50% efficiency.

A paper by Weinstein and Winkowski [113] summa-
rized the status of the VTM as of 1977. These devices are
magnetically shielded, typically integrated with wideband
isolators to permit operation into variable load impedance,
can be conduction-cooled as a result of high efficiency, are
robust in terms of operation under extreme vibration
and shock conditions, generate very low noise, and have
excellent shelf life.

To achieve wide tuning, the VTM employs an interdig-
ital anode circuit [114]. The transmission-line circuit is
closed on itself in a manner similar to that for the con-
ventional magnetron anode with phase shift of 1801 be-
tween anode electrodes thus operating in the pi mode. The
transmission line can be heavily and uniformly coupled to
the load for wide frequency tuning at low power, and nom-
inally coupled for limited tuning at high power.

In the conventional magnetron operating under a con-
dition of space-charge-limited emission an increase in an-
ode voltage produces an increase in anode current. This is
accompanied by a small shift in frequency termed ‘‘push-
ing.’’ In the VTM an electron gun injects electrons axially
into the interaction space between a dummy cathode elec-
trode and the anode. The current injected into the inter-
action space is controlled by adjustment of a voltage
applied to a control electrode in the gun. A change in an-
ode voltage at constant anode current produces a change
in the azimuth angular velocity of the electrons with an
associated increase in frequency such that synchronism is
maintained between the rotating electrons and the RF
voltage wave supported by the anode circuit. The oscilla-
tion frequency is directly proportional to the anode volt-
age. By sweeping the anode voltage, the frequency can be
modulated at rates of 60 MHz. Higher rates can be ob-
tained by aboveground operation of the anode (positive
anode operation).

High-power CW tubes with tuning of 10–20% have a
spectrum quality that exceeds that obtained from high-Q
magnetrons. Limited published data [115] show a noise
level of � 110 dBc/Hz at 10 kHz offset from the carrier and
� 150 dBc/Hz extending from 100 kHz to 100 MHz. Other
data at 30 MHz offset from the carrier the noise are
� 160 dBc/Hz and harmonic power � 60 dBc [116]. The
close-in noise data are consistent with those obtained from
the microwave cooker magnetron when operated with a
thoriated tungsten cathode operated in the temperature-
limited regime. The data suggest that the VTM may be an

ideal vehicle for the study of crossed-field noise generating
mechanisms.

It is expected that injection locking of the VTM would
further reduce the noise close to the carrier. Since with an
injected beam the electron stream is located at large radii,
it is probable the locking gain will be higher than that of
the conventional magnetron.

A possible application of the VTM principle is to excite
multimode microwave cavities for improving the heating
or processing of materials and for the generation of large-
volume gaseous plasmas. Multikilowatt power can be gen-
erated using the vane and strapped S- and C-band mag-
netron circuits with an axially injected electron beam. The
cost of a high-power VTM would be substantially lower
than the cost of the traveling-wave tube previously con-
sidered for such applications.

Low unit cost, compact size, low weight, excellent spec-
trum quality, and high reliability under shock and vibra-
tion conditions suggest that the VTM is a potential
competitor with the beacon magnetron in airborne
transponder applications. The VTM should also have ap-
plication as highly stabilized, tunable oscillator at milli-
meter wavelengths for radar applications. A high-power,
injection-locked harmonic generator is based on the VTM
principle is discussed below.

7.2. Beacon Magnetron

The beacon magnetron is a high-frequency, low-peak-pow-
er and average-power magnetron optimized for frequency
and pulse stability, low jitter, ruggedness, and reliability,
which are critical parameters for use in beacon, transpon-
der, fuze, weather, and marine radar applications [117].
This is achieved by design improvements such as making
the cathode more rugged, temperature compensation, and
output matching to control frequency pulling (change in
magnetron frequency with variation of load VSWR). Fre-
quency pushing is controlled by careful interaction space
design and by suitably mating the magnetron to the mod-
ulator to ensure generation of a flat-top current pulse. Low
pulse to pulse frequency jitter and pulse starting-time jit-
ter is obtained by ensuring adequate and uniform cathode
emission, careful vacuum processing of the tube, and op-
timization of the rate of rise of the modulator voltage
pulse. Size and weight reduction has been generally
achieved with optimizing the design of magnet pole
pieces and Alnico magnet location [118].

A design approach presented by Hobbs [119] that pro-
vides additional advantages is that of the positive anode
magnetron. The magnetron anode is isolated from ground
and pulsed positively; the cathode and magnet pole struc-
ture are grounded. Axial beam confinement is done by
the magnet pole tips now placed closer to the anode. This
reduces the amount of magnetic material required to pro-
vide the necessary field level and results in improved uni-
formity of the field. Use of the higher-reluctance Alnico
materials or the rare-earth cobalt materials allows place-
ment of the magnet close to the interaction space, reduces
energy loss, and again reduces magnet and return path
size and weight.
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The cathode and the magnet pole tips are at the same
DC potential, which allows more accurate centering of the
cathode with respect to the anode via the use of thermally
insulating spacers near the interaction space. Both elec-
tric and magnetic fields in the interaction space are more
uniform with the result of reduced starting jitter and low-
er startup noise, lower frequency pushing, and cleaner
spectra. Efficiency is improved by about 5% as compared to
the conventional beacon structure. Typical peak power for
fixed-tune devices at X band is 1–10 kW at 0.001 duty fac-
tor and 0.1–5.0 ms pulsewidth, and weight and volume are
approximately 0.6 lb and 7 in3.

The beacon magnetron design philosophy has been car-
ried over to the millimeter-wave regime. Noise suppres-
sion and tuning over a finite frequency range is managed
via injection locking as discussed below.

7.3. Injection Locking

Injection locking of the magnetron is the control the fre-
quency of the free-running magnetron oscillation by
means of an external drive signal. The magnitude of the
locking signal affects the locking bandwidth; specifically,
the change of oscillator frequency Df controllable by the
drive frequency is determined by

Df ¼ð2f0=QeÞ½Pin=Pout�
1=2 ð18Þ

where f0 is the frequency of the free-running magnetron,
the ratio Pout/Pin is the pseudogain, and Qe is the external
quality factor of the magnetron. Depending on the partic-
ular magnetron, the drive power necessary to provide fre-
quency locking can vary from 10 to 30 dB below the
carrier. Larger bandwidth is obtained at the higher drive
levels. In addition, higher drive reduces both the time to
achieve lock from the start of buildup of oscillations, and
in the steady-state locked condition the noise level close to
the carrier is reduced as compared to that of the free-run-
ning oscillator [118].

Data on phase noise–frequency offset from the carrier
for a pulsed, 10 W, X-band positive anode magnetron
MA2829 was obtained by Hobbs [120]. With a magnetron
Qe of 185 and gain of 10 dB, the coherent bandwidth was
0.34%. From 1 to 100 kHz offset the noise was reasonably
flat at � 113 dBc/Hz at center frequency while improving
at the lower band edge to � 115 dBc/Hz and degrading to
� 100 dBc/Hz at the upper band edge. With a Qe of 80, cor-
responding to increased coupling to the load, the coherent
bandwidth was increased to 4%. The noise over the same
offset range as above was a minimum at � 115 dBc/Hz at
center frequency. The noise was � 111 dBc/Hz at the lower
band edge and � 108 dBc/Hz at the upper band edge, rep-
resenting an overall improvement at the lower value of Qe.

These noise data are consistent with results of English
[121] and Garrigus [122] where noise for injection-
locked magnetrons lies within the range from � 120 to
� 90 dBc/Hz.

A marked improvement in the noise of the injection
locked microwave oven magnetron has been obtained by
Brown [123]. The technique employed was to reduce the
filament power to the magnetron such that the tube

operated in a temperature-limited emission regime as
compared to the conventional a space-charge-limited re-
gime. Historically, prior to 1958 it was recognized that op-
eration of the magnetron had reduced noise when
operated with the cathode temperature-limited as com-
pared to the same magnetron operating in the space-
charge-limited state. It was also recognized that cathodes
available at that time tended to lose emission (poison)
when operated temperature-limited. Concern on magnet-
ron life and reliability hindered further research at that
time. Research on developing a low-noise magnetron op-
erating with space-charge-limited emission was pursued
but has not been achieved to date.

The carburized thoriated tungsten cathode employed in
the microwave oven magnetron is quite stable under tem-
perature-limited operation. The low-noise performance
potentially has application to commercial and industrial
magnetrons and to crossed-field devices that might be
considered for use in the area of microwave power trans-
mission. CW testing of the oven magnetron at reduced
magnetron filament power has shown improved noise per-
formance for both the free-running oscillator and for the
injection-locked oscillator (directional magnetron amplifi-
er) with the lowest noise measured when the magnetron
frequency is controlled by a drive signal. The measured
noise can be as low as � 197 dBc/Hz with the imposed
conditions of temperature-limited operation of the cathode
and the introduction of a cathode impedance that mini-
mizes resonant coupling to the cathode.

A comprehensive historical review of magnetron and
crossed-field amplifier noise has been prepared by Brown
[123], and details of the experiments and noise measure-
ments have been documented [124].

An approach to increase the locking bandwidth while
maintaining the frequency and phase stability of the co-
herent drive source by the cascading of injection-locked
magnetrons has been described [121]. The advantage of
cascading is illustrated by the following example.

Example. A basic X-band 1-kW magnetron with a of Qe 40
and coherent drive source of 10 W provides a 50 MHz lock-
ing bandwidth. The bandwidth is adequate to overcome
environmental frequency drifts, resulting in a coherent
frequency power source such as, for example, missile fuze
systems and weather radar. If two magnetrons were cas-
caded, the 10 W drive source would produce a bandwidth
of 158 MHz. It was projected that a fractional bandwidth of
2% at 10–13 dB gain per stage was achievable.

At Ku band the noise output of an injection-locked
magnetron chain was less than � 105 dBc/Hz. This value
is within the general range of injection-locked noise from
� 120 to � 90 dBc/Hz.

7.4. Cathode-Driven Crossed-Field Amplifier

Marked improvement in both gain and noise of the
crossed-field amplifier has been obtained with a modified
Amplitron experimental device where an RF drive signal
is applied to both an anode and cathode slow-wave struc-
ture [125]. The standard S-band CFA typically operated at
10–15 dB gain and signal-to-noise ratio (SNR) of 45–50 dB/
MHz. The modified S-band CFA provided gain of 20 dB
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and noise-level values of 75 dB/MHz, which is comparable
to that achieved by injection-locked magnetrons and lin-
ear beam devices. The noise level is consistent with that
required for high-power radar applications.

These data are consistent with identifying the noise
generating regime in the CFA as being related to mecha-
nisms associated with the continuous cathode. The data
are also in accord with previously described voltage-tun-
able magnetron low-noise data where the electron stream
is provided by axial injection into the interaction space
rather than a concentric anode–cathode geometry.

7.5. Voltage-Tunable Frequency Multiplier

The application of the principles of the voltage-tuned mag-
netron to achieve frequency multiplication has resulted in
a tube design that has potential for millimeter-wave ap-
plications. Two VTM-like devices are cascaded within a
single vacuum envelope. The coupling between the two
circuits is performed by the rotating, bunched, and axially
traveling space charge developed in the input VTM section.
The input circuit consists of an interdigital line structure
coupled to a quasitoroidal resonator. A low-Q composite
resonator system is formed that supports a pi-mode voltage
distribution on the interdigital fingers. The output struc-
ture has a similar circuit, but the number of interdigital
fingers is multiplied by the harmonic number [126].

The harmonic operation of the device is dependent on
creation of space charge spokes that have high harmonic
content, which in turn is dependent on the spatial distri-
bution of the electrons in the spoke. Numerical simulation
of the space charge should play a role in determining the
space charge harmonic content as a function of the design
and operating parameters.

The device can operate in one of two ways: (1) the drive
circuit can be allowed to oscillate, and the resultant space
charge will drive the output circuit; or (2) alternatively a
low-power locking signal can be applied to the drive circuit
at the fundamental frequency. This signal is used to con-
trol the space charge and frequency of the input device
and results in an effective power gain from the output cir-
cuit. The phase of the output signal is determined by the
phase of the input signal.

An output power of 430 W was obtained in the 10 cm
wavelength range when operating at the fourth harmonic
of the fundamental frequency of the drive circuit. Gain
was 23 dB, electronic efficiency was 52%, and the tube op-
erated over a frequency band of 15%. The frequency was
linear with a voltage that is consistent with voltage-tun-
able magnetron operation.

The pi-mode interdigital circuit provides bandwidth
but will have limited average power capability at high
frequencies. The use of the unstrapped-vane-type
magnetron circuit, which is capable of high average pow-
er when operating in a non-pi space-harmonic mode, may
be applicable to the dual-circuit VTM concept.

7.6. Millimeter-Wave Sources

7.6.1. Magnetron Millimeter-Wave Sources. Early milli-
meter-wave magnetrons used the rising-sun anode struc-
ture and operated in the pi mode. The Amperex DX287

developed in 1966 generated power at a fixed frequency
close to 95 GHz. The tube delivered 10 kW of RF power at
pulsewidths between 5 and 200 nanoseconds (ns) and at
duty cycles up to 0.0002. Efficiency was about 8%, and us-
ing an impregnated type cathode the life was B500 h. The
tubes operated stably into a load VSWR of 1.5–1. Perma-
nent, stabilized magnets of ticonal weighing 15 lb were
employed [127].

Improvements in the millimeter-wave magnetron have
focused on using samarium–cobalt magnet structures to
reduce size and weight, cathode design capable of provid-
ing the high emission densities compatible with achieving
high average power, high reliability, and long life. The
EEV MG5294 95 GHz magnetron, delivers 2.5 kW, a 50 ns
pulsewidth, and a duty cycle of 0.0002 corresponding to
0.5 W of average power. Maximum load VSWR is 1.3–1;
typical test VSWR is 1.15–1. The tube has an overall
length of 5.8 in. diameter of 2.6 in. and weight of 2 lb [128].

Substantial progress has also been made since the mid-
1990s using the unstrapped magnetron anode operating
in a space harmonic of the fundamental [129]. Typical
performance at 95 GHz is 4 kW peak power and 2 W aver-
age power at a pulse duration of 50–200 ns and a pulse
repetition frequency of 5 kHz (maximum). The magnetron
is packaged with a solid-state modulator; total volume is
183 in.3 and weight is 8.8 lb. The transmitter is designed
for airborne applications. Space-harmonic millimeter-
wave magnetrons have also been employed in practical
radar systems [130,131].

Research on alternate M-type oscillators at millimeter
wavelengths is being carried out by Kulagin and Ye-
ryomka [132]. The RF circuit is that of the unstrapped
magnetron with an axial injected large-orbit electron
stream. Operation at lower values of magnetic field and
voltage is possible when compared to the magnetron op-
erating in the pi mode with small-orbit electron streams
originating from the conventional continuous cathode,
which is concentric with the anode. Typical analytical re-
sults are wavelength of B1.9 mm, anode voltage of 2 kV at
a magnetic field of 0.5 T, and efficiency of 12%. Additional
reduction in magnetic field is possible by the use of the
interaction of the large-orbit stream with an anode space
harmonic [133].

Typical applications for millimeter-wave magnetrons
as sources are active missile terminal homing systems,
detection of small stationary targets, high-resolution sur-
veillance and MTI radar, and lightweight radars in re-
motely piloted vehicles.

7.6.2. Millimeter-Wave High-Gain Crossed-Field Amplifier.
Research was undertaken in the late 1980s by
Macmaster and Nichols [134] on a new approach for a
crossed-field device to achieve high peak and average pow-
er at millimeter wavelengths. The device has a large-area
anode consisting of axially aligned, staggered slots in the
anode cylinder wall. A continuous cathode is mounted ex-
ternal to and concentric with the anode cylinder creating
an inverted crossed-field interaction space. The anode cyl-
inder with a center conductor forms a coaxial TE01-mode
waveguide that transforms to circular waveguide at the
input and output. The slots couple RF energy from the
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interaction space into the waveguide, and power growth
occurs within the coaxial waveguide along the length of
the anode. At 34 GHz a peak power of 15.5 kW and 140 W
of average power was obtained at a gain of 10 dB. To dem-
onstrate somewhat higher average power capability of the
circuit and cathode, the tube was operated at 4 kW peak
power, 200 W average power, and 8 dB gain. Earlier ver-
sions amplified a frequency between 35 and 36.25 GHz at a
power of 50 kW peak, 88 W average, and 10 dB gain. Max-
imum recorded peak and average power was 58 kW
at 230 W.

The geometry of this device is such that an RF circuit
can be readily located on the cathode to enhance gain and
overall performance. A cathode-driven Ka-band device has
not been tested.

7.7. The Electromagnetic Amplifying Lens

A very-large-area anode–cathode crossed-field axial gain
device with potential for generating exceptionally high
peak and average power at millimeter wavelengths is the
electromagnetic amplifying lens or ‘‘EAL’’ designed by
Brown and Dombrowski [135]. A number of crossed-field
tube research programs were carried out in parallel with
the EAL design effort [136]. These programs have been
briefly reviewed in a paper by Ruden et al. [137]. None of
these efforts succeeded in developing a high-frequency,
high-power amplifier. As discussed below, the evaluation
of the EAL has yet to be completed.

An X-band, 100-MW-peak-power, prototype EAL em-
ploying a platinum secondary emitting cathode was fab-
ricated and tested. However, the available drive power
required the device to operate at greater than 20 dB gain.
The device oscillated at a frequency well removed from the
design frequency and failed to amplify. It was estimated
that a drive power of 10 MW would be required to achieve
a nominal gain of 10 dB. Other techniques that could be
used to achieve amplification are the incorporation of an
RF drive circuit on the cathode to provide strong RF fields
at the cathode, operation of the device in the low-magnet-
ic-field regime to enhance interaction near the anode be-
tween the electron stream and the RF circuit, and the use
of an axial injected electron beam as in the voltage tuned
magnetron to provide a temperature-limited, current-con-
trolled electron beam.

7.8. Magnetron for Medical Applications

A 9.3-GHz magnetron of 1.8 MW peak power has been de-
veloped for radiotherapy [138]. The device uses rare-earth
magnets, which results in a compact package meeting
the system requirements. Lower-frequency magnetrons
have been used extensively in this area. Operation of a
representative pulsed S-band magnetron as described by
Konrad [139] is 2.6 MW peak power and 3.1 kW average
with a 4.2ms pulse duration, and a tuning range of 9 MHz.
Electromagnets are used to provide the magnetic field,
and adjustment of field allows operation at various power
levels such that the X-ray energy can be varied. Projected
need for peak power magnetrons are 3.5 and 6 MW at S
band and 2.5 MW at X band. Increased tube reliability and
lower unit cost are key manufacturing goals.

7.9. High-Peak- and Average-Power UHF Magnetrons

A paper by Wynn et al. [138] discusses the development of
a 915-MHz pulsed magnetron operating at millisecond
pulselength and high duty cycle. The magnetron is a
strapped device and operates at higher than normal mag-
netic field levels, which enhance the efficiency of the de-
vice [52,140]. Various pulsed tubes have provided the
following performance: magnetron with agile tuning of
60 MHz operated at 250 kW peak power at 25 kW average
and an efficiency of 85%; fixed-frequency magnetron oper-
ation at 600 kW peak power at 300 kW average and 85%
efficiency, and 1200 kW peak power at 300 kW average.

A 300-kW CW L-band magnetron, model CWM-300L,
whose design was based on the commercially available 75-
kW CW magnetron, model CWM-75L, has been developed
[141]. The 300-kW tube operates at 32 kV and 10 A. The
conversion efficiency is greater than 90%.

7.10. Relativistic Magnetron

In more recent years experimental work on the relativistic
magnetron has centered on devices operating at pulsed
voltages of a few hundred kilovolts and the generation of
peak power from hundreds of kilowatts to gigawatts. A
paper by Taylor and Younan [142] discusses the effects of
high-power microwave illumination. Topics discussed are
electrical effects, effects on electronics, hardening against
high-power microwave illumination (including shielding
and filtering), and high-power microwave weapons.

The technical status of the relativistic magnetron is
reviewed by Saveliev [143]. Design issues as effective an-
ode–cathode gap, uniformity of electron emission, anode–
cathode gap closure velocity, voltage–current characteris-
tics as a function of end caps, microwave characteristics as
operating frequency and mode structure, and mode com-
petition are discussed.

An alternate relativistic magnetron design is described
by Schnitzer et al. [144], which combines coaxial magnet-
ron and positive anode magnetron principles. Operation at
50 MW at 150 ns and 100 MW at 70 ns was achieved. The
reduced power density in the structure is proposed as a
possible reason for achieving the observed pulselength
from a single device. Another cause of pulse shortening
under consideration is failure to properly match the im-
pedance of the modulator to the magnetron impedance.

Chen et al. [145] contend that pulse shortening is re-
lated to electron bombardment of the anode electrodes
with subsequent generation of ions that are accelerated
toward the cathode and modify the plasma at the cathode
surface. This ion process is in accord with experimental
observation of erosion of the platinum cathode surface in
both 50–400 kW CW and 25–50 MW pulsed superpower, S-
band Amplitron models [146]. The latter pulsed tubes op-
erated at approximately 150 kV, 1–10ms pulsewidth, and
average power r200 kW. Axial striations on the cathode
surface are observed directly opposite the gaps between
anode electrodes. Computation of the ion trajectories
showed that the DC fringing electric fields created by
the anode electrode system focus the ions and produce the
striations on the cathode surface [147]. In addition, elec-
trons created near the anode by gas ionization can result
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in electron bombardment of sections of the anode surface.
Gas evolution can occur, which enhances vane-to-vane
and single-surface anode multipactor, leading to further
gas evolution.

The Chen paper also highlights the importance of pre-
processing and proper storage of tube parts, and the fol-
lowing of microwave tube industry procedures of vacuum
processing of the tube. (Note: Double-vacuum bakeout was
standard procedure for the abovementioned superpower
Amplitrons).

8. CONCLUSIONS

The magnetron has survived in an era when most electron
tubes have been replaced by solid-state devices in modern
electronic systems. In particular, the cooker magnetron is
the power source for microwave ovens at power levels of
300–3000 W and its manufacturing volume, worldwide, is
over 60 million tubes per year. This version of the mag-
netron preserves the classical strapped-vane anode design
of World War II vintage. Because of its low cost and high
efficiency (60–90%), it is unlikely to be replaced by other
electron devices.

A wide spectrum of related devices is being developed
for specialized applications. These include crossed-field
amplifiers, voltage-tuned magnetrons, beacon magnet-
rons, and relativistic magnetrons. Applications range
from the classical radar through industrial heating to mi-
crowave weapons.

Computer modeling of magnetrons and related tubes
has become an extensive activity in many countries, in-
cluding Russia, Korea, and Japan as well as the United
States. Although considerable advances have been made
in describing or predicting magnetron performance, com-
puter calculations have not yet mastered the chaotic na-
ture of electron–field interactions in the magnetron. The
excess noise feature of magnetrons remains unconquered
and very likely will be a potential radiofrequency inter-
ference threat to the expanding universe of modern mi-
crowave wireless systems.

Large-scale manufacturing of magnetrons has shifted
to countries in the Far East such as China, Thailand, In-
donesia, and Korea. More limited production and R&D
continue in Japan, Russia, the United States, and a few
other countries such as the United Kingdom. Trends in the
modern global economy determine, in large measure, fu-
ture R&D and manufacture of magnetrons.

Despite prediction, in the 1960s, of its obsolescence, the
magnetron remains one of the electron tubes that survive
because of its high efficiency, power capability, and low
cost. Future applications remain unpredictable, but many
are being explored. Advances in computer modeling will
eventually produce success. It remains to be seen whether
magnetron noise can be controlled to permit true electro-
magnetic compatibility in the new era of microwave wire-
less communications systems.
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1. INTRODUCTION

The term circuit implies the involvement of Kirchhoff ’s
laws. The name Maxwell is associated with the partial-
differential equations of electromagnetic theory. Most of us
who have been doing research in electromagnetics believe
that Maxwell’s equations are complete, in that they can
formulate any problem related to electricity and magne-
tism including circuit problems, and that Kirchhoff ’s the-
ory is a simplified form of Maxwell’s equations, applicable
at low frequencies when the circuit components and con-
necting wires are much smaller than a wavelength. How-
ever, a careful search of textbooks and journal papers
reveals that many of our colleagues may not agree with
these ideas. In fact, the most embarrassing moments for
those of us who have taught electromagnetic theory may
have been when we realized that the transmission-line
equations, which are derived from Kirchhoff ’s laws [1,2],
have been an integral part of standard textbooks on elec-
tromagnetic theory. Indeed, the transmission-line theory
is an important part of a course on electromagnetic theory,
which students later apply in their careers as microwave
engineers. However, deriving transmission-line theory
from Kirchhoff ’s laws in an electromagnetic textbook is
inappropriate, to say the least, because it misleads our
students to believe that Kirchhoff ’s laws and Maxwell’s
equations are really the same. The objectives of this article
are (1) to show that some important part is missing from

Kirchhoff ’s circuits so that they cannot be used to simulate
solutions of Maxwell’s equations except in certain special
cases, and (2) that the solutions of Maxwell’s equations of
a structure can be simulated by circuits rendered Max-
wellian by adding dependent sources, such that the solu-
tions of voltages and currents of the circuits are identical
to those of the original problem.

Before we discuss Maxwellian circuits, let’s review the
textbook derivation of the transmission-line equation
(TLE) from Kirchhoff ’s laws, and rederive it from Max-
well’s equations in Sections 2.1 and 2.2.

2. TRANSMISSION-LINE EQUATION

2.1. TLE by Kirchhoff’s Laws

In the traditional derivation of the TLE, a transmission
line is segmented into small identical pieces of Dz, and
simulated by series inductor and shunt capacitor as shown
in Fig. 1, where L and C are inductance per meter and
capacitance per meter of the line, which can be calculated
from the specific geometry of the line. Using Kirchhoff ’s
laws, the voltage and current differences between the
nodes iþ 1 and i are found to be

DV ¼ � joLDzðIþDIÞ ð1aÞ

DI¼ � joCDzV ð1bÞ

As Dz! 0, and neglecting the second-order term, we get
the TLE:

dV

dz
¼ � joLI ð2aÞ

dI

dz
¼ � joCV ð2bÞ

2.2. TLE by Maxwell’s Equations

Equations (2) can be derived from Maxwell’s equations of
the vector and scalar potentials:

rV¼ � joA �E ð3aÞ

r .A¼ � jomeV ð3bÞ

On a straight conducting wire along the direction z, and
assuming that

A . z¼LI ð4Þ

I

V

L ∆ Z

C ∆ Z
V + ∆ V

I + ∆ I

∆ Z

Figure 1. L,C circuit segment used in conventional TLE deriva-
tion.
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where L is the inductance per meter of the line, which is
exact for infinitely long straight wires. Equation (3a) be-
comes identical to Eq. (2a), since the electric field vanishes
along the line. Using the relation

1ffiffiffiffiffiffiffi
LC
p ¼ v¼

1
ffiffiffiffiffi
me
p ð5Þ

where v is the velocity of propagation, and assume L to be
uniform, then, Eq. (3b) becomes the same as Eq. (2b).

2.3. Comparison between Kirchhoff and Maxwell Derivations

While we get identical results from the Kirchhoff and
Maxwell theories, there are some differences in the pro-
cedures. Specifically, in the derivation by Maxwell’s equa-
tions, we have to assume that

1. The line is straight and infinite.
2. The inductance and the capacitance per meter are

uniform.

These assumptions are absent in Kirchhoff ’s derivation.
This is so because solutions to Maxwell’s equations are
geometrically specific. Circuits have topology but no ge-
ometry; hence Kirchhoff ’s laws are blind to geometric vari-
ation. When L and C are not uniform, Eq. (3b) becomes

dI

dz
¼ � joCV �

dL=dz

L
I ð6Þ

The added term in (6) represents the effect of changing
geometry in Maxwell’s formulation. Since the textbook
derivations of the TLE all use Kirchhoff ’s laws, it is absent
from their equations for nonuniform lines. For example,
the equations for nonuniform lines in Ref. 1 are

dVðlÞ

dl
¼ � joLðlÞIðlÞ ð7aÞ

dIðlÞ

dl
¼ � joCðlÞVðlÞ ð7bÞ

where l is the position along a curved line. Using Eqs. 7,
the classical textbook [1], for example, went on to obtain
the exact solutions to exponential lines. Many inquisitive
students have tried to verify their MoM (method of mo-
ments) results using those exact solutions and found dis-
appointing results. Of course, they would place the blame
on their numerical results. How could one dispute against
the exact solution? If the classical textbooks had derived
the TLE from Maxwell’s equations, such mistakes would
not have occurred. Would the added term in Eq. (6) make
the equations for a nonuniform line correct? No. As we
mentioned earlier, solutions of Maxwell’s equations are
geometry-specific. So, the approximation of Eq. (4), which
is good for a straight and infinite wire, may not apply. In
this article, we shall show that wire structures of any
shape may be represented by circuits, and are not limited
to low frequencies. If the solutions of voltages and cur-
rents of a simulating circuit are identical to those of
the solutions of the Maxwell’s equations of the original

structure, we shall designate it of being Maxwellian. To
understand the theory of Maxwellian circuits, we need to
relate the integral equations of wire structures and dif-
ferential equations.

3. INTEGRAL EQUATIONS OF WIRE STRUCTURES

The integral equation of a wire structure is derived from
Maxwell’s equations. The simplest integral equation of a
wire structure is that of a straight-wire antenna in free
space, driven by an infinitesimally thin gap electric field in
the middle of the wire as shown in Fig. 2. The antenna is
symmetric: I(� z)¼ I(z). The simplified geometry will fa-
cilitate the ensuing discussions without any loss of gen-
erality. The theories can be readily adapted to wire
structures of any shape [3].

The integral equation of the current on the antenna in
Fig. 2 is

LIðzÞ¼B cos kz�
jV0

2Z0
sin k zj j ð8Þ

where V0 is the driving voltage and L is the integral op-
erator

LIðzÞ¼

Z L

�L

G z� z0
�� ��� �

I z0ð Þdz0 ð9Þ

G z� z0j j is the free-space Green function, if the structure
is a straight-wire antenna in open air. For wire antennas
of other shapes, this should be replaced by an integral of
the free-space Green’s function [2]. For microstrips of any
shape, the integral equation of the thin-wire structure
type can still be derived, where G z� z0j jð Þ would be re-
placed by a kernel of integrals of a Sommerfeld-type Green
dyadic. The constant B is a parameter adjusted to enforce
the boundary condition of the vanishing current at the end
of the antenna or any other impedance condition at the
end of the wire.

4. THE DIFFERENTIAL OPERATOR D

We have also chosen a delta generator as the source model
[4,5] so that the incident field is zero everywhere on the
wire except at the gap. Our objective is to find a differen-
tial operator D

D IðlÞ¼
d2

dl2
IþUðlÞ

d

dl
IþTðlÞI¼ 0 ð10Þ

where U ‘ð Þand T ‘ð Þ are to be found such that the solution
of (10) is identical to that of (8). In Eq. (10), the zero on the
right-hand side (RHS) is justified because there is no

z = 0 z = L

z

z = −L

a

Figure 2. Schematics of a linear dipole
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incident field on the wire owing to the delta source. In fact,
for every function of ‘, there are an infinite number of
differential operators that can cause (10) to be zero. We
wish to find one that is applicable to all solutions of (8)
regardless of the terminating condition at ‘¼L. Also, the
solution of (10) should be the same as that of the integral
equation (8) when the same terminating condition is ap-
plied. The proofs of the existence and uniqueness of such
an operator and its invariance to the terminating condi-
tions are given in the following sections.

Operators are in general not unique, in that the prod-
uct of the operator of (10) with any other operator should
include the same properties of the operator of (10). So, our
uniqueness theorem is for D to be the lowest-order differ-
ential operator. It is easy to eliminate a first-order oper-
ator as a possible candidate, so the second-order equation
of (10) is the next possible candidate.

The theorems to be presented should rely on two as-
sumptions:

1. The inverse operator of the integral operator L ex-
ists.

2. The current on the structure can be adequately rep-
resented by a complex Fourier series of finite terms.

4.1. Existence Theorem

Let Ii and Ij be two solutions of the integral equation 1
subject to different terminating conditions at ‘¼L; then
there exists a differential operator D, defined in Eq. (8),
such that DIi¼ 0 and DIj¼ 0.

We can prove the existence theorem by substituting
these two solutions into (10) to get two equations from
which we can solve for the coefficients U and T. The solu-
tions for U and T should exist and be unique unless the
following determinant vanishes:

dIi

d‘
Ii

dIj

d‘
Ij

��������

��������
¼ 0 ð11Þ

Vanishing of the determinant (11) means

ln Ii � ln Ij¼ constant ð12Þ

In other words, the ratio Ii/Ij must be a constant, which is
not possible if Ii and Ij have different terminating condi-
tions. Because a current can be approximated by finite
terms of complex Fourier series, then for (4) to be true
within a finite nonzero interval of D‘, say, at the neigh-
borhood of a point ‘¼ ‘0, it should follow that
IðnÞi ‘0ð Þ¼CIðnÞj ‘0ð Þ, for n¼ 0; 1;2; . . . ;1, where C is a con-
stant. This implies that the Taylor expansions of
Iið‘Þand CIjð‘Þ are identical, which leads to Ii ‘ð Þ¼CIj ‘ð Þ
over the entire length of the wire, which again contradicts
the assumption of the boundary conditions. Hence, (11)
can be true only at discrete points where U and T may be
singular but not in a finite interval D‘, and it follows that
the existence of a differential operator valid for at least
two solutions of (8) is proved.

4.2. Uniqueness Theorem

The differential operator D, defined in Eq. (10), is unique
for all solutions of an integral equation shown in Eq. (9).

We can prove the uniqueness theorem by letting Ii and
Ij be a pair of solutions of (9) from which we obtain an op-
erator Dij, and letting L� 1 be the inverse operator of the
integral operator L:

DijI i
j

� �¼DijL
�1 B i

j

� � cos k‘ �
jV0

2Z0
sin kj‘j

� �
¼ 0 ð13Þ

The RHS of (13) must vanish for two different values of B
because the left-hand side (LHS) must vanish for both Ii

and Ij, which satisfy different terminating conditions. For
(13) to vanish for two different values of B, it is necessary
that the two terms on the RHS of (13) vanish separately
after being operated on by DijL

�1. It follows that

B i
j

� �DijL
�1 cos k‘¼ 0 ð14Þ

Since B
i
j

� � govern the terminating conditions and BiOBj,
at least one of them does not vanish. Therefore,
DijL

�1 cos k‘¼ 0 is independent of the parameter B and
DijI i

j

� �¼ 0 has to be an invariance of the terminating

conditions.
Since Dij exists and is unique between Ii and Ij, the

same is true for Dik between Ii and Ik. But Dij is also ap-
plicable to Ii and Ik because of its invariance to the termi-
nal condition. It follows that Dij¼Dik. It is thus proved
that D is the same for all solutions I, since Dij is unique for
Ii and Ij and Dik is unique for Ii and Ik.

4.3. Finding the Operator D from Numerical Results

The integral equation of the type in (1) is most conve-
niently solved numerically [2]. To find the operator D nu-
merically, we assume the wire structure to be subdivided
into equal segments, and the values of the currents are
found numerically at the middle of each segment. A sec-
ond-order differential operator may be represented by the
linear equation

Inþ 1þanInþ bnIn�1¼ 0 ð15Þ

at a point n ðn¼1; 2; . . . ;NÞ. Substituting two numerical
solutions for I into (15), we can solve for an and bn. The
values of Un and Tn can be obtained readily by comparing
(15) to the finite-difference form of (10), which yields

Un¼ 2
ð1� bnÞ

ð1þ bnÞD‘
; Tn¼

2ð1þanþ bnÞ

D‘2ð1þ bnÞ
ð16Þ

5. OTHER NUMERICAL RESULTS

We have used MoM and the terminating conditions,
IðLÞ¼ c and I0ðLÞ¼ aIðLÞ with various values of c and a to
find the current along the wire. Values of coefficients U
and T obtained from different pairs of current are all the
same, just as the theorem predicts. The values of current,
T, and U for a wire antenna with two right angle bends are
given in Fig. 3. It is interesting to observe that the value of
U is practically zero in the midsection of the straight wire.
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The value of T there is the square of the free-space wave-
number, which indicates that the current travels along a
straight-wire antenna with the velocity of light, almost
without attenuation. Most of the radiation, therefore,
takes place near the bends and ends of the antenna, where
both U and T change drastically. Another interesting fea-
ture of the differential equations is that the coefficients U
and T are very sensitive functions of the local geometry of
the wire. From the currents it is difficult to see where the
bends are, but from U and T it is quite obvious where the
bends are located. Conversely, the currents are not very
sensitive to the errors of the differential equations. Since
the functions U and T near the bends are characterized
fairly easily, one can make use of their approximations to
form the differential equation of the current [6]. Figure 4
shows the values of the current on a rectangular helical
antenna as calculated by the MoM and those reconstruct-
ed by the differential equation. They are practically iden-
tical, just as the theorem has predicted.

5.1. Extraction of Maxwellian Circuit Parameters from
Full-Wave Results

One important application of the differential equation for-
mulation is that it is amenable to the extraction of circuit

components from the full-wave results that might be
found, for example, by the MoM. Actually, wire antennas
and microstrips belong to the same class of problems that
can be solved by integral equations of the type in Eq. (8).
Circuit parameter extraction is important for IC intercon-
nects, which is done traditionally from static results [7,8]
on open transmission systems. Although several research-
ers have succeeded in obtaining full-wave solutions of mi-
crostrips of various shapes [9,10], none has made any
attempt to extract circuit parameters from the dynamic
results. Using the differential equation of the current, we
are able to extract circuit parameters for both transmis-
sion and radiating systems at any frequency.

Having shown that the solution of the differential equa-
tion (10) truly reproduces the MoM solution, our next step
is to split Eq. (10) into two coupled first-order equations
involving current and voltage. The general homogeneous
first-order linear system of differential equations [11] that
can reproduce Eq. (10) may be written in the form

dV

d‘
¼ � joLð‘Þ Iþ að‘ÞV ð17Þ

dI

d‘
¼ � joCð‘ÞV þbð‘Þ I ð18Þ
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Figure 3. (a) Current |I| on a double-bend wire antenna; (b) phase angle of the current of (a);
(c) coefficient Uð‘Þ of a double-bend wire antenna; (d) coefficient Tð‘Þ of a double-bend wire antenna.

MAXWELLIAN CIRCUITS 2517



10 11

12

65

1

23

4

78

9

L1 = L2 = 0.5�
H1 = H2 = 0.25�

L2

L1

H1

H2

a = 0.001� 0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.5

1.0

1.5

2.0

2.5

3.5

3.0
MoM
DE

A
m

pl
itu

de
 (

m
A

)

Figure 4. Currents on a rectangular helical antenna driven at node 5, computed by MoM and by
solution of the wire differential equation.

−30
0.2

0.3

0.4

0.5

0.6

0.7

−20 −10 0 0

l (mm)

(a) (c)

(b) (d)

l (mm)

f =900MHz
h=0.635mm
w=0.6mm
t=2�m

r =9.8

h=0.635mm
w=0.6mm
t=2�m

r =9.8

h=0.635mm
w=0.6mm
t=2�m

r =9.8

h=0.635mm
w=0.6mm
t=2�m

r =9.8

f =700MHz
f =500MHz
f =300MHz
f =50MHz

Lu
(�

H
)

C
u(

pF
)

10 20 30

−30
−200

−150

−100

−50

0

50

100

150

200

−20 −10 0

l (mm)

10 20 30

−30 −20 −10
125

130

135

140

145

150

10 20 30

0

l (mm)

-30
-0.03

-0.02

-0.01

0

0.01

0.02

0.03

-20 -10 10 20 30

f =100MHz
f =200MHz
f =300MHz
f =400MHz
f =50MHz

f =50MHz
f =300MHz
f =500MHz
f =700MHz
f =900MHz

f =50MHz
f =300MHz
f =500MHz
f =700MHz
f =900MHz

�
(R

ea
l p

ar
t)

�
(R

ea
l p

ar
t)

Figure 5. Circuit parameters (a) Lð‘Þ, (b) að‘Þ, (c) Cð‘Þ, and (d) bð‘Þ of a 901 bent microstrip of
er¼9.8 for f¼50–900 MHz, applicable to all loads.

2518 MAXWELLIAN CIRCUITS



where the factor jo is inserted for convenience in the en-
suing discussions relating L and C to circuit elements.
Since Ið‘Þ is found by MoM and Vð‘Þ can be found from Ið‘Þ,
we need two independent solutions of Ið‘Þ to find L and a
from (17), and C and b from (18). After the parameters are
found, V may be eliminated from (17) and (18) to get a

second-order differential equation of Ið‘Þ, which, by the
uniqueness theorem, should be identical to Eq. (10).

Since D is proved to be invariant to the terminating
conditions, so should be the parameters L, C, a, and b, from
which we can derive D. The L, C, a, and b are circuit com-
ponents familiar to circuit engineers, where a and b are
parameters of the voltage- and current-dependent sources,
respectively. The novelty is that the exact solution of an
antenna problem can now be obtained by solving a circuit
problem. Since such circuits are formulated via solutions
of Maxwell’s equations instead of the conventional Kirchh-
off ’s laws, they are termed ‘‘Maxwellian circuits.’’

5.2. Line and Load

In the classical theory of uniform transmission lines, an
infinite line is indistinguishable from a finite-length line
with a matched load. In this new formulation, we should
note that a load has to be different from a line.

The parameters L, C, a, and b are invariants of the load,
but they are not invariants of the length or shape of the
line. A pure load is defined as a circuit parameter, which
does not produce external fields to influence the other pa-
rameters of the system. Since a piece of open transmission
line is considered to be a radiating or receiving element, it
cannot be considered as a pure load. The combination of a
load and a transmission line is not a pure load. The at-
tached transmission line must be accounted for in the de-
termination of equivalent-circuit parameters. For the same
reason, an antenna is not a pure load unless it can be
shown that its radiation has no effect on the transmission
system. Because of the variation of the equivalent-circuit
parameters near the line termination, an exact matching
load may not be easy to find. The conventional matching
load, the characteristic impedance, may be a good approx-
imation, but there is no guarantee that it is the optimum.

5.3. Numerical Results on Circuit Parameters

The circuit parameters are not calculated from the second-
order differential equations. They are calculated directly
from the solutions Ið‘Þ as mentioned in the previous sec-
tion. To show the versatility of the theory, we present the
circuit parameters of microstrips, where they are most
needed.

Figure 5 shows L, C, a, and b of a microstrip with a 901
bend. An interesting feature of these figures is that L and
C are now almost independent of frequency. There are
small drifting changes, which may be partially attributed
to the numerical inaccuracies in the computation. An av-
erage value within an operating band may be adequate for
most applications. The parameter a is essentially frequen-
cy-independent. Only b is dependent on frequency, and
our calculations show that its variation is in proportion to
o2. Even the o dependence of b can be avoided if we choose
to use a mitered 901 bend. b is independent of o if the bend
is 451. A 901 bend can be achieved by two 451 bends. b be-
comes o dependent when the two varying parts of b over-
lap, which happens when the inner mitered distance is
less than the width of the strip. Using these parameters to
solve for the current on the bend microstrip, one should
obtain results identical to those from MoM. It is noted
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that, in the computation of the parameters, all are con-
sidered to be complex, but the results show that all are
real. Using these real parameters, one can readily calcu-
late the current of any load. Figure 6 shows the geometry
a double-step discontinuity of a microstrip. Figure 7 shows
the comparisons of the results calculated by the equiva-
lent circuits and those by MoM of absolute values of S11 of
the structure. The Maxwellian circuit parameter of Fig. 8
is calculated at 3 GHz. The total time for 20 sample points
of calculation using MoM is 1025 s, while the same

calculation using the Maxwellian circuits including one
solution of MoM at 3 GHz is 65.87 s.

6. MAXWELLIAN CIRCUITS OF LINEAR ANTENNAS

With the theory of Maxwellian circuits, we can now rep-
resent a long dipole by circuits. The only approximation is
the discretization in the numerical process. The circuit
parameters of a resonant dipole are shown in Fig. 8. There
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are some obvious differences between the parameters of a
dipole and those of a transmission line. The parameters a
and b of a transmission line are essentially real and ap-
pear only near the discontinuity or truncation, but those
parameters of the dipole are complex and are spread all
over the antenna. The role of those parameters in the
radiation process is not exactly known, but one may
speculate that they are influential. The input impedanc-
es of the equivalent circuits of a dipole, the parameters of
which are calculated at 300 MHz, are shown in Fig. 9.
Comparing the results of exact MoM calculations, we find
the equivalent circuit to be fairly broadband. One may
readily broaden the bandwidth by replacing the simple
L,C circuits by impedance and an admittance ladder net-
work and match the results at a few frequency points [12].

7. INTERPRETATION OF THE DEPENDENT SOURCES

Without a and b, (17) and (18) are the textbook equations
of nonuniform transmission lines [1], which are derived
from Kirchhoff ’s laws. By including the dependent sourc-
es, we have essentially modified Kirchhoff ’s laws, but the
physical conditions we have used to replace Kirchhoff ’s
laws are not explicit here. However, the dependent sources
a and b are not arbitrary. They are found by fitting the
equations to the solutions of Maxwell’s equations. The sig-
nificance lies in the fact that one pair of a and b is suffi-
cient for all solutions of Maxwell’s equations of the specific
system, which implies that the pair (a, b) is a part of Max-
well’s equations. In contrast to Kirchhoff ’s laws of current
conservation, Maxwell’s equations stipulate the conserva-
tion of charge, so a and b must be there to maintain this
physical condition. Another interpretation of the role of
the dependent sources is that an open transmission line is
not a purely passive system. When a section of line radi-
ates, it behaves like a sink to the system because it takes
energy away. Conversely, when a segment of line receives
energy from outside, it behaves like a source. So, a section
of line can be passive or active depending on the direction
of current flow—a role that cannot be fulfilled by an active
or passive component. But a dependent source fits natu-
rally. There is very strong evidence to support the claim

that the missing links between a theory based on Max-
well’s equations and one based on the laws of circuits are
the dependent sources. Without them the model is incom-
plete and the discrepancies arise as erratic frequency and
load dependencies of the circuit parameters. With the de-
pendent sources, the solutions of the equivalent-circuit
problem become the same as those of Maxwell’s equations
for all loads over a wide band of frequencies.

8. FURTHER RESEARCH

The concept of Maxwellian circuit is new. There are only a
few published articles on this subject, scattered in journal
and conference papers [6,13,14]. The basic theory, pre-
sented in this article, is the same as those in Refs. 6 and
13. Reference 14 contains an extension of the theory of
Maxwellian circuits to multiwire systems. An extension of
the theory from frequency domain to time domain is con-
tained in Ref. 15. The theory is still in its infancy. The di-
rection of further research must depend on the acceptance
of the new concept by the microwave and circuit commu-
nity in either computation or computer-aided design. It is
hoped that the theory will soon be extended beyond the
thin-wire structures, such as patches and multiplayer sys-
tems. Since the Maxwellian circuits are obtained from so-
lution of Maxwell’s equations, they are only as good as the
software that provides the solutions. Most commercial
Maxwell’s equation solvers provide accurate current den-
sities but not voltages. Thus, the applicability of Maxwell-
ian circuits also depends on the availability of new
software, which provides both accurate voltages and cur-
rents.

9. CONCLUSION

We have shown that, to every integral equation of the thin
wire structure type, there exists a unique second-order
differential operator, the solutions of which are identical to
those of the integral equation if identical boundary condi-
tions are applied in the solution to the integral and dif-
ferential equations. Existence and uniqueness theorems
are proved. When the second-order differential equations
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are rewritten as two first-order differential equations in-
volving voltage and current, equivalent circuits evolve
naturally. We have shown that the telegrapher’s equa-
tions for nonuniform lines, given by most textbooks of
electromagnetic field theory, are incomplete. We have ap-
pended dependent sources to the equations to make them
complete, and the ensuing results are most remarkable. It
renders the passive components almost independent of
frequency, thus preserving the simple relation between
voltage and current of circuit theory without invoking the
complicated process of convolution. The dependent sourc-
es appear to be the missing link between circuit theory
and electromagnetic theory. Only by including them can
the currents in a circuit obtained from the solution of
equations based on circuit laws be the same as currents
obtained from the solution of Maxwell’s equations. The
theorems and ensuing equivalent circuits have not only
improved our physical insights but also accelerated com-
putations because of the broadband nature of the circuit
parameters.
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MEASUREMENT OF NEAR FIELDS USING A
MODULATED SCATTERER

FRED GARDIOL

Swiss Federal Institute of
Technology

Lausanne, Switzerland

1. INTRODUCTION

In the close vicinity of electrical equipment, electronic de-
vices, and antennas, the electric and the magnetic fields
often exhibit a complex behavior, in particular when guid-
ed, radiated, surface, and leaky waves are simultaneous
present. The fields of the different waves combine and may
form complicated patterns.

The usual measurement techniques determine signal
amplitudes and phases at the ports of a device and in the
far field of an antenna. They do not show what happens
inside the device itself, or just next to an antenna, how
signals travel along transmission lines and across junc-
tions, mysteriously vanishing at some ports, and what
parts of an antenna actually contribute to radiation.

For practical purposes, it would be most valuable to
know how the fields are distributed in the close vicinity of
a device, for instance, to determine the presence of leaks in
shielded enclosures, or of hotspots and of potential trouble
areas in printed and monolithic circuits. For some large
antennas and arrays, the far-field region starts at very
large distances, so that measurements have to be made
within the near-field region. The far-field behaviour is
then derived with the help of mathematical transforms.

One can use a small probe antenna and a receiver to
carry out near-field measurements, and this is commonly
done in compact antenna test ranges. Unfortunately, the
introduction of a probe, together with the transmission
line (coaxial line or waveguide) required to connect it to
the receiver, perturbs to some extent the measurement,
because the presence of metal locally short-circuits the
tangential electric field. In addition, the transmission
properties of flexible transmission lines vary somewhat
with the shape of the line—as the antenna is moved
around—and this effect becomes significant at high fre-
quencies. This means that the direct measurements of the
fields might yield unreliable data. This can be avoided to
some extent by placing the receiving probe far enough
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from the element under test, for instance, in the Rayleigh
and Fresnel regions of an antenna.

The issue to be resolved is then how can one accurately
determine the field distribution that would exist if the
probe and its connecting line were not there. Within a
complex field environment the answer is by no means ob-
vious, because the field changes with the position of the
probe. Only for some simple situations can one determine
correction factors to account for its presence.

An indirect measurement approach introduces a small
but well-defined perturbing element. Measurements are
made with and without this element, and the difference
between the two sets of measured values yields the
desired information. However, the field distribution
must not be significantly modified by the introduction
of the element, so that it must remain very small—but at
the same time it must also be large enough to produce
a detectable response. The two requirements are clearly
contradictory! In addition, the need to carry out two sets
of measurements tends to be impractical, in particular
when one wishes to obtain the distribution of a field
component at many locations over a specified region of
space.

The perturbing element should be provided with addi-
tional information that would attach some kind of ‘‘tag’’ to
it, in order to detect its presence more clearly. This is done
by applying a modulation by mechanical or electrical
means. In this manner, one can discriminate the signal
coming from the perturbing element from background re-
flections and noise. This is the basis of the modulated
scatterer technique (MST).

The technique was first developed in 1955 by Cullen
and Parr [1], with a vibrating and rotating dipole, and by
Richmond [2], who electrically modulated a scatterer. At
that time measurements had to be carried out manually;
they were therefore impractical and time-consuming, and
the new technique did not meet with much success.

Since the advent of computers, the measurements can
now be completely automated—directed and controlled
with the help of dedicated software and directly yielding
field plots and associated quantities. The modulated scat-
tering technique now provides a flexible, fast, and efficient
way to analyze systems, becoming a useful tool for re-
searchers and designers. Its low invasiveness makes it
particularly attractive for particular situations where the
element under test must not be disturbed.

The modulated scatterer technique can be used to mea-
sure all kinds of antennas and high-frequency printed and
monolithic circuits, to test for electromagnetic compatibil-
ity, to characterize material properties, and to control in-
dustrial processes. In biomedical applications, it plays an
important role in microwave tomography. Unfortunately,
the information and the results obtained with this tech-
nique are widely spread out within the technical publica-
tions of the specialized fields involved, and are therefore
not easy to locate for ‘‘outsiders.’’ To overcome this hurdle,
Bolomey and Gardiol collected the most significant infor-
mations related to the modulated scatterer technique and
regrouped them within a book, making them more readily
available to the general public [3].

2. PRINCIPLE OF OPERATION

When a scatterer is introduced into an electromagnetic
field, currents are induced on its metallic parts, which
then transmit a scattered signal; thus the scatterer be-
haves like a radar target. One can use either a short di-
pole—which couples to the electric field parallel to it—or a
small loop, which interacts with the magnetic field per-
pendicular to the plane of the loop. The scattered field de-
pends on the amplitude of the field at the scatterer
location. By moving the scatterer, one can determine the
field distribution along a line, over a surface, or within a
volume.

When a suitable nonlinear element is placed within the
scatterer and a modulating signal applied to it, the scat-
tered field is modulated, and it is then more easy to detect
with a receiver tuned at the modulating frequency (coher-
ent detection). In principle, the modulation could be pro-
vided by illuminating a photodiode with a laser beam, but
this approach proved rather difficult to implement in prac-
tice for a mobile scatterer. It is more practical to transmit
the modulating signal through an optical fiber illuminat-
ing a photodiode (Fig. 1), or still to apply a low-frequency
modulation to a mixer diode with high-resistivity wires—
in both cases the source of the modulating signal is phys-
ically connected to the scatterer, but the dielectric and the
highly resistive connections do not significantly affect the
electromagnetic field.

The device under test, which may be an antenna or a
circuit, creates in its vicinity an electromagnetic field. The
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Figure 1. Basic test setup making use of the
reflection from a loaded dipole modulated
through an optical fiber (monostatic configu-
ration).
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scatterer (shown in Fig. 1 as a short dipole loaded by a
photodiode) picks up a signal, modulates a portion of it,
and reflects it back toward the device under test. The ho-
modyne receiver compares the reflected signal with the
signal fed by the source, and provides low-frequency phase
and quadrature signals to the phase-locked amplifier. In
this way it is possible to retrieve a quantity related to the
electric field component parallel to the dipole. When the
dipole is replaced by a small loop, the quantity retrieved is
related to the magnetic field perpendicular to the plane of
the loop.

In the setup of Fig. 1, called monostatic, analogously
with radar, the same device is used to transmit and to re-
ceive, yielding the reflection from the scatterer. The for-
ward and the return signals travel over the same path, so
that the transmission factor from the device to the scat-
terer appears twice in the reflection relationship—a com-
plete mathematical derivation, based on reciprocity and
making use of the scattering matrix formulation, is pro-
vided in Ref. 3. As a result, the quantity measured in this
configuration is proportional to the square of the field
component. The amplitude is then determined by taking
the square root of the module, but the phase is known only
with an uncertainty of 71801. This is not too bothersome
for field diagnostics, where knowledge of the amplitude of
a single field component is generally sufficient to provide
the desired information. But the knowledge of the ampli-
tude and phase of two field components is required to de-
termine the antenna pattern with near-to-far-field
transformations.

To determine the field pattern over a region of space
(line, surface, or volume), the probe is moved, and mea-
surements repeated at a suitable number of locations
selected to provide an adequate coverage. A mechanism
holding the probe is provided to move it along one, two or
three dimensions (not shown in Fig. 1). The probe move-
ment and all the measurements are directed and con-
trolled by a computer, which also treats the information
obtained, providing amplitude and phase plots for the
electric or magnetic field component considered. When
knowledge of more than one field component is desired, it
is possible to combine several orthogonal scatterers—
but particular care is then required to avoid spurious
interactions.

In an alternate approach, transmission and reception
functions are treated separately, introducing an additional
collector antenna (Fig. 2). By analogy with radar, this

qconfiguration is called bistatic. The collector must be
placed sufficiently far from the device under test to avoid
perturbing the very near field.

In the bistatic configuration, the signal travels only
once between the device under test and the scatterer, and
therefore the measured values are linearly proportional to
the field component (assuming that the transmission from
scatterer to collector remains constant during the mea-
surements). This means that the phase is determined
without ambiguity, and this configuration is therefore pre-
ferred when near-to-far-field transformations are involved
later on. This configuration is, however, somewhat more
complicated to assemble than the monostatic setup.

Moving the probe from one point to another takes some
time, as one must ensure that the probe has reached a
stable position when the measurement is taken (residual
vibrations would introduce noise, which would be partic-
ularly bothersome if it fell within the same frequency
range as the modulation). This means that, typically, only
a few points can be covered in one second; when measure-
ments are to be made over a large surface, they can be-
come quite time-consuming. This would remain acceptable
for simple diagnostic applications, but it would make com-
plete antenna measurements quite impractical.

To reduce the measurement time when many points are
involved, the mechanical movement of the scatterer is re-
placed by electronic switching between many scatterers
grouped in an array. Very fast measurements can then be
made, but since an array tends to become considerably
larger than a single scatterer, its presence will more sig-
nificantly disturb the field distribution.

Depending on the application considered, arrays of
scatterers can lie along a line (one-dimensional scan) or
on a surface (two-dimensional scan). They are most often
used in a bistatic configuration, as sketched in Fig. 3. In
this particular configuration, the modulated scatterers
form a linear array, providing a vertical scan, while the
antenna under test is rotated for azimuthal scanning [4].
In other measurement setups, the antenna remains
steady while two-dimensional scanning is carried out by
a surface array of scatterers.

Material measurements are another important field of
application of the modulated scatterer technique that also
used bistatic array configurations [5]. For instance, one
can continuously keep track of manufacturing processes.
Three possible schemes are schematically represented in
Fig. 4: reflection (for highly lossy and reflecting materials),
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transmission, and double transmission (for transparent
materials). Similar arrangements are also used to mea-
sure radar cross sections [6] and to detect buried objects.

3. EQUIPMENT

The monostatic mobile probe configuration was imple-
mented at the National Physical Laboratory in Great Brit-
ain, where a broadband instrument was designed for
operation between 2 and 18 GHz [7]. It was used to ana-
lyze the operation of rectangular horn antennas, by mea-
suring the field patterns in the plane of the aperture, and
to determine diffraction effects produced in the near-field
region by combinations of slits. The measurement results
were used to verify existing theories and to validate com-
puter simulations. Considerable work was carried out to
characterize close-range interactions between probes and
conductor edges.

A similar setup was developed at the Swiss Federal In-
stitute of Technology in Lausanne, Switzerland [8], to
measure more particularly microstrip patch antennas
and circuits. The project started quite modestly for demon-

stration purposes, making use of material available in the
microwave laboratory—except for the homodyne receiver
and the scatterers, which were specifically realized for
this equipment. High-resistivity wires are used to feed
the modulating signal to the scatterer, taking particular

Figure 3. Near-field bistatic test setup mak-
ing use of a vertical linear array of modulated
scatterers while the antenna under test is
rotated.
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Figure 4. Bistatic configurations for the measurement of materials: (a) reflection; (b) transmis-
sion; (c) double transmission.

Figure 5. Monostatic measurement setup used for the measure-
ment of printed circuits and antennas at the Swiss Federal Insti-
tute of Technology (photo by F. Gardiol).
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precautions to avoid high-frequency leakage along the
wires (by adding resistors and ferrite beads). A standard
x–y plotter was used at first to provide a two-dimensional
scan; it was later on replaced by a more sophisticated 3D
coordinating table (Fig. 5). The instrument proved quite
valuable to design a variety of complex antennas, for
which simulation softwares did not always provide satis-
factory information.

Along similar lines, a miniaturized probe was devel-
oped at the University of Michigan in Ann Arbor, in order
to test more specifically microwave monolithic circuits and
filters [9]. Both a dipole antenna and a monopole antenna
were integrated within the probe, so that vertical and
horizontal electrical field components could be measured
at the same time.

The development of compact near-field ranges using
modulated scatterer arrays to measure large antennas
was carried out extensively at Supelec (École Supérieure
d’Électricité) near Paris, in France, under the direction of
Professor Jean-Charles Bolomey. The various array geom-
etries that can be used in a wide range of situations were
carefully analyzed and their respective merits compared:
in which cases should one use two-dimensional electronic
scanning, in which ones should one combine a one-dimen-

sional electronic scan with a mechanical scan (rotation or
translation). Several measurement ranges were built to
test large antennas used for military radar and space ap-
plications, for instance, at the ESTEC research center of
the European Space Agency in Noordwijk, the Nether-
lands [10]. This research was reported in many technical
publications [3].

The complete measurement of an antenna in an mod-
ulated scatterer facility takes on the order of 30 s, as com-
pared to one hour or more to achieve the same accuracy in
a standard test facility [11]. Since measurements are
made in such a short time, one can determine the radia-
tion of a cellular phone together with its user—sitting on
the rotating platform. The company SATIMO was actually
created to further develop, produce, and sell microwave
equipments based on Supelec’s inventions, in particular
those making use of the modulated scatterer technique.
Complete near-field measurement facilities are now com-
mercially available (Fig. 6).

Arrays of modulated scatterers also found applications
in the measurement of a wide variety of materials, using
the geometries depicted in Fig. 4. Among many others,
they control the manufacture of textiles, wooden boards
[12], paper, composite materials, and rock fiber [3]. Mod-
ulated scatterer arrays are also used to analyze the field
distribution within TEM cells used for electromagnetic
compatibility (EMC) testing [13], and to detect the pres-
ence of buried objects [14].

Last but by no means least, one must mention the im-
portant role of modulated scatterer arrays in the field of
microwave tomography [15]. A ‘‘microwave camera’’ was
developed at Supelec (Fig. 7). Operating at 2.45 GHz, its
scatterer array is made of 32� 32¼1024 short dipoles
loaded by pin diodes, which can be individually modulated
through a line/row-addressing scheme. The biological tar-
get is immersed in a water tank, to optimize the penetra-
tion of the beam and to prevent parasitic contributions of
waves propagating around the target. Initially developed
in the very early 1980s, the camera was constantly up-
dated with the advent of new technology. It provides re-
constructed patterns at the rate of 15 images per second,
including both acquisition and data processing.

Figure 6. Stargate-64 spherical near-field measurement facility
made of a circular array of modulated scatterers. (Courtesy of
Satimo Co.)
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4. SOME EXPERIMENTAL RESULTS

This section presents some results (For a few among
many, see Ref. 3) obtained using the modulated scatterer
technique.

At the Swiss Federal Institute of Technology, the test
configuration shown in Fig. 5 was used to measure the
electric and the magnetic fields over microstrip antennas
and circuits. Figure 8 shows the amplitude of the tangen-
tial electric field slightly above a rectangular patch in
which a rectangular slot was cut out. As can be expected,
the field is concentrated mostly close to the edges of the
patch and of the slot, whereas it vanishes on the metal
surface. Distributions for three modes of resonance are

shown. At the lowest frequency, the antenna edges are
active, while radiation at the edges of the slot becomes
more important at the higher frequencies.

A planar inverted-F antenna (PIFA) was developed for
dual-frequency operation in GSM cellular phones, at
900 MHz and 1.8 GHz (Fig. 9). The upper conductor strip
is divided into two sections, which are connected by an LC
filter. The lower frequency lies within the passband of the
filter, and the currents then flow over the entire structure.
On the other hand, the upper frequency is located in a
stopband of the filter, so that only a part of the antenna is
active in this case. Measured near fields show the distri-
bution of the magnetic field component over the strip,
illustrating the principle of operation.

Figure 8. Amplitude of the longitudinal electric field over a rectangular patch antenna with a
rectangular slot at three frequencies of resonance, showing how the field component is concen-
trated next to the edges of the patch and of the slot. (Courtesy of J.-F. Zürcher.)
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Figure 9. Amplitude of the normal magnetic field over a
dual-frequency PIFA at the two frequencies of operation.
(Courtesy of J.-F. Zürcher.) (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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The distribution of the normal electric field over a mi-
crostrip hybrid ring (ratrace) is shown in Fig. 10 for two
excitations. The distance between successive ports in the
lower part of the device is a quarter-wavelength, and 3
times that in the upper part. As a result, the signal fed at
the input is evenly distributed among two output ports,
while the fourth port lies in a trough of the standing wave,
so that no signal comes out of it.

A similar behaviour appears in a directional coupler
made of two coupled parallel transmission lines, as shown
in Fig. 11 [9]. The signal propagates mostly on one trans-
mission line (the mainline), while a small part of it is coupled
to the second one. The coupled port is here the one located
across from the input, while the fourth port is isolated.

A measurement setup, based on the reflecting configu-
ration shown in Fig. 4a, was developed specifically to de-
tect the presence of buried objects. Figure 12 shows
several metal bars inside reinforced concrete, as detected
by an array of 32 modulated scatterers with illuminating
frequencies ranging from 7 to 13 GHz. Measurements
were carried out at various frequencies within that range
and than compared by a dedicated data processing soft-
ware, which extracted the salient features [16]. The ap-
paratus used was optimized for a spatial resolution
smaller than 1 cm and an investigation depth of 10 cm.

Figure 13 shows the ‘‘microwave radiography’’ of a
human hand as it appears in real time on the screen of

the microwave camera specifically developed for medical
applications at the ISM frequency of 2.45 GHz (Fig. 7). The
microwave beam propagates in a water tank, in which the
object is immersed. Since water is highly lossy, it reduces
spurious effects of waves propagating around the target
and reflecting on the tank walls. The use of a water me-
dium reduces surface reflections on many biological tis-
sues, because these have a high water content. Finally, the
use of a high-dielectric medium yields a much better spa-
tial resolution—in this case, it is increased by a factor of
10 with respect to air.

5. EVALUATION

For many electrical engineering applications, it is useful,
necessary, or at least interesting to know how electric and
magnetic fields are distributed over some regions of space.
One may indeed wish to dispose of some detailed informa-
tion that the ubiquitous network analyzer simply cannot
provide.

While one may directly measure near-field components
with small antennas, the signals picked up must then be
transmitted to a receiver, and the presence of connecting
lines tends to disturb the field. In the modulated scatterer
technique, one removes the high-frequency transmission
lines entirely, replacing ‘‘wired’’ by ‘‘wireless’’ transmis-
sion; the probe antenna picks up the signal at the point of
interest and reflects it, or radiates it toward some collector
antenna located far enough not to perturb the measured
field. Low-frequency modulation and coherent detection
can detect very weak signals.
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Figure 10. Amplitude of the normal electric field over a
hybrid ring for two excitations. The port at the left on the
left-hand figure is excited, while the port at the bottom
right is excited on the right-hand figure. (Courtesy of
J.-F. Zürcher.) (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 11. Amplitude of the normal electric field over an MMIC
contradirectional coupler. (Courtesy of T. K. Budka.) (This figure
is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)

Figure 12. Metal bars buried in concrete, as detected by an array
of 32 modulated scatterers operating over the 7–13 GHz frequency
range. (Courtesy of Supelec/CNRS.) (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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The modulated scatterer technique provides a broad
spectrum of applications, offering a valuable way to carry
out electromagnetic field measurements, some of them in
difficult situations for which low perturbation, rapidity, or
both, are required. In addition to being less perturbing for
the fields, it is easier to implement than direct measure-
ments, leading to many new possibilities.

The technique was already proposed in 1955, but it be-
came interesting only with the advent of computer-con-
trolled measurements and image processing—which yield
detailed field plots in almost real time. The effects pro-
duced by changes in frequency, geometry, and other pa-
rameters can then be determined very rapidly, and this
can be extremely valuable for the practical design of an-
tennas and devices.

The first applications were in the field of antennas,
proving useful for validation of theoretical assumptions
and also for obtaining far-field antenna patterns. Diag-
nostics of printed circuits followed, together with many
other applications in the EMC and ISM fields—but the
large potential of the technique is not yet fully exploited.

Simple setups can be implemented using standard lab-
oratory equipment, without need for large material in-
vestments. While a simple test setup will not provide a
high accuracy, it may still prove an extremely valuable
tool for design, demonstrations, and educational purposes.

Higher-grade applications use scatterer arrays, with
electronic switching speeding up the measurement rate,
sometimes by several orders of magnitude. A complete
antenna pattern can be obtained within a matter of min-
utes. Near-field antenna ranges based on the modulated
scatterer technique are now commercially available.

A number of applications were also found in the mea-
surement of materials, in particular to control industrial
manufacturing processes where the controlling system

must make rapid decisions. The field plots obtained with
the modulated scatterers are basically similar to those
provided by computer simulation, and thus permit easy
comparison and mutual validation. The two approaches
are complementary because each technique provides some
information that is useful in checking and improving the
validity and accuracy of the other.
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MEDICAL IMAGING WITH MICROWAVE:
THERMOACOUSTIC TOMOGRAPHY
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1. GENERAL REVIEW

Microwaves have two properties that are attractive for
medical imaging applications: (1) they can penetrate deep-
ly into biological tissues than can light waves and (2) the
dielectric properties of biological tissues in the microwave
frequency range are related to the tissues’ physiological
and pathological states. Imaging modalities that employ
microwaves combine these two features to extract infor-
mation about the physiological and pathological status of
tissues that are deep in the body.

There are primarily two biomedical imaging modalities
that utilize microwaves: thermoacoustic tomography [1]
and pure microwave tomography [2]. Thermoacoustic
tomography images the absorption of microwave energy
in tissues, while pure microwave imaging images both the
relative dielectric permittivity and the conductivity of tis-
sues. In thermoacoustic tomography, a short-pulsed mi-
crowave is used to irradiate the tissues. When the
electromagnetic radiation is absorbed in the biological tis-
sues, the heating and subsequent expansion causes the
emission of acoustic signals, which is called the thermo-
acoustic effect. In thermoacoustic tomography, the thermo-
acoustic signals are collected to map the distribution of
radiative absorption within the tissues. In microwave
tomography, tissues are irradiated by microwave pulses,
and the scattered microwave signals from the tissues are
collected to map the distribution of the dielectric proper-
ties of the tissues. Several two-dimensional (2D) and
three-dimensional (3D) microwave tomography systems
have been implemented experimentally with different
numbers of antennas and different configurations, opera-
tion frequencies, and total acquisition times.

Thermoacoustic tomography combines the good imag-
ing resolution of ultrasound with the good imaging con-
trast of microwave. Microwave tomography has the
advantage of good imaging contrast but suffers from
poor spatial resolution. On the other hand, purely ultra-
sonic imaging has good spatial resolution but poor con-
trast. Thermoacoustic tomography can bridge the gap
between the two. Therefore, in this review, we will focus

primarily on thermoacoustic tomography in theoretical
and experimental studies. Nevertheless, in vivo and in vi-
tro results of both microwave tomography and thermo-
acoustic tomography will be presented in the applications
section.

In the 1980s, several investigators employed micro-
wave-induced thermoacoustic waves for imaging of biolog-
ical tissues [3,4]; these early works, however, did not
produce any tomographic or depth-resolved images. For
example, in a study of the acoustic imaging of a model of a
human hand using pulsed microwave irradiation [3], no
tomographic reconstruction was utilized and, consequent-
ly, the produced image is a diffraction-propagated projec-
tion of the sample to the detection array. More recent
progress realized tomographic imaging of biological tis-
sues based on microwave-induced thermoacoustic waves.
The microwave thermoacoustic tomography scanner re-
ported in Ref. 5 was used to image a human breast in vivo
and produced 3D maps of tissue absorption at 434 MHz
with a spatial resolution of 1.5–4 mm throughout a 12.8�
12.8� 12.8 cm cubical volume. Another research group
achieved a spatial resolution of 0.5 mm in the 2D thermo-
acoustic tomography of phantoms [6].

The remainder of this article is composed as follows.
First, we introduce the three mechanisms that are re-
sponsible for the dielectric properties of tissues over the
microwave frequency range. Then we address some of the
important theoretical issues surrounding thermoacoustic
tomography, such as optimal microwave frequency, the ef-
fects of acoustical heterogeneity on breast thermoacoustic
tomography, limited-view thermoacoustic tomography, the
reconstruction algorithms, and spatial resolution. Then
our experimental setups and results from applying the-
rmoacoustic tomography to phantoms in planar and cir-
cular geometries are explained. Last, some in vivo and in
vitro results of both pure microwave imaging and thermo-
acoustic tomography are presented.

2. MICROWAVE CONTRAST

There are primarily three mechanisms responsible for the
dielectric properties of tissues over the microwave fre-
quency range. The first one is the g dispersion, in the
gigahertz region, which is due to the dielectric relaxation
of the free water in tissues. The second one, b dispersion,
in the hundreds of kilohertz region, is due mainly to the
polarization of cellular membranes that act as barriers to
the flow of ions between intra- and extracellular media.
Other contributions to the b dispersion come from the po-
larization of protein and other organic macromolecules.
Last, the low-frequency a dispersion is associated with
ionic diffusion processes at the site of the cellular mem-
brane. In addition, tissues have finite ionic conductivities
commensurate with the nature and extent of their ionic
content and mobility [7]. For example, the contributions to
the conductivity of barnacle muscle at 371C from the a, b,
and g dispersions are 17, 7, and 1 mS/cm, respectively, at
1 GHz; 17, 16.5, and 6.5 mS/cm, respectively, at 2.5 GHz;
and 17, 25.5, and 25.5 mS/cm, respectively, at 5 GHz [8].
Therefore, the dielectric properties of the tissues at the
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microwave range are related to their ionic content and
mobility, the membrane proteins, and the free water
content.

3. THERMOACOUSTIC TOMOGRAPHY THEORY

In this section, some basic but important theoretical is-
sues in thermoacoustic tomography are addressed to pro-
vide a comprehensive understanding of its technical side.
The following topics are covered.

1. What is the optimal microwave frequency for a spe-
cific imaging application? Basically, two factors need
to be considered here. The first one is imaging depth.
Higher microwave frequency leads to more attenu-
ation and, consequently, less imaging depth. The
second factor is the contrast between different tis-
sues or between malign and normal tissues. Usually,
at higher frequencies, it is easier to distinguish dif-
ferent tissues. Balancing these two factors is essen-
tial in selecting the optimal microwave frequency for
a specific application.

2. In a clinical environment, access to thermoacoustic
signals is spatially limited. For example, in the the-
rmoacoustic tomography of skin and breast, the the-
rmoacoustic signals can be detected from only one
side of the tissues. In these cases, do we have enough
information to reconstruct the electromagnetic
energy deposition in the tissues? This situation is
referred to as limited-view thermoacoustic tomo-
graphy.

3. Biological tissues are usually acoustically heteroge-
neous, which causes the distortion of thermoacoustic
waves. Acoustic distortion has hindered the devel-
opment of ultrasound tomography. Can thermo-
acoustic tomography overcome this obstacle? We
use breast thermoacoustic tomography as an exam-
ple to show that the acoustic distortion in the the-
rmoacoustic tomography of soft tissues is not
serious.

4. Other basic issues in thermoacoustic tomography,
such as exact and approximate reconstruction algo-
rithms and the point spread function of a thermo-
acoustic tomography system are also addressed
here.

3.1. Optimal RF Frequencies for Thermoacoustic
Tomography

Figure 1a shows the penetration depth of electromagnetic
waves in various human tissues as a function of the fre-
quency in the radiofrequency (RF) region, where the pen-
etration depth is the inverse of the absorption coefficient
[1]. The penetration depths of muscle and fat tissues are
plotted in solid lines. At a frequency of 3 GHz, the pene-
tration depths for fat and muscle are 9 and 1.2 cm, respec-
tively. The penetration depths of normal and malignant
human breast tissues are plotted in dashed lines [9]. At
3 GHz, the penetration depths for malignant and normal
breast tissue are approximately 2.3 and 4.4 cm, respec-
tively. Malignant breast tissue is more strongly absorbent
to microwaves than the surrounding normal breast tissue.
Muscle and fat tissues have very high and very low water
contents, respectively: therefore, they represent the ex-
treme microwave absorption properties. Most other soft
tissues have an absorption coefficient between those of
muscle and fat tissues. The wide range of values among
various tissues is desirable for achieving high imaging
contrast.

The dependence of the thermoacoustic signals on the
electromagnetic frequency and the breast tumor location
(the depth from the tissue surface) is shown in Fig. 1b [1].
If the detection system is instrument-noise-limited, the
signal-to-noise ratio (SNR) of the system is different from
this thermoacoustic signal by a constant factor. The SNR
decreases as the tumor location is farther away because of
the increasingly attenuated microwave intensity. When a
tumor is located near the tissue surface, for example, at
1 cm depth, the SNR is better at higher RF frequencies.
When the tumor is located more deeply, the choice of fre-
quency for an optimal SNR is rather broad. This is because
the decrease in thermoacoustic pressure that accompanies
an increasing frequency is compensated for by the increas-
ing difference of the RF absorption coefficients between the
tumor and the normal breast tissues.

3.2. Limited-View Problem

Limited-view thermoacoustic tomography was investigat-
ed in Ref. 10 to determine what kind of boundary can be
correctly reconstructed when some of the thermoacoustic
signals are missed. A ‘‘detection region,’’ within which all
points have sufficient detection views, was defined. It was
explained analytically and shown numerically that the
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Figure 1. (a) Penetration depths of various
biological tissues versus the microwave fre-
quency; (b) a simulated piezoelectric signal in
response to a thermoacoustic wave from a tis-
sue sample containing a buried tumor versus
the microwave frequency. (Reprinted with per-
mission from Ref. 1. Copyright 2004, Ameri-
can Association of Physicists in Medicine.)
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boundaries of any objects inside this region could be re-
covered stably. Outside of this region, some sharp details
become blurred. One can identify in advance the parts of
the boundaries that will be affected if the detection view is
insufficient. In particular, a piece of the boundary of an
object (i.e., interfaces between objects) can be stably re-
constructed if, and only if, at least one of its two normal
directions passes through a detector position. Otherwise
the boundary piece cannot be reconstructed sharply no
matter what reconstruction algorithms are used.

In order to support these theoretical conclusions, three
types of reconstruction methods were utilized: a filtered
backprojection (FBP) approximate inversion, which is
shown to work well for limited-view data, a local-tomo-
graphy-type reconstruction that emphasizes sharp details
(e.g., boundaries of inclusions), and an iterative algebraic
truncated conjugate gradient algorithm used in conjunc-
tion with FBP. Computations conducted for both numer-
ically simulated and experimental data confirmed the
theoretical predictions.

The following experimental results illustrate the
abovementioned theoretical conclusions. The sample and
the polar coordinate system describing the scanning orbit

in the experiment are shown in Fig. 2a. The sample con-
sisted of a muscle cylinder of 4 mm in diameter and 5 mm
in length embedded in a chunk of pork fat 1.2 cm in radius.
There was a 10-mm fat layer below the muscle and an-
other 7-mm one above it. An electromagnetic pulse was
delivered to the sample from below (i.e., from behind the
picture plane). Thermoacoustic data were collected
around the sample over a 2p angular span with 161 steps,
and a scanning radius of 71 mm. Figures 2b–2d show the
reconstructed images using FBP with three sets of data.
In the first of them, the data were collected along a circu-
lar detector arc of 92 degrees located at the top of the pic-
ture (Fig. 2a) and almost symmetric with respect to its
vertical axis. One sees that the left and right boundaries of
the muscle cylinder and of the pork chunk are blurred,
because their normal lines do not touch the detector arc,
while the rest of the boundary is sharp. The next figure
shows a reconstruction obtained with the data collected
from a 2021 arc, which is the case when the whole phan-
tom fits into the detection region. All boundaries are sharp
now. Finally, the last figure shows the reconstruction
with the full-view data. It can be seen that the image
reconstructed from the partial-view data (Fig. 2c) has a
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Figure 2. (a) Photograph of the experimental
sample. (b–d) Thermoacoustic tomography recon-
structions using detection arcs of 921 [from 501 to
1421 in (a)], 2021 (from �181 to 1841), and 3601,
respectively. The blurred parts of the boundaries
in (b), which are due to the limited view, agree
with the theoretical predictions. In (c) all the
boundaries are resolved, since the object fits
into the ‘‘detection region’’. (Reprinted with per-
mission from Ref. 10. Copyright 2004, American
Association of Physicists in Medicine.)
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comparable quality with the image from the full-view data
(Fig. 2d).

3.3. Effects of Acoustical Heterogeneity on Breast
Thermoacoustic Tomography

Acoustic heterogeneities in breast thermoacoustic tomo-
graphy can cause two types of wavefront distortion: am-
plitude distortion and phase distortion [11]. Amplitude
distortion is due to refraction-induced multiple-path in-
terference. When there is acoustic heterogeneity across a
tissue interface, refraction occurs. Because of refraction,
rays from a single source can reach the same receiver by
different paths. The interference between these rays caus-
es amplitude distortions. These amplitude distortions are
strong in pure ultrasound tomography. However, the am-
plitude distortions are shown to be insignificant in the-
rmoacoustic tomography because of the low-frequency
nature of the thermoacoustic pulses [11]. The effects of
phase distortions (errors in time of flight) were numeri-
cally studied. The numerical results on the spreads of the
point sources and boundaries caused by phase distortions
are in good agreement with the following formula

wðrÞ¼

Z
aðr00Þdlp ð1Þ

where w(r) is the width of the point spread function at r
along line lp and a(r00)¼ 1� vs0/vp(r00) is the velocity devi-
ation of vp(r00), the acoustic speed at point r00, from the
background speed vs0.

Acoustic heterogeneity can result in blurring and arti-
facts. Nevertheless, it was demonstrated that the blurring
of images can be compensated for by using the distribution
of the acoustic velocity in reconstructions of weakly het-
erogeneous tissues. The effects of the errors in the acous-
tical velocities on this compensation were also
investigated.

3.4. Reconstruction Algorithms

Reconstruction algorithms, including both exact and ap-
proximate ones, have been studied extensively in thermo-
acoustic tomography. It has been proved that exact
reconstructions in thermoacoustic tomography are equiv-
alent to time-reversing the pressure field across the de-
tection surface back to the time when the thermoacoustic
sources were excited. Exact reconstruction algorithms for
thermoacoustic tomography have been derived for planar,
cylindrical, and spherical geometries [6,12,13] using se-
ries expansion, and for an arbitrary geometry using time-
reversal methods [14]. The reconstruction algorithms pro-
posed in Refs. 12 and 13 are computationally efficient with
the use of the fast Fourier transform. These formulas can
also be used to evaluate the resolution of thermoacoustic
tomography, as will be shown in Section 3.5, and to opti-
mize the system design.

These exact thermoacoustic tomography reconstruc-
tions can also be implemented in a backprojection algo-
rithm [14,15] after assuming that the distance between
the objects and the detectors is much larger than the

typical acoustic wavelength

AðrÞ¼ �
1

2pZv5
s0

I

S
dS0

n � ðr0 � rÞ

t2

@pðr0; tÞ

@t

����
t¼ jr0�rj=vs0

ð2Þ

where A(r) is the reconstructed value at r, p(r0, t) is the
thermoacoustic signal at r0 and time t, n is the outward
normal to the detection surface S at r0, and Z is a constant.
An important improvement of this backprojection algo-
rithm over the usual backprojection (delay-and-sum)
algorithms used in thermoacoustic tomography is that
an orientation factor is included. Equation (2) can also
be extended to derive quantitative reconstruction algo-
rithms for limited-view thermoacoustic tomography [10].

3.5. Spatial Resolution

Spatial resolution is an important index of an imaging
system. Spatial resolution in thermoacoustic tomography
can be affected by various factors, such as the system
bandwidth, the detector aperture, and the acoustic heter-
ogeneity of the to-be-imaged object. The effects of acoustic
heterogeneity on the resolution can be described by
Eq. (1). In this subsection, we will first discuss the effects
of the system bandwidth. The dependence of the spatial
resolution on the system bandwidth, which is the com-
bined bandwidth of the microwave bandwidth and the de-
tector bandwidth, is presented in Ref. 16. Three special
detection geometries, including spherical, planar, and cy-
lindrical surface, as well as an arbitrary detection geom-
etry, were investigated. Analytic expressions of the point
spread function (PSF), as a function of the system band-
width, were derived from rigorous reconstruction formu-
las. Extension of the results to an arbitrary geometry is
also discussed. The analyses reveal that the PSF for an
arbitrary detection geometry is space-invariant and de-
pends only on the frequency response function of the the-
rmoacoustic tomography system.

The effects of the finite size of the detector aperture on
the system’s resolution were also studied in the planar,
spherical, and cylindrical detection geometries. In the pla-
nar geometry, the PSF is space-invariant and anisotropic;
the lateral PSF (parallel to the detection plane) is just the
profile of the detector and the axial PSF is a delta function.
In the spherical geometry, the PSF is space-variant and
anisotropic; the lateral PSF at r (perpendicular to the ra-
dius) is just the profile of the detector scaled down by the
ratio of the radius of point r and the radius of the detection
surface while the PSF along the radius is a delta function.
In the cylindrical geometry, the PSF is space-variant and
anisotropic and is a mix of the PSFs of planar and spher-
ical geometries.

4. THERMOACOUSTIC TOMOGRAPHY EXPERIMENTS

In this section, the experimental setups and results of
the thermoacoustic tomography of the phantoms are
presented to demonstrate the principles and resolution
capabilities of thermoacoustic tomography. Most of the
thermoacoustic tomography setups are in either circular
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or planar geometry. In the circular geometry thermoacous-
tic tomography, the detector was scanned along a circle;
while in the planar geometry thermoacoustic tomography,
the detector was scanned along a line or a plane. The
choice of the geometry depended mainly on the geometry
of the tissues to be imaged.

4.1. Circular Geometry

Figure 3 shows the experimental setup for the circular
thermoacoustic tomography [6]. The transducer was un-
focused and had a central frequency of 2.25 MHz and a
diameter of 6 mm. It pointed horizontally to the center of
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Figure 3. The experimental setup for circular
thermoacoustic tomography. (Reprinted with
permission from Ref. 6. Copyright 2002,
IEEE.)
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Figure 4. (a) Cross section of a tissue sample
in circular thermoacoustic tomography; (b) re-
constructed image; (c) comparison between a
line profile (solid curve) of the reconstructed
image (b) at x¼27.45 mm and the correspond-
ing grayscale profile (dashed curve) of the orig-
inal image (a). (Reprinted with permission
from Ref. 6. Copyright 2002, IEEE.)
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the rotation stage. For good coupling of the acoustic waves,
both the transducer and the sample were immersed in
mineral oil. The microwave pulses were transmitted from
a 3-GHz microwave generator with a pulse energy of
10 mJ and a width of 0.5ms, and then delivered to the
sample from the bottom by a rectangular waveguide.

The sample shown in Fig. 4a was made of a thin piece of
homogeneous pork fat tissue (5 mm thick and a maximum
diameter of 4 cm) including a set of small gel cylinders
(made from a solution of 5% gelatin, 0.8% salt, and a drop
of dark ink to improve the photographic properties of the
sample). During the experiment, the transducer rotation-
ally scanned the sample from 01 to 3601 with a stepsize of
2.251. The detection radius was 43 mm.

The image reconstructed with the backprojection meth-
od is shown in Fig. 4b; it agrees well with the real sample.
The relative locations and sizes of the gel cylinders are
clearly resolved and perfectly match the original ones.
Figure 4c shows the plot (solid curve) along the line at x¼
27.45 mm in Fig. 4b. The reconstructed profile is in good
agreement with the original profile (dashed curve), which
is the corresponding grayscale profile in Fig. 4b. The half-
amplitude line cuts across the reconstructed profile at
points B1, A1, A2, and B2, respectively. The distances
|A1B1|¼ 1.72 mm and |A2B2|¼ 1.67 mm in the image

are close to the measured real values of about 1.80
and 1.60 mm, respectively. Therefore, the width of the pro-
file at the half-amplitude closely measures its physical
size.

Figure 5 demonstrates the large penetration depth of
microwave in soft tissues. The sample (Fig. 5a) is similar
to the one used in Fig. 4 except that this one was much
larger (the diameter of the fat is 70 mm), as shown. The
reconstructed image (Fig. 5c) agrees well with the real
sample (Fig. 5b).

4.2. Planar Geometry

In the planar thermoacoustic tomography, the detector
was scanned over a plane or a line [12]. The experimental
setup is reported in Ref. 17 and, for convenience, is only
briefly described here (see also Fig. 6). The x axis points
perpendicularly to the drawing plane, the y axis points to
the right in the plane, and the z axis points downward
along the acoustic axis. Microwave pulses were transmit-
ted by a 9-GHz microwave generator. The pulsewidth is
0.5 ms. The imaged object shown in Fig. 7c is a cylinder of
pork fat containing a thin layer of connective tissue, la-
beled as (7), and six yellow microstructures, labeled
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Figure 5. (a) Diagram of the sample struc-
ture and the measurement for circular the-
rmoacoustic tomography; (b) cross-section of
the tissue sample; and (c) reconstructed im-
age. (Reprinted with permission from Ref. 6.
Copyright 2002, IEEE.)
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(1)–(6), respectively. The diameter of the cylinder fat was
14 mm and the length in the x direction 30 mm. The
cylinder was immersed in mineral oil. The central fre-
quency of the ultrasonic transducer was 2.25 MHz, the
bandwidth was 1.8 MHz, and the diameter of the active
element was 6 mm.

As shown in the discussion on resolution of thermo-
acoustic tomography in the last section, the finite size of
the detector aperture can seriously blur the image. To im-
prove the system resolution, deconvolution with respect to
the finite size of the detector surface was applied to the
reconstructed image [12]. In the reconstructed image be-
fore deconvolution (Fig. 7a), the connective tissue between
the two parts of fat and the yellow microstructures is im-
aged clearly. The dimension of the image is 16.4 mm along
the z direction and 19.2 mm along the y direction. Howev-
er, it is obvious that the image before deconvolution is
blurred along the y axis, which makes the lateral bound-
aries unclear and the yellow microstructures (1), (2) and
(3), (4) merge into one object, respectively. The lateral res-
olution of the image after deconvolution (Fig. 7b) is greatly
improved. The merged objects can be distinguished clear-
ly, and the lateral boundaries of the cylinder become much
clearer. The dimension of the fat cylinder in the image af-
ter deconvolution was 16.4 mm along the z direction and
16.7 mm along the y direction.
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generator  
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Figure 6. Experimental setup for planar thermoacoustic tomo-
graphy. (Reprinted with permission from Ref. 12. Copyright 2002,
IEEE.)
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Figure 7. The reconstructed images from the
experimental data in a planar thermoacoustic
tomography (a) before and (b) after the deconvo-
lution with respect to the detector surface; (c)
cross section of a cylinder of fat sample contain-
ing six yellow microstructures labeled from (1) to
(6) and a layer of connective tissue in the middle
labeled as (7). (Reprinted from Ref. 12. Copy-
right 2002, IEEE.) (This figure is available in full
color at http://www.mrw.interscience.wiley.com/
erfme.)
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5. APPLICATIONS OF THERMOACOUSTIC TOMOGRAPHY
AND MICROWAVE TOMOGRAPHY

The feasibility of utilizing microwave tomography for bi-
ological imaging has been demonstrated on volunteers’
forearms, a canine kidney, explanted static and beating
canine hearts, and breast imaging. Figure 8 shows the re-
sults of imaging experiments and anatomical slices from a
canine heart [18]. Both anatomical slices demonstrate an
area of left ventricle myocardium with significant infarc-
tion. A longitudinal view (through the long axis base to
apex) is presented on top in Fig. 8 for e0 (the real part of
complex dielectric permittivity e), and a transversal view
(through an area with significant infarction injury) is pre-
sented at the bottom of Fig. 8 for e00 (the imaginary part of
e). Areas of the images of the heart with dielectric prop-
erties similar to the dielectric properties of infarct myo-
cardium are plotted in crimson and red for e0 and e00,
respectively. As can be seen, the reconstructed images re-
veal the shape and intracardiac anatomy. Furthermore,
suspected areas of infarction (in terms of the dielectric
properties) are consistent with anatomical slices. Because
of the imperfection of the procedure for image reconstruc-
tion, there are areas of the image of e0 with dielectric prop-
erties similar to those of the infracted area (colored in
crimson). However, correlation of suspected infarct areas
of the images of e0 with corresponding areas of the images

of e00 helps determine the location of the exact area of the
infarction. This is supported by the next group of images
presented in Fig. 9 for |e|.

The response of breast cancer to chemotherapy was
also measured with thermoacoustic tomography [19]. Lon-
gitudinal changes in breast architecture during primary
chemotherapy produce dramatic changes in RF absorption
as revealed with thermoacoustic tomography. The tumor
mass appears to have decreased markedly after 7 weeks of
chemotherapy treatment, as indicated by the arrows, but
there is little change thereafter (Fig. 10).

6. CONCLUSIONS AND FUTURE STUDIES

Microwaves can be used in medical imaging to extract the
physiological and pathological status of tissues deep in the
body. Thermoacoustic tomography has a higher resolution
than does microwave tomography. Some preliminary re-
sults of studies on optimal microwave frequencies, the ef-
fects of acoustical heterogeneity on breast thermoacoustic
tomography, limited-view thermoacoustic tomography,
reconstruction algorithms, and spatial resolution are pre-
sented. The experimental results of circular thermoacous-
tic tomography show a spatial resolution of about 0.5 mm.
We also present some in vivo and in vitro results that
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demonstrate the feasibility of clinical applications of
thermoacoustic tomography and microwave tomography.

Nevertheless, there are still questions about thermo-
acoustic tomography that deserve further investigation.
For example, it has generally been assumed that with
thermoacoustic tomography, microwaves are homoge-
neous in the tissues under study. However, microwave at-
tenuation and the variation of microwave within one

wavelength can result in microwave heterogeneity. The
effects of microwave heterogeneity on thermoacoustic
tomography are still unknown. Another challenge for the-
rmoacoustic tomography is brain imaging. In this case, the
skull may cause distortion of the thermoacoustic waves.
Consequently, the capability to obtain high-quality images
from distorted signals is critical for the application of
thermoacoustic tomography to brain imaging.
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Figure 9. Reconstructed images of excised ca-
nine heart [(a–c) transversal view for |e| with
an increment of image position in the longitudinal
direction of 1 cm] together with anatomical slices.
Scales are in centimeters. (Reprinted with per-
mission from Ref. 18.) (This figure is available in
full color at http://www.mrw.interscience.wiley.
com/erfme.)
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1. INTRODUCTION

The MEI (measured equation of invariance) method was
originally developed as an absorbing boundary condition
to terminate FD/FE (finite-difference/finite-element) equa-
tions at the mesh boundary. Later improvements, which
have brought the MEI terminating equations to the
boundary of the target surface, bypassing the need for
the FD/FE mesh and equations, have advanced the MEI
method to become a numerical method in its own right.
The objective of this article is to present the theory on
which the method is based, the latest developments in
MEI technology, and a guide to numerous applications of
the method.

Numerical solutions of Maxwell’s equations use either
integral equations or differential equations. The classical
solution of a radiation problem by the differential equation
approach requires a radiation condition, known as the
Sommerfeld’s radiation condition, applied at infinity, that
is, at a distant location from the radiating object. Numer-
ical solutions by the differential equation approach utilize
the finite-difference or finite-element equations (FD/FE)
also require radiation conditions, which are applied at the
mesh boundary, preferably as close to the object boundary
as possible. Such boundary equations are often known as
absorbing boundary conditions (ABCs). An earlier absorb-
ing boundary condition by Mei [1] is robust but is global in
nature; that is, a full matrix of field values at all the
boundary nodes is required. A representative local absorb-
ing boundary condition, which produces equations of the
fields only at a few neighboring nodes, is that by Enquist
and Majda [2]; however, like most local absorbing bound-
ary conditions, it is robust only when the mesh boundary
is far from the object surface. An extensive list of refer-
ences to local absorbing boundary conditions may be found
in the Ref. 3. Almost all local absorption boundary condi-
tions use plane waves as models for absorption. An ab-
sorption equation can usually absorb plane waves
perfectly at a few angles of arrival. The latest addition
to absorbing boundary condition is the perfectly matched
layer (PML) by Berenger [4], which uses a special layer of

nonisotropic material capable of absorbing plane waves
arriving at any angle.

Common to all absorbing boundary equations is that
the equations are all derived from an assumption of a
known incident wave. The MEI method of obtaining
boundary equations is based on the observation that there
is symmetry between the coefficients ai and the field val-
ues fi in a linear equation:

a1f1þa2f2þa3f3þa4f4¼ 0 ð1Þ

Normally, the coefficients represent the equation, which
are known, and the fi values represent the solutions to be
found. The symmetry of the equation tells us that if the
field values were known, we could also recover the coeffi-
cients or the equation at any point. In Eq. (1), for example,
since the equation equals zero, one of the coefficients can
be set to unity, and thus three sets of linearly independent
solutions should give a 3� 3 matrix, from which the coef-
ficients can be calculated. This suggests that if Eq. (1)
were a boundary equation of a radiation problem, the ab-
sorbing boundary equation would be contained in the so-
lutions. We shall designate each linear equation of the ai

terms by substituting a set of solutions fi in Eq. (1) as a
measure. This requires n� 1 measures to find the coeffi-
cients of a linear equation of n unknowns.

At first glance, the insight we have come up with does
not seem to be useful because the solutions are unknowns,
which are unavailable to us. Actually solutions to a radi-
ation problem of a specific geometry are not difficult to
obtain. Only the solution to a specific excitation and
of a specific geometry is difficult to find. The procedures
and justification for MEI are presented in the following
sections.

2. THE POSTULATE OF INVARIANCE

Let us limit the present discussion to two-dimensional
problems of wave scattering for pedagogical purposes. Fig-
ure 1 represents scattering of a plane wave, either TE or
TM, by an infinite cylinder of arbitrary shape. A solution
of the scattered field can be readily obtained by the fol-
lowing integral

fk¼

I

C

Gðr=r0ÞJkðr
0Þdc0 ð2Þ

Φi

Figure 1. Schematics of a 2D scattering problem.
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where G(r/r0) is the Green function of the 2D wave equa-
tion and Jk is a current we assign to the scatterer. We shall
name each assigned current a ‘‘metron’’ and the resulting
field fk, a measuring function. When n� 1 measuring
functions are substituted into a boundary equation, we
can calculate the coefficients of the boundary equations by
solving an (n� 1)� (n� 1) matrix. In order for the method
to work, it is necessary that the boundary equations be
invariant with respect to the excitations or the incident
fields. Mei [5] postulates that in order to bring the termi-
nating boundary close to the scatterer, a terminating
boundary equation should fit the following profile:

1. It must be different for different target geometry.

2. It must be different at different locations.

3. It must be invariant with respect to excitation so
that the process of measure can work.

During the early development period of the MEI method,
it was strictly used as a technique to terminate finite dif-
ference equations. The metrons

Jkðr
0Þ ¼ cos 2ðk� 1Þp

l0

L

 �
k¼ 1; 2; . . . ð3Þ

have been used, where L is the total circumferential
length of the scatterer and l0 is the circumferential dis-
tance from a reference. A two-dimensional scattering
problem can normally be solved this way by only four
layers of finite-difference equations. Each boundary equa-
tion is formulated at six adjacent nodal points on the
outer two layers, as shown in Fig. 2. Figures 3 and 4 show

�1

�0

�2

�5

�4�3

Figure 2. The six points for a boundary equation.

aa/4l = 0
l = L �i (� = 0°)

a

l = 0 l = L

�i (� = 0°)D1

D2

D2 = 0.845a
D1 = 0.445a

r1 = 0.100a
r2 = 0.400a

r2

r1

(a)

(b)

Figure 3. (a) The mesh around a rectangular cylinder; (b) the
mesh around a star-shaped cylinder.
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Figure 4. Induced current densities on a rectangular cylinder for
l¼a and angle of incidence of 301 as calculated by the MEI meth-
od and MoM for (a) E wave and (b) H wave.

l /2
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5

0

o Jx

Vo

Figure 5. Currents on a center-fed thin-strip dipole antenna (l¼
18.5 w) for l¼1.07l (the scale in y has been enlarged by a factor
of 4).
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some of the surface current densities on two-dimensional
scatterers found by the finite-difference method using
MEI terminations, where the results by MoM are also

presented in the same figures for comparison. In addition
to 2D problems, the MEI method has also been applied
to ribbon antennas (see Figs. 5 and 6) and scattering
of plane waves by rectangular patches and bodies of
revolution [5].

3. ACCURACY OF MEI

Shortly after the appearance of the first paper on MEI [5],
several papers appeared in the literature [6–9] debating
the validity of the postulates of MEI, in particular the
postulate of invariance. There are also papers [10] ques-
tioning the accuracy of the MEI. The postulate of invari-
ance of the boundary equations to excitation (or incident
fields) should be the least controversial one of the three
postulates, because the terminating conditions are part of
the system equations. In all linear systems, including the
Maxwell equations, the equations should be independent
of the excitations.

In fact, all absorbing boundary conditions in the
published literature are obtained with no reference to
excitation. This means that the same absorbing boundary
equations are used regardless of the incident fields.

l /4

10
5
0

o Jx

Vo

Figure 6. Current on an off-center-fed thin-strip dipole antenna
(l¼18.5w) for l¼2.12l (the scale on y has been enlarged by a
factor of 4).
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Jx

H '

(b)

Figure 7. Current densities on a square plate
when illuminated by a normally incident plane
wave, with the E field polarized in the z direc-
tion, with l¼a: (a) Jx; (b) Jy.
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Mei and Liu [7] have shown that the criticism on the
invariance arises from the misunderstandings, that the
metrons were incident fields. And, the doubts on the ac-
curacy arise from the misunderstanding that, the metrons
were base functions. In the paper by Luo et al. [11], it is
shown that the conclusions reached by Barkdoll and Lee

[10] that (1) MEI is not accurate for 3D as compared to 2D
problems and (2) the distance between the target bound-
ary and terminating boundary should be large for MEI to
be accurate in 3D, are ill-founded because the authors
have not properly applied the coupled finite difference
equations for the body of revolution [10].
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Figure 8. Solutions of electromagnetic scattering problem of axially symmetric parabolic reflector
with parameters aperture¼80l and Fc¼32l: (a) Jt; (b) Jf.

MEI METHOD 2543



4. APPLICATIONS OF MEI

4.1. Applications to Three-Dimensional Problems

The MEI method has been applied to scattering of plane
waves by flat rectangular patches [12]. In this case, Max-
well’s equations are most conveniently formulated in
terms of the vector potential, which has only two compo-
nents. The scattered fields are

Hs
¼r�A ð4Þ

Es
¼

1

j$e
r�Hs

ð5Þ

The finite-difference mesh of the vector potentials Ax and
Ay are structured around the patch for four layers. The
measuring functions and the metrons are given by

Am;n¼

Z a

0

Z b

0

Gðr=r0ÞJm;nðr
0Þds ð6Þ

where G is the free-space Green function and

Jx=m;nðx; yÞ¼
sin

mpx

a
� cos

ðn� 1Þpy

bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
yðy� bÞ

p

1 	 m 	M; 1 	 n 	 N

ð7Þ

Jy=m;nðx; yÞ¼
cos
ðm� 1Þpx

a
� sin

npy

bffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðx� aÞ

p

1 	 m 	M; 1 	 n 	 N

ð8Þ

where a,b are the width and length of the patch, respec-
tively; and M, N are the total numbers of nodes along the
width and length, respectively.

The surface current densities on a square plate of side
dimension of 1.0l are shown in Fig. 7. The applications to
microstrip lines have been studied by Prouty [13].

4.2. Applications to Large Parabolic Reflectors

Parabolic reflectors are normally studied by physical op-
tics, which assigns the current density as twice the tan-
gential incident magnetic field in the illuminated surface
and zero in the shadow region. It is well known that cur-
rent behaviors are much more complicated than that, par-
ticularly near the edges. A detailed inspection of the
current density cannot be realized unless we can solve
the Maxwell equations associated with a parabolic reflec-
tor accurately. Such solutions can be realized nowadays by
either MoM or FD/FE methods. MoM probably would be a
preferable method for such a task over the FD/FE meth-
ods, when a large reflector is considered. However, with
MEI, the situation is changed, in that the number of nodes
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Figure 10. Variation of the MEI coefficients of a circular
cylinder with respect to frequency.
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Figure 9. Schematics of doubling mesh density and doubling
frequency.
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involved in the FD/FE is greatly reduced when MEI brings
the mesh termination very close to the reflector surface
and preserves the advantage of the sparse matrix of the
FD/FE methods. The solutions of Maxwell’s equations of
parabolic reflectors of diameters up to 80l have been ob-
tained by Luo et al. [11] utilizing the MEI method. The
current densities near the edge and shadow region have
been presented in Fig. 8. The standing waves of the cur-
rent densities are particularly pronounced for the radial

components, which are known to be the causes of high
copper loss and high sidelobes.

4.3. Applications to Very Large Scatterers

When the FD/FE methods are used, the resulting matrices
are very sparse. With the MEI method, which brings the
mesh termination very close to the object boundary, the
mesh region is also greatly reduced. So, the most time
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301 incidence as calculated by the MEI method
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consuming part of the computation is no longer the solu-
tion of the matrix. The task of finding the boundary equa-
tions, which involves the integrations around the target
surface for the measuring functions, has become the most
demanding part of the method. The integration time is
proportional to N2, where N is the number of nodes on the
object surface. When the object is very large, such as hun-
dreds of wavelengths in dimension, the computational ex-
pense could be very large. To overcome such a
predicament, one may consider the method of interpola-
tion and extrapolation of the coefficients of MEI [14],
instead of direct computation. Once the boundary equa-
tions are found for a specific mesh, it is possible to double,
triple, or quadruple the density of the mesh, and obtain
the boundary equations in between nodes, by interpola-
tions of the coefficients. In effect, one can find the bound-
ary equation at any location. Suppose that we solve a
problem at a frequency f and double the mesh density to

solve the problem at 2f, and double it again to solve it at 4f,
and so on. As the boundary nodes get closer to the bound-
ary surface as the frequency increases, the center node of
the boundary equations approach normally toward the
boundary. In that case, the coefficients of each boundary
equation converge to their respective limits. Figure 9
shows the mesh configuration as the frequency is doubled,
and Fig. 10 shows the extrapolation of the coefficients of
MEI. Figure 11 shows the current densities on a rectan-
gular cylinder of side dimension 256l, calculated using the
interpolation–extrapolation technique.
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Figure 12. Mesh and schematics of a post in a rectangular wave-
guide: (a) mesh around a post; (b,c) schematics of scattering by a
post in a rectangular waveguide.
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4.4. MEI and Absorbing Boundary Conditions

In an earlier paper by Ramahi et al. [15], multipole fields
were used as measuring functions to find the absorbing
boundary conditions for 2D scattering problems. They
have termed such a boundary condition, the numerical
absorbing boundary condition (NABC). The boundary
equations, in that case, are independent of the geometry
of the scatterer. They have also included MEI as part of
the NABC [16]. We would like to point out here that MEI
includes but is not limited to ABC. An ABC cannot account
for reflections from an outer boundary; that is, it is appli-
cable only if there is no incoming wave on the boundary
surface. The MEI can still be applied when there are in-
coming waves on the terminating boundary. A case illus-
trating this point is the scattering by an inductive post in
a rectangular waveguide. Figure 12 shows the FD mesh
around an elliptical post inside a rectangular waveguide.
The measuring functions are obtained by the integration
of Eq. (2) using the Green function of the waveguide. In
this case, ABC cannot be applied, but MEI is still valid.
Figure 13 shows the MEI calculated S11 of the scattering
configuration of Fig. 12 by the MEI method as compared
with the same calculations by MoM.

5. ON-SURFACE MEI (OS-MEI) AND INTEGRAL EQUATION
MEI (IE-MEI)

In the beginning of this article, we postulated that for a
terminating boundary equation to work close to the object
boundary, it should fit a profile of three characteristics. Of
all terminating boundary conditions that we know of, only
the MEI method offers boundary equations that fit all the
characteristics of the profile. The immediate issue is how
close one can move the MEI boundary toward the target
surface. In the early development of the MEI, it was dis-
covered that it was possible to have only one layer of nodal
points around the target surface [12]. In that case, the
nodes on the object boundary are directly connected to the
terminating boundary. The number of unknowns is equal
to that of MoM, but one needs to solve only a tridiagonal
matrix instead of a full matrix. However, in order to bring
the terminating boundary next to the target surface, one
requires higher numerical accuracy, which involves dou-
ble precision and singular integrals on the surface of the

object. To be on the safe side, to ensure that other
researchers could easily duplicate the calculations, the
earlier results were all obtained with four layers of
finite-difference equations. Even with only one layer of
nodes around the object surface, the method is still off-
surface. One-sided finite differences are needed to find the
surface current densities on the object surface, which con-
tribute some extra errors to the calculations.

Instead of two layers of nodes, Rius et al. [17] derived
the integral equation MEI (IE-MEI) utilizing the reciproc-
ity theorem

Z

v

ðE1 � J2 �H1 �M2Þ dv¼

Z

v

ðE2 � J1 �H2 �M1Þdv ð9Þ

and postulated the existence of local J2 and M2 on neigh-
boring nodes on the surface of the object such that the
right side of Eq. (9) will vanish for all testing sources J1

and M1. For a two-dimensional problem, J2 and M2 will be
on three adjacent nodes as shown in Fig. 14. For scattering
by conducting cylinders, we may let M1¼ 0, and designate
appropriate metrons to find E1 and H1 to obtain the linear
equations

Xn

i¼ 1

aiH
s
i þ

Xn

i¼ 1

biE
s
i ¼0 ð10Þ

In Ref. 17 Rius et al. have calculated the radar scattering
cross sections of an electrically large ogive as shown in
Fig. 15. In a similar approach, Liu et al. [18] were able to
arrive at Eq. (10) by replacing the off-surface layer of E
nodes by the surface derivatives of the tangential H and
named it on-surface MEI (OS-MEI). Hirose et al. have
used the IE-MEI to solve scattering problems of imped-
ance boundary conditions [19]. With IE-MEI, one is able to
reformulate integral equations into sparse matrices,
which enables us to solve large scattering problems. So,
IE-MEI has been applied to solve 3D problems by Rius et
al. [20] for electromagnetics and by Chowdhury et al. [21]
for scalar fields.

6. CONCLUSION

It has been shown that despite some doubts expressed by
some investigators of the MEI method, there have been
many satisfactory applications of MEI reported by other
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investigators. The most basic assumption of the MEI
method is the existence of a local linear relation of the
fields. Such an assumption is plausible for far fields, which
is a differential relation of the fields, known as the So-
mmerfeld radiation condition in classical theory. One may
question whether it can still be so assumed on the surface
of the object. However, the success of IE-MEI suggests
that it may be true that such local linear equations do ex-
ist on the object surface. If this were true, the on-surface
Maxwell differential equations could be found. What an
exciting discovery would that be! Mei has proved the ex-
istence of the differential equation of currents on thin wire
structure. The readers may find the presentation in the
MAXWELLIAN CIRCUITS article in this encyclopedia. Perhaps,
it is not far away that someone will prove the existence of
differential equations of the surface current density on
conduction surfaces.
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modeling of microstrip or slotlines, and discontinuities in
the past [1,2]. A more rigorous approach, which takes into
account all the physical effects including radiation and
surface waves is the spectral-domain Galerkin method
(SDGM) [3]. This method transforms an integral equation
into a linear system of equations, where the solution (e.g.,
electric currents or fields) has to be computed numerically.
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investigators. The most basic assumption of the MEI
method is the existence of a local linear relation of the
fields. Such an assumption is plausible for far fields, which
is a differential relation of the fields, known as the So-
mmerfeld radiation condition in classical theory. One may
question whether it can still be so assumed on the surface
of the object. However, the success of IE-MEI suggests
that it may be true that such local linear equations do ex-
ist on the object surface. If this were true, the on-surface
Maxwell differential equations could be found. What an
exciting discovery would that be! Mei has proved the ex-
istence of the differential equation of currents on thin wire
structure. The readers may find the presentation in the
MAXWELLIAN CIRCUITS article in this encyclopedia. Perhaps,
it is not far away that someone will prove the existence of
differential equations of the surface current density on
conduction surfaces.
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general, to well-shaped structures that involve infinitely
thin conductors as ground planes. The main reason for the
efficiency is that the SDGM allows significant analytical
preprocessing in comparison to other numerical techniques
such as the finite-difference method, finite-element meth-
ods, or the method of lines. The method of partial discre-
tization or method of lines is a well-established technique
for the analysis of different microwave structures.

The method of lines is regarded as a special finite-
difference method but is more effective with respect to
accuracy and computational time than is the regular
finite-difference method. It basically involves discretizing
a given differential equation in one or two dimensions
while using an analytical solution in the remaining direc-
tion. The method of lines (MoL) has the merits of both the
finite difference method and the analytical method; it does
not yield spurious modes, nor does it have the problem of
‘‘relative convergence.’’ Besides, the method of lines has
the following properties that justify its use:

1. Computational efficiency—the semianalytical char-
acter of the formulation leads to a simple and
compact algorithm, which yields accurate results
with less computational effort than do other techni-
ques.

2. Numerical stability—by separating discretization of
space and time, it is easy to establish stability and
convergence for a wide range of problems.

3. Reduced programming effort—by making use of the
state-of-the-art well-documented and reliable ordin-
ary differential equations (ODE) solvers, program-
ming effort can be substantially reduced.

4. Reduced computational time—since only a small
amount of discretization lines are necessary in the
computation, there is no need to solve a large system
of equations; hence computing time is small.

2. STEPS IN MoL APPLICATION

Application of MoL usually involves the following four
basic steps:

1. Partitioning the solution region into lines

2. Discretization of the differential equation in one or
two coordinate direction

3. Transformation to obtain decoupled ordinary differ-
ential equations

4. Introduction of the boundary conditions and solu-
tion of the equations.

2.1. Partitioning the Solution Region into Lines (Step 1)

The method of lines is particularly suitable for modeling a
wide range of transmission lines and integrated struc-
tures with multiple layers [4–6]. This involves in the most
general case discretizing the Helmholtz wave equation in
two directions while the other direction is treated analy-
tically. We will illustrate the method for planar integrated
structures.

In this section we describe a formulation of the electro-
magnetic problem in an arbitrary general isotropic med-
ium leading, besides, to the decoupling of the Maxwell’s
equations describing the electromagnetic field and to an
equivalent-circuit representation of the layered medium.

The geometry of the problem and coordinate definitions
of the structure are given in Fig. 1, where elementary
current sources are shown and/or a plane wave is incident
on a multilayer generalized planar structure. First, we
consider the ith layer, which is not infinitely large in the
planar direction (x–z plane) and the homogeneous mate-
rial is characterized via the constitutive relation proper of
the dielectric medium considered.

Starting from Maxwell’s equations, the whole field may
be obtained from the component in the ẑz-direction Ez and
Hz. For these components the following wave equations
hold

@2c
@x2
þ
@2c
@y2
þ
@2c
@z2
þ k2c¼ 0 ð1Þ

where c¼Ez, Hz, k2
¼o2me and m and e are the magnetic

permeability and the electric permittivity, respectively.
The other four components can be expressed in terms of

Ez and Hz as follows
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Figure 1. Geometry of the electromagnetic problem.
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It should be noted that the wave equation (1) and the field
relations (2) and (3) are still valid also for inhomogenous
isotropic media characterized by constitutive parameters
m¼ m0 and e¼ e0er(y).

Since we are considering the most general case of
application of the method of line, here, for a solution of
the wave equation (1) and for determination of the field
components, a discretization along both the x̂x and the ẑz
directions is performed. The discretization is performed
using two different sets of lines: the so called e lines and h
lines. The smallest separation between two e lines is s,
while the smallest separation between an e and an h line
is s/2. Different sets of boundary conditions at the two ends
of the generic layer can be considered (e.g., Neumann and/
or Dirichlet, periodic, absorbing boundary). In Fig. 2 we
have depicted the transverse section of the generic dis-
cretized along the x̂x direction.

If Nx is the number of the e lines, Nx is also the number
of the h lines and s is the separation between the lines.
Once the transverse section of the generic layer is dis-
cretized, for the components of the electric field, we have

Exðx; y; zÞ ! ExðyÞ¼ E1
xðyÞ;E

2
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N
x ðyÞ

	 


Eyðx; y; zÞ ! EyðyÞ¼ E1
yðyÞ;E

2
yðyÞ;E

3
yðyÞ � � �E

N
y ðyÞ

h i
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z ðyÞ;E
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N
z ðyÞ
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>>>:
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where, for instance, ExðyÞ is the vector whose elements are
the values of the x̂x component of the electric field sampled
on the e lines. The discretization for the magnetic field
is dual.

2.2. Discretization of Differential Equation in One or Two
Coordinate Directions (Step 2)

The first-order derivative operators are replaced by differ-
ence operators that can be described by the Kröneker
products ðÞ of the difference operators for the longitudi-
nal ðdm

z Þ or azimuthal ðdm
y Þ line system and the unit

matrices I
x

and I
z

of order Nx�Nx and Nz�Nz, respec-
tively:

Dm
z ¼dm

z  Ix

Dm
x ¼ Iz  dm

x

with m¼ e;h

(
ð5Þ

The formal expression of the difference operators dm
z and

dm
x depends on the boundary conditions used. In the case

of Neumann and/or Dirichlet conditions they are given in
Ref. 3, in the case of periodic boundary condition they are
also given in Ref. 3, and for the case of absorbing boundary
conditions they are given in Ref. 7.

For the second-order derivatives we directly have
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It can now be easily shown that the vector c¼Ez;Hz

satisfies the following set of coupled differential equations:

@2c

@y2
þDDe;h

x
� cþDDe;h

z
� cþ k2c¼ 0 ð7Þ

2.3. Transformation to Obtain Decoupled Ordinary
Differential Equations (Step 3)

The next step is to solve analytically the equations result-
ing along the y coordinate. To solve (7) analytically, we
need to obtain a system of uncoupled ordinary differential
equations from the coupled equation (7). To achieve this,
we define the transformed vector c� by letting

c¼Te;h
� c� ð8Þ

and requiring
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Þ
�1
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x
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¼L2
x
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where the elements of the diagonal matrices L2
x
;L2

z
are the

eigenvalues of DDe;h
x

and DDe;h
z

, respectively.
In (8) we advanced the following position

Te;h
¼ te;h

z
 te;h

x
ð10Þ

equaling tm
f and tm

z , the eigenvector matrices belonging to
second-order difference operators ddm

f and ddm
z , respec-

tively.
After some algebraic manipulations, it can be shown

that, for homogeneous layers where m and e do not depend
on y, the general solution for the kth component of the
vector c� can be expressed as

c�kðyÞ¼Ak . coshðkyk
yÞþBk . sinhðkyk

yÞ ð11Þ

where Ak and Bk are integration constants and depend on
the proper boundary condition to be applied.

x

y

hh1e1h2e2h3e3 hNhN−1hN−2

eNeN−1eN−2

∧

∧

Figure 2. Transverse section of the generic
layer of height d discretized along the x̂x direc-
tion (—e lines; - - - - h lines).
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From the general solution (11) we can relate to each
other the field solution at the interfaces in yp and ypþ 1 of
the generic pth layer as follows:
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In (12) and (13) the apex prime stands for first derivative
with respect the variable y and we have stated the
following positions:

feð1;1Þk ðyp; ypþ 1Þ¼ � kyk
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Now we derive from (12) and (13) the discretized trans-
verse x̂x component of the electric and magnetic fields in
terms of the Ez and Hz components as follows:
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It can now be shown that for the two interfaces A and B in
yp and ypþ1, respectively, of a generic layer the following

relation in matrix form holds:
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Equation (17) gives the transfer equation for the generic
layer. The transfer equation for a number of layers is
obtained by multiplication of the transmission matrices
proper of the single layers.

Special attention must be paid to the upper isotropic
half-space. For the radiation condition, we have

c�kðyÞ¼Ck . e
�kyk

y ð18Þ

METHOD OF LINES 2551



In this case we can write

HF ¼YðcÞ
t
�EF ð19Þ

where
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t
¼BðcÞ �ZðcÞ � ðAðcÞÞ�1
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feðyNÞ and fhðyNÞ are diagonal matrices whose elements
are given by �ð1=kyk

Þ and �kyk
, respectively.

The method of lines can be used to analyze homoge-
neous and inhomogeneous cylindrical transmission struc-
tures [8–10] and circular and elliptic waveguides [11]. The
principal steps involved in applying MoL in cylindrical
coordinates are the same as in Cartesian coordinates.

2.4. Introduction of Boundary Conditions and Solution
of Equations (Step 4)

Here, we illustrate with the use of MoL, an analysis of the
electromagnetic characteristics of planar integrated struc-
tures.

In this section we apply the theory described in the
previous sections to two practical geometries. The first one
is a microstrip patch antenna fed by a coplanar microstrip
line as shown in Fig. 3. The second one is a layered
structure with three layers in the presence of an aperture
between layers 2 and 3 (Fig. 4). We give two examples in
Sections 2.4.1. and 2.4.2.

2.4.1. Coplanar Microstrip Line. Two different regions
are described by the following transmission matrices:

Region 1 (yaryryb):

HB

HA

" #
¼

Yðya ;ybÞ

11
Yðya ;ybÞ

12

Yðya ;ybÞ

21
Yðya ;ybÞ

22

2

4

3

5 �
EB

EA

" #
ð20Þ

Region 2 (ybryrN):

HF ¼ YðybÞ

t

h i
EF ð21Þ

On the ground plane we have

E
!

A¼ 0 ð22Þ

On the first in y¼ yb we must impose the continuity of the
tangential components of the electric field. The magnetic
field shows a discontinuity due to the presence of electric
impressed sources ðJimpÞ on the feedline and of induced or
scattered currents on the metallic path ðJSÞ:

HðpatchÞ
F �HðpatchÞ

B ¼JS

HðfeedÞ
F �HðfeedÞ

B ¼Jimp

8
<

: ð23Þ

Moreover, on the metallic patches the tangential compo-
nents of the electric field must vanish:

E
!

F

���
patch
¼ 0 ð24Þ

From (20) and (22) we get

H
!

B¼Yðya ;ybÞ

11
� E
!

B ð25Þ

Region 2

Region 1
B ≡ F

AFigure 3. Geometry of the layered structure.

Region 2

Region 3

Region 4

Region 1

F ≡ G

D ≡ E

B ≡ C

AFigure 4. Geometry of the layered structure.

2552 METHOD OF LINES



From the first equation of (23) and from (21) and (25), we
can write

HðpatchÞ
B

HðfeedÞ
F

2

64

3

75¼
HðpatchÞ

F

HðfeedÞ
B

2

64

3

75þ
�JS

Jimp

2

4

3

5

¼

YðybÞ

t
0

0 Yðya ;ybÞ

11

2

64

3

75�
EðpatchÞ

F

EðfeedÞ
B

2

64

3

75þ
�JS

Jimp

2

4

3

5

ð26Þ

and thus

Yðya ;ybÞ

11
Yðya ;ybÞ

12

Yðya ;ybÞ

21
Yðya ;ybÞ

22

2

64

3

75 �
EðpatchÞ

F

EðfeedÞ
B

2

64

3

75

¼

YðycÞ

t
0

0 Yðya ;ybÞ

11

2
64

3
75 �

EðpatchÞ
F

EðfeedÞ
B

2
64

3
75þ

�JS

Jimp

2
4

3
5

or, in a more compact form

ðA
11
�A

12
�A�1

22
�A

21
Þ � E
!

F þ J
!

S

¼ �A
12
�A�1

22
� J
!

imp

ð27Þ

with

A
11
¼Yðya ;ybÞ

11
� YðybÞ

t

A
22
¼Yðya ;ybÞ

22
� Yðya ;ybÞ

11

8
<

: ;
A

12
¼Yðya ;ybÞ

12

A
21
¼Yðya ;ybÞ

21

8
<

:

It is important to note that in Eq. (27) EF has to be set to
zero in the metallic regions, where only JS and Jimp have
components and JS and Jimp must to be set to zero above
the dielectric interface, where, on the contrary, only EF

has components.
Thanks to this property, all those columns of the matrix

A
11
�A

12
�A�1

22
�A

21
that multiply for column void values

of EF can be replaced by columns of zeros. Therefore, to
obtain a solution both for EF and JS, it suffices to operate a
sort of ‘‘fusion’’ of the two vectors in an only one (the vector
X), and to rewrite Eq. (27) as the following linear, matrix
equation:

A � X¼B � Jimp ð28Þ

It is worth remarking that if we change the location and
the dimensions of the radiating patches and the impressed
source, we have only to compute again the vectors X and
Jimp (which is not time-consuming) and numerically solve
the same linear, matrix equation. So, the MoL analysis
technique presented here is found to be sufficiently versa-
tile to handle important practical configurations such as
stacked patches, patches with superstrates, without

[unlike e.g., those for the moment method (MoM)] the
expense of very long computer runtimes. We should also
note that the computational efficiency is high, and thanks,
to the reduced system (28), a smaller number of discreti-
zation lines is necessary.

2.4.2. Layered Structure with Three Layers in Presence of
an Aperture. In this case four different regions are de-
scribed by the following transmission matrices:

Region 1:

HB

HA

" #
¼

Yð1;1Þ
1

Yð1;2Þ
1

Yð2;1Þ
1

Yð2;2Þ
1

2
4

3
5 EB

EA

" #
ð29Þ

Region 2:

HD

HC

" #
¼

Yð1;1Þ
2

Yð1;2Þ
2

Yð2;1Þ
2

Yð2;2Þ
2

2

4

3

5 ED

EC

" #
ð30Þ

Region 3:

HF

HE

" #
¼

Yð1;1Þ
3

Yð1;2Þ
3

Yð2;1Þ
3

Yð2;2Þ
3

2

4

3

5 EF

EE

" #
ð31Þ

Region 4:

HG¼Y
G
.EG ð32Þ

The boundary conditions are

Interface 1:

EA¼ 0 ð33Þ

Interface 2:

HC �HB¼Jimp

HC¼HB

(
ð34Þ

Interface 3:

HE �HD¼JS1

EE

��
slot
¼ED

��
slot

EE

��
ground

¼ 0

8
>><

>>:
ð35Þ

Interface 4:

HG �HF ¼JS2

EG

��
slot
¼EF

��
slot

EG

��
patch
¼ 0

8
>><

>>:
ð36Þ

From (29) and (33) we can write

HB¼Yð1;1Þ
1
�EB ð37Þ

METHOD OF LINES 2553



From (35), (36), and (31) we have

HF

HE

" #
¼

HG

HD

" #
þ
�JS2

JS1

" #
¼ ¼

Yð1;1Þ
3

Yð1;2Þ
3

Yð2;1Þ
3

Yð2;2Þ
3

2
4

3
5 EG

ED

" #

ð38Þ

and then

Y
G
.EF

HD

" #
þ
�JS2

JS1

" #
¼

Yð1;1Þ
3

Yð1;2Þ
3

Yð2;1Þ
3

Yð2;2Þ
3

2
4

3
5 EF

EE

" #
ð39Þ

From (34), (35), and (30) it follows that

HD

HC

" #
¼

HE

HB

" #
þ
�JS1

Jimp

" #
¼ ¼

Yð1;1Þ
2

Yð1;2Þ
2

Yð2;1Þ
2

Yð2;2Þ
2

2
4

3
5 ED

EC

" #

ð40Þ

and then

HE

Yð1;1Þ
2

.EB

" #
þ
�JS1

Jimp

" #
¼

Yð1;1Þ
2

Yð1;2Þ
2

Yð2;1Þ
2

Yð2;2Þ
2

2
4

3
5 ED

EB

" #
ð41Þ

Finally, from (39) and (41), after some algebraic manip-
ulations, we derive the following linear system, which,
when solved, gives the unknown electric field on the slot
and the induced currents JS1 and JS2 on the metalliza-
tions at interfaces 3 and 4, respectively:

P
1
EF �P

2
EE � JS1¼ �P

3
Jimp

Q
1
EF �Q

2
EE � JS1¼ 0

(
ð42Þ

Once we solve Eq. (42), the current distributions on the
metallizations and the electric and magnetic fields can be
computed in every region of the structure.
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METHOD OF MOMENTS
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University, Mississippi

1. INTRODUCTION

A general electromagnetic problem of an object in un-
bounded media such as a scatterer or antenna is a complex
mathematical boundary value problem, which so far has
resisted exact analytical treatment, except in such special
cases as circular cylinders [1], spheres [2], and spheroids
[3]. In these cases the surface of the object coincides with
one of the coordinate surfaces of an orthogonal coordinate
system, in which the vector wave equation can be solved
by the method of separation of variables. However, for an
object of arbitrary shape, such an analytic solution is not
feasible and an approximate or numerical solution must
be obtained. The problem can, in general, be formulated
using the integral equation method involving the surface
field distributions or the differential equation method
involving the field distribution throughout the volume.
The equations describing the problem are exact and can
generally be given as

Lðf Þ¼ g ð1Þ

where L is an operator, f is the unknown response of the
system to be determined, and g is the known source. If
the solution to (1) satisfies the boundary conditions of the
problem, then f is a unique solution to the problem due to
the source g.

The process of solving (1) might require some approx-
imations, and the accuracy of the solution will depend on
the numerical technique and the number of samples used
to describe the structure. Here we are interested in the
method of moments as one of the most widely used
numerical techniques. The method of moments, in gen-
eral, reduces the linear operator equation (1) to a system
of finite linear matrices that can be solved numerically to
obtain the solution. The technique can be used in the
frequency domain or the in the time domain. Here, we will
consider the formulation of the problem using integral
equations in the frequency domain.

The method of moment process is simple and straight-
forward. In electromagnetics, the physical problem is
specified by Maxwell’s equations and the boundary
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conditions are reduced to integral equations. The un-
knowns (f) are under the integral, which is the operator
(L). The unknowns are expanded as a series of known
basis functions and unknown constant coefficients.

The method of moment can be understood easily if we
draw an analogy with the numerical integration of a
function. Let

FðxÞ¼

Z b

a

f ðx0ÞGðx; x0Þdx0 ð2Þ

where F(x) is unknown and the integrand f ðx0ÞGðx; x0Þ is
known. If the integration is performed numerically using
the simple rectangular rule, the interval [a,b] can be
divided to N segments of Dx

0

i. For generality, the segments
are considered unequal as shown in Fig. 1. Then (2) can be
approximated as

FðxÞ¼
XN

i¼ 1

f ðxiÞGðx; xiÞDx
0

i ð3Þ

where xi is the middle of the segment i and f(xi) is the
value of the function at xi. Equation (2) can be considered
an integral equation when F(x) is known as the source or
the excitation and f(x) is the unknown function. Then if
the unknown function can be expanded as

f ðx0Þ ¼
XN

i¼ 1

aibiðx
0Þ ð4Þ

where the bi values denote known functions and the ai

values represent unknown constant coefficients. Substi-
tute (4) in the integral equation (2) we obtain

Z b

a

XN

i¼ 1

aibiðx
0ÞGðx; x0Þdx0 ¼FðxÞ ð5Þ

Because the ai values are constants, we can write (5) as

XN

i¼ 1

ai

Z b

a

biðx
0ÞGðx; x0Þdx0 ¼FðxÞ ð6Þ

Now we have the completely known integrant, which can
be integrated analytically or numerically. To make the
analogy with the numerical integral using the rectangular

rule, let

biðx
0Þ ¼

1 x0 ¼ xi

0 elsewhere

(
ð7Þ

and thus (6) becomes

XN

i¼ 1

aiGðx; x
0ÞDxi¼FðxÞ ð8Þ

which is similar to (3), and one can see that ai¼ f(xi).
However, Eq. (8) is one equation in N unknowns. If we
evaluate (8) at each xi, we obtain the following system of
equations:

a1Gðx1; x1ÞDx1þa2Gðx1; x2ÞDx2þ � � � þaNGðx1; xNÞ ¼Fðx1Þ

a1Gðx2; x1ÞDx1þa2Gðx2; x2ÞDx2þ � � � þaNGðx2; xNÞ ¼Fðx2Þ

..

.

a1GðxN ; x1ÞDx1þa2GðxN ; x2ÞDx2þ � � � þaNGðxN ; xNÞ¼FðxNÞ

ð9Þ

Equation (9) can be expressed in matrix form as

Gðx1; x1ÞDx1 Gðx1; x2ÞDx2 � � � Gðx1; xNÞ

Gðx2; x1ÞDx1 Gðx2; x2ÞDx2 � � � Gðx2; xNÞ

..

. ..
.

. . . ..
.

GðxN ; x1ÞDx1 GðxN ; x2ÞDx2 � � � GðxN ; xNÞ

2
66666666664

3
77777777775

a1

a2

..

.

aN

2
66666666664

3
77777777775

¼

Fðx1Þ

Fðx2Þ

..

.

FðxNÞ

2
66666666664

3
77777777775

ð10Þ

or in a compact form as

½Z�½I� ¼ ½V� ð11Þ

The Z is a square matrix, I is the unknown vector, and V is
the known excitation vector. The solution of (11) will
provide the unknown vector.

2. SIMPLE ELECTROMAGNETIC SCATTERING PROBLEM

To illustrate, how an electromagnetic problem can be
formulated, consider an arbitrarily shaped conducting
two-dimensional scatterer. A two-dimensional body is
infinite in the axial direction (here considered to be the z
direction) and has the same physical cross section in any

a 

x1

b 

x2 xNxi

∆xi

y f (x )G(x,x ′) 

x

Figure 1. Representation of numerical integration using the
rectangular rule.
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plane cut, which is orthogonal to the axis (any plane cut
parallel to the xy plane) as illustrated in Fig. 2. The
scatterer is bounded by the surface S and surrounded by
the free space, which is characterized by the permittivity
and permeability of the free space (e0, m0). The excitation is
an electromagnetic plane wave of the incident fields Einc

and Hinc. The total electric and magnetic fields in the
exterior region are denoted by E0 and H0, respectively.
Inside the conducting object the fields are known and of
zero value. The normal unit vector on the surface S is
n
_
¼ t

_
� z

_
where z

_
and t

_
are the unit vectors in the

direction of z and tangential to the surfaces S parallel
to the xy plane. The time variation ejot is implied and
suppressed throughout.

The incoming wave in the 2D case always travels on a
ray, which is orthogonal to the axis of the body. Because of
this, an incoming wave of arbitrary polarization can al-
ways be written as the sum of waves, which are transverse
electric (TE) and transverse magnetic (TM) to the axis of
the body. A wave that is transverse magnetic has electric
field components only in the z direction and a magnetic
field with no z-directed components. The currents, which
result from the arbitrarily polarized waves, can be ob-
tained by summing the currents that result from the TE
portion of the wave with those that result from the TM
portion of the wave.

In order to use the free-space Green function in the
solution of this problem, we have to have an unbounded
homogeneous region. The surface equivalence principle is
usually used to create an equivalent problem that con-
verts the original problem from inhomogeneous region to a
homogeneous region, but reserves the same boundary
conditions of the original problem on the surface S. In
the equivalent problem, the conducting object is removed
and filled with the same materials of the exterior region of
the original problem and forces the fields within the
boundary of S to be zero and the fields outside S to be
the same fields and materials of the original problem.
Since the equivalent problem represents an unbounded
homogeneous region, the fields must be continuous every-
where in the space, but by forcing the fields inside S to be
zero, we have created discontinuity of the fields that must
be compensated by inserting sources on the surface S.
These sources are electric and magnetic surface currents
that are proportional to the exterior tangential fields on S.

The surface electric and magnetic currents are
J¼ n

_
�H0 and M¼ � n

_
�E0. Since the surface of the

original problem is a perfect conducting surface, the
tangential electric fields to the surface are zero. Therefore,
the equivalent surface magnetic current M must be zero.
Now, Fig. 3 illustrates the equivalent problem. The total
fields in the exterior region are due to the equivalent
electric current on the surface and the incident fields. The
fields due to the equivalent electric current ðEsc;Hsc

Þ are
referred to as the scattered fields. It should be clear that
the equivalent surface electric current is unknown and
should be determined in order to compute the fields
ðEsc;Hsc

Þ.
To formulate the integral equation, the boundary con-

dition is applied on the surfaces S. The boundary condition
is expressed as

E0jtan¼ � n
_
� ðn

_
�E0Þ¼ 0 on S ð12Þ

For simplicity, we consider the TM case. As mentioned
above, for the TM case, only Ez exists and the magnetic
field is transverse to z with no component in the z direc-
tion. Therefore, (12) can be written as

Esc
z ¼ � Einc

z on S ð13Þ

In an integral equation form, (13) can be written as

�jom
Z

C

Jzðr0Þgðr; r0Þd‘¼ � Einc
z ðrÞ on S ð14Þ

where C is the contour of the surface S along the tangen-
tial direction t and ðq;q0Þ are the position vectors in the xy
plane that identify the field and source points, respec-
tively. The contour integral proceeds in the direction of the
tangential direction t

_
. The function g is the Green func-

tion, which is given in terms of the Hankel function of zero
order and second type as

gðr; r0Þ ¼
1

4j
Hð2Þ0 ðk0jr� r0jÞ ð15Þ

where k0 is the wavenumber. The plane-wave fields are
given as

Einc
z ¼A0e�jk0 k

_
�q and Hinc

¼ ðk
_

� z
_
Þ
A0

Z0

e�jk0 k
_
�q ð16Þ

� = ∞ 

n

)

t

)

s

x

y

�

E0 = Einc + Esc,H0 =Hinc + Hsc


0, �0

Figure 2. Original scattering problem.

Zero  fields

S

J


0, �0

E0 = Einc + Esc, H0 =Hinc + Hsc

n

)


0, �0

Figure 3. Surface equivalent problem.
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where A0 is the amplitude of the incident electric field and,
k
_

¼ � x
_

cos jinc � y
_

sin jinc is the unit vector in the direc-
tion of the plane-wave propagation, which is forming an
angle jinc with the x axis. This integral equation is
referred to as an electric field integral equation (EFIE).

To solve the surface integral equation (14), the contour
of the scattering body is divided into a number of linear
segments N with width DC. The end points of the seg-
ments lie on the actual contours of the body. The center of
the segment i is located at ri. The length of the zones is
taken to be less than one-tenth of a wavelength. The
currents are expanded in pulse basis functions multiplied
by unknown coefficients as

Jz¼
XN

i¼ 1

IiPi ð17Þ

where Ii are the unknown constant current coefficients
and Pi are the pulse basis functions, that defined as

Piðr0Þ ¼
1 over the segment i

0 elsewhere

(
ð18Þ

Substitute (17) in (14). Then the point matching technique
is employed to reduce the integral equations to a system of
linear equations. Equation (14) reduces to a standard
matrix element, which is placed in the proper location in
the matrix. For each point matching j, equation (14) can
be written as

�
om0

4

XN

i¼ 1

Ii

Z

DCi

H2
0ðk0jrj � r0jÞd‘

¼ � A0ejk0ðxj cos jinc þ yj sinjincÞ on DCj

ð19Þ

where (xj, yj) are the rectangular coordinates of the middle
of the segment j and jinc is the angle of the incident plane
wave measured from the x axis. Now, the matrix element
Zji and the excitation vector element Vj can be written as

Zji¼ �
om0

4

Z

DCi

H2
0ðk0jrj � r0jÞd‘ and

Vj¼ � A0ejk0ðxj cos jinc þ yj sinjincÞ

ð20Þ

In the method of moments, the diagonal elements of the
matrix should always have special treatment because the
integrant becomes singular at rj¼ r0. The singular term
can be subtracted and integrated analytically, or we may
use the small-argument approximation for the Green
function. When the argument of the Hankel function is
very small, it can be approximated as

Hð2Þ0 ðk0DrÞ ’ 1� j
2

p
lnð1:7811k0Dr=2Þ ð21Þ

Now the self-term (i¼ j) can be written as

Zjj¼ �
om0DCj

4
1� j

2

p
ln

1:781k0DCj

4e

� �� �
ð22Þ

At this point, the MoM matrix is completely known. The
solution of the matrix determines the current coefficients
on the surface of the scattering body. Then these coeffi-
cients are used to obtain the near or the far scattered
fields. For the far fields, far-field approximations can be
considered, and the far scattered field after using the
large-argument approximations of the Hankel function
can be expressed as

Esc
z ðr;jÞ¼ � om0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2prk0

s

ejp=4e�jk0r
XN

i¼ 1

IiDCie
jk0 r

_
�ri ð23Þ

An important measure of the fields scattered by an
object is the radar cross section (RCS). To determine the
RCS, the scattering object is illuminated by a uniform
plane wave. For the TM case the radar cross section s is
defined by the following equation:

sðfÞ¼ lim
r!1

2pr
jEsc

z ðr;fÞj
2

jEinc
z j

2

¼ lim
r!1

2pr
jEsc

z ðr;fÞj
2

jA0j
2

ð24Þ

In Equation (23), Ez
sc(r,j) is the z component of the

scattered electric field at the point (r,j).
The electric field integral equations (EFIE) suffer from

the problem of internal resonance. If we are trying to solve
a waveguide problem with a cross section similar to that of
the scattering problem, the resulting integral equation
will be exactly the same as the integral equation of the
scattering problem. At the cutoff frequencies, the MoM
matrix is singular and an infinite number of solutions
exist for a source-free case. At these frequencies, the
scattering problem doesn’t provide a unique solution.

3. POSSIBLE INTEGRAL EQUATIONS

If we consider the equivalent problem in Fig. 3, another
integral equation can be formulated. If we use the mag-
netic field integral equation in the same way that the
tangential magnetic field on the surface S is discontinuous
by the surface equivalent current Jz, the integral equation
can be written as

n
_
�H0¼J ) Ht¼Jz on S ð25Þ

or in the form

Jz �Hsc
t ¼Hinc

t on S ð26Þ

Equation (26) can be written in an operator form as

Jz �HtðJzÞ¼Hinc
t on S ð27Þ

which is referred to as the magnetic field integral equation
(MFIE). The EFIE can be written as

�
1

Z0

EzðJzÞ¼
1

Z0

Einc
z on S ð28Þ
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where H(J) and E(J) are the magnetic field and electric
field due to the surface electric current J. These operators
will be defined later. The MFIE also suffer from the
internal resonance problem. To avoid the internal reso-
nance problem, the EFIE and MFIE are combined
together to form the combined field integral equation
(CFIE) as

J �HtðJzÞ �
a
Z0

EzðJÞ

¼Hinc
t þ

a
Z0

Einc
z on S

ð29Þ

The parameter a is a scalar combination factor less than or
equal to 1. As can be seen, the EFIE is normalized to Z0.
This normalization adjusts the value level of the MoM
matrix due to the EFIE part to values comparable to those
of the MoM matrix element of the MFIE in order to obtain
stable numerical inversion of the MM matrix. Note that
all the expressions above are for the TM case of a two-
dimensional infinitely extended conducting cylinder and
all the expression are scalar equations. These expressions
can be generalized and presented in vector form. After
that, they should be reduced to scalar form, as will be
described next.

4. GENERAL TWO-DIMENSIONAL PROBLEM

Consider a composite 2D object parallel to the z axis
present with electric or magnetic harmonic current
sources J and M, respectively. These current sources are
of infinite extent and parallel to the z axis with harmonic
variations in the z direction. Therefore, the total fields
produced by these harmonic 2D sources must be harmonic
in z as well in order to satisfy the boundary conditions on
the objects [4]. The geometry and notations for such an
object are given in Fig. 4. The whole space is divided into
Nþ 1 homogeneous regions Vi, which may be either
dielectric regions with permittivities ei and permeabilities
mi, or closed conductor regions. These regions are num-
bered i¼ 0,1,2,y, N, where i¼ 0 corresponds to the exter-
ior region, namely, free space. Lossy materials are

considered by allowing ei and mi, i¼ 1,2,y, N, to be
complex. Each region Vi is surrounded by a closed surface
Si and associated with an inward-directed normal unit
vector n̂ni. The surface interface between regions Vi and Vj

is denoted as Sij, iaj. Thus, Si constitutes the set of all
interface surfaces Sij, where j represents all region num-
bers adjacent to region Vi. Note that Sij is the same surface
as Sji; however, the normal unit vectors n̂ni and n̂nj are in
opposite directions to each other on the two surfaces. The
concept of the equivalence principle is used to derive a
surface integral equation (SIE) formulation for 2D objects
with Nþ 1 homogeneous regions. The total fields in each
homogeneous region are denoted by Ei and Hi i¼ 0,1,2,y,
N for the electric and magnetic fields, respectively. Any
perfect conducting region need not be considered as a
region because the fields are known to be equal to zero. In
the free-space region V0, the total fields are denoted by
(E0, H0). From Maxwell’s equations and the equivalence
principle, one can express the fields in each region in
terms of unknown electric and magnetic equivalent sur-
face currents plus the fields due to the harmonic 2D
sources present in the region.

According to the surface equivalence principle, we can
break the original problem into a number of auxiliary
problems that are equal to the number of the nonperfect
conducting regions. To obtain the ith auxiliary problem,
the boundaries of region Vi are replaced by equivalent
surface currents radiating in a homogeneous medium
with the constitutive parameters of region Vi using elec-
tric currents for the conductor boundaries and equivalent
electric and magnetic currents for the dielectric bound-
aries. The electric and magnetic currents appearing on
opposite sides of a dielectric interface in different auxiliary
problems are taken equal in magnitude and opposite in
direction to ensure the continuity of the tangential com-
ponents of the fields on these boundaries, as in the original
problem. In this procedure the fields produced by the
equivalent currents within the region boundaries are the
same as those in the original problem, while the zero field
is produced outside these boundaries. The electric and
magnetic surface currents along the boundaries are

Ji
¼ n̂ni�Hi and Mi

¼ � n̂ni�Ei on Si ð30Þ

Both Ji and Mi have components in both the longitudinal
ẑz and transverse t

_
directions

Ji

Mi

( )
¼

Ji
z

Mi
z

( )
ẑzþ

Ji
t

Mi
t

( )
t̂t on Si ð31Þ

where n̂ni is the unit normal to Si. The currents on the
surface Si are the sum of the currents on all the bound-
aries Sij, where jai and j represents the entire region
numbers adjacent to the region Vi

Ji
¼
X

8j

Jij on the boundaries of region i ð32Þ

and similarly for Mi. On the conductor boundaries the
magnetic current is zero. We can now obtain the electric
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Figure 4. Cross section of multiregion cylindrical object.
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and magnetic fields Eiðr; kzÞ and Hiðr; kzÞ due to the
electric current Jiðr0;kzÞ by using

Ei
ðr; kzÞ¼ � joAiðr; kzÞ � j

1

oeimi

rr � Aiðr; kzÞ ð33Þ

Hi
ðr; kzÞ¼

1

mi

r�Ai
ðr; kzÞ ð34Þ

where the vector potential A is

Ai
ðr; kzÞ¼

mi

j4

Z

l0
Ji
ðr0; kzÞH

ð2Þ
0 ðkrjr� r0jÞdl0 ð35Þ

The r operator is r¼rt � jkzẑz;rt¼ ð@=@xÞx̂xþ ð@=@yÞŷy and
kr¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

z

p
. For each value of kzA[� k,k], the far field is

radiating on a cone around the z axis with cone angle y¼
cos� 1(kz/k) [4]. Equations (33) and (34) can be given in an
operator form Ei

ðJi
Þ and Hi

ðJi
Þ. The vector tangential

operator can be presented in terms of their operator
components as

Ei
tanðJ

i
Þ¼ ½Ei

tðJ
i
tÞþEi

tðJ
i
zÞ� t

_
þ ½Ei

zðJ
i
tÞþEi

zðJ
i
zÞ�ẑz ð36Þ

Hi
tanðJ

i
Þ¼ ½Hi

tðJ
i
tÞþHi

tðJ
i
zÞ� t

_
þHzðJ

i
tÞẑz ð37Þ

After some mathematical manipulations the electric and
magnetic fields due to the electric currents can be ex-
pressed in operator form. Expressions are given for Ei

tðJ
i
tÞ

Ei
zðJ

i
tÞ, Ei

tðJ
i
zÞ, and Ei

zðJ
i
zÞ, which are the components of the

vector operator Ei
tanðJ

iÞ for the tangential E field at a point
r on Si, and in the same fashion we get Hi

tðJ
i
tÞ Hi

zðJ
i
tÞ, and

Hi
tðJ

i
zÞ for the tangential H-field vector operator Hi

tanðJ
i
Þ.

The electric and magnetic field operators due to the
electric current components are expressed as

EzðJtÞ¼
�jkzkr

4oe0
ejkzz

Z

C

JtH
ð2Þ
1 ðkrDrÞð t

_
0 �Dr̂rÞdl0 ð38Þ

EtðJzÞ¼
�jkrkz

4oe0
ejkzz

Z

C

JzH
ð2Þ
1 ðkrDrÞð t

_
�Dr̂rÞdl0 ð39Þ

EzðJzÞ¼ �
k2
r

4oe0
ejkzz

Z

C

JzH
ð2Þ
0 ðkrDrÞdl0 ð40Þ

EtðJtÞ¼ �
ejkzz

4oe0

Z

C

k2Jtfðt
0
_

� t
_
ÞHð2Þ0 ðkrDrÞ

�
kr

Dr
Hð2Þ1 ðkrDrÞðt0

_

� t
_
Þ

� kr½krHð2Þ0 ðkrDrÞ

�
2

Dr
Hð2Þ1 ðkrDrÞ�

ðt0
_

� Dr̂rÞð t
_
�Dr̂rÞgdl0

ð41Þ

HtðJzÞ¼ �
jkr

4
ejkzz

Z

C

JzH
ð2Þ
1 ðkrDrÞðn

_
�Dr̂rÞdl0 ð42Þ

HzðJzÞ¼ 0 ð43Þ

HzðJtÞ¼ �
kr

4j
ejkzz

Z

C

JtH
ð2Þ
1 ðkrDrÞðn0

_

�Dr̂rÞdl0 ð44Þ

HtðJtÞ ¼ �
kz

4
ejkzz

Z

C

JtH
ð2Þ
0 ðkrDrÞð t

_
�n0
_

Þdl0 ð45Þ

where Hð2Þ1 ð Þ is the Hankel function of the first order and
second type and Dr¼ jr� r0j. The hat is used to indicate
the unit vectors. In Eqs. (38)–(45) the prime is used to
indicate the source coordinates. The fields due to the
magnetic current Mi

ðq0; kzÞ can be obtained using duality
[5, Chap. 3, Sect. 3-2]. Now the boundary conditions must
be enforced on each boundary on the object, which can be
used as surface integral equations after substituting the
proper operators as follows

� ½Ei
tanðJ

iÞ þEj
tanðJ

jÞ þEi
tanðM

iÞ þEj
tanðM

jÞ�

¼ ½Ei
tanðJ

i;incÞ þEi
tanðM

i;incÞ � Ej
tanðJ

j;incÞ þEj
tanðM

j;incÞ�

on Sij

ð46Þ

� n̂ni� ½H
iðJiÞþHjðJjÞþHiðMiÞþHjðMjÞ�

¼ n̂ni� ½H
iðJi;incÞþHiðMi;incÞ �HjðJj;incÞþHjðMj;incÞ�

on Sij

ð47Þ

if the boundary Sij is a perfect conducting boundary and
the region Vj is a perfect conducting region, Eqs. (46) and
(47) become

�Ei
tanðJ

iÞ

� Ei
tanðM

iÞ¼Ei
tanðJ

i;incÞþEi
tanðM

i;incÞ on Sij ð48Þ

� n̂ni� ½H
iðJiÞþHiðMiÞ� ¼ n̂ni� ½H

iðJi;incÞþHiðMi;incÞ�

on Sij ðjust inside ViÞ

ð49Þ

Only one of the equations (48) and (49) can be used. If
Eq. (48) is used on the perfect electric conductor (PEC)
with (46) and (47) on the dielectric boundary, the formula-
tion is called E-PMCHW formulation, and if Eq. (49) is
used just inside the PEC boundary with (46) and (47) on
the dielectric boundary, the formulation is referred to as
H-PMCHW [6]. The combined field formulation on the
conductor can be obtained if Eqs. (48) and (49) are
combined together and used as one equation with (46)
and (47) [6]. The combined field formulation is referred to
as C-PMCHW.

Following the method of moments, the object contour
C is divided into N linear segments with length DC‘,
‘¼ 1; 2; . . . ;N as in Ref. 9, and each current component is
expanded into N pulse basis function p‘. In equation form,
the unknown currents can be expressed as

Ji¼
XN

‘

ðI‘;iz t
_
þ I‘;iz ẑzÞP‘ on all Sij ð50Þ
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and

Mi
¼

XNþNd

‘¼Nþ 1

ðM‘;i
t t

_
þM‘;i

z ẑzÞP‘

only on the dielectric boundaries

ð51Þ

where If‘;ig
ftzg

and Mf‘;ig
ftzg

are the unknown electric and magne-
tic current coefficients, respectively. The pulse function is
p‘¼ 1 on the subdomain DC‘ and zero elsewhere. Nd is the
number of segments on the dielectric boundaries. Substi-
tuting (50) and (51) into the operators defined in (38)–(45)
and then satisfying (46) to (47) at the match point (middle
of the segments), the integral equations reduce to a matrix
of order 2(NþNd), which can be written in the form

Zij; i
zz þZij;j

zz Zij; i
zt þZij; j

zt Yij; i
zz þYij; j

zz Yij; i
zt þYij; j

zt

Zij; i
tz þZij; j

tz Zij; i
tt þZij; j

tt Yij; i
tz þYij; j

tz Yij; i
tt þYij; j

tt

Yij; i
tz þYij; j

tz Yij; i
tt þYij; j

tt �
1

Zi

Zij; i
tz �

1

Zj

Zij; j
tz �

1

Zi

Zij; i
tt �

1

Zj

Zij; j
tt

Yij; i
zz þYij; j

zz Yij; i
zt þYij; j

zt �
1

Zi

Zij; i
zz �

1
Zj

Zij; j
zz �

1

Zi

Zij; i
zt �

1

Zj

Zij; j
zt

2
6666666666666666664

3
7777777777777777775

Iij
z

Iij
t

Mij
z

Mij
t

2
66666666664

3
77777777775

¼

Vij; iinc

z � Vij; jinc

z

Vij; iinc

t � Vij; jinc

t

Iij; iinc

t � Iij; jinc

t

Iij; iinc

z � Iij; jinc

z

2
666666666664

3
777777777775

ð52Þ

where Zij;i
ab and Yij;i

ab denote matrix elements obtained from
the operators Ei

aðJbÞ and Hi
aðJbÞ, respectively, on the sur-

face Sij from the region i. Therefore, the first suffix of the
subscript refers to the field component, and the second
suffix of the subscript refers to the current component. The
first pair of the superscripts refers to the surface boundary
ij and the second suffix, to the region number i or j. This
matrix is built assuming that all the boundaries are
dielectric boundaries, but on the perfect conducting parts
the columns and the rows that correspond to the magnetic
currents and the magnetic field, respectively, which are in
the third and fourth columns and rows, respectively, must
be removed, and in the first and second columns of (52) the
parts that correspond to perfect conducting regions i or j
must be forced to zero.

The quantities Iij
t , Iij

z , Mij
t , and Mij

z are the unknown
expansion coefficients of the electric and magnetic cur-
rents, respectively. The right-hand-side (RHS) columns
are the excitation vectors, where Vij;i

t , Vij;i
z , Iij;i

t , and Iij;i
z

denote the electric and magnetic fields, respectively, on
the surface Sij due to all electric and magnetic sources in
the region i. The matrix elements can be written as

Zij
zz¼

�
k2
r

4k0

Z

DCj

Hð2Þ0 ðkrDrijÞdt0 iOj

�
k2
r

4k0
DCj 1�

2j

p
ln

DCjgkr

4

� �
þ1

� �� �
i¼ j

8
>>>><

>>>>:

ð53Þ

Zij
tz¼

�
jkrkz

4oe0

R

DCj

Hð2Þ1 ðkrDrijÞð t
_

i � Dr̂r
ij
Þdt0 iOj

0 i¼ j

8
><

>:
ð54Þ

Zij
zt¼

�
jkzkr

4oe0

Z

DCj

Hð2Þ1 ðkrDrijÞð t
_

j � Dr̂r
ij
Þdt0 iOj

0 i¼ j

8
><

>:
ð55Þ

Yij
tt ¼

�
kz

4

Z

DCj

Hð2Þ0 ðkrDrijÞð t
_

i � n
_

jÞdt0 iOj

0 i¼ j

8
><

>:
ð56Þ

Zij
tt¼

�
1

4k0

Z

DCj

fk2ð t
_

j � t
_

iÞH
ð2Þ
0 ðkrDrijÞ

�
kr

Drij
Hð2Þ1 ðkrDrijÞð t

_

j � t
_

iÞ

�kr krHð2Þ0 ðkrDrijÞ �
2

Drij
Hð2Þ1 ðkrDrijÞ

� �

ð t
_

j � Dr̂r
ij
Þð t
_

i � Dr̂r
ij
Þgdt0 iOj

�
2kr

4k0
Hð2Þ1

krDCi

2

� �
þ

k2
0DCi

4k0

1�
2 j

p
ln

DCigkr

4

� �
� 1

� �
i¼ j

8
>>>>>>>>>>>>>>>>>>>>>>><
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ð57Þ

Yij
zz¼ 0 ð58Þ

Yij
zt¼

�
kr

4j

Z

DCj

Hð2Þ1 ðkrDrijÞðn
_

j � Dr̂r
ij
Þdt0 iOj

�
1

2
i¼ j

8
>><

>>:
ð59Þ

Yij
tz¼

�
jkr

4

R

DCj

Hð2Þ1 ðkrDrijÞðn
_

i � Dr̂r
ij
Þdt0 iOj

1

2
i¼ j

8
>>><

>>>:
ð60Þ

These integrals are performed numerically where
Drij¼ jri � r0j and r0 for the segment j. The excitation
vector can be obtained in a manner similar to that for the
matrix elements due to known electric and magnetic
current sources. In the case of plane-wave incidence the
excitation matrix elements are given as

Hi;inc
t ¼

Em

Z0

cos yincðE
p sin ainc

�En cos aincÞ � t
_

ie
jkrðr

_
�riÞ

ð61Þ

Hi;inc
z ¼

1

Z0

sin yinc sin aince
jkrðr

_
�riÞ ð62Þ
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Ei;inc
z ¼

Em

Z0

sin yinc cos aince
jkrðr

_
�riÞ ð63Þ

Ei;inc
t ¼

Em

Z0

ðEp cos aincþEn sin aincÞ � t
_

ie
jkrðr

_
�riÞ ð64Þ

where the superscript i denotes the middle of segment i
and ainc is the angle between Einc and the plane of inci-
dence (k–z plane).

Once the MoM matrix equation is solved the far fields
due to the currents on the outer surface boundary, and the
current sources in the exterior region can be computed.
The field will be along a cone of half-angle y¼ arcos(kz/k0)
around the structure [4].

5. SAMPLE RESULTS

Sample results are obtained using the formulations pre-
sented above to show the accuracy of the numerical method
versus the exact solution for circular cylinder objects.
Figure 5 shows the scattered field of a coated conducting
cylinder with radii ka¼ 2 and kb¼ 3 and er¼ 4 for TM and
TE polarization due to a plane wave incident by an angle of
451 from the z axis. The numerical solution is compared
with the exact solution. Excellent agreement is observed.

In the preceding sections we have demonstrated the
formulations of the integral equation for simple two-di-
mensional objects using the simplest possible basis func-
tion. This basis function is a slowly conversion function.
Other basis functions can be used with better conversion
rates. In the following section we will present literature
review for the developments in the method of moments.

6. ADVANCED METHOD OF MOMENTS

Antennas, which usually consist of three-dimensional (3D)
radiating elements (sources), can be present with two-
dimensional (2D) structures (cylinders of infinite extent).
Such problems can be analyzed by using a spectrum of
two-dimensional solutions (S2DS), as described in Refs. 7

and 8. Generally, any antenna consisting of slots or dipoles
in or in the vicinity of 2D structures of arbitrary cross-
sectional shape and material combination can be analyzed
by the S2DS technique.

The most significant part of an S2DS analysis is to
solve repeatedly the special spectral-domain problem ob-
tained by Fourier-transforming the sources in the z direc-
tion of the structure. This spectral-domain problem can be
interpreted as a harmonic 2D spatial problem where the
sources (and the resulting fields) have harmonic z varia-
tion of the form exp(� jkzz), where kz¼ 0 corresponds to
the standard 2D problem. This general harmonic 2D
problem must be solved for a large number of values of
the spectral variable kz in order to be able to inverse
transform to 3D spatial domain. The radiation pattern,
however, can normally be found directly without inverse
transformation from the 2D harmonic solution [7].

The harmonic 2D problem is conveniently solved for
each kz by the method of moments (MoM). Plane-wave
scattering from 2D composite objects [9,10] and scattering
from an impedance cylinder with arbitrary cross section
under oblique plane-wave incidence were analyzed, where
the equivalent electric and magnetic currents were solved
for by pulse expansion and point matching.

7. USE OF IMPEDANCE BOUNDARY CONDITIONS

The concept of the impedance boundary condition (IBC),
which was first described by Leontovich in 1948 [11], has
long been used in a variety of electromagnetic wave
scattering problems. For closed bodies, it has been shown
that the IBC is a valid approximation to the exact condi-
tion whenever (1) the refractive index is large compared
with unity, (2) the total radii of curvature are much
greater than the skin depth, (3) the body is much thicker
than the skin depth, and (4) the spatial variation of the
index of refraction is slow in comparison to the local
wavelength [12–15]. Consequently, the IBC concept has
long been utilized to solve many electromagnetic pro-
blems. Garbacz [16] investigated a special case of bistatic
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Figure 5. Far scattered field from a coated conducting cylinder with radii ka¼2, kb¼3, er¼4: (a)
TM; (b) TE.
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scattering from a class of lossy dielectric spheres subject to
the impedance boundary condition, using the classical
modal solution derived from Mie’s series. Using the same
approach, Wait and Jackson [17] presented many com-
puted results for the scattering by an impedance sphere
assuming various surface impedances. The usefulness of
the IBC in determining the scattered fields has also been
demonstrated by Cassedy and Fainberg [18] for finite
cylinders.

The electromagnetic scattering from bodies made of
electrically dissimilar materials has also been investigated
using the IBC in conjunction with the method of moments
(MoM). Different geometries have been considered, such
as circular and elliptical cylinders [19,20] and spheroidal
bodies [21]. The introduction of dissimilar materials has
opened the door for more practical uses of the IBC in
antenna problems. Iskander et al. [22] used the IBC to
simulate transverse corrugations in a small conical horn.
A modification of the IBC concept to treat the problem of
homogeneous imperfectly conducting objects, with small
radii of curvature, has been described by Mitzner [23].

Different integral equation formulations have been
developed to treat the problem of scattering from impe-
dance bodies of revolution. Iskander et al. [22] employed
the electric field integral equation formulation (EFIE).
Later, Graglia and Uslenghi [24] examined impedance–
coated bodies of revolution using the generalized MFIE
formulation. In these earlier studies the problem of inter-
nal resonances had not been addressed. However, the
EFIE and MFIE formulations were shown to be ill-posed
and lead to ill-conditioned matrices when solved by the
MoM [25–28]. The internal resonance problem has been
found to be similar to the one encountered with perfectly
conducting bodies, which was reported in 1978 [29] and
treated by the combined field integral equation (CFIE)
formulation. The problem of the internal resonances with
impedance bodies of revolution was reported and treated
by many investigators using CFIE. Apparently, the inter-
nal resonance problem is not the only problem associated
with impedance bodies. Rusch and Pogorzelski [30] re-
ported another problem even when applying CFIE formu-
lation with bodies having both thin and thick parts.
Accordingly, a mixed-field solution that combines different
integral equations on different parts of the scatterer must
be employed. They [30] recommended that the EFIE be
applied on the thin parts of the scatterer in order to
provide a correct solution.

The calculation of scattering from bodies composed of
lossless or low loss dielectric materials and surface im-
pedance objects using a mix of exact and impedance
boundary conditions is treated with different types of
integral equations by Kishk [31,32].

Some complicated structures can be modeled approxi-
mately using the concept of surface impedance, such as
corrugated objects or objects coated with lossy material or
thin dielectric layers, which can even be loaded with metal
strips. The surface impedance model deals with the outer
boundary of the structure in terms of equivalent surface
impedance, which can be obtained from the expected local
relation between the tangential components of the electric
and magnetic fields on the outer boundary. This relation

can be found approximately at any surface point from the
solution of a canonical problem, which is similar to the
local geometry around this point. The equivalent surface
impedance is generally anisotropic, even if the coating is
isotropic, in particular at an outer surface that has two
different principal curvatures. Also, structures with peri-
odic surface discontinuities such as corrugations or strip-
loaded coatings can be modeled using the anisotropic
surface impedance concept, if the periods of the corruga-
tions or strips are smaller than half the wavelength. The
advantage with the surface impedance concept is that the
numerical analysis of the object becomes simpler and
takes less time. This is because the exact geometry of
the loads needs not to be modeled to facilitate description
of the problem and so that the number of unknowns can be
reduced dramatically.

The impedance boundary conditions (IBCs) are a valid
approximation under certain conditions [15]; more refer-
ences on IBC can be found in Kishk [32]. The use of IBC
can simplify the analysis of many complex electromag-
netic problems. However, in other problems the use of IBC
is questionable [33]. In order to widen the applicability of
the IBC, generalized impedance boundary conditions
(GIBCs) was proposed [34] and later improved for coated
2D structures [35] at the expense, however, of consider-
able analytical complications, which requires specialized
expertise to work with such problems. So far, GIBC has
been used only with coated metallic surfaces without
corrugations. On the other hand, IBC has been used
successfully to analyze corrugated horns and waveguides
[22]. Anisotropic surface impedances have also been used
to define soft and hard surfaces [36].

Many papers have formulated the problem of electro-
magnetic scattering from 2D impedance structures due to
a normally incident plane wave [37–39]. However, few
have considered oblique incidence [40,41]. In [40], the
finite element method was used to model arbitrarily
shaped objects with isotropic impedance surfaces. Gordon
and Kishk [41] used the finite-difference method in the
frequency domain for elliptic isotropic impedance cylin-
ders. The problem of scattering from a two-dimensional
object of arbitrary cross section and anisotropic surface
impedance due to an oblique plane wave incidence has
been formulated [10]. The formulation is based on the
surface integral equation and solved using the method of
moment with pulse basis functions and point matching.
With the proper implementation of this simple expansion
and testing, accurate numerical solutions are obtained.
The numerical solution is verified with the exact solution
of a circular cylinder [42]. Different surface integral for-
mulations are generated and found useful in the verifica-
tion of the numerical solutions for arbitrary objects.

8. FULL-WAVE ANALYSIS OF MICROWAVE CIRCUITS

In conjunction with the widespread development of wire-
less information networks such as cellular, personal
communication services (PCS), satellite communication
systems, mobile computing, and other new systems and
services, monolithic microwave integrated circuits
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(MMICs) have advanced significantly. The primary moti-
vation for developing MMIC in wireless communications
such as PCS is to achieve higher quality, longer battery
lifetime, lower cost, and lighter terminals [43]. Dielectric
resonators (DRs) with high permittivity and low tempera-
ture coefficients are smaller than waveguide or coaxial
resonators, are easily fabricated, and are compatible with
MMIC implementation [44,45]. Using dielectric resona-
tors, instead of metal cavities, in a multilayered medium
coupled to a microstrip line or a slot aperture eliminates
the need for microstrip to cavity adapters and provides
greater flexibility to realize complicated bilateral and
multilayered printed circuits, thus allowing very compact,
high-density circuit integration.

With the advent of the high-dielectric-constant and
low-temperature-coefficient ceramic materials, DR appli-
cations of the dielectric resonator in the design of passive
and active microwave circuits [46,47] have spread toward
low frequencies for mobile communications such as PCS at
1.8–2 GHz. An experimental study of a dielectric resona-
tor, of relative dielectric constant 80 and of resonant
frequency B1.7 GHz, coupled to a microstrip line can be
found in Ref. 48. The method of moments (MoM) has been
used to calculate the characteristics of an isolated di-
electric resonator that is of the revolution-type body
[49,50]. This model includes both dielectric loss and
radiation loss. Numerical analysis of in-circuit parameters
of a dielectric resonator is more challenging. A study of the
DR antennas excited by a coaxial probe or slot aperture
has been conducted in both theory and measurement at
the University of Mississippi [51–53], where theoretical
investigations have considered mainly structures consist-
ing of body-of-revolution dielectric resonators combined
with wires or slots.

The MoM full-wave analysis procedure is developed to
analyze the dielectric resonator of arbitrary shape in a
multilayered medium coupled to a microstrip circuit. A
new mixed potential integral equation (MPIE) formulation
has been developed for the analysis of electromagnetic
problems involving conducting or dielectric objects of
arbitrary shape embedded in a planar stratified medium
[54]. In the new MPIE formulation, the dyadic kernel of
the vector potential is kept in the simplest form originally
developed by Sommerfeld, yet the scalar potential, which
is represented by a double dot product of a dyadic kernel
with a dyadic charge density, remains compatible with the
original implementation. The triangular patch model,
originally developed for arbitrarily shaped objects in free
space [55–59], is employed in conjunction with the new
MPIE formulation to model the problem of a dielectric
resonator excited by microstrip circuit. The numerical
procedure has been modified to handle the potential dyadic
kernels and the dyadic charge density. A matched-load
simulation procedure has been used to extract the network
S parameters of a DR microstrip circuit. The diameters
(scattering) of the Q circles have been measured to deter-
mine the coupling coefficients and the Q factors of the
dielectric resonator excited by a microstrip circuit. The
validity of the new MPIE formulation and the numerical
procedure has been verified by comparing the S para-
meters obtained and the available measurement data [54].

Ceramic materials of high dielectric constant and low
loss can exhibit a very high Q factor. Therefore, they have
been widely used as resonators in microwave filters and
oscillators. To understand the behavior of these elements
and to determine the best coupling mechanism, it is
necessary to determine the electromagnetic field distribu-
tion inside the cavity. The resonant frequency and the Q
factor have to be computed accurately before the electro-
magnetic fields in the vicinity of the resonators can be
obtained. It is therefore important to be able to determine
the resonant frequencies and Q factors of the desired
modes.

Many different approaches to the analysis of dielectric
resonators have been described in the literature [60–76].
Some of these methods are based on simplifications of the
geometry, such as the perfect magnetic conducting (PMC)
walls method [60–62]. Dielectric waveguide methods [63],
as well as their perturbation corrections and the variation
improvements [64] for cylindrical resonators, have also
been developed. In 1975, Van Bladel reported a rigorous
asymptotic method for evaluating the modes of dielectric
resonators of arbitrary shape and high permittivity
[65,66]. In addition, radial and axial mode-matching
methods [67] for shielded resonators as well as asymptotic
expansion methods [68] have been reported. Also, general
mode-matching approaches using Green’s dyadic func-
tions or transverse modes in expanding the interior and
exterior fields [69] have been successful approaches for
this kind of problem. Glisson, Kajfez, and James intro-
duced the use of the method of moments for the analysis of
an open dielectric resonator [70–72]. The method was
applied to dielectric bodies of revolution of arbitrary cross
section and is useful for any azimuthal variation. Their
results indicate that their method has yielded highly
accurate values of resonant frequencies and Q factors for
homogeneous dielectric resonators. The finite integration
method was also used for axisymmetric shielded resona-
tors [73]. Another approach to the electromagnetic reso-
nance of open dielectric resonators is the null-field method
[74,75] developed by Wenxin Zheng and Staffan Strom. In
that approach, the resonance problem is solved by search-
ing for zeros of the determinant of the so-called Q matrix
for the dielectric resonators.

A previously developed numerical method [76] based on
the method of moments is used to search for the complex
resonant frequency, from which the resonant frequency
and radiation Q factor can be computed, of both homo-
geneous and inhomogeneous dielectric resonators in free
space. The geometries considered here are rotationally
symmetric, so the body-of-revolution (BoR) approach is
employed. The equivalence principle is used, and the sur-
face integral equations are formulated for the problem.
Then the method of moments is used to reduce the integral
equations to a matrix equation. The ‘‘natural’’ resonant
frequencies are defined as the frequencies at which the
determinant of the moment matrix vanishes. Also, since
the rotationally symmetric structure supports independent
azimuthal modes, the azimuthal variation of the unknown
equivalent currents is expanded in Fourier series. This
allows one to search for the zeros of the moment matrix for
modes having a particular azimuthal variation.
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To compute the Q factor of nonradiating cavities, loss-
less structure and search for the resonant frequencies are
considered. Once the resonant frequency is known, the
surface currents are computed, which are then used to
compute field distributions inside the cavity. Then, the
perturbation method is employed to compute the stored
energy and dissipated power from which we compute the
Q factor [77].

For the solution of the EM modeling problems involving
arbitrary geometries, the mixed potential surface integral
equation (MPSIE) formulation and the method of mo-
ments (MoM) solution procedure are employed [55–58].
The E-PMCHW form [78] of the MPSIE formulation is
used. EM scattering and radiation have been the subject of
numerous studies covering the whole spectrum ranging
from LF (low-frequency) to the optical frequencies.
Although analytical solution methods are available for
some canonical cases, they are limited to simple geome-
tries, for example, an object with boundaries of constant
coordinates. Such solutions can be a useful tool in EM
modeling for validation and comparison of more general
solutions, and for the development of approximate asymp-
totic techniques. Very often an analytically solvable object
is either completely a conductor or purely a dielectric, but
not a composite. For an arbitrarily shaped conducting or
dielectric object, however, there is no analytic solution,
and one must resort to numerical methods.

For EM problems there numerous numerical methods
have been developed and can be classified in many ways
[79,80]. The variety of the electromagnetic numerical
methods is due to the extremely wide frequency range
and diverse classes of EM problems that are of interest,
such as multilayer, periodic, and frequency-selective
structures, to name just a few. Needless to say, the variety
of the methods testifies to the fact that no single method
works for all problems, and that each numerical method is
well suited for the analysis of particular types of problems.
The MoM (method of moments) [81], FEM (finite-element
method) [82], and FDTD (finite-difference time domain)
[83–85] techniques are the most powerful full-wave meth-
ods used in this frequency range. The surface integral
equations are derived from the equivalence principle [86]
and appropriate boundary conditions.

Although the first reported dielectric resonator an-
tenna was used in a millimeter-wave array [87], most of
the research has focused on individual DRA elements of
various common shapes [88–90]. More extensive refer-
ences on DRAs are found in Ref. 91. Unlike other classes
of antennas, a DRA has a minimum of metal parts and
consists mainly of dielectric materials mounted over a
metal ground plane. When compared with traditional
metallic antennas, DRA’s are small and low cost, and
they have relatively small losses, especially in the milli-
meter-wave region, where the conductor losses become
severe. Aperture-coupled DRAs provide compatibility with
MMIC fabrication as well as isolation between the feeding
and radiating structures. Possible advantages of DRAs
over microstrip antennas of similar size are wider
bandwidth and higher power-handling capabilities. Di-
electric radiators also offer the freedom to choose a mode
for broadside radiation or another for endfire radiation.

DRAs can be designed for wide bandwidth, desired field
patterns, and a linear or circular polarization by choosing
appropriate dielectric constants of the DR elements, ele-
ment shapes, and feeding structures. One of the main
disadvantages of DRAs, however, is the difficulty of their
analysis. Although the early work on DRAs was based on
experiments and simple models of a DR element [92–94],
more rigorous and accurate numerical methods have been
indispensable for better design of DRAs. One example of
such a demand is a more compact and wideband handset
antenna used in the wireless communication, for which
the DRA is a good candidate.

At the University of Mississippi, the MPSIE/MoM
procedure [56–58] and BoR (body of revolution)/MoM [95]
developed for the analysis of general EM modeling has
been applied to the study dielectric resonator antennas
[96–102]. The MPSIE/MoM formulation has been further
developed by D. R. Wilton et al. to become a standard
procedure for SIE/MoM and VIE (volume integral equa-
tions)/MoM, and a package of standard subroutines has
been available [59]. For problems with a finite number of
homogeneous dielectric regions in combination with con-
ducting bodies, SIE/MoM may be advantageous over VIE/
MoM, FEM, or FDTD because it discretizes only the sur-
face of the problem space rather than the whole volume.
The wavelength within the dielectric may be much shorter
than that of the free space, and thus girding the whole
computational space uniformly with the resolution set by
the critical geometry within the dielectric region results in
a very inefficient situation. Therefore most numerical
methods reported for DRAs have used SIE/MoM methods
and taken further computational advantage of BoR models
[96–102], by which their applications are limited to the
problems of axially symmetric shapes.

However, the SIE/MoM can be quite tedious and difficult
to implement when applied to arbitrary configurations
with complex geometries or inhomogeneous dielectrics.
By arbitrary configurations, we refer to an arbitrary num-
ber of dielectric regions, arbitrary compositions of conduc-
tors and dielectrics, general excitations, and other factors
as well as arbitrary shapes. Although numerous MoM
codes have been developed, when the arbitrariness of the
geometries modeled is considered, the number dwindles
down quickly, and the codes capable of handling the more
general geometries often involve years of work and are
expensive to obtain. A 3D surface of arbitrary shape is most
suitably modeled by using the triangular patches or RWG
(Rao–Wilton–Glisson) basis functions compared with many
other approaches [102–107]. EM modeling of arbitrarily
shaped conductors [58] or homogeneous dielectric [108] has
been accomplished using the RWG basis functions.

Arbitrarily shaped composite bodies of conductors and
dielectrics have often been treated with the constraint of a
multilayer environment [109–113], where the dielectric
layers are assumed to be of infinite extent. EM modeling of
arbitrarily shaped 3D composite objects using RWG basis
functions has been also reported in the literature
[113–119]. However, the arbitrariness of the configura-
tions treated by them is more or less confined and no
systematic procedure for extension of the formulation has
been provided. For example, for some cases the number of
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dielectric regions is limited to two, including the free
space, and arbitrary shape is allowed only for conductors
in presence of axially symmetric dielectric bodies [120], or
only junctions consisting of up to three intersecting sur-
faces are allowed. Moreover the procedures employed to
deal with the composite objects of conducting and di-
electric objects are more involved than the standard
MPIE/MoM formulation.

9. TIME-DOMAIN INTEGRAL EQUATIONS

The method of moments is also applied in the time domain
for conducting and dielectric bodies. Several formulations
have been used for the solution of the time-domain inte-
gral equation to calculate the electromagnetic scattering
from arbitrarily shaped 3D structures. For the 3D struc-
tures the triangular basis function is used [121]. The time
derivative in EFIE formulation of the magnetic vector
potential is implemented by differentiating all the terms
in the EFIE with respect to time; this magnetic vector
potential term is approximated by second-order finite
differences [122]. However, the results become oscillatory
for late times, which could be eliminated by approximating
the average value of the current [123]. The incident field
should be differentiated, but an impulse or step function
for the incident field cannot be used as an excitation. In
addition, to overcome this problem, a backward finite-
difference approximation for the magnetic vector potential
term has been used for the explicit technique [124]. Many
numerical results using the explicit method with forward/
backward-difference schemes have been shown in
[121,124,125]. An implicit scheme has been proposed to
solve scattering problems [126–130]. The explicit method
requires a very small timestep, and the computed time-
domain response becomes unstable. This is due to the
accumulation of numerical error, and it consumes much
computation time. This can be overcome using an implicit
method. In the implicit method the timestep is larger than
that for the explicit case. Therefore numerical error due to
the approximation of a time derivative with the use of
finite difference is increased. Jung and Sarkar used a
central finite-difference methodology, which is more accu-
rate and provides stable solutions [131]. In this work, the
time domain CFIE formulation is used. The EFIE and
MFIE are converted into matrix equations and are solved
for CFIE solution. The goal is to find that the CFIE gives a
unique solution of transient scattering problems when the
incident wave includes resonant frequencies of the scat-
terer. The solution technique developed in this work is
capable of handling either an explicit or implicit scheme of
the EFIE, MFIE, and CFIE.
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MICROSTRIP ANTENNA ARRAYS

PETER S. HALL

The University of Birmingham
Edgbaston, Birmingham, UK

1. INTRODUCTION

Microstrip antenna arrays are formed from collections of
microstrip antenna elements, which may then be inter-
connected and fed using microstrip transmission lines. For
information on microstrip antenna elements, the reader is
referred to other articles. In this article it is assumed that
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the elements may be a microstrip patch or a section of
microstrip transmission line that radiates. This article is
concerned with the architectures of microstrip arrays and
some specific issues that arise in their design, such as
surface waves and mutual coupling.

In using microstrip for both the radiating elements and
the feed network, a low-profile planar structure results.
The minimum thickness will be obtained when the feed is
coplanar with the radiators (Fig. 1), which is to say that
the array and the feed are manufactured by the process of
photolithography on one side of a copper-clad microwave
substrate. Improved performance and more functionality
will be obtained if multilayer structures are used. For ex-
ample, dual polarization, with separate output connectors
for each, can be achieved using two feed networks in a
multilayer configuration. It is the combination of a low-
profile and simple manufacturing process that is the main
attraction of microstrip antenna arrays. This results in
low cost and ease of installation, which means that they
have found application in many areas, including satellites,
aircraft and ground-based systems for communications,
navigation, and radar.

There is a large body of literature on microstrip arrays.
Much of this is gathered together in several books that
have been published [1–5].

2. DESCRIPTION OF ARRAY ARCHITECTURES

Good overviews of array architectures can be found in two
other texts [2, Chaps. 1, 13, 14; 3, Chap. 6]. The primary
classifications of microstrip arrays are parallel or series
feeding. These are now discussed and other variants are
described.

2.1. Parallel- or Corporate-Fed Arrays

A parallel, or corporate, feed network consists of a micro-
strip transmission line that splits successively from the
input to the radiating elements so that all elements are
connected [6,7]. Figure 1 illustrates a microstrip patch ar-
ray with four elements and a parallel feed. The feed input
is on the right-hand side of the substrate and splits into

two near the center. These two lines then split into two,
and the four lines are then attached to the patches. An
impedance match is maintained at each splitter by the use
of quarter-wavelength matching sections, although short
tapered sections have also been used. In this case, the
splitters produce equal amplitudes at each of their out-
puts. This then results in an equal-amplitude excitation of
each patch. If unequal splitters are used, then some con-
trol of the amplitude distribution can be obtained to allow
the sidelobes to be controlled. Similarly, in the array of
Fig. 1, the lengths from the input to each of the patches
are equal, resulting in an equiphase excitation and a beam
that points broadside, or normal, to the array plane. If the
lengths of line between each splitter and the next or the
patches are unequal, then control of the array excitation
phase will be obtained, either allowing the beam to be
shaped or causing it to point away from broadside.

The parallel-fed array produces a single pencil-shaped
beam, with beamwidths inversely proportional to the
array aperture dimensions. The radiation pattern is rela-
tively insensitive to changes in frequency, in that, provid-
ed the feed is matched throughout, the array excitation
does not change. In addition, for a broadside beam, the
angle at which the beam points does not vary with fre-
quency. The input impedance and gain bandwidth are
controlled primarily by the bandwidth of the radiating
elements.

2.2. Series-Fed Arrays

In a series-fed array, the radiating elements are arranged
in a line and connected to a transmission line that runs
close by them. Figure 2 shows an example of a four-patch
series-fed array. The input connector is attached to the
right-hand end of the line. The amplitude distribution
along the array is controlled by the splitter ratios. In the
case shown in which the splitters all have the same ge-
ometry, the amplitudes will have an exponentially reduc-
ing distribution. While each patch is fed with the same
proportion of the feedline power, that power reduces at
each splitter.

If a matched load is placed on the left-hand end of the
feedline, a traveling-wave array is formed. In this case, as
the patches are equispaced, the phase change between

Microstrip patches
Feed network

Microwave 
substrate

Ground
plane

Figure 1. Microstrip patch array (typical dimensions for opera-
tion at 12 GHz, patch size¼9.7�7.2 mm, patch spacing¼17 mm,
substrate height¼1.59 mm, er¼2.32, feedline width¼0.5 mm at
patches, 2.5 mm at input) [57].

Figure 2. Series-fed patch array (typical dimensions same as
those for Fig. 1).
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elements down the array is constant. The relative element
phase will then determine the beam pointing angle in the
plane of the array. If the frequency is changed, then the
relative phase will change and the beam angle will
change. This type of array is thus called a frequency
scan array.

If the feedline is not terminated in a matched load, then
a resonant array is formed. The radiating elements should
be placed a feedline wavelength apart. The array has a
good input match albeit across a narrow beamwidth, and
the beam points to broadside.

The beamshape of a single series-fed microstrip array
is broad in the dimension across the array and narrow
along the plane of the array. A pencil-shaped beam can be
formed by placing many series arrays side by side. In this
case, a one-dimensional corporate feed can be made co-
planar with the array; or alternately, a series feed can be
used to feed a set of series feeds. The cross-fed array [8] is
a two-dimensional series array using equal-width feed-
lines that is center fed and automatically produces a ta-
pered distribution with low sidelobes. Dual polarization
can be obtained from a two-dimensional patch array [9] in
which square patches are series-connected on all four
sides, so that the horizontal connections produce horizon-
tal polarization and the vertical connections, vertical po-
larization. The chain array structures give linear
polarization and have rectangular [10] and triangular or
honeycomb [11] shapes. The patches may be connected di-
rectly to the feedline to form a comblike array [12], cou-
pled by a small airgap in the parasitically coupled patch
array [13], or series-connected by a feedline connecting the
centers of their sides [14].

As the feedline itself will radiate, the patches shown in
Fig. 2 can be dispensed with and a meander array formed.
There are many forms. Figure 3a shows a silhouette of the
rampart line array [15] as an example. The function of
radiation can be understood from the following descrip-
tion, which is based on an equivalent source model of mi-
crostrip radiation. Each of the four corners in each period
radiates. The radiation has a polarization that is oriented
451 to the incoming line, as shown in Fig. 3b. If these four
vectors, whose relative phase is determined by the inter-
vening linelengths, are summed, then the total amount of

radiation and its polarization can be determined. An array
with uniform linewidth will result in an exponentially re-
ducing amplitude distribution and a beam that is either
broadside, if there is no matched load present on the line
end; or a frequency-scanned beam, if there is a load. By
varying the distance between the bends, longitudinal,
transverse, or circular polarization can be obtained.

Many other forms of series array have been designed,
including the serpent line [16,17], the rectangular loop
line, [10], the Franklin line [18], and the circularly polar-
ized chain antenna [19] (see Fig. 4). The dimensions can be
determined from the Figure caption or the following. For
the serpent line

sin y¼
lm

s

l0

lm
�

l0

2s
ð1Þ

where y is the beam angle, lm and l0 are the line and
free-space wavelengths, respectively; and lm and s are as
indicated in Fig. 4a. For the chain antenna

sin y¼
2sþ lpþ lw � l0

d
ð2Þ

where s, lp, lw and d are as indicated in Fig. 4d.

(a)

(b)

(c)

(d)

A B
s

d
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B

r r

w

p

d

Figure 4. Microstrip series array: (a) serpent line [16,17], (l¼
lm); (b) rectangular loop line [10] (d¼ lm, r¼0.4lm); (c) Franklin
line [18] (length along line A–B¼2lm); (d) circularly polarized
chain antenna [19] (2lpþ lw¼0.25lm).

(a)

(b)

d

d

Figure 3. Rampart line series-fed microstrip array: (a) rampart
line array (typical dimensions for operation at 15 GHz, linewidth
¼1 mm, section length¼0.5lm, substrate height¼0.793 mm, er
¼2.32 [15]); (b) right-angle bend showing polarization of radia-
tion (miter depth¼0.5� line width); lm¼microstrip line wave-
length.
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2.3. Leaky-Wave Arrays

A half-wavelength-wide microstrip line can also be made
to radiate by feeding with an asymmetric step [20] to
excite the first-order asymmetric mode, which then leaks
to radiation down the array length. Synthesis of the
radiation pattern is performed by modulating the line
parameters, such as width or height, or by inserting
radiating slots periodically down the length. A double-
layer leaky-wave microstrip antenna has also been
described [21].

2.4. Ultrawideband Arrays

Linear microstrip patch arrays can be made to operate
over multioctave bandwidths using the log periodic
principle [22] (Fig. 5 shows the architecture). A micro-
strip line is electromagnetically coupled to an array
of patches whose dimensions and hence resonant frequen-
cy are scaled patch to patch by a constant factor t,
where

t¼
lmþ 1

lm
¼

wmþ 1

wm
¼

dmþ 1

dm

and l, w and d are the patch length, width, and spacing,
respectively. The overall bandwidth is determined by the
number of patches and the scale factor. For example, an
array designed with t¼ 1.05 and 36 elements, achieved a
5 : 1 bandwidth and had a gain of around 10 dB and an
input return loss of –10 dB over a 4–20 GHz range. Similar
to the design of the log periodic dipole array, the element
feeding arrangement is crucial. In the microstrip array, it
is necessary to have electromagnetic coupling to prevent
the formation of stopbands in the wanted frequency range
due to the higher patch resonances. Reference 23 shows a
log periodic array that consists of a feedline with directly
connected patches. A useful, but limited, bandwidth of
about 2 : 1 is achieved.

The array of Fig. 5 has a broadside beam. An endfire
beam has also been demonstrated [24].

2.5. Multilayer Arrays

Multilayer arrays are designed to

* Reduce the perturbation to the pattern of radiation
from the feed network in a coplanar form

* Allow multiple functions, such as dual polarization
* Prevent radiation from, and to protect active circuits

in, active integrated antennas

Figure 6 shows an exploded diagram of a multilayer
microstrip array. It can be seen that the front face contains
only microstrip patch elements. The feed network is con-
structed in triplate stripline and located below the array
substrate. The three layers are then glued together to
form the integral array and feed. Zurcher [25] gives design
techniques for high-efficiency multilayer arrays, by using
foam-based low-permittivity dielectrics. An example in
which multiple patch layers has been used to increase
bandwidth is given by Legay and Shafai [26].

The connections from the ends of the feedline to the
elements can be made either using vias or by aperture
coupling. The via is a metallic rod or pin that is attached to
the end of the feedline, at its lower point, and to a point on
the patch that has the appropriate impedance, at its upper
end. A clearance hole must be etched in the patch ground
plane. The via can also be made using a plated through-
hole. The aperture coupling is formed by having a (usual-
ly) rectangular aperture in the ground plane beneath the
patch and above the feedline. Aperture coupling is now
widely used as it is more reliable than a via connection.
Examples of aperture-coupled arrays are given in Refs. 27
and 28.

2.6. Sequentially Fed Arrays

Multiple feeding of microstrip patch antennas has been
shown to improve both the symmetry and the polarization

Figure 5. Log periodic microstrip patch array (typical dimen-
sions for a 36-element array for operation at 4–18 GHz, smallest
patch size 3.67�2.92 mm, smallest spacing¼3.67, t¼1.05, sub-
strate height, feed¼0.793 mm, patch¼1.586 mm, er¼2.32) [22].

Figure 6. Multilayer microstrip array (patch and feed details
same as those in Fig. 1).
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purity of the radiation pattern and the input impedance
bandwidth [29,30], in addition to allowing the generation
of circular and multiple polarizations. Figure 7 illustrates
this principle. The circular patch shown on the left is fed
at two points. This patch can, in principle, be fed at a sin-
gle point. However, some asymmetry of the pattern re-
sults, due to the presence of higher-order modes in the
patch. Provided that the two points shown in Fig. 7 are fed
with signals that are of equal amplitude and in antiphase,
that is, at 01 and 1801, respectively, then a symmetric ra-
diation pattern is formed that is linearly polarized in the
horizontal direction. The symmetry results from cancella-
tion of the higher-order modes in the patch. If two further
feeds are added as shown in the central patch example,
and if these are fed with independent signals having equal
amplitude and in antiphase, then a dual linearly polarized
patch is formed. If these four points are fed with equal
amplitude and in a phase sequence of 01, 901, 1801, and
2701, then circular polarization with highly symmetric
patterns and low cross-polarization will result. It has also
been shown that the three-point-fed element shown on the
right of Fig. 7, when fed with equal amplitude and a phase
sequence of 01, 1201, and 2401, will also result in symmet-
ric patterns but with a considerably wider input return
loss bandwidth.

These multiple-fed patches can be used in arrays using
the feed structures described earlier. However, a very sim-
plified feed results if the multiple feedpoints are distrib-
uted among the elements in an array. Figure 8a shows
four circular patches fed by a corporate feed. As the patch-
es are fed diagonally, each will radiate with a diagonal
polarization. The top left patch will have a polarization
inclined to þ451, while the top right one will have � 451,
and so on. However, the feed is arranged to provide the top
left patch with a phase of 01 and the top left with a phase
of 901, shifting the top power splitter to the left by a line-
length equivalent to 451. These two patches together thus
generate circular polarization. The bottom pair is likewise
arranged and generates circular polarization in the same
hand as the top pair. However, it can be seen that these
patches are fed from the top rather than the bottom, thus
providing an inversion. By offsetting the central power
splitter, the two pairs are fed to reinforce. The result is a
feed that produces a phase sequence of 01, 901, 1801, and
2701, to feed patches that have a similar rotation se-
quence.

Although this illustrates the general polarization prin-
ciple, it is usual when generating circular polarization to
use circularly polarized elements as shown in Figs. 8b and
8c. There are slight pattern asymmetries induced by the
displacements of the linearly polarized patches in Fig. 8a,

which can be removed in this way. Figure 8b shows an
arrangement in which pairs of patches are rotated and
Fig. 8c, one in which all four elements are rotated.

Figure 9 shows the performance improvement of
sequential rotation applied to an eight-element array.
Figure 9a shows that the boresight 3 dB axial ratio band-
width has been increased by several factors and Fig. 9b,
that the input return loss bandwidth has also significantly
increased. Further information on the effects of sequential
rotation of the array radiation pattern is provided in Refs.
31 and 32.

Dual polarization arrays can also benefit from sequen-
tial rotation [33]. Figure 10 shows two examples. Figure
10a shows a 2� 2-element array of square patches where
dual linear polarization is achieved by feeding orthogonal
edges of the patch. As noted above, this leads to poor cross-
polarization in the radiation patterns and to isolation be-
tween the input ports. By arranging each successive patch
to ensure rotated feeding, the isolation is improved, and
the pattern problems are balanced out. For the array
shown in Fig. 10a, improvements of nearly 10 dB in the
isolation are noted. Figure 10b shows how a linear array
can be similarly fed; in this case rotation is applied to the
two groups of four patch elements.

Figure 11 shows how sequential rotation can be applied
to dual circularly polarized arrays. Feed 1 has positive
feed progression, while feed 2 is negative, with appropri-
ate feedpoint rotation to offset the phasing. In this case,
cross-polarization is reduced and input match is improved;
however, isolation is unchanged from a conventionally fed
array.

2.7. Phased Arrays

The microstrip array can be used to create phased arrays
by the addition of phase shifters [34]. In general, due to
the planar nature of the microstrip, this medium is ideal
for integration of active devices, and there are examples
where multilayer structures incorporate the phase shift-
ing elements on layers below the radiating elements.

Many arrays have been built on low-dielectric-constant
substrates, and this can lead to low costs, although the
array cost will then be dependent primarily on the active
device cost and hence on array size. Alternatively, more
thought has been given to the integration of both the ra-
diating patch and the phase shifter onto a semiconducting
substrate. This has the potential to allow cost reduction

Figure 7. Multiple feeding of microstrip patches.
(a) (b) (c)

Figure 8. Sequentially rotated patch arrays (typical dimensions
for operation at 8 GHz, patch diameter¼12.25 mm, patch spacing
¼21.4 mm, patch notch size¼2�1 mm, substrate height, feed¼
1.586 mm, er¼2.32) [32,33].
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through chip mass production or production of the com-
plete array on a single wafer, which is possible at milli-
metric wavelengths. However to date no high-volume
chips have been manufactured that adopt this approach.
One of the reasons for this is the high dielectric constant of
semiconducting substrates, which cause substantial wave
trapping in the form of surface waves, which lead to the
scan blindness phenomenon. This aspect of phased array
design is discussed later in Section 3.3.

2.8. Conformal Arrays

Microstrip is an ideal medium in which to make conformal
arrays as the radiating elements are relatively thin and
the substrates can be formed in a variety of shapes [35–
39]. Cylindrical arrays are relatively straightforward as
the substrate can be easily bent around the cylinder. Con-
ical arrays have also been made in this way.

Synthesis of the radiation pattern of conformal arrays
is more difficult, and procedures vary with the geometry.
More details are given in the Section 3.1.

2.9. Multiple-Beam Arrays

Many forms of beamformer lend themselves to printed
circuit production methods and can thus be easily

integrated with microstrip arrays [40]. For example,
Fig. 12 shows a Butler matrix designed to give four beams
from the four-element patch array to which it is connected
[41]. The Butler matrix is formed from a number of inter-
connected hybrid couplers, which present a set of excita-
tions to the linear array that give rise to multiple beams;
that is, the amplitudes are equal and the phase difference
between elements is such to produce beams spaced in the
plane of the array. The array in Fig. 11 consists of four
microstrip patches. In principle, each element can assume
any form, including linear arrays of patches of series-
fed discontinuity arrays described earlier. This allows a
two-dimensional array to be formed with a fan of pencil
beams. Such a set of beams is ideal when coverage of a
horizontal area in front of the array is needed; a radar
antenna for collision avoidance is an example where the
multiple beams deployed across the highway enable target
discrimination to be achieved.

The Butler matrix forms, in general, a set of orthogonal
beams, in which the beam spacing and sidelobe level are
predetermined to minimize the coupling between the
beams. The Blass matrix gives more flexibility and per-
mits the shaping of beams and arbitrary sidelobe level and
overlap to be obtained. However, power is lost in resistive
terminations on the beamformer circuit.

Both of these beamformers are circuit-based and permit
integration with a microstrip array in either coplanar
(Fig. 12) or multilayer (Fig. 6) format. One configuration
in which a Blass-like beamformer is integrated with a
patch array is shown in Fig. 13 [42]. The radiating ele-
ments are series-connected patch arrays. Beneath each
patch of each series array lies a feedline, and coupling be-
tween the feedlines is through the fringing fields. Between

(a)

(b)

Figure 10. Examples of dual-polarized sequentially rotated
arrays.
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Figure 11. Sequential rotation for dual circularly polarized
arrays.
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the coupling areas in the feedline are meandered line-
lengths that set the phase shifts between elements. Each
feed has a different meander length, and this excites a
phase difference between the series-connected patch ar-
rays proportional to the meander lengths of the other
feeds. Each feed excites the whole array. A set of beams
in the plane of the feedlines is created, with as many
beams as there are feedlines. Coupling between the feed-
lines is minimized by the cancellation of the power coupled
out of each series-connected array into the other feedlines,
provided, of course, that an orthogonal beam set is excited.
If the set is not orthogonal, then power will be absorbed in
the matched terminations on the feedlines and the reflec-
tion coefficient seen at the input to the feedlines will be
affected.

A circular conformal version of this multibeam array
has been developed that is capable of creating a set of
beams filling the azimuth plane of the array [43].

2.10. Reflectarrays

The microstrip reflectarray concept is illustrated in
Fig. 14. It results in a reflector antenna whose reflector

surface is flat and hence conformal, but whose bandwidth
is much narrower than that of a conventional parabolic
metal reflector [44,45].

The reflectarray works on the principle that the reflec-
tion phase of each element is appropriate for the produc-
tion of a uniform phase front in the mainbeam direction.
As the path length from the feed to the central element is
different from the path length to the outer elements, the
reflection phase of each element must vary from the center
to the edge of the array. This reflection phase can be con-
trolled in a number of ways [46,47]. Figure 15a shows how
the patch size can be used. Figure 15b shows patches
whose phase is controlled by a section of transmission line
attached to the patch.

2.11. Active and Grid Arrays

The insertion of active devices into the radiating elements
of microstrip arrays gives rise to a distinct class of array
antennas known as active integrated antennas, with per-
formance very different from that of conventional micro-
strip arrays. Several books and review papers have
described design techniques and performance capabilities
[5,48,49].

Microstrip antennas can be integrated either with an
oscillating transistor or a power amplifier to form trans-
mitting elements or with detecting diodes, downconver-
sion mixers, or low-noise amplifiers to form receive

Figure 13. Microstrip multiple-beam array (typical dimensions
for operation at 8.3 GHz with five beams, patch size¼11.8�
5.9 mm, spacing along resonant arrays¼24.1 mm, spacing be-
tween resonant arrays¼18.75 mm, linewidths¼0.5 mm, sub-
strate height, feed¼0.793 mm, patch¼1.586 mm, er¼2.32) [42].

Feed

Array

Figure 14. Microstrip reflectarray.

Figure 12. Printed circuit Butler matrix and patch array.

(a) (b)

Figure 15. Microstrip reflectarray techniques: (a) size modula-
tion; (b) tab length modulation.
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elements. Figure 15 shows examples of both classes. All of
these can then be used to make active arrays.

Active arrays can be configured with conventional ar-
ray spacing or very close spacing. Those with conventional
spacing have been used to demonstrate the principles of
such arrays, which include the integration of front-end
functions with conventional beamforming. Close spacing
has been used primarily in power combining arrays,
where the motivation is to group together as many active
elements as possible to create high powers.

Figure 16 shows an example of a conventionally spaced
array that attempts to combine transmit and receive
action with dual polarization [50]. The inclusion of active
devices into antennas in general renders the resulting
component nonreciprocal; that is, either transmit or re-
ceive. Most array examples are of one type or the other. In
Fig. 16 a transmit power combing array is formed in the
horizontal polarization by the use of two patch oscillators.
The transistor and its source and gate loading lines can be
seen attached to the outer edges of the two patches. Re-
ception is in the vertical polarization where a low-noise
amplifier and front end would normally be connected to
the output port. The critical issue in duplex communica-
tion systems is the separation, or isolation, of the transmit
and receive signals. This isolation determines the maxi-
mum transmit power and hence the range of the commu-
nication link. Isolation of around 25 dB is achieved by the
use of orthogonal polarizations, and an additional 25 dB
comes with sequential rotation in the receive–feed net-
work. An 8� 8 array of such elements could achieve a kil-
ometer range. Active integrated transmit arrays also
allow simple forms of beam scanning. The array of Fig.
16 can be phase-scanned if the free-running frequency of
each patch oscillator is varied to form an appropriate
phase front across the array. As the array is frequency-
locked, each element continues to oscillate at a common
frequency, while the radiated phase is determined by the
difference between the (national) free-running frequency,
controlled, for example, by the oscillator bias voltage, and
the radiated frequency. Figure 17a shows this arrange-
ment. Wide-angle scanning of a four-element array has
been demonstrated using this technique [51].

Figure 17b shows an arrangement of patch oscillators
in which variation of the phase of the end elements gives
rise to beam scanning [52]. The free-running frequencies
of these elements can be controlled through their bias
voltage, or by a varactor diode, through what is called the
tuning port. All elements are locked to their neighbours
through the mutual fringing fields, called soft locking, or
through coupling circuits, called hard locking. A hard
locking arrangement is shown. The end elements, A and
B, are tuned in the opposite direction. This makes the
phase of one increase while the other decreases. This
phase difference is transmitted down the array and re-
sults in a linear phase front giving a well-controlled
scanned beam. Scanning of two-dimensional arrays using
this technique has proved harder to achieve.

Such scanning methods give rise to limitations in the
maximum data rate that can be transmitted [53]. When
data are applied by modulating the central element of a
linear form of Fig. 17, the delays introduced by propaga-
tion of the locking signal along the array causes signal
distortions. Frequency shift keying at rates of around
40 Mbps (million bits per second) have been shown to in-
troduce significant amounts of amplitude modulation into
the otherwise frequency modulation for a four-element
array. Modulation of all array elements overcomes this
problem, but increases the complexity of the array.

3. DESIGN ISSUES

3.1. Pattern Synthesis

Synthesis of the radiation pattern shape of microstrip lin-
ear arrays follows the fundamental methods defined for
general arrays [54]. In principle, a uniform phase front is
initially specified to produce a beam in the desired direc-
tion, and then beamwidth and sidelobe level are controll̇-
ed by the array length and amplitude distribution.

Figure 16. Microstrip duplex active integrated antenna array
(typical dimensions for operation at 4.1 GHz, patch size¼24�
24 mm, interconnecting linewidth¼1.55 mm, substrate height¼
0.793 mm, er¼2.32, FET¼atf26,884, FET stub width¼0.5 mm,
lengths¼5, 19 mm) [50].

(a)

(b)

Voltage
controlled
oscillators

Voltage
controlled
oscillators

Antennas

Antennas

Tuning ports

Tuning ports

Coupling
circuits

A B

Injected signal

Figure 17. Active integrated antenna array configurations for
beam scanning.
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For planar two-dimensional arrays, this technique is ap-
plied in each principal plane. For two-dimension confor-
mal arrays, such as the cylinder or cone, such separation
of the distributions in the principal planes is not possible,
and more complicated synthesis procedure are necessary
[35].

If the linear array is series-fed, then the synthesis pro-
cedure is modified to take account of the reducing power
down the array as a proportion of it is coupled to radiation
at each element [55]. While the techniques described
above form the basis of synthesis, there are limits to the
performance achievable. In particular, the sidelobe level is
limited by manufacturing tolerances. While these have
been quantified for general arrays [56], a specific study
has shown that in patch arrays it is the precision with
which the patch resonant frequency can be defined that
sets the lower limit to sidelobe performance. Variations in
the size of the patch, which affect the resonant frequency,
are caused by variations in the photoetching process. The
variations are the order of the thickness of the copper
cladding on the substrate. These variations give rise to
errors in the phase of the radiated signal, which degrade

sidelobe level. This effect is more pronounced as the fre-
quency increases but can be made more manageable by
using thinner copper cladding. The study showed that a
lower sidelobe level of around 30 dB could be achieved in
practice without special measures.

3.2. Feed Loss and Radiation

In large microstrip arrays, losses in the feed network limit
the maximum achievable gain [57,58]. There are two
sources of such loss: (1) the resistive losses in the dielec-
tric substrate and metallic conductors give rise to loss; and
(2) if a coplanar feed is used, then radiation loss can be-
come significant, which can, in addition to limiting gain,
significantly compromise the radiation pattern control.

Figure 18a shows calculated microstrip line loss for
various substrates typically used in arrays and a variety
of line impedances. It can be seen that line loss increases
with increasing dielectric constant and impedance and re-
ducing substrate thickness. Although typically less than
0.2 dB/line wavelength, this can be significant for arrays
many wavelengths in size. Figure 18b illustrates typical
radiation levels. Radiation loss from a right-angle bend is
given and is seen to reduce with increasing dielectric con-
stant and impedance and reducing substrate thickness.
Again, while less than 0.5 dB per bend, a large corporate
feed will have many bends, and splitters and radiation loss
can be substantial.

For large microstrip arrays, these losses can become
substantial. For example, for a substrate with thickness
h/l¼ 0.06 and er¼ 2.32, total losses of the order of 4 dB
may occur for an array size of 16 elements and up to 10 dB
for 256 elements. A similar situation occurs for er¼ 1.06
representing foam- or air-spaced substrates. These losses
limit the array gain as shown in Fig. 19. As the array size
is increased, two things happen: (1) the array gain in-
creases because of the increasing aperture size; (2) how-
ever, for arrays of 10 wavelengths square and greater, this
gain increase is offset by significant loss. Eventually this
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Figure 18. Losses in microstrip arrays: (a) calculated line loss;
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increase in loss becomes greater than the increase in gain
and a maximum of gain of around 35 dBi occurs.

Feed radiation also affects the radiation pattern. Figure
20 shows calculated radiation patterns for 16� 16 patch
arrays. The solid line is the envelope of sidelobe peaks
from the patch radiators for a uniform amplitude and
phase aperture distribution. The dotted lines show side-
lobes, due to the feed radiation, that are significantly
higher than those due to the patches.

3.3. Mutual Coupling

Mutual coupling between the radiating elements in arrays
is a significant factor that both perturbs the aperture dis-
tribution and affects the input impedance of the elements.
Figure 21 shows the mutual coupling between microstrip
patch elements [59]. It is seen that a coupling in the E
plane is stronger than in the H plane, and for er¼ 2.55 and
spacing of 40.25l0, as typically used in fixed-beam arrays,
it is less than � 20 dB.

In scanning arrays, the position is more complicated
and in some cases, mutual coupling leads to undesirable

blindness problems. Such effects are difficult to both mea-
sure and compute. The performance of patch elements in
infinite arrays has been computed by the method of
moments and Floquet mode theory and latterly by the fi-
nite-element method. Figures 22 and 23 show computed
results for rectangular patches in finite arrays [60,61].
Figure 22a shows the input reflection coefficient of the
center element of various size arrays or er¼ 2.55 substrate
against scan angle. It can be seen that mutual coupling
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causes the reflection coefficient to increase with scan angle
for both E- and H-plane scans. Results are similar to those
for the infinite array case for scan angles ranging from 01
to 601. The effect of this change in reflection coefficient is to
reduce array efficiency at large scan angles, and this effect
is worse for large arrays (Fig. 22b). In practice, some
phased arrays incorporate circulators between the trans-
mitter and the radiating element to absorb this reflected
power. Others incorporate active matching, but this is a
complicated and expensive solution.

Mutual coupling increases as the dielectric constant
increases (Fig. 23). The attempts to integrate microstrip
patch arrays onto semiconducting substrates led to simi-
lar computations for patch arrays on substrates with er¼
12.8. While H-plane scanning performance (Fig. 23a) is
similar to that on low-dielectric-constant substrates,
E-plane scanning shows that the reflection coefficient
becomes greater than 1.0 at scan angles near 401. This
is a classical scan blindness condition in which it is
impossible to radiate power as the element is highly

mismatched. The fact that the reflection coefficient is
greater than 1.0 does not violate the principle of energy
conservation. The result is for one element of the array
only. Other elements will have reflection coefficient less
than 1.0 to achieve a power balance. At this blind angle,
array efficiency is, of course, very low, as shown in Fig. 23b.

Similar computations have also been done for other
types of patches, including circular patches [62], one- and
two-probe-fed circular patches [63], and proximity coupled
patches [64].
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MICROSTRIP ANTENNAS

HOTON HOW

Hotech, Inc.
Belmont, Massachusetts

Microstrip circuitry consists of a metal strip or patch on a
dielectric substrate backed by a metal ground plane. Mi-
crostrip antennas are finding increasing popularity owing
to their advantages in size, cost, conformity to the sup-
porting structure, low profile, and ease of fabrication. By
using simple etching techniques it is possible to fabricate a
wide variety of microstrip circuits including antenna ar-
rays, feeding networks, and active devices such that pre-
amps (preamplifiers) or distributed transmitters can be
conveniently placed next to the antenna elements. In
addition, diode phase shifter circuits can also be etched
on the substrate to form single-board phased arrays.
This article describes the microwave properties of patch
antennas.

The lateral dimensions of microstrip patch antennas
are large in comparison with the width of conventional
microstrip lines. The main purpose of a patch antenna is
to confine microwave energy within a compact region with
a dimension compatible to the wavelength. Such confine-
ment can be achieved via the resonant behavior of a finite
guiding structure supporting propagation waves. As a
consequence, electromagnetic energy radiates away from
that part of the patch resonator that is open to free space,
or the periphery of the patch antenna, in a manner similar
to a slot opening cut along the side of a waveguide. In or-
der to continuously radiate microwave energy, the patch
needs to be electrically connected to a ‘‘feeder line.’’ When
the characteristic impedance of the feeder line matches
the impedance of radiation waves, power is thus dumped
into the confined space of the patch resonator without
causing much reflection. This means that all the input
microwave power delivered to the patch antenna is radi-
ated away into free space.

At resonance electromagnetic excitations reinforce
within the confined space of the patch antenna, attaining
high intensity far exceeding than at the feeder-line region.
Thus, radiation from the feeder line, or from a regular
microstrip transmission line of the same length, is insig-
nificant in comparison to a microstrip antenna driven at
resonance. In microstrip circuitry power also radiates
from open/short circuits and from discontinuities, such
as corners. However, the radiated power is relatively
small, since the radiation impedances there are normally
very different from the characteristic impedance of the

microstrip transmission line encompassing these discon-
tinuities.

This article introduces two calculational methods ca-
pable of quantitatively describing antenna performance.
The first method, the so-called resonant cavity model, is
less rigorous, but nevertheless has the advantage of being
more analytical and, hence, can be applied with ease. For
the cavity model perfect metal boundaries are assumed at
the metal patch and at the ground-plane positions, and
magnetic wall boundary conditions are assumed at the
periphery, or at the sidewall position of the patch antenna.
Due to fringe-field penetration, magnetic walls are located
slightly beyond the boundary contour of the patch geom-
etry. This fringe-field effect can thus be accounted for by
considering the patch to fictitiously possess a boundary
whose dimension extends outward by a distance consis-
tent with the spatial extent of the fringe fields. Radiation
and material imperfections are then considered as pertur-
bations to a lossless cavity. In this manner, engineering
parameters of the microstrip patch antenna, such as the
resonant frequency, far-field radiation pattern, input im-
pedance, radiation linewidth, directivity, and efficiency,
are all calculable.

Although simple and straightforward, the drawback of
the aforementioned analysis is that surface waves can
hardly be accommodated by the cavity model, even if one
is attempted in a perturbative manner. The reason for this
limitation is that, unlike spatial waves, surface waves lack
in closed-form expressions, and hence their existence is
inconsistent with the nature of the cavity model, which
requires calculations to be carried out analytically. Sur-
face waves are identified as simple poles appearing in the
integrand of a spectrum-domain analysis characteristic of
the guiding structure of a microwave circuit supporting
electromagnetic wave propagation along the lateral direc-
tions. Analogous to spatial radiation waves, while the as-
ymptotic behaviors of surface waves can be readily
deduced in analytic forms in the far-field zone, surface
waves can hardly be accessed analytically in the near
field, since the decomposition of currents into multipole
expansions adopted by a conventional spatial-wave anal-
ysis is not available, rendering the failure for cavity-mode
analysis. For this reason, the cavity model is considered
inappropriate for a microstrip structure involving a thick
substrate, or if the dielectric constant of the substrate is
large, because it is known that under these conditions ex-
citation of surface waves is significant.

The second calculational method concerns the Green
function analysis. In general a Green function is defined
as the solution of a (linear) differential/integral equation
resulting from a (delta-function-like) point source satisfy-
ing the imposed (homogeneous) boundary conditions.
Thus, under an arbitrary source excitation, the solution
of the equation can be composed of a superposition of the
Green functions, still satisfying the boundary conditions of
the structure. In the presence of a point (dipole) current
source in association with the geometry of a stratified
structure consisting of dielectric/magnetic layers, the ex-
cited electromagnetic field is termed the Green function
dyad, due to the vectorial nature of the source field
and the observer field. The construction of dyadic Green
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functions of a microstrip circuit is straightforward, and
this article emphasizes its physical meanings and inter-
pretations, as appearing in the original work by So-
mmerfeld [1].

Sommerfeld solved for the first time the Green func-
tions associated with a horizontal point dipole and a ver-
tical point dipole in the presence of a semiinfinite
conductor half-space, our planet Earth [1]. Radiowaves
are therefore radiated into free space either directly from
the point dipole source or indirectly from the image dipole
source induced by the (imperfect) ground plane, the Earth
surface. They are called spatial (radiation) waves, because
they exhibit a 1/r spatial dependence, where r denotes the
distance from the original/image source point to the ob-
server point. In addition, Sommerfeld also showed a sec-
ond kind of radiation field that is tied to the air–Earth
interface exhibiting a 1=

ffiffiffi
r
p

dependence, where r denotes
the 2D distance between the source point projected on the
Earth surface to the observer point located also on the
Earth surface [1]. These are called surface waves because
they decay exponentially when departing away from the
air–Earth interface. This article explains how the spatial-
wave and the surface-wave solutions arrive in association
with a (horizontal) point dipole source in the presence of a
layered dielectric/magnetic structure.

By using the dyadic Green functions, one can then for-
mulate the general field solution in a stratified structure
excited by (external) current sources in terms of an inte-
gral equation, which is subsequently solved by applying
the numerical (Galerkin) method. The external current
sources are expressed in the form of surface conductor in-
homogeneities appearing at the microstrip patch location.
This article outlines procedures to calculate the engineer-
ing parameters of a microstrip antenna of an arbitrary
geometry, and it illustrates calculational results on circu-
lar microstrip antennas, showing plots in radiation
frequencies, bandwidths, far-field patterns, input imped-
ances, effects in feeder-line positions, and interference be-
tween antennas. The dyadic Green functions involving
anisotropic/gyromagnetic materials are introduced in Sec-
tion 3, where the transfer matrix technique is explained. A
transfer matrix translates the tangential components of
the electromagnetic field over one layer of a stratified
structure satisfying the boundary conditions therein.
More recent developments on printed circuit antennas
are reviewed in Section 4, including the important broad-
band techniques employing stacked parasitic elements to
achieve high gain and low cross-polarization level. Fractal
antennas involving a patch geometry exhibiting a frac-
tional dimension are introduced in Section 5. More so-
phisticated treatments on microstrip antennas may be
found in Ref. 2.

1. CAVITY MODEL

1.1. Introduction

A microstrip patch antenna is a narrowband device, and
the bandwidth covers typically about 5% of the center ra-
diation frequency. When the bandwidth Df can be related

to the quality factor Q of a resonator, then

Q¼ 2pf
maximum stored energy

averaged power dissipation

� �
¼

f

Df
ð1Þ

which implies that power dissipation is not significant and
the circuit of a microstrip patch antenna can be approx-
imated as a low-loss cavity resonator. This suggests that
the performance of a microstrip patch antenna can be an-
alyzed using a perturbation method; that is, the zeroth-
order solution of the antenna is described in terms of the
eigenmodes, or normal modes, of a lossless cavity. Losses
are then added to the analysis as first-order perturbations,
including conductor loss, dielectric loss, and radiation loss.
Magnetic loss can also be included if ferrites are used as
the substrate material.

Dissimilar to radiation loss, surface-wave loss can
hardly be treated as perturbations in the cavity model.
Radiation and surface waves represent leaky waves from
the antenna; the former leaks directly from air and the
latter, from the guided structure of the air–substrate in-
terface. Surface waves lack analytic expressions and are
not compatible with the closed-form representation of cav-
ity modes. Surface-wave modes are identified as being as-
sociated with simple poles appearing in the integrand of a
spectrum-domain analysis characteristic of the guiding
structure of surface discontinuities in the circuit geome-
try. Surface-wave modes are readily included with a full-
wave analysis, as discussed in the following section,
introducing Green’s function formulation.

In contrast, the cavity model is easy to apply, allowing
engineering parameters of a microstrip patch antenna to
be calculated analytically, including bandwidth, input im-
pedance, radiation efficiency, and near-field/far-field radi-
ation patterns. Furthermore, the physical meaning of
normal modes is evident in the cavity model. For exam-
ple, the left/right-hand polarized radiations from a micro-
strip ferrite patch antenna can be readily calculated by
using the cavity model. However, the cavity model will
provide satisfactory calculations only if surface-wave loss
is insignificant. Surface-wave loss is not important for a
thin substrate exhibiting low dielectric constant, but not
for a thick substrate with high dielectric constant. Also,
the cavity model fails to describe the coupling effects be-
tween microstrip circuits placed close to each other. For
these complex situations a full-wave analysis is needed,
and the cavity model is too simple to be applicable. The
full-wave analysis involving the use of dyadic Green’s
functions is discussed in Section 2.

1.2. Resonant Frequency

Let a metal patch be deposited on top of a dielectric sub-
strate backed by a ground plane. The patch geometry con-
sidered in this section is either rectangular or circular.
Only dielectric substrates are considered in this section.
Formulation of cavity normal modes for patch antennas
fabricated on ferrite substrates can be found in Ref. 3. In
the cavity model one assumes a lossless substrate in which
the cavity is formed that is bounded by either electric or
magnetic walls. The metal surfaces of the microstrip patch
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and the ground plane are approximated as perfect con-
ductors, or electric walls, and the peripheral surface sur-
rounding the antenna cavity directly under the patch
boundary is a magnetic wall. This is illustrated in Fig. 1,
in which a rectangular microstrip patch antenna is mod-
eled as a resonator cavity with its periphery shown shaded
as a magnetic wall. An electric wall is defined so that the
tangential component of the electric field vanishes at the
wall surface, and a magnetic wall is defined so that
the tangential component of the magnetic field vanishes
at the wall surface. Thus, a normal metal surface ap-
proaches an electrical wall if the value of conductivity goes
to infinity. A magnetic wall imposes fictitious boundary
conditions that insulate the inside of the cavity from the
outside, allowing no electromagnetic energy to exchange
across it.

The active volume of the cavity is slightly exceeds that
implied by the physical dimension of the patch geometry,
since fringe fields are excited at the periphery of the an-
tenna. Therefore, the effective volume of the cavity con-
sists of both regions directly under the patch pattern and
its surrounding containing the fringe field. It is shown in
Fig. 2 that the effective radius of the cavity is larger than
that of the metal patch of the microstriop antenna. Thus,

the resonant length along the side of a rectangular patch
antenna, denoted as L0 ¼Lþ 2D, is larger than the phys-
ical length L and the effective increment in length due to
the fringe-field effect is 2D with [4]

D
d
¼0:412

eeff þ 0:300

eeff � 0:258

� �
L=dþ 0:262

L=dþ 0:813

� �
ð2Þ

where d is the thickness of the substrate, eeff denotes the
effective dielectric constant of the patch cavity given by [5]

eeff ¼
erþ 1

2
þ

er � 1

2
1þ

10d

L

� ��1=2

ð3Þ

and er is the dielectric constant of the substrate material.
The rationale behind Eq. (3) is that, depending on the ra-
tio of d/L, electromagnetic fields can extend into air di-
rectly above the metal patch, and so eeffoer, and eeffEer if
d/L51. The resonant frequency of the cavity resonator is
therefore

fn¼
cn

2L0
ffiffiffiffiffiffiffi
eeff
p ð4Þ

where c denotes the speed of light in vacuum and n the
order of the resonant mode (n¼1 for the fundamental
mode).

On the basis of the same fringe-field consideration, we
expect that for a circular patch antenna the effective res-
onant radius of the cavity, denoted as R0 ¼RþD, is larger
than the physical radius of the metal patch, denoted as R,
and [6]

D¼
d

p
ln

pR

2d

� �
þ 1:7726

� �
ð5Þ

as shown in Fig. 2. A similar expression for eeff, or Eq. (3),
is expected for a circular microstrip cavity. However, such
an expression is lacking in the present literature. We
therefore use er as eeff, bearing in mind that this approx-
imation is true only if Rbd. The resonant frequency of the
cavity is therefore

fmn¼
cX 0mn

2pR0
ffiffiffiffi
er
p ð6Þ

where X 0mn denotes the nth zero of the derivative of the
Bessel function Jm(x) of order m.

We note that the expressions given above for resonant
frequencies for rectangular and circular microstrip patch
antennas [Eqs. (4) and (6)] are derived from the cavity
model assuming that standing modes are excited within
the cavity. At high frequencies this quasistatic picture is
no longer valid and surface waves of high orders are ex-
cited propagating away from the cavity region guided by
the microstrip structure. As such, magneticwall boundary
conditions are no longer adequate at the periphery of the
antenna cavity. For these situations we must resort to a
rigorous full-wave analysis to suitably address the leaky
feature of the cavity generating surface waves, for exam-
ple, by using the dyadic Green functions to be described in
Section 2. To simplify notations in the following, we will

d

W

L

(a 0) (b 0)

(0 0)

Figure 1. Feeding the rectangular patch antenna by a microstrip
line. The resonant cavity is located directly under the patch
bound by a magnetic wall shown shaded in the figure.

2(R + ∆)
2R

Figure 2. Feeding the circular patch antenna by a coaxial line.
Because of the fringe-field effect, the effective radius of the reso-
nator is larger than the resonator’s physical value.
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use er for eeff and L and R for L0 and R0, respectively, with
the difference understood.

1.3. Normal Modes and Feeder-Line Excitations

The normal modes excited in a microstrip resonator cavity
are normally TE waves exhibiting no nodal points along
the z axis, the direction perpendicular to the substrate
surface. Thus, the normal-mode solutions show no z de-
pendence, and the electromagnetic components can be
uniquely derived from Ez satisfying the following Helm-
holtz equation

ðr2
t þ k2

mnÞEz¼0 ð7Þ

where rt denotes the transverse part of the del operator
(with respect to the z axis), kmn is given by

kmn¼omn
ffiffiffiffiffiffiffiffiffiffiffiffiffi
m0e0er
p

ð8Þ

omn is the angular frequency, and {m, n} refers to the in-
dex of the normal mode. The boundary condition imposed
on Ez is that the derivative of Ez along the normal direc-
tion of the boundary vanishes at the magnetic wall. Once
Ez is solved from Eq. (7), the corresponding H field is

Ht¼ ðjom0Þ
�1ez�rtEz ð9Þ

where ez denotes the unit vector along the z axis.
Let the rectangular patch be located at 0rxrL, and

0ryrW (see Fig. 1). The normal modes are therefore

Emn
z ðx; yÞ¼ cos

mpx

L
cos

npy

W
ð10Þ

with the corresponding modal wavenumber

kmn¼
mp
L

� �2
þ

np
W

� �2
� �1=2

ð11Þ

For a circular cavity of radius R the normal modes are (see
Fig. 2)

Emn
z ðr;fÞ¼ JmðkmnrÞ expðjmfÞ ð12Þ

and the modal wavenumber is determined by the zeroing
condition of the derivative of Bessel functions of order m

J
0

mðkmnRÞ¼ 0 ð13Þ

and (r, f, z) denotes the cylindrical coordinate.
Let us consider the patch antenna be excited by either a

microstrip line at the edge of the patch (Fig. 1) or by a
coaxial feeder directly under the patch (Fig. 2). The angu-
lar frequency of the external driving field is o¼ 2pf. We
expect that the cavity will be driven to attain the highest
intensity when the excitation frequency approaches the
normal-mode frequencies [Eq. (8)]. This phenomenon is
generally known as the forced oscillation of a resonator,
and it occurs commonly in many branches of physics.

Thus, at resonance, the cavity is driven by the external
field undergoing the forced oscillation giving rise to a
maximum efficiency in radiation. We first consider the ex-
citation of the cavity by a microstrip feeder line. The
boundary conditions for the cavity are that electric walls
are located at metal boundaries and magnetic walls at the
periphery not adjacent to the microstrip feeder line. At the
input port of the feeder line adjacent to the cavity periph-
ery we define a window where we assume that the exci-
tation currents are uniformly distributed, inducing a
uniform magnetic field there:

H¼n� ezh0 ð14Þ

here n denotes the unit vector pointing outward along the
normal direction of the window and h0 is a constant spec-
ifying the amplitude of the excitation current. The excita-
tion field following Eqs. (7) and (9) can be uniquely solved
subject to the boundary condition of Eq. (14).

For a rectangular patch depicted in Fig. 1, let the mi-
crostrip feeder be connected to the patch at the location
defined by arxrb, and y¼ 0. The excitation field is there-
fore

Ezðx; yÞ¼ jkzh0

X1

m¼ 0

Am cos
mpx

L
cos bmðW � yÞ ð15Þ

Hxðx; yÞ¼h0

X1

m¼ 0

Ambm cos
mpx

L
sin bmðW � yÞ ð16Þ

Hyðx; yÞ¼ � h0

X1

m¼ 0

Am
mp
L

sin
mpx

L
cos bmðW � yÞ ð17Þ

where

bm¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 �

mp
L

� �2
r

ð18Þ

k¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffi
m0e0er
p

z¼
ffiffiffiffiffiffiffiffi
m0

e0er

r
ð19Þ

Am¼
4

mp

sin
mpðb� aÞ

2L
cos

mpðbþaÞ

2L
bm sin bmW

; ðmO0Þ ð20Þ

A0¼
b� a

Lk sin kW
ð21Þ

Note that when o¼omn, then Am¼N, indicating that
when the frequency of the external driving field equals
one of the normal-mode frequencies, only that normal
mode is excited in the cavity responsible for radiation.
This statement is valid only if the cavity is lossless. How-
ever, when losses are included with the patch resonator,
other normal modes can also be excited at resonance, but
with much smaller amplitudes.

For a circular patch we consider the microstrip feeder
line to be located at � arfra, and r¼R. The excitation
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field can then be written as

Ezðr;fÞ¼ jzh0

X1

n¼ 0

CnJnðkrÞ cosðnfÞ ð22Þ

Hrðr;fÞ¼
h0

kr

X1

n¼ 1

CnnJnðkrÞ sinðnfÞ ð23Þ

Hfðr;fÞ¼h0

X1

n¼ 0

CnJ
0

nðkrÞ cosðnfÞ ð24Þ

Cn¼
2 sin na

npJ 0nðkRÞ
; ðnO0Þ ð25Þ

where

C0¼
a

pJ
0

0ðkRÞ
ð26Þ

and z and k are as given in Eq. (19). Again, from Eqs. (25)
and (26) it is seen that the coefficient of Cn goes to infinity
if the driving field frequency approaches the normal-mode
frequencies, which are specified by Eq. (13), resulting in
forced oscillation of a lossless cavity resonator.

Let us consider the excitation of the patch antenna by a
coaxial line inserted directly under the patch. We assume
that this line shows an inner filament of zero diameter
ending in a point charge at the surface of the patch (see
Fig. 2). The excitation current density is therefore

Jeðx; yÞ¼ I0dðx� x0Þdðy� y0Þez

for a rectangular patch
ð27Þ

Jeðr;fÞ¼
I0dðr� r0Þdðf� f0Þ

rez
for a circular patch ð28Þ

In the presence of a driving current, Eq. (7) is modified to
include an inhomogeneous term, the source, on the right
hand side:

ðr2
t þ k2

mnÞEz¼ jom0Je . ez ð29Þ

The boundary conditions are the same as before, leading
to the normal-mode solutions, namely, electric walls at
metal boundaries and magnetic walls at the periphery of
the resonator cavity. Thus, Eq. (29) can be solved in terms
of the normal-mode solutions:

Ezðx; yÞ¼ jom0

X

m;n

Emn
z ðx; yÞ

k2 � k2
mn

�

R L
0 dx0

RW
0 dy0Jeðx

0; y0ÞEmn
z ðx

0; y0Þ�
R L

0 dx0
RW

0 dy0jEmn
z ðx

0; y0Þj2

ð30Þ

Ezðr;fÞ¼ jom0

X

m;n

Emn
z ðr;fÞ

k2 � k2
mn

�

RR
0 dr0

R 2p
0 r0df0Jeðr0;f

0
ÞEmn

z ðr
0;f0Þ�

RR
0 dr0

R 2p
0 r0df0jEmn

z ðr0;f
0
Þj2

ð31Þ

These two equations apply for a rectangular patch and a
circular patch, respectively, and the normal-mode solu-
tions, Emn

z ðx;yÞ and Emn
z ðr;fÞ, are as given in Eqs. (10) and

(12). We note that Eqs. (30) and (31) imply that when k
approaches kmn, the normal-mode {m, n} acquires an infi-
nite amplitude, as implied by a lossless cavity. The corre-
sponding magnetic field can be derived using Eq. (9).

Thus, for the rectangular patch, we have

Ezðx; yÞ¼
4jom0I0

LW

X1

m;n¼ 1

cosðmpx0=LÞ cosðmpx=LÞ cosðnpy0=WÞ cosðnpy=WÞ

k2 � k2
mn

ð32Þ

Hxðx; yÞ¼
4I0

LW

X1

m;n¼ 1

np
W

�
cosðmpx0=LÞ cosðmpx=LÞ cosðnpy0=WÞ sinðnpy=WÞ

k2 � k2
mn

ð33Þ

Hyðx; yÞ ¼
�4I0

LW

X1

m;n¼ 1

mp
L

�
cosðmpx0=LÞ sinðmpx=LÞ cosðnpy0=WÞ cosðnpy=WÞ

k2 � k2
mn

ð34Þ

For the circular patch, we have

Ezðr;fÞ ¼
jom0I0

p

X1

m¼ 0

X1

n¼1

ð2� dm0Þk
2
mn

k2 � k2
mn

�
JmðkmnrÞJmðkmnr0Þ cos½mðf� f0Þ�

ðk2
mnR2 �m2Þ½Jmðk2

mnR2Þ�2

ð35Þ

Hrðr;fÞ¼
�I0

pr

X1

m¼1

X1

n¼ 1

mð2� dm0Þk
2
mn

k2 � k2
mn

�
JmðkmnrÞJmðkmnr0Þ sin½mðf� f0Þ�

ðk2
mnR2 �m2Þ½Jmðk2

mnR2Þ�2

ð36Þ

Hfðr;fÞ¼
I0

p

X1

m¼ 0

X1

n¼1

ð2� dm0Þk
3
mn

k2 � k2
mn

�
J0mðkmnrÞJmðkmnr0Þ cos½mðf� f0Þ�

ðk2
mnR2 �m2Þ½Jmðk2

mnR2Þ�2

ð37Þ

where dij denotes the Krönecker delta function and dm0¼ 1
if m¼ 0, and dm0¼ 0, otherwise.

In Eqs. (32)–(34) and (35)–(37) the kmn values are as
given by Eqs. (11) and (13), respectively, and z and k are as
defined in Eq. (19). Once the excitation fields are known
[Eqs. (16,17,18,22,23,24,32,33,34,35,36,37)], losses of var-
ious kinds, and hence the quality factor Q of the patch
cavity can be calculated as discussed below.

1.4. Input Impedance

Having solved the electromagnetic fields inside a lossless
cavity, we can relax the assumption of perfect electric and
magnetic walls and allow electromagnetic waves to extend
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beyond the wall boundaries. This results in ohmic loss and
radiation (surface-wave) loss. Dielectric loss and magnetic
loss occur in the interior of the patch cavity, which can be
accounted for by assuming a lossy medium possessing a
complex permittivity and a complex permeability, respec-
tively. We consider first the radiation loss.

The Kirchhoff–Huygens principle, which is a vector an-
alog of Green’s theorem, states that the electromagnetic
field inside a closed volume V can be derived by the volume
charge and current distributions inside V and the surface
charges and currents distributed on the enclosing surface
of V, denoted as S. The effective electric surface current
density Ke magnetic surface current density Km and elec-
tric surface charge density S are respectively [7]

Ke¼ � n�H; Km¼n�E; S¼ � en .E ð38Þ

where n denotes the unit outward vector normal to S and e
is the permittivity. Thus, if we consider the outside volume
of the patch antenna cavity as the volume V, we conclude
that the effective magnetic current density appearing on
the magnetic wall is

Km¼ � 2n� ezEz ð39Þ

where n denotes the unit outward vector normal to
the magnetic wall whose sign changes as comparing to
Eq. (38), and the factor of 2 in Eq. (39) accounts for the
presence of the ground plane, Ke and S do not show up on
a magnetic wall.

The radiation field arising from the magnetic current
density Km can be derived by using the same formula de-
scribing the electric current density Ke but converted from
the duality rule [7]. The duality rule states that the elec-
tromagnetic theory remains valid if one changes all the
electric quantities into the corresponding magnetic quan-
tities and the magnetic quantities into the negative of the
corresponding electric quantities. Thus, the vector poten-
tial associated with Km can be expressed as [8]

AmðrÞ¼
e0d

4p

I

Cm

d‘ 0
Kmðr

0Þ

jr� r0j
e�jk0jr�r 0 j

�
e0d

4p
expð�jk0rÞ

r

I

Cm

d‘ 0t0Ezðr
0Þ expðjk0er̂r . r

0Þ

ð40Þ

where d denotes the thickness of the substrate, Cm is the
contour of the magnetic wall, t is the unit vector along the
contour Cm in the counterclockwise sense, er is the unit
vector pointing toward the observation point r, and

k0¼oðm0e0Þ
1=2

ð41Þ

is the wavenumber in air. In Eq. (40) we denote ‘‘primed’’
symbols as referring to the source point, and have as-
sumed jr� r

0

j@d.
In the far-field zone we have

HðrÞ¼ � joAmðrÞ ð42Þ

EðrÞ¼ � z0er�HðrÞ ð43Þ

where

z0¼
m0

e0

� �1=2

ð44Þ

is the wave impedance in air (¼ 377O). We derive, there-
fore

EðrÞ �
je0k0d

4p
expð�jk0rÞ

r

�

I

Cm

d‘ 0ð�t0 . efeyþ t0 . eyefÞEzðr
0Þ expðjk0er . r

0Þ

ð45Þ

where ey and ef denote the unit vectors along the y and f
directions at the observation point r. By using Eq. (45) the
far-field differential-power radiation from a circular patch
antenna fed by a microstrip line [Eq. (22)] is, for example

EðrÞ �
azh0k0d

p
R expð�jk0rÞ

r

�
X1

m¼�1

j�m JmðkRÞ

J0mðkRÞ

sin ma
ma

e�jmf

. eyJ
0
mðk0R sin yÞþ jef cos y

mJmðk0R sin yÞ
k0R sin y

� �

ð46Þ

where it is understood that the ratio of sin ma to ma is 1
when m¼0. Expressions of EðrÞ for the other rectangular
patch geometry under both the microstrip and the coaxial-
line feeder excitation configurations, or for the same
circular patch geometry under the coaxial-line feeder ex-
citation configuration, can be derived in a similar manner,
but their explicit expressions are not given here.

The far-field differential-power radiation pattern can
be calculated by using the following equation:

dPr

dO
¼ lim

r!1

r2jEj2

2z0
ð47Þ

The total radiation power is then

Pr¼

Z p

0
sin ydy

Z 2p

0
df

dPr

dO
ð48Þ

Conductor loss and dielectric loss can also be derived from
the zeroth-order normal-mode solutions of the cavity [7].
The conductor loss is given by

Pc¼Rs

ZZ

Sc

jHj2 ds ð49Þ

where Sc denotes the patch surface and Rs is the surface
resistance

Rs¼

ffiffiffiffiffiffiffiffiffi
om0

2s

r
ð50Þ
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and s is the conductivity of metal. The dielectric loss is
given by

Pd¼
oere0 tan d

2

ZZ

Vc

Z
jEzj

2 dv ð51Þ

where Vc denotes the volume of the cavity and tan d is the
dielectric loss tangent.

The antenna efficiency or radiation efficiency is defined
as the ratio of the radiated power to the input power

e¼
Pr

PrþPcþPd
� 100% ð52Þ

The total stored electric energy is

We¼
ere0

4

ZZ

Vc

Z
jEzj

2 dv¼
Pd

2o tan d
ð53Þ

At resonance, because the stored magnetic energy Wm

equals the stored electric energy We, we have thus the
total stored electromagnetic energy

WT¼WnþWm¼
Pd

o tan d
ð54Þ

The Q factor of the cavity is, from the definition of Eq. (1)

Q¼
WT

PTþPcþPd
ð55Þ

From which the VSWR bandwidth can be calculated. We
define Smax to be the maximum value of VSWR that can be
tolerated in the radiation band. We then have [9]

VSWR bandwidth ð%Þ¼
100ðSmax � 1Þ

Q
ffiffiffiffiffiffiffiffiffiffiffi
Smax

p ð56Þ

Typically, Smax¼ 2.
The input susceptance of the antenna B can be calcu-

lated for a lossless patch cavity, which is thus a zeroth-
order quantity. In contrast, the input conductance G must
be calculated from the total loss of the cavity, which rep-
resents a first-order quantity. Thus

jB¼
�I

V
ð57Þ

G¼
PrþPcþPd

jVj2
ð58Þ

where I and V are the averaged input current and voltage
at the input feeder position. For coaxial feeder with exci-
tation current given by Eqs. (27) and (28), assuming a thin
inner filament shown in Fig. 2, the current I is known and
the voltage V can be calculated from Ez evaluated at the
input position multiplied by the thickness of the substrate
d. We have therefore

B�1¼
4dom0

LW

X1

m;n¼ 1

cos2ðmpx0=LÞ cos2ðnpy0=WÞ

k2 � k2
mn

ð59Þ

B�1¼
dom0

p

X1

m¼ 0

X1

n¼ 1

ð2� dm0Þk
2
mn

k2 � k2
mn

�
½Jmðkmnr0Þ�

2

ðk2
mnR2 �m2Þ½Jmðk2

mnR2Þ�2

ð60Þ

for rectangular and circular patch antennas, respectively.
When excited by a microstrip feeder the input voltage is
obtained by averaging Ez over the width of the feeder-line
window joining the cavity multiplied by the thickness of
the substrate d as dictated by Faraday’s law. The input
current can be derived by applying Ampère’s law at the
feeder-line window, and the result is h0 times the trans-
verse length of the window, specifically, h0(b�a) for t
he rectangular antenna, and h0(2aR) for the circular
antenna. We have therefore

B�1¼
zd
L

ctn kWþ
X1

m¼ 1

8

ðmpÞ2
L2

ðb� aÞ2
k

bm

"

� ctn bmW sin
mpðb� aÞ

2L
cos

mpðbþaÞ

2L

� �2
# ð61Þ

B�1¼
zd

2pR

J0ðkRÞ

J00ðkRÞ
þ
X1

n¼ 1

2 sin2 na
n2a2

JnðkRÞ

J0nðkRÞ

 !
ð62Þ

for rectangular and circular patch antennas, respectively.
Here kmn in Eq. (60) is as given by Eq. (13) and bm in
Eq. (61) is as given by Eq. (18).

From Eqs. (59)–(62) we note that when excited at the
normal-mode frequencies, the input susceptance B¼ 0,
and hence B� 1

¼N. These points are called antiresonance
points when referred to in a Smith chart plot (e.g., see
Fig. 4 in Section 2.3). In contrast, the resonant points are
defined to be purely resistive so that at resonance the in-
put resistance of the antenna is intended to match the

Im(kp)

Re(kp)

–k1 –k0–p
k0 k1

Q0 Q1

p

PW

0

Figure 3. Integration contours for Sommerfeld integrals illus-
trating contribution from spatial-wave and surface-wave excita-
tions.
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feeder-line impedance, thereby resulting in zero reflection.
Therefore, B�1

¼ 0 at resonance. The resonance frequency
occurs slightly above the antiresonance frequency, which
requires participation of normal modes of all orders, al-
though one normal mode responsible for antiresonance is
excited with the largest amplitude. Thus, by definition, at
resonance the capacitive part of the stored energy equals
the inductive part, rendering the overall input reactance
to be zero. In calculating the susceptance, or the stored
electromagnetic energy of the cavity, we should also in-
clude the capacitive contribution from the near-field exci-
tation. However, this contribution has already been
accounted for as the increment in the effective resonance
length of the antenna cavity [Eqs. (2) and (5)]. The input
impedance is

Z¼ ðGþ jBÞ�1
ð63Þ

We note that, in reality, at antiresonance B is finite be-
cause of the presence of losses occurring at the antenna
patch cavity.

One severe drawback of the cavity model is that it is
not able to address the surface-wave loss. James and
Henderson [10] estimated that surface-wave excitation is
not important if d/l0o0.09 for er¼ 2.3 and d/l0o0.03 for
er¼ 10, where l0 is the free-space wavelength. The crite-
rion given by Wood [11] is more quantitative: d/l0o0.07
for er¼ 2.3, and d/l0o0.0023 for er¼ 10, if the antenna is
to launch no more than 25% of the total radiated power as
surface waves. Work by Fonseca and Giarola showed that
the size of the patch is also a parameter [12], as will be
discussed in more detail in the next section. When ferrite
material is used as the substrate, magnetic loss can be
estimated using a formula similar to Eq. (51):

Pm¼
om00

2

ZZ

Vc

Z
jHj2 dv ð64Þ

where m00 denotes the imaginary part of the permeability.
In concluding this section we note that the cavity model
depicts a semiempirical picture where the parameters
have been adjusted to fit experiments, for example, the
effective dielectric constant eeff [Eq. (3)], and the increment
in the resonant length of the patch D [Eqs. (2) and (5)].
Nevertheless, the calculated radiation pattern and input
impedance compared very well with measurements [13].

2. DYADIC GREEN FUNCTION

2.1. Introduction

As we have mentioned in Section 1, the open structure of a
microstrip patch antenna can be rigorously accounted for
only in a full-wave analysis resorting to numerical solu-
tions. Maxwell equations can be explicitly solved numer-
ically in either the frequency or time domain using the
generic 3D finite-element and finite-difference methods
[14]. However, it is more informative to use the dyadic
Green functions, since the electromagnetic fields generat-
ed by a point dipole current source has already been solved
‘‘analytically’’ in the same microstrip geometry, which is
termed the dyadic Green function. The electromagnetic

fields excited by a patch antenna can then be composed as
superposition of the point dipole solutions in the context of
a conventional Green’s function method. The numerical
technique comes in only when Galerkin method is called
for to solve the resultant integral equations relating the
unknown current variables to the local electric fields dis-
tributed across the metal patch boundaries.

The physical meaning of Green’s function is clear, and
surface waves are treated with equal importance as spa-
tial waves in the Green’s function formulation. Further-
more, the Green function solution usually requires 2D
calculations, as in contrast to the generic 3D computa-
tional methods. This is true when the metal thickness
compares much smaller than the thickness of the sub-
strate, as is usually the case. Material losses can be readi-
ly included with the Green function if complex
permittivity and permeability values are used. It turns
out that efficient CAD tools can be constructed using the
dyadic Green’s function solutions, which calculate engi-
neering parameters of a microstrip antenna, including ra-
diation frequency, far-field pattern, efficiency, and input
impedance, and analyze the crosstalk problem inherent in
common microstrip circuitries.

To illustrate the physics in the application of a Green
function, we have decided not to regenerate many math-
ematical formulas in this section. Instead, we concentrate
on Sommerfeld’s approach to Green function analysis [1],
since it lends itself to more physical understanding of the
problem. We wish to introduce the methodology leading to
the formulation of the dyadic Green function for a general
stratified structure, consisting of finite number of dielec-
tric and magnetic layers as constituents. We assume this
layered structure is infinite in both horizontal and vertical
directions, although it is possible to include finite sub-
strate and radiation space by employing periodic bound-
ary conditions, for example. Also, we assume the current
distribution is two-dimensional, resulting in 2D analysis
of the Galerkin elements. The finite conductivity of the
ground plane can be accounted for by invoking complex
permittivity of the conductor layer [1]. Calculational re-
sults are cited mainly from Ref. 15. Background material
can be found in Ref. 16.

2.2. Point Dipole Solutions

We start by introducing the vector potential A, and scalar
potential V, in electrodynamics subject to a Lorentz gauge
[17], which has been implicitly used by Sommerfeld [1]:

H¼
1

m0

r�A ð65Þ

E¼ � joA� rV ð66Þ

r .Aþ jom0eV ¼ 0 ð67Þ

This results in uncoupled equations for A and V as follows

ðr2þ k2ÞA¼ � m0J ð68Þ

ðr2þ k2ÞV ¼
�1

e0
r ð69Þ
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where J and r are the current and charge densities, re-
spectively, and normally r¼ 0 (oscillating charges can
hardly be realized physically). We note that Eq. (68) does
not specify A uniquely for a finite volume under consider-
ation [17]. However, this gauge freedom is almost fixed for
a system of infinite volume, since the only source-free ra-
diation for the entire space is the incoming waves from
infinity, which can be readily checked out and excluded
from the solution of A by performing proper gauge trans-
formation. From Eq. (67) the scalar potential V is obtained
from the divergence of A, and hence only the vector po-
tential A needs to be solved.

We are now solving the vector potential, Aðx; y; zÞ
[Eq. (68)], induced by a point dipole current source,
J0ðx; y; zÞ, in the background of a dielectric/magnetic-lay-
ered structure. A point dipole is also called a Hertzian di-
pole, which can be approximated by a dipole antenna
whose arms are much smaller than the wavelength of ra-
diation [1]. Assume the point dipole to be located at (0, 0,
z0). The current density associated with the point dipole is
therefore

J0ðx; y; zÞ¼ I0d‘ . dðxÞdðyÞdðz� z0Þ ð70Þ

where I0d‘ (¼finite) denotes the strength of the dipole.
Without loss of generality, we assume that I0 is along the x
direction. From Eq. (68) we know that Ax is nonzero, cor-
responding to the radiation field directly from the hori-
zontal dipole. This is the field arising from the point dipole
of Eq. (70) in empty space. However, in the presence of the
layered structure, Az is also nonzero, due to oblique re-
flection of Ax from the layer interfaces, corresponding to
the radiation field from a vertical dipole in the absence of
the stratified structure. Finally, Ay is identically zero as
implied by the symmetry of the problem.

We require the tangential components of E and H to be
continuous across the layer interfaces, and these bound-
ary conditions need to be expressed in terms A satisfying
Eqs. (65) and (66). According to Sommerfeld [1], these
boundary conditions can be deduced by integrating Eqs.
(65) and (66) with respect to the transverse coordinates x
and y, and the constants of integration are justified as ze-
ros by letting x and y go to infinity. For example, suppose
that one boundary condition requires the derivative of the
function f(x, y, z) with respect to x to be continuous across
an interface. If f(x, y, z) vanishes as x goes to infinity, either
decreasing exponentially to zero as for a decaying wave or
averaging to zero as for an oscillating wave, we can then
integrate this boundary condition with respect to x to con-
clude that the function f(x, y, z) itself must be continuous
across the interface. As such, the boundary conditions im-
posed on the vector potential A¼AxexþAzez as derived by
Sommerfeld are the continuity conditions on the following
four quantities [1],

emAx; em
@Ax

@z

� �
; emAz;

@Ax

@x
þ
@Az

@z
ð71Þ

There are therefore four boundary conditions at each layer
interface.

Recognizing the fact that the layered structure is ho-
mogeneous in the transverse directions, say, x and y, it
implies that the Helmholtz equation, Eq. (68), can be con-
veniently solved in the transverse Fourier spectral do-
main. For a given transverse spectral vector, kt¼ ½kx; ky�,
we denote the corresponding spectral-domain vector po-
tential components as ~AAxðkx; ky; zÞ and ~AAzðkx; ky; zÞ, which
relate to Ax(x,y,z) and Ax(x,y,z) via double Fourier inte-
grals, respectively. For each layer, which does not contain
the dipole source, we solve the Helmholtz equation,
Eq. (68), to obtain the following solutions

~AAxðkx;ky;zÞ¼a expð þ gzÞþ b expð�gzÞ ð72Þ

~AAjðkx; ky;zÞ ¼ c expðþ gzÞþd expð�gzÞ ð73Þ

where a,b,c,d are four unknowns to be determined by the
boundary conditions and g is given by

g2¼ k2
x þ k2

y � emo2 ð74Þ

where e and m are respectively the permittivity and per-
meability of the layer under consideration. For the upper-
most layer a¼ 0¼ c, and for the lowermost layer b¼ 0¼d,
as required by the boundary conditions at z¼7N. For the
layer that contains the dipole source, we integrate Eq. (68)
from z¼ z�0 to z¼ zþ0 and note that the double Fourier
transform of the function d(x)d(y) is (2p)� 1; we then derive
the following discontinuity requirement on
@ ~AAxðkx; ky; zÞ=@z on both sides of the plane z¼ z0:

@ ~AAxðkx; ky; z�Þ

@z
�
@ ~AAxðkx; ky; zþ Þ

@z
¼
�I0d‘

2p
ð75Þ

We therefore insert a fictitious interface at z¼ z0 assuming
different a,b,c,d values for the two subregions above and
below this interface [Eqs. (72) and (73)]; g is the same
across the fictitious interface [Eq. (74)]. Thus, the bound-
ary conditions imposed on this fictitious interface are the
same as before except that the requirement on the conti-
nuity of the quantity em(@Ax/@z) is now being replaced by
Eq. (75). If the z0 plane occurs at one layer interface of the
stratified structure, no fictitious interface is needed;
we need only to replace the continuity requirement on
em(@Ax/@z) by Eq. (75) where g differs across the interface.

Thus, we arrive at 4N unknowns with 4N boundary
conditions for N interfaces, including the fictitious one,
if there is one. We replace in the boundary conditions
[Eq. (71)] the operator @/@x by � jkx, and @/@z by 7g,
whichever is applicable according to Eqs. (72) and (73).
The 4N boundary conditions converts into algebraic equa-
tions, and hence the 4N unknowns can be solved. The am-
plitudes of these unknowns are all proportional to the
dipole strength I0 d‘, which can be conveniently chosen to
be 1, as defined by the Green function. The vector poten-
tials Ax(x, y, z) and Az(x, y, z) can then be solved from
~AAxðkx; ky; zÞ and ~AAzðkx; ky; zÞ by applying the inverse two-

dimensional Fourier transforms. The electric and magnet-
ic fields can finally be obtained by using Eqs. (65)–(67).
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Material imperfection results in losses of various kinds
whose effects can be analytically modeled by letting the
permittivity and permeability be complex numbers.
The dielectric loss is described by a loss tangent, tan d,
and the permittivity takes the form of e0er(1� j tan d),
where er denotes the dielectric constant. For a partially
magnetized magnetic substrate the permeability is m0(m0 þ
jm00), and m0 and m00 are the real and imaginary parts of the
relative permeability [3]. For a metal conductor the per-
mittivity contains both the displacement current and the
conduction current, and hence the permittivity is modified
as e0� js/o where s denotes the conductivity. This is the
permittivity that was explicitly considered by Sommerfeld
[1] solving the electromagnetic fields generated by a
Hertzian dipole in response to Earth’s surface.

If perfect metal is used as the ground plane, the elec-
tromagnetic field will not penetrate into it. Therefore, the
boundary condition on the metal surface is that the tan-
gential components of the electric field vanish, and it im-
plies

Ax¼ 0;
@Ax

@x
þ
@Az

@z
¼ 0 ð76Þ

Thus, we have 4N� 2 unknowns and 4N� 2 boundary
conditions for a layered structure possessing a perfect
metal ground plane.

Actually, the interface boundary conditions [Eq. (71)]
specify the reflection and transmission of electromagnetic
waves from one layer to another, and ~AAx is proportional to
the magnetic field component and ~AAz is proportional to the
electric field component. Oblique-angle reflection and
transmission can be readily expressed by using Snell’s
law [18] and hence the coefficients of ~AAx and ~AAz [Eqs. (72)
and (73)] are determined for each layer with relation to its
preceding and succeeding layers. Thus, circumventing the
need to solve the boundary conditions explicitly [Eq. (71)],
all the a,b,c,d coefficients for the layers are correlated to
each other and only four unknowns remain, corresponding
to those at the outermost layers (top and bottom), which
can then be solved by using the boundary conditions at the
fictitious interface imposed by the point dipole [Eq. (75)].
Suppose the last layer is a perfect metal. For this case the
a,b,c,d coefficients of the layer adjacent to the metal sur-
face satisfy the following relationships

b¼ � a; d¼ c ð77Þ

which are recognized as the total reflection condition.
Equation (77) can also be derived from Eq. (76).

For completeness we list below the transverse spectral-
domain vector potential induced by a horizontal point di-
pole located on top of a dielectric substrate backed by a
perfect metal ground plane:

~AAxðkx;ky; zÞ¼
m0

2p
exp
ð�g0zÞ

DTE

~AAzðkx; ky; zÞ¼
m0

2p
ðer � 1Þjkx expð�g0zÞ=ðDTEDTMÞ

for z > 0

ð78Þ

~AAxðkx; ky; zÞ¼
m0

2p
sinh

gðzþdÞ

DTE sinh gd

~AAzðkx; ky; zÞ¼
m0

2p
ðer � 1Þjkx cosh

gðzþdÞ

DTEDTM cosh gd

for 0z > �h

ð79Þ

and DTE and DTM are given by

DTE¼ g0þ g coth gd ð80Þ

DTM¼ erg0þ g tanh gd ð81Þ

Here the dipole is located at the plane z¼0, the dielectric
substrate is of a thickness d and permittivity e, and g0 and
g are given by Eq. (74) with the zero subscript (0) referring
to air. The zeros of Eqs. (80) and (81) correspond to sur-
face-wave TE and TM modes, respectively. While there
exists at least one TM surface mode, it is not always the
case that TE surface modes will be excited. The threshold
for TE mode excitation is

k0dðer � 1Þ1=2o
p
2

or

fo
75

d
ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1
p ð82Þ

where f is expressed in unit of GHz, and d in unit of mm.
Surface-wave modes will be further discussed in the
following section.

2.3. Sommerfeld Integrals

Within each layer the dipole field solutions are obtained by
performing inverse Fourier transform of ~AAxðkx; ky; zÞ and
~AAzðkx; ky; zÞ over the two-dimensional kx–ky plane, or,

equivalently, kr–kf plane. Here (kr,kf) denotes the polar
coordinate and (kx,ky) the Cartesian coordinate. For a lay-
ered structure consisting of isotropic materials, ~AAx and ~AAz

can be expressed as the following functionals

~AAxðkx;ky; zÞ¼ f ðkr; zÞ ð83Þ

and

~AAzðkx; ky; zÞ¼ kxgðkr; zÞ¼ cos kfkrgðkr; zÞ ð84Þ

as can be checked from the boundary condition of Eq. (71).
In other words, ~AAx is an even function of kx and ~AAz is an
odd function of kx, as implied by the symmetry of the
problem. Therefore, after integration over kf, we obtain

Axðr;f; zÞ¼
Z 1

0
J0ðkrrÞkrf ðkr; zÞdkr ð85Þ

Azðr;f; zÞ¼ j cos f
Z 1

0
J1ðkrrÞk2

r gðkr; zÞdkr ð86Þ

Although Eqs. (85) and (86) can be numerically integrated,
as will be discussed below, it is informative to discuss the
physical meanings implied by these integrals. Equations

MICROSTRIP ANTENNAS 2589



(85) and (86) are called Sommerfeld-type integrals whose
significance was first addressed by Sommerfeld [1]. So-
mmerfeld noticed that the seemly real integration starting
at the fixed point kr¼ 0 can be converted into a complex kr

integration over a path W, which closes at infinity (see
Fig. 3)

Axðr;f; zÞ¼
1

2

Z

W

Hð2Þ0 ðkrrÞkrf ðkr; zÞdkr ð87Þ

Azðr;f; zÞ¼
j cos f

2

Z

W

Hð2Þ1 ðkrrÞk2
r gðkr; zÞdkr ð88Þ

where Hð2Þ0 and Hð2Þ1 are Hankel functions of the second
kind of orders 0 and 1, respectively. In Fig. 3, the contour
W is detoured slightly in the complex kr plane not to run
into branchcuts and poles such that the integrands re-
main finite and single-valued. In Fig. 3 we illustrate the
case that the layered structure involves only two layer
substances, the air, denoted by subscript 0 (zero), and a
dielectric layer, denoted by subscript 1 (one). For example,
the respective permittivities for air and the dielectric layer
are denoted as e0 and e1 (the permeability of the dielectric
layer is assumed to be the same as that of air, m0). In Fig. 3,
k0 and k1 are the branch points given by

k0¼ ðe0m0Þ
1=2; k1¼ ðe1m0Þ

1=2
ð89Þ

and p is the smallest zero assumed by the function DTM

[Eq. (81)]. It is understood that more branchpoints, and
hence more branchcuts, will appear in Fig. 3 if more layers
are presented in the layered structure. Also, more simple
poles will appear if DTE and DTM of Eqs. (80) and (81) ad-
mit more zeros. In Fig. 3 the branchpoint at kr¼ 0 results
from the Hankel functions Hð2Þ0 [Eq. (87)]. However, for Eq.
(88) this branchpoint, and hence its associated branchcut,
is replaced by a simple pole due to the different singular
behavior of Hð2Þ1 at the origin.

According to Sommerfeld, the contour W shown in
Fig. 3 can be analytically deformed into three components
or more surrounding the respective branchcuts and simple
pole, denoted as Q0, Q1, and P. Sommerfeld showed that
[1] contour integrals of Q0 and Q1 give rise to spatial-wave
radiation and for a large (spherical) distance r, they ex-
hibit the following asymptotic dependence:

Q0ðQ1Þ /
expð�jk0rÞ

r
ð90Þ

Actually, Q0 gives rise to the free-space dipole radiation,
and Q1 is the radiation wave diffracted by the dielectric
layer (or from the image dipole induced by that layer) [1].
Assuming that the air–dielectric interface is located at
z¼ 0, then, for z40, contribution form contour P has the
following asymptotic expressions:

P /Hð2Þ0 ðprÞ exp½�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � k2

0

q
z�; for Ax; ½Eq: ð86Þ� ð91Þ

P / cos fHð2Þ1 ðprÞ exp½�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � k2

0

q
z�; for Az; ½Eq: ð87Þ�

ð92Þ

These are surface waves tied to the interface and decrease
in a rate proportional to 1=

ffiffiffi
r
p

in the lateral directions, in
contrast to the spatial-wave radiation, which exhibits a 1/r
dependence [Eq. (90)].

The significance of Fig. 3 is that through Sommerfeld’s
interpretations [1], spatial and surface waves have been
treated on an equal basis that for a given point dipole
source in a layered structure the far-field solutions can be
expressed explicitly by using Eq. (90) and Eqs. (91), (92),
respectively, to show radiations either propagating away
semispherically in free space, or guiding away concen-
trically on the surface of the layered structure. By using
Sommerfeld’s formulation, it is now possible to include a
surface-wave analysis with the resonator cavity model
discussed in Section 1, and the far-field surface wave
radiation pattern and the total surface wave loss from
the cavity can be calculated by using the perturbation
theory in a manner similar to that for the spatial radiation
waves. Specifically, when the zeroth-order solution is
known for an isolated cavity, the far-field solution for sur-
face waves can be expressed as the first-order perturba-
tion by using Eq. (40) with the spatial dependence

exp(� jk0r)/r for Az by Hð2Þ0 ðprÞ exp½�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � k2

0

q
z�, and for

Ax by cos fHð2Þ1 ðprÞ exp½�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � k2

0

q
z� [see Eqs. (90)–(92)].

However, research in this direction is lacking in the cur-
rent literature. Having discussed the analytic features of
Sommerfeld-type integrals, in the following we discuss
how Sommerfeld-type integrals are evaluated numerically.

In the presence of material losses, the branchpoints
and simple pole(s) associated with spatial and surface
waves, respectively, acquire imaginary components, which
are then pushed off from the real axis toward the lower
half of the complex kr plane. As such, numerical integra-
tion of Eqs. (65) and (66) can be properly carried out.
However, care needs to be taken in order to avoid large
truncation errors. Integration of kr along the real positive
axis can be distinguished in three regions

Region 1 : 0okrok0

Region 2 : k0okrokc

Region 3 : kcokro1

where kc denotes a cutoff wavenumber to be discussed be-
low. In region 1 the integrands are well behaved. However,
at the resonant frequencies of a metal patch dictated by
the cavity model both the numerator and denominator of
the integrand vanish, although their ratio remains finite.
We call these geometric resonant points quasisingularities
[15]. Near these quasisingular points the numerator and
denominator need to be expanded in Taylor series on
which their common zeros cancel out.

All the surface poles are contained in region 2, and con-
ventionally, the upper bound of region 2, kc, is defined to be
10 times the real part of the largest surface pole occurring
at the integrand. In region 2 the integrand behaves wildly
in the vicinity of a surface pole. When coming across a
surface pole, the integrand transits from positive infinity
to negative infinity, resulting in sharp cancellation dur-
ing numerical integration. To circumvent this difficulty,
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we expand the integrand in Laurent series in the
vicinity of a surface pole kr¼p, and the quasisingular
terms (with negative exponents) are then evaluated ana-
lytically (remember p is now a complex number). Equiva-
lently, the singular part of integration is obtained via
residual calculations. After subtracting the singular part
from the integrand, the integrand becomes regular, which
can then be numerically integrated in region 2.

In region 3 we are involved with integration of Bessel
functions at infinity, which oscillate indefinitely as infinity
is approached without exhibiting a strict period. This ren-
ders the conventional extrapolation scheme inaccurate. To
perform integration in this region we consider asymptotic
expansion of Bessel functions:

JmðxÞ¼

ffiffiffiffiffiffi
2

px

r
cos x�

mp
2
þ

p
4

� �h X1

k¼ 0

ð�1Þk

22k

�

G mþ 2kþ
1

2

� �

ð2kÞ!G m� 2kþ
1

2

� � x2k � sin x�
mp
2
þ

p
4

� �

�
X1

k¼ 0

ð�1Þk

22kþ 1

G mþ 2kþ
3

2

� �

ð2kþ 1Þ!G m� 2k�
1

2

� � x2kþ 1

3
775

ð93Þ

where the G terms denote gamma functions. As such, inte-
grands are written in series containing terms of the form

Z 1

kc

Ap sinðaxþ bÞ
xp

dx ð94Þ

which can be readily evaluated by exploiting sine and
cosine integrals and their derivatives if p is a positive
integer, or error functions and their derivatives if p is a
positive half-integer larger than 1 [15].

Having discussed the Green functions due to a point
dipole source in a layered structure, we mention how these
Green functions are modified in the presence of material
losses. For a lossy material one may use complex permit-
tivity e0er(1� j tand) and complex permeability m0(m0 þ jm00)
to describe its lossy characteristics, where er denotes the
dielectric constant, tan d represents the loss tangent, and
m0 and m00 are the real and imaginary parts of the relative
permeability [3]. So far we have considered perfect metal
boundary conditions on bounding a layered structure at
the outermost surface [Eq. (77)]. For imperfect metal
boundaries, for example, our Earth’s surface, one may in-
clude the layer explicitly in the formulation, but using a
complex permittivity e0� js/o, where s denotes the con-
ductivity [1]. Alternatively, one can apply Snell law to
specify the relationships between the a,b,c,d, coefficients
resulting from reflections of incoming waves from the sur-
face of an imperfect metal, in a manner similar to that de-
riving Eq. (77). Or, if the conductivity is large, say, a good
metal such as copper, and the skin depth in penetration
compares much smaller than the wavelength, one can even
apply the perturbation theory. Thus, one first derives the
Green’s functions of the layered structure assuming

perfect metal boundaries followed by first-order modifica-
tion that the metal boundary is withdrawn a distance d
into the interior of the imperfect metal bulk with the re-
cessed volume to be filled by air [19]. Here dc denotes the
(complex) skin depth

dc¼ð1þ jÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=om0s

p
ð95Þ

This procedure is parallel to Wheeler’s incremental imped-
ance [20,21], since it is recognized that the definition of a
Green’s function is a transimpedance. To be explicit, in the
presence of a good conductor ground plane Eq. (80) is mod-
ified to include its first-order Tayler expansion in d, or
Wheeler’s incremental impedance, and the result is [19]

DTE¼ g0þ g coth gdþ dcð1� tanh gdÞ=ð1þ tanh gdÞ ð96Þ

and DTM is invariant under the first-order consideration.
The construction of Green functions for a layered structure
containing gyromagnetic materials will be discussed
in Section 4.

2.4. Numerical Solutions

The dyadic Green function, Gðr; r0Þ, is defined as the elec-
tric field at location r produced by a unit point dipole lo-
cated at r0. We are solving the current distribution over a
microstrip metal patch of negligible thickness deposited
on a layered structure backed by a ground plane. There-
fore, r and r0 are both located at the same metal patch (or
located at different but mutually coupled metal patches),
and essentially we are solving a two-dimensional problem
with the third dimension, the z direction, being absorbed
into the Green function. This results in the following
integral equation

te

Z

S

Gðq; q0Þ .Jðq0Þd2q0 þRsJðrÞ
� �

¼EeðqÞ ð97Þ

where S denotes the metal patch with surface impedance
Rs¼ ð1þ jÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om0=2s

p
. The first term in Eq. (97) is the elec-

tric field induced by the background layered structure,
and the second term relates to ohm’s current (induction
and conduction), and Ee is the electric field generated by
external currents. Of special concern, in Eq. (97) te results
from integration along the z axis, and hence it defines the
effective thickness of the metal patch, to be either the skin
depth thickness, d¼ (2/mo0s)1/2, or the physical thickness
of the metal patch t, whichever is smaller. For a perfect
metal patch te¼ 0. Thus, te represents the singular be-
havior of the current distribution exhibiting a delta-func-
tion-like profile in the thickness direction. However, we
expect that te will not enter the final expressions when
evaluating engineering parameters of the antenna, as is
the case shown in Eqs. (98), (100), (101), and (105) below.
In Eq. (97) we have used q and q0 as the two-dimensional
position vectors on the metal patch for which the z depen-
dence is understood.

We denote fJmnðqÞg as a set of a complete orthonormal
vector basis for currents on the metal patch. We define
here fJmnðqÞg to be the regular part of the surface current
density and the singular part has been factored out in
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Eq. (99) as te
�1, characterizing, again, the delta-function-

like distribution of surface current along the z direction.
Thus, the dimension of Jmn is amperes/meter. We apply
the Galerkin’s method to convert the integral equation
[Eq. (97)], into the following matrix form

X

m0 ;n0
½Bmnm0n0 �½am0n0 � ¼ ½bmn�; ð98Þ

where [amn] are the unknown coefficients to be solved
expressed in terms of the current basis fJmnðqÞg:

JðqÞ¼ t�1
e

X

mn

amnJmnðqÞ ð99Þ

[Bmnm0n0] are the matrix element derived from Eq. (97)

Bmnm0n0 ¼

Z

S

d2q

Z

S

d2q0J�mnðqÞ . ½Gðq; q
0Þ þRsI� .Jm0n0 ðq

0Þ

ð100Þ

where I denotes the identity dyad. The inhomogeneous
term of Eq. (98), [bmn], is associated with current driving
given by

bmn¼

Z

S

d2qJ�mnðqÞ .EeðrÞ¼ t�1
e

Z

V

d3rEmnðrÞ .JeðrÞ
�

¼

Z

V

d3r

Z

S

d2q0Jmnðq
0Þ .Gðr; q0Þ .JeðrÞ

�
ð101Þ

where Emn is the electric field generated by Jmn, Je is the
driving current density, and integration is over the whole
volume, V. In Eq. (101) the reciprocity theorem has been
used, which states that the response of a system to a
source is unchanged if source and observer are inter-
changed [22]. The unit drive current density may be spe-
cified as

Jeðq; zÞ¼ ezdðx� x0Þdðy� y0Þ½SðzÞ � Sðz� dÞ�=2

for rectangular patch

¼ ezdðr� r0Þdðf� f0Þ½SðzÞ � Sðz� dÞ�=ð2rÞ

for circular patch

ð102Þ

Jeðq; zÞ¼ ez½Sðx� aÞ � Sðx� bÞ�dðyÞ½SðzÞ

� Sðz� dÞ�=½4ðaþ bÞ� for rectangular patch

¼ ezdðr� RÞ½Sðfþ aÞ � Sðf� aÞ�½SðzÞ

� Sðz� dÞ�=ð8arÞ for circular patch ð103Þ

These last two equations denote coaxial and microstrip
feeders, respectively. We note that the current densities
given in Eq. (103) are Huygens currents resulting from the
external current fed at the microstrip input port [Eq. (38)].
By using Huygens principle the two feeder configurations,
coax line and microstrip line, are cast in similar expres-

sions [Eqs. (102) and (103)] [23]. In Eqs. (102) and (103)
S(x) denotes the step function and

SðxÞ ¼0 if xo0

¼0:5 if x¼ 0

¼1 if x > 0

ð104Þ

The input impedance is therefore, assuming unit excita-
tion current

Zin¼ � te

Z

S

d2qE�eðqÞ .JðqÞ

¼ �
X

m;n;m0 ;n0
½bmn�

�½Bmnm0n0 �
�1½bm0n0 �

ð105Þ

The radiation field associated with a point (Hertzian)
dipole located at the air–dielectric interface of a microstrip
structure is [16]

Ey¼ � j
Z0

l0
cos fgyðyÞ

eik0r

r
;

Ef¼ j
Z0

l0
sin f gfðyÞ

eik0r

r

ð106Þ

where

gyðyÞ¼
T cos y

T � j 2r cos y cotðTk0dÞ
ð107Þ

gfðyÞ¼
cos y

cos y� jT cotðTk0dÞ
ð108Þ

and

T¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

q
ð109Þ

The radiation pattern for a given patch current distribu-
tion JðqÞ [Eq. (106)] is therefore

Erad
ðrÞ

¼ � j
z0

l0

e�jk0r

r

Z
d2qejk .rJðqÞ

� �
. ½gyðyÞef

� ezeyþ gfðyÞefef�

ð110Þ

where z0¼ (m0/e0)1/2 and k0¼ 2p/l0¼o(e0m0)1/2 are, resp-
ectively, impedance and wavenumber in air.

Before performing numerical calculations, we must
first determine which current basis is best suited for a
given microstrip patch geometry implementing numerical
calculations. For example, for a given microstrip of width
expanded by interval [� 1,1] one may use the triangular
functions, Chebyshev polynomials, Legendre polynomials,
and so on, as the functional basis to expand currents, but
which one would provide the most advantages? The an-
swer relies on the physical restriction imposed on current
flow on a microstrip patch; the current basis needs to
show zero (longitudinal) components when crossing the
boundary of the patch; that is, the currents are not allow
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to flow over metal boundaries. Under this restriction the
freedom in choosing a current basis is largely fixed, which
leads to the functional set of current potentials [24].

The simplest approach is to define a set of current po-
tential fcmnðqÞg satisfying the 2D Helmholtz equation

ðr2
t þ k2

mnÞcmnðqÞ¼ 0 ð111Þ

from which the current basis fJmnðqÞg is derived as

JmnðqÞ¼rtcmnðqÞ ð112Þ

The boundary condition imposed on fJmnðqÞg is that the
current is not allowed to flow across the metal patch
boundary, or, at the patch boundary

n .Jmn¼0 ð113Þ

where n denotes the unit outward normal at the metal
patch boundary:

n .rtcmn¼ 0 at patch boundary ð114Þ

This equation determines the eigenvalues kmn denoted in
Eq. (111), and the current basis specified by Eq. (112) form
a complete basis for vector fields on the metal patch.

Other advantages follow by deriving the current basis
from current potentials:

1. The current potentials are intrinsic functions of the
patch, so that the modal numbers {n.m} reflect its
symmetry. For example, for a rectangular microstrip
antenna loaded with isotropic material the symme-
try of the patch dictates currents with opposite par-
ities do not couple. For a circular microstrip antenna
loaded with isotropic materials currents with differ-
ent angular modal numbers (monopole, dipole,
quadrapole, etc.) do not couple. This results in large-
ly reduced matrix size in Galerkin elements de-
manding numerical evaluation, thereby saving
calculational efforts considerably.

2. Due to Green’s theorem, in calculating a Galerkin
element, most integrations required by (2D) Fourier
and (2D) inverse Fourier transforms, for example
[Eqs. (85) and (86)], can be performed analytically,
leaving behind only onefold, or at most twofold, in-
tegrals that finally resort to numerical methods.
This also saves calculational efforts.

3. By using current potentials Galerkin elements ex-
pressed by Eq. (100) reduce to scalar function mul-
tiplications rather than the originally proposed
inner products between tensor and vector fields,
thereby simplifying calculations.

On the basis of current potentials, we have solved
the coupling problems between circular microstrip
patch antennas, as introduced as follows.

For a rectangular patch located at 0rxrL, 0ryrW,
the current potentials are

cmnðx; yÞ¼
4

LW
cos

mpx

L
cos

npy

W
; m;n¼ 1; 2; 3; . . . ð115Þ

and for a circular patch located at 0 	 q 	 R, they are

cmnðr;fÞ¼
ffiffiffi
p
p

bmnR 1�
m2

b2
mnR2

 !1=2

JmðbmnRÞ

2

4

3

5
�1

�JmðbmnrÞ expðjmfÞ

ð116Þ

and bmn denotes the root of the derivative of Bessel func-
tion, J

0

mðxÞ:

J
0

mðbmnRÞ¼ 0 ð117Þ

In the following we present some calculational results
for circular microstrip patch antennas [15]. For rectangu-
lar patch antennas, see Ref. 25. The first calculation ap-
plies to the published data of a circular antenna
characterized by the following parameters [13]: R¼
6.75 cm, d¼ 0.1588 cm, er¼ 2.62, and tan d¼ 0.001. The

1.0

2.0

–2.0

–1.0

–0.5

–0.25

0.0

0.25

0.5

0.76 GHz

0.794 GHz

0.84 GHz

0.
25 0.
5

1.
0

2.
0

Figure 4. Input impedance loci of the antenna observed by Lo
et al. The solid line is from calculation, and small circles represent
measurements from Lo et al. [13].
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Figure 5. Radiation profile of the antenna observed by Lo et al.
[13] in the f¼01 plane.
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calculated resonance frequency of the fundamental mode
is 0.7936 GHz [15], which compares exactly to the mea-
sured value of 0.794 GHz [13]. This is contrasted to the
cavity model calculation presented in Section 1, which
predicts a resonant frequency of 0.805 GHz [13]. The cal-
culated input impedance of the antenna is shown in
Ref. 15, which compares nicely with measurements shown
as small circles in Fig. 4 [13]. Figures 5 and 6 show the
calculated radiation pattern of the antenna in the f¼ 01
and f¼ 901 planes, respectively. We note that only the co-
polarized radiations are generated from the fundamental
mode excitation; the cross-polarized field cancels out for
the two m¼1 and m¼ � 1 modes at the fundamental res-
onant frequency.

The second patch antenna geometry considered is a
microstrip disk of radius R¼ 1 cm, which is fed by either a
coaxial or a microstrip line [15]. The substrate has dielec-
tric constant, er¼ 2.2, loss tangent tan d¼ 0.001, whose
thickness d is subject to vary. Figures 7–9, assuming
a¼0.2 rad, show the calculated resonant frequency, input
impedance, and radiation linewidth of the fundamental
mode as a function of the substrate thickness, respectively.

In Fig. 7 the calculated resonant frequency of the antenna
decreases monotonically with the substrate thickness d,
indicating the effective dimension of the patch resonator
increases with d, as expected for a leaky cavity. Figure 8
shows that the input impedance of the antenna is rela-
tively a constant, unless d becomes very small, say, small-
er than 0.05 cm. In Fig. 9 we see that the radiation
bandwidth increases with d, and hence the Q factor of
the antenna resonator decreases with d. This finding is
consistent with that revealed from Fig. 7 exhibiting the
leaky feature of the antenna patch cavity.

Figure 10 shows the calculated input impedance loci of
the above circular antenna of substrate thickness d¼
0.1 cm fed by a coaxial line located at (r0, 0). In Fig. 10
the parameter re is defined as re¼r0/R, and re¼ 1.0, 0.8,
0.6, and 0.416. For each feeder location the two resonant
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Figure 6. Radiation profile of the antenna observed by Lo et al.
[13] in the f ¼901 plane.
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Figure 7. Calculated radiation frequency as a function of sub-
strate thickness (fed by microstrip line).
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Figure 9. Calculated radiation linewidth as a function of sub-
strate thickness (fed by microstrip line).
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frequencies shown in Fig. 10 are the resonance frequen-
cies of the probe inductance in parallel with the detuned
patch resonator forming a parallel-resonant circuit, and
the resonance frequency of the probe inductance in series
with the detuned patch resonator forming a series-reso-
nant circuit. The field distribution of the patch at both
frequencies shows very little difference, and the patch is
operated at the same resonance mode, yet more or less
detuned from its resonance frequency, which occurs be-
tween these two frequencies. It is seen in Fig. 10 that
these resonant frequencies appear only if 0.416rrer1.

For rer0.416 no patch resonance can be possibly excited.
Figure 11 shows the calculated radiation frequency as a
function of re, or r0. It is seen in Fig. 11 that radiation
frequency remains roughly constant for 0.6rrer1, which
increases rapidly when re is further reduced. Figure 12
shows the calculated input resistance as a function of re, or
r0. From Fig. 12 we see that the input impedance decreas-
es with re, or r0, and hence it is possible to design 50O
input resistance of the antenna by feeding the antenna at
re¼ 0.442 (or re¼ 0.488 for 75O input impedance).

Finally, we consider the interaction between two iden-
tical circular microstrip patch antennas excited by micro-
strip feeders at equal amplitude and phase. Let the
antennas be deployed in parallel exhibiting the same pa-
rameters considered before: R¼ 1 cm, d¼ 0.1 cm, er¼ 2.2,
and the feeder lines possess 50O resistance (width
0.312 cm). The separation between the antennas is desig-
nated as R12 measured between their respective centers.
Figure 13 shows the calculated and measured input im-
pedance for the coupled case, R12¼ 2 cm (the patches are
touching each other), and the uncoupled case, R12¼ 5 cm
(the patches are separated by 3 cm at their edges). Mea-
surements were performed with respect to patch antennas
fabricated using RT/duroid 5880 material (Rogers Co.,
Chandler, AZ). The measured resonant frequencies were
5.514 and 5.561 GHz for the coupled and uncoupled cases,
respectively, which compare almost exactly to their calcu-
lated values of 5.5137 and 5.5642 GHz. The resonant fre-
quencies of the patches and their input impedances have
also been calculated as a function of the patch separation,
R12. These are shown in Figs. 14 and 15, respectively, with
measurements shown as solid squares. From Fig. 14 it is
seen that the resonant frequency changes most rapidly
when R12 is small, say, when 2rR12r3 cm. Further in-
crease in R12 does not significantly change the resonance
frequency. However, the input impedance does show long-
range interference between two patch antennas. As shown
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Figure 10. Input impedance loci of the antenna for several co-
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Figure 11. Calculated radiation frequency as a function of coax-
ial feeder position.
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in Fig. 15, the input impedance is still increasing when the
two antennas are separated by 5 cm, although the rate of
increase has slowed when compared with its initial rate at
R12¼2 cm.

We conclude that the leaky feature of an antenna cavity
can be well characterized by using a full-wave analysis
outlined in Section 2. Among many numerical methods,
the dyadic Green function approach might prove to be the
simplest one to apply, not only because the analysis is two-
dimensional but also because the evaluation of the scalar
Galerkin elements involves only one-fold Sommerfeld-
type integrals. Surface-wave generation is significant for
a thick dielectric substrate with large dielectric constant.

The coupling between microstrip elements is of long-range
nature, although the radiation frequency of a patch is less
influenced by its neighboring antenna elements.

3. ANISOTROPIC/GYROMAGNETIC LAYER

In Sections 1 and 2 we considered microstrip patch an-
tennas fabricated on isotropic materials. Anisotropic sub-
strates, due to either the process in material preparation
or crystalline asymmetry, have been included in the fab-
rication of microwave integrated circuits (MICs). Also,
electromagnetic wave propagation in a fully saturated fer-
rite substrate is anisotropic, called the gyromagnetic effect.
For the former case the dielectric properties of the sub-
strate can be described in terms of a permittivity tensor of
rank 2, and for the latter case Polder permeability tensor
results under the small-signal approximations [26]. While
many authors have applied numerical calculations to mi-
crowave circuitries containing anisotropic substrates
[27–31], in this section we consider wave propagation in
a gyromagnetic substrate [32]. Specifically, we consider
the electromagnetic wave propagation involving the mi-
crostrip geometry where the metal circuit is fabricated on
top of a ferrite substrate for which the bias magnetic field
is applied along an arbitrary direction that is not neces-
sarily the symmetry axis. In order to minimize magnetic
loss, the ferrite substrate needs to be fully saturated so
that an external DC magnetic field is applied aligning
magnetic domains achieving the single-domain configura-
tion, thereby eliminating domain wall motion to be other-
wise induced accompanying electromagnetic wave
propagation [33]. This external magnetic bias field can
be supplied by material anisotropy as occurring to a hexa-
ferrite substrate considered in Ref. 32.

In contrast to the permittivity tensor, Polder tensor
elements are highly frequency-dependent and exhibit the
resonance response in frequency and in the bias magnetic

2 2.5 3 3.5 4 54.5
5.50

5.52

5.54

5.56

5.58

5.60

Patch Separation R12 (cm)

R
es

on
an

t F
re

qu
en

cy
 (

G
H

z)
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field [33]. For example, when ferrimagnetic resonance
(FMR) is encountered, the effective permeability changes
from a large positive number to a large negative number
together with a nonzero imaginary part accounting for
magnetic loss [26]. Magnetic loss at resonance is para-
metrized as FMR linewidth whose occurrence arises from
magnetic relaxation processes accompanying the preces-
sional motion of spins at resonance [33]. Most useful mag-
netic microwave devices are designed to operate near
FMR so that the rapid change in magnetic permeability
is exploited, either to obtain frequency tuning capability
or to remove the degeneracy in electromagnetic modes,
thereby inducing nonreciprocity in wave propagation [33].
For example, ferrite phase shifters [34], resonators [35],
and filters [26] are operational according to the first prin-
ciple [33] and circulators and isolators, according to the
second [36].

Before solving the AC problem on wave propagation
involving a ferrite substrate, one is required to first solve
the DC problem to calculate the demagnetizing field aris-
ing from the finite dimensions of the ferrite geometry [33].
In a cubic ferrite sample material anisotropy is seldom
important, since it is small in comparison to the external
bias field. In a hexaferrite substrate the internal anisot-
ropy field can be as large as 50 kOe, and hence it can no
longer be neglected [37]. Actually, hexaferrites are pur-
posely introduced with a microwave circuit to alleviate, or
even eliminate [38], the external bias-field requirement at
high frequencies. In a hexaferrite material magnetic an-
isotropy appears in the form of an easy axis or an easy
plane. For an M-type hexaferrite the c axis is an easy axis,
and the magnetization vector prefers to be aligned along
the c axis so as to lower its free energy [33]. For a Y-type
hexaferrite the ab plane is an easy plane, and the mag-
netization vector is energetically favorable to stay on the
ab plane [38]. The total effective field inside a ferrite sub-
strate can be calculated from the system Lagrangian, in-
cluding magnetic anisotropy, FMR linewidth, exchange
coupling, demagnetization, and magnetostriction [33].

In Section 2 we have considered the Green functions of
a layered structure containing isotropic materials that
were constructed using the vector potentials as introduced
by Sommerfeld [1]. In this section we consider the Green
function construction by using the plane-wave solutions
for which the substrate/superstrate may contain anisotro-
pic layers. While plane-wave solutions are trivial within
an isotropic dielectric layer, plane-wave solutions for an
unbounded ferrite bulk magnetized along an arbitrary di-
rection are also available [26], whose properties can be
found in Ref. 32. For a given frequency there are four in-
dependent electromagnetic modes in a substrate material
that are all degenerate if the substrate shows isotropy for
wave propagation. However, for an anisotropy substrate,
say, a ferrite fully biased by a magnetic field (or, a gyro-
magnetic material), wave propagation for these four
modes becomes nondegenerate, assuming different effec-
tive permeability values for different modes, resulting in
different propagation speeds and polarizations. Similar to
the isotropic case, the directions of electric field, magnetic
induction, and wave propagation for each mode excited in
an anisotropic substrate are mutually perpendicular to

each other, as dictated by Maxwell equations. For a gyro-
magnetic substrate, the magnetic field is no longer aligned
with magnetic induction, although it is still required to be
perpendicular to the direction of the electric field [32].

One may apply the transfer-matrix technique to con-
struct the Green functions of a layered structure. A trans-
fer matrix is formulated in the transverse spectrum
domain, which translates the surface impedance, which
is itself a 2�2 matrix, from one layer interface to another,
assuming the tangential components of the electromag-
netic fields to be continuous across the interfaces in the
absence of circuit (conductor) inhomogeneities. The trans-
fer matrices for a given layer can be constructed in terms
of the four electromagnetic modes, or the plane-wave so-
lutions in the spectral domain, in a manner similar to the
a,b,c,d coefficients introduced by Eqs. (72) and (73) (except
that the g values differ for the four modes in an anisotropic
layer). The surface impedance matrix is defined as the ra-
tio of the tangential electric field to the tangential mag-
netic field at a given layer interface, and hence it is a 2�2
matrix. The outermost layers are either air or a metal
surface of finite conductivity, giving rise to the (imperfect)
open-circuited or short-circuited boundaries for the lay-
ered structure, respectively. The surface impedance ma-
trices for the outmost two layers can thus be obtained, in a
manner similar to that used to obtain Eq. (77). Via the
transfer matrices defined for the layers, these two outer-
most surface impedance matrices are translated sequen-
tially onto an interface containing a point source
responsible for the Green function definition (a Green
function is defined to be the response excited by the point
source). After applying Ampère law the Green functions
evaluated at this interface position can thus be obtained
[32]. To be explicit, assuming the point source is located at
the origin, the Green functions, or the Green dyads, are
defined by

etðx; yÞ

¼
1

4p2

Z 1

�1

dkx

Z 1

�1

dky

Z 1

�1

dx0
Z 1

�1

dy0 exp½ikxðx� x0Þ�

� exp½ikyðy� y0Þ�Gðkx; kyÞjðx
0; y0Þ

ð118Þ

and after applying Ampère law at the interface z¼ 0 the
Green functions are obtained as

Gðkx; kyÞ¼ f½Zð0
þ ; kx; kyÞ�

�1

� ½Zð0�; kx; kyÞ�
�1g�1

0 1

�1 0

 !
ð119Þ

Here jðx
0

; y
0

Þ denotes current density, etðx; yÞ tangential
electric field, and (kx,ky) the transverse spectral vector. In
Eq. (119) Zð0þ Þ denotes the impedance matrix that is
transferred from the topmost layer, and Zð0�Þ from the
bottommost layer, and Zð0þ Þ, Zð0�Þ, and G are all 2�2
matrices. Thus, once the Green function is known [Eq.
(119)], the microstrip circuit involving a layered structure
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containing anisotropic materials can be solved in a man-
ner identical to that shown in Section 2.

As we have just mentioned, wave propagation is aniso-
tropic in an anisotropic medium, and in performing nu-
merical calculations Galerkin elements need to be all
evaluated in general, since symmetry of the system ceas-
es to apply. This is illustrated in Fig. 16, where the in-
duced current profiles along the width direction of a
microstrip line fabricated on a hexaferrite substrate no
longer show left–right symmetry, due to the gyromagnetic
nature of a hexaferrite material [32]. In Fig. 16 the sub-
strate was a single-crystal Y-type hexaferrite of composi-
tion Ba2MgZnFe12O22, and the easy plane coincides with
the substrate surfaces, the xy plane. The hexaferrite sub-
strate was characterized by the following parameters: sat-
uration magnetization 4pMS¼ 2.86 kG, anisotropy field
HA¼ 7.94 kOe, dielectric constant ef¼ 18, dielectric loss
tangent, tan df¼ 0.01, and FMR linewidth DH¼ 100 Oe.
The width of the fabricated microstrip line was w¼ 0.0051
in. and length ‘¼ 0:0157 in. and the thickness of the hexa-
ferrite substrate was d¼0.010 in. More calculations and
measurements on this fabricated microstrip line can be
found in Ref. 32.

4. FRACTAL ANTENNAS

Traditional approaches to the analysis and design of an-
tenna systems are based on Euclidean geometry. More re-
cently, however, there has been a considerable amount of
interest in developing new types of antennas that employ
fractal rather than Euclidean geometries. This new and
rapidly growing field is referred to as fractal antenna en-
gineering, and this topic is briefly introduced in this
section.

A fractal is a recursive object that has a fractional di-
mension showing shape similarity in scale; that is, a
fractal preserves its shape when viewed in different scales.

Many objects, including antennas, can be designed using
the recursive nature of a fractal. The term fractal, which
means broken or irregular fragments, was originally
coined by Mandelbrot [39] to describe a family of complex
shapes that possess an inherent self-similarity in their
geometric structure. Since the pioneering work of Man-
delbrot and others, a wide variety of applications for
fractals have been found in many branches of science
and engineering. One such area is fractal electrodynam-
ics, in which fractal geometry is combined with electro-
magnetic theory for the purpose of investigating a new
class of radiation, propagation, and scattering problems.
One of the most promising areas of fractal electrodynamics
is in its application to antenna theory and design.

In an Euclidean geometry, broadband and frequency-
independent antennas were developed and analyzed in
the early 1960s, and some convoluted shapes were devel-
oped whose performance indicated the dependence of the
antenna radiation properties on its physical size relative
to wavelength. Spirals and logperiodic structures are
some examples of successful developments giving rise to
frequency-independent radiations. Fractals might join
some of those designs because of their self-scaling prop-
erties. Actually, fractal antennas have been shown to pro-
vide two advantages: to generate multiband radiations
and to perform beamforming capabilities. As such, the
current fractal antenna engineering is applied in two ar-
eas, and the fractal pattern is either used by an isolated
antenna radiator or included as elements in an antenna
array (a multipole configuration). As described in Section
1, since the radiation frequency is inversely proportional
to the linear dimension of a radiator, a fractal antenna can
thus emit multiband radiation [40]. Furthermore, a fractal
antenna can also be viewed as arrays of arrays, and hence
it possesses beamforming capability, if designed and oper-
ated properly [41]. It is these novel properties that make
fractal antennas very attractive, allowing phased arrays
to be fabricated with conformity and reduced sizes, result-
ing in convenience and flexibility.

Concerning these particular issues, Puente-Baliarda et
al. described [40] the behavior of the first fractal multi-
band antenna—the Sierpinski monopole. Such a monopole
displayed similar behavior at several bands in terms of
both input return loss and radiation patterns. Some steps
further in the field of multiband fractal antennas were
reported by Cohen [43], who also discussed other inter-
esting features regarding small and frequency-indepen-
dent fractal antennas. In [40] the behavior of both the
Sierpinski monopole and dipole have been investigated,
and their performance has been compared with a conven-
tional triangular (bowtie) antenna.

Figure 17 shows the original Sierpinski triangular pat-
tern. The Sierpinski pattern is named after the Polish
mathematician Sierpinski, who described some of the
main properties of this fractal shape in 1916 [42]. The
original pattern is constructed by subtracting a central
inverted triangle from a main triangle shape (see Fig. 17).
After the subtraction, three equal triangles remain on the
structure, each one half the size of the original one. One
can iterate this same subtraction procedure on the re-
maining triangles, and if the iteration is carried out an
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Figure 16. Calculated current profile for the longitudinal and
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infinite number of times, the ideal fraction Sierpinski pat-
tern is obtained. In such an ideal structure, each of its
three main parts is exactly equal to the whole object, but
scaled by a factor of 2, and so are each of the three trian-
gles that compose any of those parts. Because of these
particular similarity properties, shared with many other
fractal shapes, it is said that the Sierpinski pattern is a
self-similar structure.

In Fig. 17 the Sierpinski pattern is shown with six lev-
els in iterations, and the smallest scale is a single triangle
shown shaded in Fig. 17. Sierpinski triangles constitutes
the simplest geometry for a 2D fractal. In the monopole
configuration, the feeder is located at the top vertex of the
big (main) triangle. In this antenna geometry, if one ne-
glects the contribution of the central holes to the antenna
performance and admits that the current flowing from the
feeder should concentrate over a region that is comparable
in size to the wavelength, a behavior similar to six-scaled

bowtie antennas (each one operating at its resonant fre-
quency) could be expected. The scale factor among the six
iterations is D¼ 2; therefore, one should look for similar-
ities at frequencies also spaced by a factor of 2. A Sierpin-
ski dipole or quadrupole can be formed by joining two or
four Sierpinski monopoles at the vertex points, respec-
tively, showing improved frequency independency with
reduced beamwidth in radiation. A Sierpinski quadrupole
is shown in Fig. 18, which has been used as the company
logo by Hotech, Inc. In conclusion, the most important
features of a fractal array include the frequency-indepen-
dent multiband characteristics, schemes for realizing low-
sidelobe designs, systematic approach to thinning, and the
ability to develop rapid beamforming algorithm, and
fractal antennas are still active under current research
and development.

5. RECENT DEVELOPMENTS

5.1. Wideband Techniques

A microstrip patch antenna is inherently narrowband,
stemming from the cavity model, where an electromag-
netic resonator confining energy locally in space with little
dissipation is necessarily a high-Q, and hence narrow-
band, device. For a high-Q resonator the generation of
surface waves is insignificant. For a thin substrate this
condition amounts to d/l0o0.07 for er¼ 2.3 and d/l0o
0.023 for er¼ 10, as stated at the end of Section 1 [10,11].
For a microstrip antenna fabricated on a thin substrate,
the impedance bandwidth is typically 1–3%. This is con-
trasted with the bandwidth of 16% of a half-wave dipole
with a radius:length ratio equal to 0.01, and 70% of a me-
dium-length helix operating in the axial mode.

A number of techniques have been proposed to increase
the bandwidth of a microstrip patch antenna. These tech-
niques are generally classified into three categories: (1) a
straightforward approach based on the use of a thick sub-
strate whose dielectric constant is small, (2) an approach
where a matching network is designed to enhance the
bandwidth [44], and (3) a method using parasitically cou-
pled elements in a variety of ways to produce closely
spaced multiple resonances of the antenna [45,46].

By using a thick substrate whose dielectric constant is
considerably different from that of air, surface waves will
be generated and inevitably reduce the radiation efficiency
and introduce interference between array elements. To
resolve this problem, air cavities or holes may be intro-
duced with the substrate to effectively reduce the dielec-
tric constant of the patch. For example, Gauthier et al. [47]
machined closely spaced holes in a Duroid substrate un-
derneath a microstrip patch to lower the effective dielec-
tric constant of the antenna. Using the micromachining
technique, Zheng et al. measured a 12.8% impedance
bandwidth on cavity-backed microstrip patch antennas
fabricated on silicon wafers [48].

The bandwidth of the antenna is determined primarily
by the rate of transition that the imaginary part of the
impedance changes sign at resonance, as discussed at the
end of Section 1. Thus, it is possible to introduce a can-
cellation mechanism on the input inductance so as to

Figure 17. Fractal Sierpinski pattern.

Figure 18. A quadrupole fractal.
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smooth the impedance variation. For example, the induc-
tance associated with the long wire lead of the coaxial
probe will limit the bandwidth to o10% for a thick sub-
strate. By etching a small circular slot around the probe
on the patch, capacitance is thereby introduced, canceling
the probe inductance to produce a bandwidth of 16% [49].
More recently, with the use of a U-shaped slot, a substan-
tial increase in bandwidth (32%) has been demonstrated
[50]. Alternatively, an L-shaped probe-wire has been
shown to result a bandwidth of 28% [51].

The third method to achieving broadband operation is
to couple the microstrip patch antenna parasitically with
other dielectric resonators characterized by approximate-
ly the same resonant frequency of the patch. For an iso-
lated patch the resonant frequency is determined by its
lateral dimension. However, in the presence of fringe fields
at the patch periphery the boundary of the antenna is
neither sharply nor rigidly defined, leading to a slightly
larger effective dimension of the patch, as described by
Eqs. (2) and (5) for rectangular and circular microstrip
patches, respectively. Thus, in contrast to a metal cavity,
patch antennas have soft boundaries, which in turn give
rise to finite bandwidth in radiation; the softer the bound-
ary, the wider the bandwidth. For this reason a patch an-
tenna fabricated on a thick substrate will show a wide
bandwidth. Similarly, when coupled together many soft-
boundary microstrip resonators/patches, the overall radi-
ation bandwidth is consequently enlarged.

The disadvantage of using a thick substrate is that,
besides its cost, surface waves may be generated in the
substrate so as to reduce the antenna feeding efficiency.
This disadvantage can be overcome by using multiple
electromagnetically (EM) coupled patches. EM-coupled
patches can be deployed either side-by-side (laterally cou-
pled geometry) or layer-by-layer (vertically coupled geom-
etry). For laterally coupled patches the antenna size will
increase considerably, ultimately restricting it usage from
large-array applications [52].

The two-layer EM coupled patch antenna consisting of
a driven (feeder) patch in the bottom and a parasitic (ra-
diating) patch on the top has been investigated by several
authors. For circular [53], equitriangular [54], and rect-
angular [55] patches, experimental results have shown an
enhanced gain and impedance bandwidth with low cross-
polarization levels as compared to the conventional single-
layer microstrip antenna. Actually, as analogous to Yagi
antenna, the gain of a stacked antenna can be increased to
above 20 dBi at any scan angle if the thickness of the sub-
strate and multiple superstrate layers is chosen properly
[56]. Therefore, using stacked parasitic elements in mi-
crostrip arrays could improve the overall array perfor-
mance, offering a higher gain and broader bandwidth,
meeting with the same array design criteria of a conven-
tional single-layer microstrip array but with fewer array
elements.

5.2. Size Reduction

Microstrip antennas have a number of advantages over
conventional antennas, namely, small size, light weight,
low production cost, and natural conformal. However, for

many applications, for example, handheld mobile commu-
nication systems, half-wave microstrip antennas etched
on a low-cost dielectric substrate are still too large to be
accommodated on the portable phone. A well-known ap-
proach to reduce the size of a half-wave patch to a quarter-
wave is to introduce an electrically short-circuiting wall at
one of the radiating edges. Hiraswa and Haneishi [57] has
shown that the length of the patch can be made sufficient-
ly shorter than a quarter-wave by replacing the short-cir-
cuiting wall with a short-circuiting pin at the corner of the
patch. Wang and Lin have shown that by replacing the
short-circuiting pin with a chip resistor of low resistance,
the antenna size can be further reduced in addition to an
increase in bandwidth [58].

The other approach to reduce antenna size is to use a
meandered geometry of the patch antenna [57]. By mean-
dering the patch, the effective electrical length is greater
than the physical length. Consequently, the resonant fre-
quency of the meandered antenna can be much lower than
that of a conventional design using the same physical
length [59].

Finally, we note that it is not only possible to achieve
high gain for printed circuit antennas, it is also feasible to
shape the radiation pattern in some prescribed manner.
Some very interesting phenomena, such as radiation into
the horizon, radiation pattern monodirectionality, and az-
imuth-dependent radiation, have been found possible [60].
Furthermore, laterally coupled patches can serve as adap-
tive array antennas, because the phase of radiation from a
parasitic element can be adjusted via a varactor diode in-
serted at some feeding position [61]. The important fea-
ture of an adaptive array antenna is that it can provide
beamsteering as required by many communication and
traffic control systems [62].
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1. INTRODUCTION

The microstrip patch antenna offers many attractive fea-
tures, including low profile, light weight, conformal struc-
ture, and inexpensive fabrication costs. The major
drawback of this antenna is narrow bandwidth in its ba-
sic form. This article collects different approaches for
bandwidth enhancement of linearly polarized microstrip
antennas from conventional means to present-day meth-
ods, with emphasis on advanced techniques proposed by
the authors (Section 2), particularly on the L-probe cou-
pling technique. However, due to limited spacing, the

development of wideband elliptically polarized microstrip
antennas will not be covered here. Interested readers can
refer to some of the more recent designs reported in the
literature [1–4].

The article also highlights wideband techniques for de-
signing dual-polarized patch antennas (Section 3) and
electrically small patch antennas (Section 4). In Section 3,
the popular aperture coupling method for a dual-polarized
patch antenna is described first. Emphasis is then placed
on the wideband L-probe-coupled dual-polarized patch an-
tenna. A technique for improving the isolation between
the input ports is also presented in that section. Section 4
focuses on miniature patch antennas, including patches
with shorting (short-circuiting) pins or shorting walls.
Several wideband methods such as the use of stacked
geometry, and the L-probe feed, are examined.

The wideband antennas discussed in Sections 3 and 4
are essential in today’s wireless communication systems.
For instance, the polarization diversity technique is found
useful in cellular systems, and therefore most of the base
station antennas require a 7451 dual-polarized feature as
well as broadband characteristic. Modern mobile devices
are getting smaller and smaller in size. Thus the dimen-
sions of the antennas inside these devices have to be re-
duced accordingly. With the novel wideband techniques
discussed, both dual-polarized patch antennas and minia-
ture patch antennas can be operated with wide-bandwidth
performance, which will be particularly useful in future
high-speed wireless communications. The advanced wide-
band techniques proposed by the authors can also be ap-
plied to the design of dual-band and circular-polarized
patch antennas.

2. LINEARLY POLARIZED WIDEBAND MICROSTRIP
PATCH ANTENNAS

According to The New IEEE Standard Dictionary of Elec-
trical and Electronics Terms [5], the bandwidth of an an-
tenna is defined as ‘‘the range of frequencies within which
its performance, in respect to some characteristics, con-
forms to a specified standard.’’ This characteristic can be
selected as the input impedance or radiation pattern. For
the former, which is more sensitive to frequency, a com-
mon standard is that the voltage standing-wave ratio
VSWR, or simply SWR, should be less than a certain val-
ue, usually 1.5 (|G(f)|¼ 0.2) or 2 ðjGðf Þj ¼ 1

3Þ, where G is the
reflection coefficient. Equivalently, the return loss S11(f)
should be less than –14 or –10 dB, respectively. Moreover,
we usually express the impedance bandwidth in terms of
percentage (BW), which is calculated by

BW¼
2 ðfU � fLÞ

fUþ fL
� 100%

where fU and fL are respectively the upper and lower cutoff
frequencies of the operating bandwidth. Key methods de-
veloped to solve the inherently narrow bandwidth issue of
linearly polarized microstrip patch antennas are dis-
cussed below.
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2.1. Utilization of Electrically Thick Substrate with
Low Permittivity

The patch antenna works like a lossy dielectric-loaded cav-
ity resonator bounded by two electric and four magnetic
walls. Assuming that the only loss is due to radiation, we
have the antenna quality factor Q¼ 2pfrU/Prad, where U is
the total stored energy trapped inside the cavity between
the patch and the ground plane at the resonant frequency
fr. Prad is the total radiated power at fr. This quality factor
is similar to that of a parallel-resonant circuit having
lumped circuit elements and can also be determined from
the input resistance R(f) and input reactance X(f) at a fre-
quency close to fr. It is understood that a lower value of Q
will result in a wider bandwidth. For a patch antenna em-
ploying a thin substrate, a higher value of Q [6] and a
narrower bandwidth will be obtained. The quality factor
can be lowered by simply increasing the substrate
thickness; however, the surface wave introduced will

deteriorate the overall performance, including the band-
width. Fortunately, a substrate with lower value of per-
mittivity e¼ ere0 can minimize the surface-wave power. It is
known that the foam or air substrate has the lowest value
of relative permittivity er close to unity. Thus a patch an-
tenna with electrically thick substrate could exhibit a wide
bandwidth [7]. Examples are described in Refs. 8 and 9. In
Ref. 8, the bandwidth of a patch antenna over a large
ground plane with an air substrate thickness 0.14–0.27 l0

was shown to be about 40% (VSWRr2). In Ref. 9, a similar
concept was implemented. The effective substrate thick-
ness was increased by the use of a W-shaped ground plane.
A 12% (VSWRr1.5) bandwidth was reported.

2.2. Bandwidth Improvement by Related Impedance
Matching in Different Feeding Mechanisms

2.2.1. Proximity or Electromagnetic Coupling. The prox-
imity coupling technique for patch antennas was proposed
by Pozar and Kaufman in 1987 [10]. Energy is electro-
magnetically coupled from the feedline through a sub-
strate to the radiating element such as a patch [10] or a
printed dipole [11]. It has the merit of being less sensitive
to fabrication errors. For the proximity-coupled patch as
described in Ref. 10 and shown in Fig. 1, there is a rela-
tively small open-circuited tuning stub connected in par-
allel with the feedline, which provides related matching to
the feedpoint; hence the bandwidth can be increased to
13% (VSWRr2).

Another proximity-coupled patch with wider band-
width was proposed in 1998 [12]. The geometry is shown
in Fig. 2. Instead of adding a tuning stub, the feedline is

Radiating patch
Supporting substrate 

Ground plane 

Dielectric substrate 
Microstrip feed-line 

Open-circuited stub 

Figure 1. Proximity-coupled patch antenna. (From Pozar and
Kaufman [10], reprinted with permission from IEE.)
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Figure 2. Geometry of proximity-coupled U-
slot patch antenna. (From Mak et al. [12],
reprinted with permission from IEE.)
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terminated by a P-shaped stub, which is underneath the
radiating patch. The patch is etched with a U-shaped slot,
the function of which will be elaborated later. A bandwidth
of 20% (VSWRr2) and a gain of 7.5 dBi were achieved for
this single-layer patch antenna. Figures 3 and 4 show the
measured VSWR and gain of this antenna. Figure 5 shows
the radiation patterns at 4.3 GHz. The antenna has a
broadside radiation pattern with beamwidth of about 601
in both E plane and H plane. The cross-polar level is below
–15 dB. This single-element antenna has been modified
and employed for the design of wideband antenna array
with excellent performance [13,14].

2.2.2. Aperture Coupling Method. The aperture cou-
pling method was proposed 1985 by Pozar again [15].
The basic geometry is shown in Fig. 6. The microstrip
feedline and the patch are located on different sides of the
ground plane. Energy from the microstrip feedline is elec-
tromagnetically coupled to the patch through an aperture
on the ground plane. The coupling aperture can be of dif-
ferent shapes, sizes, and locations with respect to the
patch for different coupling characteristics [16,17]. An ad-
vantage of this feeding method is that the feedline is iso-
lated from the radiating element by the ground plane.
Thus radiation from the feedline in the broadside direction
is insignificant. Also this method do not have the probe
inductance problem arising in the coaxial probe feed case.

Disadvantages are comparative complexity in fabrication
and relatively high level of backlobe radiation.

From Ref. 15, the bandwidth obtained was only 14%.
There are two simple ways for tuning the antenna: the
aperture shape and size and the stub length. So it is pos-
sible to obtain a better bandwidth if appropriate matching
is achieved. One example was presented in 2002 [18], with
the patch excited by an H-shaped aperture. An impedance
bandwidth of 56.2% (VSWRr2) and a 3 dB gain band-
width of 24% were achieved.

2.2.3. Microstrip-Line Edge Feed and Coaxial Probe
Feed. The microstrip-line edge feed and the coaxial probe
feed are fundamental feeding methods for microstrip
patch antennas, since they are the most direct way to
transfer energy from the feedline to the patch and vice
versa. Some methods have been proposed in the literature
to improve the matching condition and the bandwidth as
well. In Ref. 19, a patch is excited by a coupled linefeed. It
was reported that the bandwidth can be increased by a
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Figure 3. Variation of VSWR of the proximity-coupled patch an-
tenna. (From Mak et al. [12], reprinted with permission from
IEE.)
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Figure 5. Radiation pattern at 4.3 GHz. (From Mak et al. [12],
reprinted with permission from IEE.)
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Figure 6. Basic geometry of aperture-coupled patch antenna.
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factor of 42.5 as compared to the conventional edge feed
method.

In using the coaxial probe feed, there are even more
methods available to improve the matching condition of
the single-patch configuration such as introducing a slot
on the patch, adding a capacitor patch, or using the
L-shaped probe. These techniques will be discussed in
the following sections.

2.3. Bandwidth Widening Technique Using Parasitic
Elements

The original geometry of a microstrip patch antenna
consists of only one patch radiator, which is driven by
the appropriate feeding techniques. The bandwidth of
such a configuration can be very narrow. A significant
improvement in bandwidth can be achieved by adding one
or more parasitic patches next to or stacked above the

Driven patch

Substrate

Ground plane

Parasitic patches

Feed

Figure 8. Examples of parasitic patches in stacked configura-
tion.

Ground plane 

Radiating patch 
Capacitor patch 

Feeding probe 

Figure 9. Capacitively fed patch antenna (side view).
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Figure 10. Circular patch with an arc-
shaped slot. (From Luk et al. [41], reprint-
ed with permission from IEE.)
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Figure 11. Measured VSWR of the offset feed circular patch with
arc-shaped slot. (From Luk et al. [41], reprinted with permission
from IEE.)
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driven patch. The parasitic elements can be of slightly
different dimensions and are excited by electromagnetic
coupling from the driven patch. By adding parasitic patch-
es, the bandwidth can be improved because there are one
or more resonant frequencies introduced by the parasitic
patches. If these resonant frequencies are close to the
original resonant frequency of the driven patch, they could
combine together to yield a wider bandwidth. Obviously,
the major drawback of using parasitic elements is the en-
largement in volume of the antenna.

2.3.1. Coplanar Structure. In the coplanar geometry,
the parasitic patches are placed on the same layer and
adjacent to the driven patch as shown in Fig. 7. The co-
axial probe feed [20–22] or the aperture-coupled feed [23]
can be chosen to excite the driven patch. When using the
coaxial probe feed method, 15% bandwidth (VSWRr2)
can be yielded when two parasitic patches are placed next
to the nonradiating edge of the driven patch [21]. In ad-
dition, if we add four parasitic patches gap-coupled to the
four edges of the driven patch, around 25% bandwidth

(VSWRr2) can be obtained [21]. As for using the aper-
ture-coupled feed, 23% bandwidth (VSWRr2) was
achieved [23] when two parasitic elements were gap-
coupled to the nonradiating edges of the fed patch.

2.3.2. Stacked Structure. In the stacked geometry, the
parasitic patches are suspended above the driven patch
and thus are placed in another upper layer with respect to
the driven patch as shown in Fig. 8. Again, both coaxial
probe feed [24,25] and aperture-coupled feed [26–31]
methods for the driven patch are commonly used. Newer
feed methods for the driven patch have been proposed: the
co-planar waveguide feed (CPW) [32,33] and the L-shaped
strip feed [34]. In using the coaxial probe feed method,
more than 25% bandwidth (VSWRr2) can be achieved
[25]. If the aperture-coupled feed is employed, around 40%
bandwidth (VSWRr2) was obtained [28,29].

2.4. Wideband Patch Antenna with Probe
Inductance Cancellation

As mentioned in Section 2.1, employing electrically thick
substrate could increase the impedance bandwidth by
about 20% (VSWRr2) [7] when the substrate thickness
is around 0.15l0. However, in the probe feed case, the
bandwidth is limited to about 10% (VSWRr2) because of
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Figure 13. Measured and FDTD-simulated VSWR of rectangu-
lar U-slot patch antenna. (From Lee et al. [47], reprinted with
permission from IEE.)
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Figure 14. Examples of U-slot equivalent patches [52–54].
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the larger probe inductance [35,36] introduced by the
longer probe required. This undesired inductance results
in antenna mismatch. Moreover, the unwanted radiation
from the longer probe is a major source of high cross-po-
larization in the H plane and also causes an unsymmetric
copolarization in the E plane. Thus a shorter probe and a
thicker substrate are desired in designing wideband patch
antennas. In one method, employing a W-shaped ground
plane [9] to increase the (effective) substrate thickness
without lengthening the feeding probe, a bandwidth of
15% (VSWRr1.5) can be achieved. Apart from retaining a
short feeding probe, there are other effective methods to
compensate the unwanted probe inductance in wideband
patch antenna design.

2.4.1. Capacitive Coupling Patch Antenna. In the design
of capacitively coupled patch antenna, a small patch,
which is connected to the feeding probe, is introduced be-
tween the ground plane and the radiating patch as shown
in Fig. 9 [37–39]. The structure is somewhat similar to the
probe-fed stacked-patch antenna, but the small patch to-
gether with the radiating patch works as a capacitor
that is used to cancel out the unwanted probe inductance
within the antenna structure itself. Thus a simpler
matching network can be used at the back of the ground
plane. About 5% impedance bandwidth (VSWRr2) was
reported [37].

2.4.2. Coaxial Probe-Fed Slotted Patch. Without using
an additional capacitor patch between the ground and the
radiating patch, the unwanted probe inductance can be
canceled out by introducing appropriate slots, surround-
ing the feedpoint, on the patch [40]. The method can retain
the advantage of a single-patch configuration. Not long
ago, the authors introduced different-shaped slots on the
patch, including an arc-shaped slot and a U-shaped
slot, for wideband operation [41,42]. The latter case with
U-shaped slot has received much attention in the litera-
ture [12,13,43–51]. Many similar designs have also been
proposed such as the E-shaped patch [52,53], and the
back-to-back L-shaped slotted patch [54].

2.4.2.1. Circular Patch with an Arc-Shaped Slot. In a
procedure reported in 1997 [41], an arc-shaped slot was
cut inside the circular patch as shown in Fig. 10. It is
found that the offset feed (r40) will give a better band-
width (VSWRr2) of 14% than the 11% of the center feed
case (r¼ 0). Figure 11 shows the measured VSWR
response.
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Figure 15. Basic geometry of L-shaped
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2.4.2.2. Rectangular Patch with a U-Shaped Slot. The de-
sign was first proposed in 1995 by Huynh and Lee [42]. An
impedance bandwidth of around 30% (VSWRr2) can be
easily obtained [47]. A typical example is described below
with the basic geometry shown in Fig. 12. Note that the
thickness is around 0.08 l0. Figure 13 shows the measured
and simulated [finite-difference time-domain (FDTD)]
results of VSWR of this wideband antenna.

The arc-shaped or U-shaped slot, surrounding the feed-
point, on the patch provides a capacitive component in the
input impedance of the antenna, compensating the strong
inductive component from the long feeding probe. There-
fore, appropriate matching can be obtained for wideband
performance. Apart from the broadband characteristics,

the U-slotted patch preserves the single-patch low-profile
feature in comparison to the geometry with parasitic
patches. The thickness of such a wideband single-patch
antenna is only r0.08 l0. Due to such an attractive
feature, many U-slot equivalent patch antennas have
been designed for bandwidth enhancement. For examples,
an E-shaped patch [52,53] and the back-to-back L-
shaped slotted patch [54] were proposed, as shown in
Fig. 14. Similar wide bandwidths of around 30% were re-
ported.

2.5. Wideband Patch Antenna with L-Shaped or
T-Shaped Probe

It is believed that using slightly thicker substrate with low
permittivity for patch antenna design is the most effective
way to achieve wideband operation, at the same time re-
taining the attractive original low-profile characteristic.
Of course, the probe-fed U-slotted patch can easily achieve
such merit of wideband and low-profile structure. Howev-
er, the fabrication process is not so convenient, and the
fine-tuning process of the U-shaped slot is not an easy
task. Such problems may increase the fabrication cost and
time.

2.5.1. L-Probe-Coupled Patch Antenna. More recently, a
novel L-probe coupling technique was invented, and
awarded patents from the People’s Republic of China
and the United States. This design, first proposed in
1998 [55], preserves the original advantages of patch an-
tennas with an improvement in impedance bandwidth
without increasing the fabrication difficulties since no
slot is needed on the patch and no soldering process is
required. Many investigations have been undertaken on
L-shaped probe coupling [49,50,56–66], including the cir-
cular polarization design and the dual-band design.

The basic geometry of the L-probe-coupled patch an-
tenna is shown in Fig. 15. This is a single-layer patch an-
tenna with a rectangular patch of width Wx¼ 30 mm
(0.45l0) and length Wy¼ 25 mm (0.375l0). Note that the
operating center frequency is f0E4.5 GHz. The copper-
made L-shaped probe is constructed by simply bending a
straight copper wire of radius R¼0.5 mm (0.0075l0) into
an L shape. When this L-shaped probe is then connected
to the inner conductor of a 50-O launcher without touching
the patch, as shown in Fig. 15, it becomes an effective
coupling probe for the radiating patch. The L-shaped
probe has a vertical arm length Lv¼ 10.5 mm (0.1575l0)
and a horizontal arm length Lh¼ 5.5 mm (0.0825l0), which
are exciting the fundamental TM01 mode of the rectangu-
lar patch. A supporting foam layer (erE1) is employed
with thickness H¼ 6.6 mm (0.099l0), which is about one-
tenth of the operating wavelength. Moreover, from the top
view, the distance between the lower edge of the patch and
the horizontal arm of the L-shaped probe is SE2 mm. The
values of these parameters are chosen after a series of ex-
tensive appraisals, from HE3.3 mm (0.05l0) to HE16 mm
(0.25l0) and are believed to provide an optimum perfor-
mance of bandwidth and gain.

Both the measured VSWR and gain (copolarization
gain at y¼ 01 and cross-polarization gain at yE451 in
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patch antenna: (a) 4 GHz; (b) 4.53 GHz; (c) 5.34 GHz. (From Mak
et al. [56], r 2000 IEEE.)
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the H plane) are shown in Fig. 16, where y is the azimuth
angle. A wide bandwidth of up to 36% (VSWRr2) with
7.5 dBi gain is obtained. The cross-polarization level in the
H plane is slightly higher at the two ends of the band of

operation, and about 15 dB down from the copolarization
level is attained at the center region of the band of oper-
ation. The far-field radiation patterns measured at 4, 4.53,
and 5.34 GHz are shown in Fig. 17. It can be observed that
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the copolarization patterns are stable across the band
of operation, with the mainbeam toward the broadside
direction.

Apart from the rectangular patch coupled by the L-
shaped probe as described, circular and triangular patch-
es are also investigated [57,58], which are also able to
show the wideband characteristic. It is believed that the L-
shaped probe coupling technique is also suitable for other
common patch shapes such as elliptical patch, semidisk,
and circular ring, as well as the bowtie patch and the
notched patch for different requirements. The wideband
performance of the L-probe-coupled patch antenna is
achieved by two basic insights: (1) the use of an electri-
cally thick substrate (E0.1l) [7], which provides a lower Q
factor, thus potentially giving a wider bandwidth; and (2)
probe inductance compensation [37–42], where, from the
transmission-line perspective, the vertical arm between
the patch and the ground forms an open circuit stub of
length less than a quarter-wavelength; thus a capacitive
reactance is provided. This is similar in concept to the ca-
pacitive coupled patch antenna [37–39]. Moreover, it is
necessary to note that the total length of the L-shaped
probe is less than a quarter-wavelength (i.e., Lvþ

Lho0.25l), thus maintaining the patch as the only radi-
ating element. Experiments also show that the L probe
itself without the patch does not act as an efficient radiator
across the operation band.

In the process of finding an optimum configuration, it is
found that the bandwidth generally increases with the
value of H, the separation between the patch and ground.
However, an optimum gain is obtained when H is around
0.1l. Furthermore, the gain is highly sensitive to the value
of H. Measurements also show that the gain is usually
higher when part of the L probe is not under the patch, as
shown in Fig. 15, than when the whole L probe is com-
pletely covered by the patch [56]. It is essential to mention
that when varying the value of H, it is necessary to
slightly alter the other parameters such as Lv, Lh, and
S simultaneously in order to obtain a wideband perfor-
mance again.

It has been shown that the L-shaped probe is effective
for exciting linearly polarized patch antennas. For ellipti-
cal polarized patch antenna designs, some studies have
been performed on the use of the L-probe coupling method
[63–65]. For dual-band operation, an L-probe-coupled
patch antenna operating at GSM/PCS band has also
been investigated [59]. As for combining the L-probe
coupling method with other bandwidth enhancement
techniques, there are L-probe-coupled U-slotted patch an-
tennas [49,50], together with a parasitic patch [60], or
with a short-circuiting post [61].

2.5.2. Extensions of the L-Probe Coupling Technique.
Further development based on the original L-shaped probe
design was made in order to provide more alternative
coupling methods that maintain the fundamental features
and enhance the flexibility of the design. One of these is an
L-shaped strip coupling method [34]; the concept of the L-
shaped probe is extended to accommodate a microstrip
feedline without the process of drilling the substrate and
soldering the L-shaped probe to the feedline. The use of a
microstrip feedline can allow the array design using low-
loss microwave substrates and inexpensive PCB sub-
strates. The second design is based on the T-shaped probe
coupling [67], which allows the vertical arm to point in a
direction orthogonal to both arms of the original L-shaped
probe. The feeding probe appears as a letter ‘‘T’’ when ex-
amined from the side view. Details of the two feeding tech-
niques are discussed below.

2.5.2.1. L-Strip-Coupled Patch Antenna. A single-layer
patch antenna coupled by an L-shaped strip is shown in
Fig. 18. A rectangular patch, with W�L¼ 30�25 mm, is
designed to operate at f0¼4.5 GHz. The air substrate has a
thickness of H¼ 8.3 mm. A 50-O microstrip feedline is
etched on a microwave substrate (er¼ 2.33) of thickness
h¼ 1.6 mm, which is located symmetrically with respect to
the patch. A stepped feedline, referred to as an ‘‘L-shaped
strip,’’ is introduced at the end of the 50-O microstrip
feedline. The width of the L-shaped strip is chosen to be
the same as that of the feedline. Moreover, referring
to Fig. 18b, the vertical and horizontal portions of this
L-shaped strip, with dimensions a¼ 5 mm and b¼ 10 mm,
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respectively, excite the TM01 mode of the patch by electro-
magnetic coupling. Note that the horizontal portion of the
L-shaped strip is supported by a foam material (erE1)
while the vertical portion is located under the patch at an
inset distance S¼ 1 mm from the edge of the patch. The
VSWR and gain (copolarization gain and cross-polariza-
tion gain) are measured. A wide bandwidth of up to 49%
(VSWRr2) and 7 dBi gain are achieved, details can be
found in Ref. 34.

2.5.2.2. T-Shaped Probe-Coupled Patch Antenna. The
second feeding method derived from the idea of the
L-shaped probe is the T-shaped probe [67]. A single patch
coupled by two identical T-shaped probes is discussed in
this section. The geometry is shown in Fig. 19. The objec-
tive here is to improve the radiation performance by can-
cellation of unwanted probe radiation [68], caused by the
vertical arm when using only one probe, without reducing
the achievable bandwidth.
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In Fig. 19, a microstrip feedline, with a quarter-wave-
length transformer designed to operate at 4.5 GHz, is
etched onto a dielectric substrate of thickness h¼
1.6 mm and er¼ 2.33. Two identical T-shaped probes,
Tv¼5.6 mm and Th¼ 9 mm, are connected to the feedline
below the ground plane and separated by lg/2, where lg is
the guide wavelength at 4.5 GHz. A rectangular patch of
dimensions 30� 25 mm is located at a height of H¼
6.6 mm. Also, the position of the patch is such that the
two T-shaped probes are inset the same distance S from
the patch edges and are symmetric with respect to the y
axis, as shown in the top view. In addition, because of the
lg/2 separation, the two T-shaped probes simultaneously
excite the same TM01 mode of the patch.

Figure 20 shows the variations of VSWR with frequen-
cy, the broadside copolarization gain and the cross-polar-
ization gain in the H plane with yE451, together with that
using one single T probe [67]. It is seen from the figure
that both antennas have impedance bandwidth
(VSWRr2) of around 40%. Also both antennas have
copolarization gain greater than 6.5 dBi across most of
their bands of operation, and the patch with a single T
probe has an average gain of 7 dBi. Most importantly, by
using two T probes to excite a single patch, the cross-po-
larization in the H plane is significantly suppressed and is

20 dB or more below the copolarization gain between 4.2
and 5.15 GHz.

The far-field radiation patterns at 4.5 GHz are shown
in Fig. 21. It can be observed that the copolarization pat-
terns in the H plane are symmetric about the broadside
direction and have low backlobe radiation. Also, the cross-
polarization patterns in the E plane are well below –25 dB.
Moreover, with the use of the additional out-of-phase T-
shaped probe, the dent in the E plane (when using a single
T) disappears and the E-plane copolarized pattern be-
comes more symmetric. The H-plane cross-polarized pat-
tern has also been effectively suppressed to less than –
20 dB in all directions.

3. DUAL-POLARIZED WIDEBAND PATCH ANTENNA

3.1. Dual-Polarized Aperture-Coupled Stacked-
Patch Antenna

A dual-polarized aperture-coupled stacked-patch anten-
na is shown in Fig. 22. Two square stacked patches are
fed by two crossed and stacked microstrip lines through
two crossed and nonresonate slots in the ground plane. A
thin substrate is placed between the microstrip lines to
enhance the port decoupling. The use of the stacked-
patch design is to obtain a wideband operation [69]. By
applying two orthogonal crossed slots located beneath
the center of the patch, symmetric far-field copolarization
patterns are achieved and high isolation can be obtained
[70]. This structure of dual-polarized patch antenna
yields about 30% impedance bandwidth (for VSWRr2)
and around 28 dB isolation across the operating band-
width.

3.2. A Dual-Polarized L-Probe-Coupled Patch Antenna

A square patch antenna can be excited with 7451 polar-
izations by using only two orthogonal L-shaped probes.
However, this antenna has poor input port isolation due to
strong coupling between the two vertical arms of the L
probes. To tackle this problem, a dual-feed concept is in-
troduced here to improve the isolation.

A modified dual-polarized patch antenna coupled by
two pair of L-shaped probes is shown in Fig. 23. The
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Figure 24. Outlook of feed network. (From Wong et al. [71], r
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antenna employs a pair of L probes to excite one polariza-
tion, say, þ 451 polarization. Then, another pair excites
the � 451 polarization. The operating center frequency is
f0E1.8 GHz. The patch, which is made of aluminum with
dimensions of W1¼ 62 mm (0.37l0)�W1¼ 62 mm (0.37l0)
� t1¼ 2 mm (0.012l0), is supported by two plastic posts
and is placed h0¼ 17 mm (0.1l0) above the ground plane.

Four copper L-shaped probe feeds with radius of 1 mm are
located below the patch and are connected to a feed net-
work. Each probe is designed to have an input impedance
of 50O. The horizontal and vertical lengths of each probe
are Lh¼38 mm (0.22l0) and Lv¼ 9 mm (0.05l0), respec-
tively. As shown in the figure, the four L-shaped probes
are located at points A, B, C, and D with AB¼BC¼CD¼

Horizontal-plane co-pol 

Horizontal-plane x-pol 

Vertical-plane co-pol 
Vertical-plane x-pol 

0

30

60

90

120

150

180
(a)

210

240

270

300

330

0−10−20−30−40

Horizontal-plane co-pol 

Horizontal-plane x-pol 

Vertical-plane co-pol 
Vertical-plane x-pol 

0

30

60

90

120 

150 

180 

(b)

210 

240 

270 

300 

330 

0 −10 −20 −30 −40 

Figure 27. Measured far-field patterns at
1.8 GHz: (a) port 1; (b) port 2. (From Wong
et al. [71], r 2004 IEEE.)
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DA. Probes A and C are excited with 1801 phase difference,
while probes B and D are also excited with antiphase.
Probes A and C are used to excite the þ 451 polarization,
while probes B and D are for the � 451 polarization. Fig-
ure 24 shows the outlook of feed network that has a di-
electric substrate of er¼ 2.65.

3.2.1. Experimental Results. Figure 25 shows measured
results of S21 for both antennas with or without the dual-
feed. It is observed that across the GSM1800 operating
bandwidth from 1.71 to 1.88 GHz, the S21 of the antenna
without the dual feed is about � 19 dB and the corre-
sponding value of the antenna with the dual feed is less
than � 30 dB. The 10 dB improvement is contributed by
the dual feed suppression technique. The VSWR of the
antenna with the dual feed (Fig. 26) is less than 2 in the
frequency range from 1.56 to 1.99 GHz, and an impedance
bandwidth of 23.8% is obtained. The VSWR is less than
1.5 from 1.66 to 1.94 GHz, and a 15% impedance band-
width is obtained that is wide enough to cover the
GSM1800 bandwidth.

The measured far-field patterns at 1.8 GHz for the an-
tenna with dual feed are shown in Fig. 27. The 3 dB
beamwidths are 611 and 621 in the vertical and horizon-
tal planes, respectively, for the þ 451 polarization. The
corresponding values for the � 451 polarization are 621

and 601. The backlobe levels for both þ 451 and � 451 po-
larizations are about � 15 dB, which may be quite high.
This is due to the use of a relatively smaller ground plane
(180� 180 mm) in the measurement. The antenna has the
average gain of 8.5 dBi.

3.3. Dual-Polarized L-Probe Antenna Array

A basic element of a dual-polarized L-probe patch antenna
has been presented in Section 3.2. Although the single el-
ement can have good self-isolation, in the array environ-
ment, the existence of coupling between array elements
results in poor input port isolation. To solve this problem,
we [71] also introduced techniques to enhance input ports
isolation by reducing coupling between elements. To en-
hance the isolation of a dual-polarized patch antenna ar-
ray, one solution is to use metallic walls surrounding each
element [71]. The function of the walls is to act as a barrier,
which avoids coupling between different elements. The
configuration of a dual-polarized patch antenna array
with surrounding metallic walls is shown in Fig. 28. The
separation between two elements is 133 mm (0.8l0). For
each element, a square aluminum patch with thickness of
1 mm and lengths of 58 mm is coupled by four identical
L-shaped probes located at each corner of the patch. The
patch is supported by plastic posts and placed 22 mm above
the ground plane. Each probe with radius of 1 mm, vertical
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length of 9 mm, and horizontal length of 38 mm is placed
13 mm below the patch. Each probe is designed to have a
characteristic input impedance of 50O. Metallic walls with
thickness of 2 mm surround the patch and act as an open-
ended cavity with dimensions of 120� 120� 30 mm. The
size of ground plane is 180� 300 mm. All L-shaped probes
are connected to the feed network, and placed underneath
the ground plane. Ports 1 and 2 are the input ports of the
þ 451 and � 451 polarizations, respectively.

3.3.1. Results. Measured results of S11, S12, and S22 for
the antenna array are shown in Figs. 29 and 30. As seen in
Fig. 29, the impedance bandwidth is 23.8% from 1.50 to
1.93 GHz, for VSWRr2, and is 12% from 1.66 to 1.89 GHz
for VSWRr1.5. Across the frequency range from 1.71 to
1.88 GHz, the value of S12 is less than � 30 dB as shown in
Fig. 30. This indicates that the vertical metallic walls are
able to reduce the coupling between different elements.
The measured far-field patterns for the center frequency
of 1.8 GHz are shown in Fig. 31. The 3 dB beamwidths are
311 and 641 in the vertical and horizontal planes, respec-

tively, for the �451 polarization. The corresponding val-
ues for the þ 451 polarization are 301 and 651. The
backlobe levels for both þ 451 and � 451 polarizations
are about � 25 dB. The performance of this antenna array
is suitable for using as base station antennas in mobile
communication systems.

3.4. Dual-Polarized Patch Antenna with Hybrid
Feeding Mechanism

A hybrid feeding mechanism for dual-polarized patch an-
tennas have been proposed [72,73]. They combine an ap-
erture coupling feed [15–17] and a capacitive coupling feed
[37–39] to enhance the isolation between input ports. One
of these hybrid dual-polarized patch antennas [72] is dis-
cussed here. The geometry of the antenna is shown in Fig.
32. The square patch, separated from the ground plane by
a thick foam substrate, is fed by two perpendicular strip-
lines etched on the feed layer, one through a small circular
hole and the other through a near-resonance aperture
formed in the upper ground plane. These two lines have
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characteristic impedance Zc¼ 50O. At port 1, an L-shaped
probe is connected at the end of the line via the small cir-
cular hole to cancel the inductance introduced by the thick
substrate. At port 2, an open-ended stub is needed to tune
out the large inductive reactance delivered to the feedline
by the aperture.

3.4.1. Measured Results. Figure 33 shows the measured
VSWR and input port isolation of the antenna. It is ob-

served that, for VSWRr1.5, the frequency range is 1.68–
2.06 GHz, or BW¼ 20.5% for port 1 and 1.59–2.03 GHz,
BW¼ 24.9% for port 2, respectively. Over the bandwidth,
input port isolation is below � 25 dB. The radiation pat-
terns at 1.8 GHz for the two ports are shown in Fig. 34.
The 3 dB beamwidths for the L-probe coupling case (port
1) are 701 and 711 in the E and H planes, respectively. The
corresponding values for the aperture-fed case (port 2) are
601 and 721, respectively. The measured gain at each of the
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two ports is greater than 6.0 dBi over the bandwidth. It
can be observed that the level of backradiation is high,
which is due to a relatively small ground plane used in the
measurement and can be reduced through the use of a
larger ground plane. The techniques described in Refs. 74
and 75 are also the efficient ways to reduce backradiation.
The stripline feed structure can reduce backradiation con-
siderably. On the other hand, backradiation from the ap-
erture is trapped between the upper and lower metallic
planes, resulting in the appearance of higher modes,
which enhances the cross-polarization components. It is
seen in Fig. 34 that the cross-polarization is quite high.
The cross-polarization and efficiency can be improved with
the use of shorting pins between the two ground planes

[76]. The high cross-polarization can also be overcome in
the array design using a balanced feed mechanism [77].

4. MINIATURE WIDEBAND PATCH ANTENNAS

Extensive studies have been dedicated to size reduction
techniques of microstrip patch antennas [78–81]. Several
techniques have been proposed to reduce the size of the
conventional half-wave patch. One approach involves the
use of expensive high-dielectric-constant materials [82].
Other approaches are to use either a shorting (short-cir-
cuiting) wall [83,84] or a shorting pin [78–81,85–87] or
various methods to increase the current pathlength flow-
ing on the patch [88]. However, a narrow bandwidth of less
than 6% (VSWRr2) is achieved on these designs. In this
section, we will summarize several designs of the minia-
ture patch antenna with bandwidth enhancement. Band-
width enhancements of small patch antennas with more
than 10% (VSWRr2) impedance bandwidth have been
reported in a number of papers. The designs can be divid-
ed into two major categories, one based on the quarter-
wave patch (shorting wall) structure and the other one
based on the shorting pin structure.

4.1. Wideband Patch Antennas Design Based on Quarter-
Wave Patch Structure

We know that placing a short circuit at the zero electric
field line of a half-wave rectangular patch can reduce the
size of the patch since half of the patch can be removed.
The narrow bandwidth of only about 6% (VSWRr2) is
achieved on this quarter-wave patch antenna.
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4.1.1. Quarter-Wave Patch with Short-Circuiting Pin.
Figure 35 shows the conventional quarter-wave patch an-
tenna and the quarter-wave patch antenna with shorting
pin. By applying a shorting pin, as much as 20.7% band-
width is achieved on the quarter-wave patch antenna [89].
The patch size is 30 mm (L)� 20 mm (W), with one of the
longer edge short-circuited to the ground via a short-cir-
cuiting wall. The feed position is df¼ 5.5 mm away from
the shorting wall, and the feed radius is rf¼0.5 mm. The
shorting pin of radius rs¼ 0.5 mm is placed ds¼ 11 mm
away from the open edge.

Figure 36 shows the VSWR of the quarter-wave patch
antenna with shorting pin for different substrate thick-
ness. The substrate thickness (h) varies from 3 mm
(0.375l0) to 9 mm (0.837l0). The resonant frequency de-
creases when the substrate thickness increases. The band-
width varies from 9% when h¼ 3 mm (0.375l0) at
3.76 GHz to 20.7% when h¼9 mm (0.837l0) at 2.79 GHz,
where the feed location has varied in order to obtain the
widest bandwidth. Table 1 summarizes the feedprobe lo-
cation df, shorting pin location ds, feedprobe radius rf, and
shorting pin radius rs.

Figure 37 shows the measured radiation pattern when
h¼ 9 mm. It is observed that the shorting wall leads to
asymmetric radiation pattern and causes the f¼ 01 plane
copolarized radiation pattern (Ey) tilting away from the
broadside direction, which is similar to the quarter-wave
patch antenna. Also, the radiation of the shorting wall and

the shorting pin cause the cross-polarized field (Ey) in the
f¼ 901 plane to increase, and this becomes greater when
the substrate thickness h is increased. This antenna
achieves a gain of more than 3 dBi when the substrate
thickness varies from h¼ 3 to 9 mm. Table 1 summarizes
the performance of the antenna with different substrate
thicknesses.

4.1.2. Shorted Two-Layer Patch Antennas. The design of
this type of antennas is based on the two-layer patch an-
tenna. A shorting wall is placed at the line of symmetry
of this two-layer patch antenna as shown in Fig. 38a.
Figures 38b–38d show different configurations of the
short-circuited two-layer patch antennas. The differences
among the three antennas are the upper patch shape and
the width of the shorting wall. The impedance bandwidth
achieves more than 8% (VSWRr2) in all designs [90–92].

The projection dimensions of the antenna are, width W
¼ 17.5 mm and length L¼17.5 mm. The substrate be-
tween the upper patch and the lower patch has a thick-
ness of h1¼ 2 mm. The antennas are excited in the TM10

mode by a coaxial feed, where the feed position is 13.5 mm
away from the radiating edge. The lower patch is held by a
foam substrate of thickness h2¼6 mm. The area of the
shorted two-layer patch antenna has been reduced by 92%
when compared with the conventional rectangular patch.
The bandwidth has been enhanced to 8.3%. In cases with
higher resonant frequency, the bandwidth can attain 11%.
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Figure 35. Geometry of quarter-wave patch
antenna with short-circuiting pin. (From Mok
et al. [89], reprinted with permission from
IEE.)
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Figure 34. Measured patterns for ports 1
and 2 at 1.8 GHz, 10 dB/div. (From Guo et al.
[72], r 2002 IEEE.)
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Figure 39 shows the radiation pattern of the shorted two-
layer patch antenna. Again, a relatively high cross-polar-
ization level is measured as a result of the radiation of the
coaxial feed. It is also observed that the shorting wall
leads to the asymmetric radiation pattern. As the size has
been greatly reduced, the average gain obtained is only
1.5 dBi for the configuration shown in Fig. 38d.

4.1.3. Other Structures with Shorting Walls
4.1.3.1. L-Probe Feed. The L-shaped probe coupling

technique [55] has been demonstrated to enhance the
bandwidth of the traditional patch antennas in Section
2.5. Here, the bandwidth is enhanced by applying the L-
probe coupling techniques incorporated with the quarter-
wave patch antenna [93], as shown in Fig. 40.

The patch is excited in the TM01 mode by the L-probe
fed. The patch size has length L¼ 0.17l0, width W¼
0.46l0, and height H¼ 0.1l0. Figure 41 shows the imped-
ance bandwidth and gain, where the impedance band-
width achieves as much as 39% (VSWRr2) with an
average gain of 7 dBi. The radiation pattern is stable
across the passband and is radiated in the broadside di-
rection with a beam squint of B151 due to the asymmetric
structure of the antenna.

4.1.3.2. Capacitive Coupling. This is another feeding
method introduced to enhance the bandwidth of regular
patch antenna, as discussed in Section 2.4.1, and also for
the miniature patch antenna. A circular disk is connected
to the coaxial probe, which acts as a capacitor patch to

compensate the inductance introduced from the feeding
probe [94]. The structure is shown in Fig. 42.

The capacitance from the capacitor patch and the in-
ductance from the coaxial probe are in resonance near the
patch resonance. As shown in Fig. 43, there are two res-
onances: one from the series resonance by the feed mech-
anism and the other one from the patch. Once the
resonances are close to each other, a bandwidth of 35%
(VSWRr2) is achieved. The average gain obtained is 4 dBi
across the passband. The cross polarization level is as high
as the copolar value.

4.1.3.3. Stacked Patch. In the stacked-patch techniques
(Section 2.3.2), where the parasitic patch has a close res-
onance to the driven patch, the bandwidth is enhanced
because the two resonators have two closely packed reso-
nant frequencies. Several designs have been reported on
the bandwidth enhancement of the quarter-wave patch
antenna using stacked structure [95–97]. Figures 44a and
44b show two different configurations. The structure
shown in Fig. 44a consists of a driven lower patch with a
parasitic element placed horizontally on top of it, and a
common shorting wall is connected to both patches
[95,96]. The driven patch is larger than the parasitic
patch. Figure 44b shows another configuration with a tilt-
ed parasitic patch where the shorted edge is common to
the shorted edge of the driven patch [97].

Table 1. Parameter Study of the Quarter-Wave Patch
Antenna with Short-Circuiting Pin

h

(mm)
df

(mm)
ds

(mm)
f0

(GHz)
Bandwidth

(%)
Maximum
Gain (dBi)

3 5 8 3.75 9.1 3.4
4 3 10 3.88 12.4 3.5
5 2 14 3.6 17.2 3.3
6 3 16 3.49 19.2 3.7
7 3 18 3.17 20.2 4
8 5 20 2.95 20.7 3
9 3 22 2.79 20 3.6

Source: From Mok et al. [89], reprinted with permission from IEE.
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Figure 37. Radiation pattern of quarter-wave patch antenna
with short-circuiting pin. (From Mok et al. [89], reprinted with
permission from IEE.)
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Figure 45 shows the VSWR of the quarter-wave patch
antenna shown in Fig. 44a. Two resonances come from two
stacked resonators. A maximum of 30% of impedance
bandwidth is obtained when the antenna thickness is
0.082l0. Table 2 summarizes the relationship between
the antenna thickness and the impedance bandwidth.

In the second design, based on the stacked-patch struc-
ture, the upper patch is tilted by 13.61 and the impedance

bandwidth enhances to 44% (VSWRr2). Both radiation
patterns are stable across the passband with a shift of 451
in the E-plane copolarized field. This is due mainly to the
asymmetric structure of the quarter-wave patch antenna.
The cross-polarization levels in the H-plane are quite
high, which is typical of the behavior of the quarter-
wave patch antenna. Figure 46 shows the radiation pat-
tern of the titled upper patch antenna.
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Figure 39. Radiation pattern of short-cir-
cuited two-layer patch antennas. (From
Chair et al. [91], reprinted with permis-
sion from IEE.)
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4.2. Wideband Patch Antenna Design Based on the
Short-Circuiting Pin Structure

The use of a shorting pin to adjust the resonant frequency
of a patch antenna is well known [98]. As the design is
similar, but not identical, to the PIFA (planar inverted-F
antenna) design, it was shown that the size of the tradi-
tional patch antenna can be reduced by adding a shorting
pin near the feed location [81]. The size reduces by more
than 80%; however, narrow impedance bandwidth is its
drawback, and only 1.2% is achieved. With the use of a
thicker substrate, around 0.06l, the bandwidth can be
improved to 6% [99].

4.2.1. Multiple Shorting Pins
4.2.1.1. Single-Layer Patch. In Ref. 99, by using more

shorting pins, the bandwidth of the antenna can be in-
creased. Figures 47a and 47b show the antennas structure
with two and three shorting pins, respectively. The shape
of the patch can be either circular or rectangular.

The bandwidth (VSWRr2) with 7.9% and 9.4% is
achieved when two and three shorting pins are used as
shown in Figs. 47a and 47b, respectively. Unlike the single

L-probe-feed 

Shorting wall 

Side view 

Top view 

Figure 40. L-probe-fed patch antenna with short-circuiting wall.
(From Guo et al. [93], reprinted with permission from IEE.)
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Figure 42. Capacitively fed patch antenna with short-circuiting
wall. (From Voipio et al. [94], r 1998 IEEE.)
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Figure 44. Stacked patch structures with short-circuiting wall.
(From Zaid et al. [96], r 1999 IEEE and Bonefacic et al. [97],
reprinted with permission from IEE.)

Table 2. Parameter Study on Patch Thickness and
Impedance Bandwidth

Patch Thickness Impedance Bandwidth (VSWRr2) (%)

0.039l0 15.4
0.043l0 18.6
0.055l0 23
0.082l0 29.5

Source: From Zaid et al. [96], r 1999 IEEE.
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shorting pin, the multiple shorting pins should be posi-
tioned further apart. However, the tradeoff is the increase
in patch size. Since the number of the shorting pins in-
creases, the performance of the antenna tends toward a
quarter-wave antenna behavior. The H-plane cross-polar-
ization level is still relative high because the presence of
the shorting pins.

4.2.2. Slot-Loaded Patch
4.2.2.1. U-Shaped Slot. Lee [42] proposed a U-shaped

slot on the patch to enhance the bandwidth of the tradi-
tional probe feed patch, as discussed in Section 2.4.2.2. In
Ref. 100, a design combining the U shaped slot and the
shorting pin that can reduce the size and enhance the
bandwidth of the antenna is presented. The structure is
shown in Fig. 48.

This patch antenna can achieve an impedance band-
width to 30% (VSWRr2) with substrate thickness of
0.084l0. The size of the proposed antenna is only 21% of
the original half-wave patch antenna. As the size of this
antenna has been greatly reduced, the average gain is
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Figure 45. VSWR of stacked quarter-wave patch antenna. (From
Zaid et al. [96], r 1999 IEEE.)
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Figure 48. Structure of short-circuited U-slot patch antenna.
(From Shackelford et al. [100], reprinted with permission from
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around 2 dBi. Figure 49 shows the radiation pattern of the
antenna. The radiation pattern is stable across the band,
whereas the strongest radiation has tilted 521 away from
the broadside direction. The high cross-polarization level
in the H-plane is obtained due to the radiation of the
shorting pin and coaxial feed.

4.2.2.2. Rectangular Notch. Figure 50 shows the short-
ed rectangular shaped slot semidisk microstrip antenna
[101]. The antenna is designed be used in the IMT2000
(1885–2200 MHz), DECT (1880–1900 MHz), and Bluetooth
wireless communication (2400–2483.5 MHz) systems.

With an appropriate rectangular slot size and locations
of the shorting pins, the impedance bandwidth achieves
32.4% (VSWRr2), which covers the frequency range from
1.86 to 2.58 GHz. The size reduction is due mainly to the
shorting pin, which acts as an inductive loading. Enhance-
ment of the electric fields by the thin rectangular slot can
further reduce the size of the antenna. With the thin rect-
angular slot, the shorted semidisk patch antenna excites
dual-frequency resonance. Therefore, a broad bandwidth
is obtained by optimizing the size of the rectangular slot in
order to merge the two resonances closely packed. Figure
51 shows the return loss and input impedance of the an-
tenna. The thickness of the antenna is about 0.07l1, and
the size is less than 0.35l1, where l1 is the wavelength at
the lowest frequency (1.86 GHz).

5. CONCLUDING REMARKS

This article begins with the introduction of several
common bandwidth-widening methods for microstrip
antennas. Features of each method are discussed with
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ford et al. [100], reprinted with permission
from IEE.)
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related illustrations and references. One of the basic
means of increasing bandwidth is to employ electrically
thick substrate with low dielectric constant, but the prob-
lem associated with increasing the substrate thickness is
the increased reactance associated with the longer probe
feed required. This limits the achievable bandwidth of mi-
crostrip antennas to only a few percent. Several wideband
techniques designed by the authors are then discussed,
including the advanced technique of employing the L-
probe coupling technique. The article proceeds to discuss
the wideband performance on two popular antenna de-
signs: the wideband dual-polarized patch antennas de-
signs and the wideband miniature patch antennas
designs. Throughout the article, experimental results are
presented and referenced.
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1. INTRODUCTION

Microstrip antennas are usually formed by printing a con-
ducting patch on a grounded dielectric substrate, and
show the attractive features of lightweight, low profile,
easy fabrication, and conformability to mounting hosts [1].
In order to meet the miniaturization requirement of mo-
bile communication equipment [2], researchers have de-
voted much attention to compact microstrip antennas.
Many related compact designs with broadband, dual-fre-
quency, dual-polarized, circularly polarized, and gain-en-
hanced operations have been reported since the late 1990s
[3]. This article addresses these innovative designs for
compact microstrip antennas.

In Section 2, promising design techniques for reducing
the size of microstrip antennas at a fixed operating fre-
quency are introduced. These techniques include the uses
of a high-permittivity substrate, a short-circuited patch, a
slotted or meandered patch, a slotted or meandered slot-
ted ground plane, and chip capacitor loading. Some re-
ported compact microstrip antenna designs are described
and discussed in this section. Section 3 discusses compact
broadband microstrip antenna designs. The design tech-
niques for achieving broadband operation with reduced
antenna size are described. The related design techniques
include the use of a short-circuited patch with a thick air-
layer substrate, stacked shorted patches, chip resistor
loading, and slot loading in the radiating patch or ground
plane. Some interesting designs are presented.

Sections 4 and 5 present the designs of compact dual-
frequency and dual-polarized microstrip antennas, respec-
tively. Compact microstrip antennas with dual-frequency
operation have attracted much attention recently (as of
2004), and many related designs have been available in
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the open literature. The advances in compact circularly
polarized (CP) microstrip antennas are considered in
Section 6. A variety of design examples of the compact
CP microstrip antennas are presented. The designs for
achieving gain-enhanced compact microstrip antennas are
included in Section 7. Some design examples are demon-
strated. Finally, in Section 8, concluding remarks are
made, and some future studies of compact microstrip
antennas are addressed.

2. DESIGN TECHNIQUES FOR COMPACT
MICROSTRIP ANTENNAS

2.1. Use of a High-Permittivity Substrate

In general, microstrip antennas are a half-wavelength
structure and are operated at the fundamental resonant
mode of TM01 or TM10, with a resonant frequency given by
(valid for a rectangular microstrip antenna with a thin
microwave substrate)

f0 ffi
c

2L
ffiffiffiffi
er
p ð1Þ

where c is the speed of light, L is the patch length of a
rectangular microstrip antenna, and er is the relative per-
mittivity of the grounded microwave substrate. From (1),
it is known that the radiating patch of the microstrip an-
tenna has a resonant length approximately proportional
to 1=

ffiffi
e
p

r, and the use of a microwave substrate with a
larger permittivity thus can result in a smaller physical
antenna length required at a fixed operating frequency.
For comparison, taking two microstrip antenna designs
with substrates of different relative permittivities of 3 and
27 as an example, the required length of the microstrip
patch of the latter design will be only about one-third of
that of the former one, as predicted from (1); that is, the
required patch size of the latter design is only about 10%
that of the former one. This result suggests that an an-
tenna size reduction as large as about 90% can be ob-
tained, if the design with er¼ 27 is used instead of the case
with er¼ 3 for a fixed operating frequency.

2.2. Use of a Short-Circuited Patch

Figure 1 shows the geometry of a short-circuited rectan-
gular microstrip antenna with a short-circuiting (short-
ing) pin. For the case that the short-circuiting pin is
absent, the rectangular microstrip antenna is usually op-
erated as a half-wavelength antenna, and the fundamen-
tal resonant frequency is given in (1). When there is a
short-circuiting (SC) pin placed at x¼L/2, y¼ 0 (center of
the patch edge) and the feed position is chosen from the
centerline (x axis), the first resonant frequency occurs at
about 0.38f0 [4] (When there is more than one SC pin at
the edge or a SC wall is used, the first resonant frequency
occurs close to or at about 0.5f0. In this case, the short-
circuited microstrip antenna is operated as a quarter-
wavelength antenna.). This behavior suggests that the
SC-pin-loaded rectangular microstrip antenna is operated
with a resonant length less than one quarter-wavelength,
and a greater reduced antenna size than the case with a
SC wall can be obtained.

With the SC-pin-loading technique, the antenna size
reduction is due mainly to the shifting of the null voltage
point at the center of the rectangular patch (excited at
TM01 mode) and the circular patch (operated at TM11

mode) to their respective patch edges, which causes the
short-circuited patches to resonate at a much lower fre-
quency. Thus, at a given operating frequency, the required
patch dimensions can be significantly reduced, and the
reduction in the patch size is limited by the distance be-
tween the null voltage point in the patch and the patch
edge. For this reason, compared to the case of SC-pin-load-
ed rectangular and circular patches, it is expected that an
equilateral triangular microstrip patch excited at its fun-
damental mode (TM10 mode), where the null voltage point
is at two-thirds of the distance from the triangle tip to the
bottom edge of the triangle, will have a much larger
reduction in the resonant frequency, when applying the
SC-pin-loading technique. For comparison with the pre-
diction, a compact triangular microstrip antenna with a
SC pin loaded at the triangle tip was constructed and test-
ed [5]. In this study, it is found that, for operating at about
the same frequency, the side length of the compact (short-
circuited) triangular microstrip antenna is only about 25%
that of the conventional (regular-size) triangular micro-
strip antenna. This means a reduction of about 75% of the
linear dimension of the antenna, or the size of the compact
antenna is only about 7% of that of the conventional mi-
crostrip antenna. This reduction in antenna size is greater
than those reported for the compact rectangular and cir-
cular microstrip antennas using the same technique.

2.3. Use of a Slotted or Meandered Patch

Compact operation of microstrip antennas can be obtained
by embedding slots in the radiating patch or inserting slits
at the boundary of the radiating patch. In this case, the
effective surface current path in the radiating patch can be
greatly lengthened or meandered, thereby leading to a
large decrease in the antenna’s fundamental resonant fre-
quency. Figure 2 shows some slotted or meandered patch-
es suitable for the design of compact microstrip antennas.
In Fig. 2a, the embedded slot is a cross-slot, whose two

Figure 1. Geometry of a compact microstrip antenna with short-
circuiting-pin loading.
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orthogonal arms can be of unequal or equal lengths. This
kind of slotted patch causes meandering of the patch sur-
face current path in two orthogonal directions and is suit-
able for achieving compact circularly polarized radiation
[6,7] or compact dual-frequency operation with orthogonal
polarizations [8]. Similarly, the designs with a pair of bent
slots [9] (Fig. 2b), a group of four bent slots [10] (Fig. 2c),
four 901-spaced inserted slits [11] (Fig. 2d), a perforated
square patch or a square-ring patch with a cross-strip [12]
(Fig. 2e), a circular slot [13] (Fig. 2f), a square slot [14]
(Fig. 2g), and a group of meandering slits at the boundary
of a circular patch [15] (Fig. 2h) or at the nonradiating
edges of a rectangular patch [16] (Fig. 2i) have been suc-
cessfully applied to achieve compact circularly polarized
or compact dual-frequency microstrip antennas.

2.4. Use of a Slotted or Meandered Ground Plane

The technique shown in Section 2.3 for lengthening the
excited patch surface current path to lower the antenna’s
fundamental resonant frequency can also be applied to the
antenna’s ground plane [17]. Figures 3a and 3b show, re-
spectively, the geometries of compact microstrip antennas
with a meandered ground plane and a slotted ground
plane. The design in Fig. 3a is intended for achieving lin-
early polarized radiation for a compact microstrip anten-
na, while that in Fig. 3b can be used to generate dual
linearly polarized waves for compact dual-polarized oper-
ation. In addition to a large decrease in the antenna’s fun-
damental resonant frequency obtained, similar to the
behavior described in Section 2.3, the impedance band-
widths of the compact microstrip antennas shown in Fig. 3
are all greater than that of the regular-size microstrip an-
tenna. This behavior is due largely to the slots embedded
in the antenna’s ground plane, which effectively lowers the
quality factor of the antenna. Moreover, an increase in the
radiation efficiency of the antenna has also been obtained,
and an enhanced antenna gain has been measured. From
the results obtained in Ref. 17, for the case of using an FR4
substrate, the measured impedance bandwidth of the

design shown in Fig. 3a is about 1.85 times that (3.7 vs.
2.0%) of a corresponding conventional (regular-size) mi-
crostrip antenna without embedded slots in the antenna’s
ground plane, and a gain enhancement of 1.6 dBi (4.6 vs.
3.0 dBi) is also obtained. However, a larger front-to-back
ratio (F/B) was also measured. From the measured results,
the backward radiation is increased by about 7 dBi, com-
pared to the conventional microstrip antenna. This in-
crease in the backward radiation is contributed by the
embedded slots in the ground plane and the decreased
ground-plane size in wavelength.

2.5. Use of a Chip Capacitor Loading Technique

With the use of one or more chip capacitors loaded into the
microstrip antenna (see Fig. 4), compact microstrip an-
tennas can be obtained [18,19]. For the construction of this
kind of chip capacitor-loaded microstrip antenna, a via
hole at a suitable position is first drilled through the sub-
strate. Then, a chip capacitor of suitable capacitance is
loaded into the via hole, with its two ends connected to the
radiating patch and the ground plane. It has been report-
ed that a large frequency reduction of about 65% can be
obtained using the chip capacitor loading technique [19].
Moreover, with the large frequency reduction obtained,
the radiated power from the antenna is almost the same.
This suggests that no significant change in the antenna

Figure 2. Some reported slotted or meandered patches suitable
for the design of compact microstrip antennas.

Figure 3. Geometries of compact microstrip antennas with (a) a
meandered ground plane and (b) a slotted ground plane.
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gain of such a compact microstrip antenna compared to a
conventional microstrip antenna at a fixed operating fre-
quency is expected.

3. COMPACT BROADBAND MICROSTRIP ANTENNAS

With the size reduction at a fixed operating frequency, the
impedance bandwidth of a microstrip antenna is usually
decreased. To obtain an enhanced impedance bandwidth,
one can simply increase the antenna’s dielectric substrate
thickness to compensate the decreased electrical thickness
of the substrate due to the lowered operating frequency or
apply the compact broadband design techniques of using
chip resistor loading, a short-circuited patch with a thick
air-layer substrate, stacked short-circuited patches, and
slot loading. These compact broadband design techniques
are described in this section.

3.1. Use of a Chip Resistor Loading Technique

Figures 5a and 5b show two promising designs of chip-re-
sistor-loaded microstrip antennas. Two different feed
mechanisms using a probe feed and an inset microstrip-
line feed have been implemented and analyzed [20]. This
kind of microstrip antenna design is achieved by replacing
the short-curcuiting pin in a short-circuited microstrip
antenna, as seen in Fig. 1, with a chip resistor of low re-
sistance (generally 1O). In this case, with the same an-
tenna parameters, the antenna size reduction obtained
can be even greater for a design using SC-pin loading de-
scribed in Section 2.2. Moreover, the obtained impedance
bandwidth can be increased by a factor of six compared to
a design using shorting-pin loading. For the case of using
an FR4 substrate of thickness 1.6 mm and relative per-
mittivity 4.4, the impedance bandwidth can reach 10% in
the L-band operation [20]. However, as a result of the in-
troduced ohmic loss of the chip resistor loading, the an-
tenna gain is decreased, and is estimated to be about
2 dBi, compared to a shorted patch antenna with a SC pin.

3.2. Use of a Short-Circuited Patch with a Thick
Air-Layer Substrate

Broadband short-circuited microstrip antennas fed by
using a probe feed, a capacitively coupled feed [21] or an

L-probe feed [22] have been reported. Figure 6 shows typ-
ical geometries of this kind of short-circuited microstrip
antenna. The design shown in Fig. 6a uses a simple probe
feed with a long probe pin, which may introduce a large
inductance to the input impedance of the antenna, thus
resulting in poor impedance matching for frequencies

Figure 4. Geometry of a compact microstrip antenna with chip
capacitor loading.

Figure 5. Geometries of chip-resistor-loaded microstrip anten-
nas with (a) a probe feed and (b) an inset microstrip-line feed.

Ground plane
Shorted patch

via-holeShorting wall

Capacitive
feed

L-probe or
L-strip

(a)

(b)

(c)

Figure 6. Geometries of short-circuited microstrip antennas
with a thick air-layer substrate fed using (a) a probe feed, (b) a
capacitively coupled feed, and (c) an L-probe or L-strip feed.
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across the desired operating band. To solve the problem,
the designs shown in Figs. 6b and 6c can be applied.

The design shown in Fig. 6b uses a capacitively coupled
feed, which usually consists of either a circular or a rect-
angular metal plate to capacitively couple the electromag-
netic energy from the source to the short-circuited
radiating patch. By further incorporating a capacitive
load to this short-circuited (SC) patch, it has been dem-
onstrated that the overall length of the SC microstrip an-
tenna with an air-layer substrate can be reduced from a
quarter-wavelength to less than one-eighth wavelength
[21]. Such a design with a volume of 20� 8� 4 mm3 has
been constructed, and an impedance bandwidth of
178 MHz centered at 1.8 GHz has been obtained, which
meets the bandwidth requirement of the DCS (Digital
Communication System) cellular communication system.

For the geometry shown in Fig. 6c, the capacitive cou-
pling of the electromagnetic energy from the source to the
SC patch is achieved by using an L probe or an L strip. It
has been reported that, with the use of a foam substrate of
thickness about 0.1l0 (where l0 is the free-space wave-
length of the center operating frequency), an impedance
bandwidth of 39% can be obtained for an L-probe-fed SC
microstrip antenna [22]. In this design, the L probe incor-
porated with the SC patch introduces a capacitance com-
pensating some of the large inductance introduced by the
long probe pin in the thick foam substrate, which makes it
possible for achieving good impedance matching over a
wide frequency range. However, a beam squint of about
15–601 in the E-plane radiation pattern obtained has also
been observed, which is probably attributed to the asym-
metric current distribution of the shorted patch, due to the
presence of the SC wall and the L probe.

3.3. Use of Stacked Short-Circuited Patches

The impedance bandwidth of a microstrip antenna is in
general proportional to the antenna volume measured in
wavelengths. However, by using two stacked short-circuit-
ed (SC) patches and making both patches radiate as equal-
ly as possible and have a radiation quality factor as low as
possible, one can obtain enhanced impedance bandwidth
for a fixed antenna volume [23]. Figure 7 shows two typ-
ical geometries of stacked SC microstrip antennas for
broadband operation. In Fig. 7a, the two stacked SC
patches have different short-circuiting (SC) walls. By se-
lecting a proper distance between the two offset SC walls,
one can achieve a wide impedance bandwidth for the an-
tenna. For the geometry shown in Fig. 7b, a common SC
wall is used for the two stacked SC patches. In this case,
impedance matching is achieved mainly by selecting a
proper feed position and a proper distance between the
two SC patches. It should also be noted that, for the two
geometries shown in Fig. 7, the upper SC patch can be
considered to be a parasitic element coupled to the lower
shorted patch, the driven element. In the design, the two
SC patches are usually selected to have approximately the
same, but unequal, dimensions. The substrates between
the two SC patches and between the lower SC patch and
the ground plane can be with air, foam or dielectric ma-
terials. Also, a partial SC wall or a SC pin can be used in

place of the offset SC walls or the common SC wall shown
in Fig. 7.

3.4. Use of a Slot-Loading Technique

By embedding suitable slots in the radiating patch of a
microstrip antenna, enhanced bandwidth with a reduced
antenna size can be obtained [24]. A typical design with a
slotted equilateral-triangular patch is shown in Fig. 8. It is
found that, by embedding a pair of branchlike slots of
proper dimensions, the first two broadside radiation
modes of TM10 and TM20 of the equilateral-triangular mi-
crostrip antenna can be perturbed such that their reso-
nant frequencies are both lowered and close to each other
to form a wide-impedance bandwidth. In this design, the
obtained impedance bandwidth is usually about equal to
or less than 2.0 times that of a corresponding conventional
microstrip antenna.

Ground plane
Shorted patch

via-hole

Feed position

Shorting wall

(a)

Ground plane
Shorted patch

via-hole

Feed position

Shorting wall

(b)

Figure 7. Geometries of stacked short-circuited microstrip an-
tennas with (a) offset short-circuiting walls and (b) a common
short-circuiting wall.

Figure 8. Geometry of a slotted equilateral triangular patch for
the design of compact broadband microstrip antenna.
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4. COMPACT DUAL-FREQUENCY
MICROSTRIP ANTENNAS

Dual-frequency operation has been an important subject
in microstrip antenna designs [25], and many such de-
signs are known. To achieve dual-frequency operation for
reduced-size or compact microstrip antennas, many prom-
ising designs have been reported [3]. Some typical com-
pact dual-frequency designs are presented in this section.
The two operating frequencies can have the same polar-
ization planes [4,26–30] or orthogonal polarization planes
[8,9]. In Section 4.1, two kinds of compact dual-frequency
design techniques of using slot loading and SC-pin loading
for the case with same polarization planes are introduced.
In Section 4.2, the designs of compact dual-frequency mi-
crostrip antennas with orthogonal polarization planes are
described.

4.1. With Same Polarization Planes

The design using a slot-loading technique is first de-
scribed. Figures 9a and 9b show the promising geometries

of a slot-loaded, meandered rectangular microstrip anten-
na [26] and a slot-loaded, bowtie microstrip antenna [27]
for compact dual-frequency operation with same polariza-
tion planes. In the design shown in Fig. 9a, the radiation
characteristics of the antenna operated in the TM10 and
TM30 modes are similar and have the same polarization
planes. These two modes can be excited with good imped-
ance matching using a single probe feed, and owing to the
meandering of the rectangular patch with slits inserted at
the patch’s nonradiating edges, the resonant frequencies
f10 and f30 of the two operating modes can be significantly
lowered, with the radiation characteristics slightly affect-
ed. This indicates that a large antenna size reduction can
be obtained by using the present design compared to the
slot-loaded patch without slits for fixed dual-frequency
operation.

Based on its compactness in antenna size for a fixed
operating frequency and the fact that its radiation char-
acteristics are similar to those of a regular-size rectan-
gular microstrip antenna, the bowtie microstrip antenna
is also a good candidate for achieving compact dual-fre-
quency operation. A typical design obtained by using a
slot-loading technique is shown in Fig. 9b. In this design,
a pair of narrow slots is embedded close to the radiating
edges of the bowtie patch. The bowtie patch has a flare
angle of a and a patch width of W. The linear dimension
of the bowtie patch in the resonant direction is fixed to be
L. A pair of narrow slots having dimensions of 1 mm� ‘
are embedded in the bowtie patch and placed close to the
radiating edges at a distance of 1 mm. A single probe feed
is located along the centerline of the bowtie patch. It is
found that both the TM10 and TM30 modes are strongly
perturbed, and that their respective resonant frequen-
cies decrease with increasing flare angle of the bowtie
patch. In addition, there exists a feed position for
good impedance matching of the two operating frequen-
cies. In addition to the compact dual-frequency operation
obtained, the two operating frequencies have the
same polarization planes, and good cross-polarization
radiation is observed, especially for the E-plane radia-
tion [27].

In Fig. 10, the geometries of short-circuited microstrip
antennas for compact dual-frequency operation with same
polarization planes are presented. These designs are
achieved by applying the SC-pin loading technique
[4,28–30]. By incorporating a SC pin in the centerline of
a rectangular microstrip patch and exciting the patch
through a suitable feed position also chosen from the cen-
terline (see Fig. 10a), a good matching condition for both
the first two resonant frequencies of the microstrip anten-
na can be obtained, which makes possible the dual-fre-
quency operation of such a compact microstrip antenna
through a single coax feed. The obtained frequency ratios
between the two operating frequencies have been reported
to be about 2.0–3.2 [4]. For the case of using a circular
microstrip antenna (Fig. 10b), the frequency ratio ob-
tained for the compact dual-frequency operation is about
2.55–3.83 [28], while that for a triangular microstrip an-
tenna is about 2.5–4.9 [29]. As for the case of using a bow-
tie microstrip antenna (see Fig. 10d), it is possible to
obtain a frequency ratio of about 5.0 [30].

Figure 9. Geometries of (a) a slot-loaded, meandered rectangu-
lar microstrip antenna and (b) a slot-loaded, bowtie microstrip
antenna for compact dual-frequency operation with same polar-
ization planes.
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4.2. With Orthogonal Polarization Planes

In this section, rectangular microstrip antennas with
promising embedded slots or inserted slits for achieving
compact dual-frequency operation with orthogonal polar-
ization planes [8,9] are described. Figure 11 shows four
promising designs of this kind of compact dual-frequency
microstrip antenna. In the design shown in Fig. 11a, the
embedded slot is a cross-slot of equal arm lengths. It is
found that, by increasing the cross-slot length, both the
antenna’s first two excited resonant frequencies (f10 and
f01) can be lowered with the frequency ratio almost un-
changed. Note that the frequency ratio obtained is close to
the aspect ratio of the rectangular patch. It has also been
found that the reduction in the two excited resonant fre-
quencies results in a patch size reduction of about 23% for
a given dual-frequency design [8].

With the loading of a pair of bent slots, compact dual-
frequency operation for a rectangular microstrip antenna
has been reported [9]. Figure 10b shows the antenna ge-
ometry studied. It has been determined that, for fixed
dual-frequency operation, the required patch size is only
about 68% that of the design using a simple patch without
bent slots. This corresponds to a 32% patch size reduction.
The measured radiation patterns of the two operating fre-
quencies were also measured. Although the excited patch
surface current paths are significantly altered to lower the
desired resonant frequencies, no special distortion of the
radiation patterns is observed and the cross-polarization
radiation is at an acceptable level.

Figure 10c shows the design of using four inserted slits
at the patch edges of a rectangular patch [3]. The four in-
serted slits are of the same length. When the slit length
increases, the resonant frequencies of the first two
resonant modes are lowered, similar to the cases with a
cross-slot (Fig. 11a) or a pair of bent slots (Fig. 11b).

Experimental results have shown that, for fixed dual-fre-
quency operation, the patch size of the present design can
be reduced to 56% of that using a simple patch without
inserted slits [3]. With the use of four T-shaped slots (Fig.
11d), a patch size reduction of about 38% has been ob-
tained [3].

5. COMPACT DUAL-POLARIZED MICROSTRIP ANTENNAS

This section describes the dual linearly polarized opera-
tion of a compact square microstrip antenna with a slotted
radiating patch. It is demonstrated that such a slotted
microstrip antenna with a group of four symmetric bent
slots can perform excellent dual-polarized radiation [31],
while the antenna size is significantly reduced for opera-
tion at a fixed frequency. Figure 12 shows the geometries
of two possible designs. In Fig. 12a, the design is with bent
slots parallel to the patch’s central lines (denoted design
A), while the design in Fig. 12b is with bent slots parallel
to the patch’s diagonals (design B). The square patch has a
side length of L, and the four bent slots are of the same
dimensions and have a narrow width of 1 mm. The two
arms of each bent slot have the same length ‘, and are
perpendicular to each other. The feed arrangement in de-
sign A excites 01 (x̂x-directed) and 901 (ŷy-directed) linearly
polarized waves, while the feed arrangement in design B
radiates 7451 slanted linearly polarized waves.

For design A, experimental results [31] indicate that
the resonant frequency is lowered by about 25% compared
to that of a simple square patch without bent slots. This
lowering in the resonant frequency corresponds to an an-
tenna size reduction of about 44%. Furthermore, the an-
tenna shows an input isolation (S21) of less than � 39.2 dB
across the obtained impedance bandwidth, which is better
than that (� 31.9 dB) of a simple square patch. This

Figure 10. Geometries of short-circuited micro-
strip antennas for compact dual-frequency op-
eration with same polarization planes.
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behavior suggests that improved input isolation can be
obtained while resonant frequencies are significantly low-
ered for achieving compact operation.

For design B, an experimental study was also conduct-
ed. The side lengths of the square patch and microwave
substrate used were the same as those in the study of de-
sign A. A reduction of about 16% compared to that of a
simple square patch has been obtained [31]. This lowering
in the resonant frequency corresponds to about 30% re-
duction in patch size for design B compared to the design
with a simple square patch for fixed dual-polarized oper-
ation.

6. COMPACT CIRCULARLY POLARIZED
MICROSTRIP ANTENNAS

Various CP designs with a compact patch size at a fixed
operating frequency have been reported [3]. Figure 13
shows some reported patches suitable for the design of
compact circularly polarized microstrip antennas. In Fig.
13a, the design is with a cross-slot of unequal arm lengths
[32]. By incorporating a probe feed at 451 to the two arms
of the cross-slot as shown in the figure, it has been found
that CP radiation can be obtained at frequencies much
lower than the fundamental resonant frequency of the
antenna without a cross-slot. That is, for a fixed operating
frequency, the antenna can perform CP radiation with a
smaller antenna size than can a regular-size microstrip
antenna without a cross-slot.

Figure 13b shows a square patch with four inserted
slits for compact CP operation. Two pairs of the slits are
cut in the centerlines of the square patch. Each pair of slits
has equal lengths, but the total lengths of the two pairs of
slits are unequal, which can split the resonant mode of
interest into two orthogonal near-degenerate modes for CP
radiation [11]. By embedding a group of four bent slots in a

corner-truncated square microstrip patch, a single-feed,
compact circularly polarized microstrip antenna can easily
be obtained. Figure 13c shows the geometry of the micro-
strip patch studied. The two arms of each bent slot are
aligned parallel to the centerlines of the square patch. By
increasing the arm length of the bent slots, the fundamen-
tal resonant frequency of the slotted square patch is sig-
nificantly decreased. By further truncating a suitable size
of the patch corners, the antenna can perform CP opera-
tion. Results show that, for a given CP operating frequen-
cy, the antenna can have a patch size reduction of more
than 50% compared to the conventional CP design using a
corner-truncated square patch without slots [10].

The method of producing single-feed CP operation of a
square microstrip antenna by truncating a pair of patch
corners used in Fig. 13c can also be applied to a modified
square microstrip patch with four inserted slits of equal
lengths to achieve compact CP operation with relaxed
manufacturing tolerances. The geometry of such a micro-
strip patch is shown in Fig. 13d. The compactness of the
proposed CP design is achieved because of the inserted
slits at the patch corners of the square patch. These in-
serted slits result in meandering of the excited fundamen-
tal-mode patch surface current path, which effectively
lowers the resonant frequency of the modified square
patch, similar to the design using four inserted slits of dif-
ferent lengths at the boundary of a square patch (see Fig.
13b). Instead of using different slit lengths for CP excita-
tion, which usually requires a very small slit length differ-
ence for the case of a large patch size reduction, the present
design uses the perturbation of truncating a pair of patch
corners, with the inserted slits to be of equal lengths. Ex-
perimental results show that the required size of the trun-
cated corners for CP operation increases with increasing
reduction in patch size [33]. This behavior gives the
present design a relaxed manufacturing tolerance for

Figure 11. Geometries of slotted rectangular
microstrip antennas for compact dual-fre-
quency microstrip antennas with orthogonal
polarization planes.
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achieving a compact circularly polarized microstrip
antenna.

Compact CP operation of the circular microstrip anten-
na with a cross-slot of equal arm lengths in the patch
center and a pair of peripheral cuts at opposite sides of the
patch boundary has been proposed and experimentally
studied [6]. Figure 13e shows the geometry of the
microstrip patch studied. Experimental results show
that the present compact CP antenna has a center fre-
quency about 10.4% lower than that of a corresponding
regular-size antenna. This lowering of the center frequen-
cy corresponds to a patch size reduction of about 20% by
using the present compact design in place of the regular-
size design at a fixed operating frequency.

The CP design for exciting a circularly polarized mi-
crostrip antenna using a 50-O inset microstrip-line feed
has been reported [34]. The proposed design is shown in
Fig. 13f. In this design, a narrow slit is inserted at the
patch edge. Because of the combined effects of the inset
microstrip line and the inserted slit, two orthogonal near-
degenerate modes for CP radiation can easily be excited.
Also, the excited patch surface currents are meandered in
the present design, and the CP operating frequency ob-
tained is greatly lowered; thus, compact CP radiation can
be achieved for the present design.

7. COMPACT MICROSTRIP ANTENNAS WITH
ENHANCED GAIN

Most compact microstrip antenna designs show decreased
antenna gain owing to the antenna size reduction. To
overcome this disadvantage and obtain an enhanced an-
tenna gain, several designs for gain-enhanced compact
microstrip antennas with the loading of a high-permit-
tivity dielectric superstrate have been demonstrated [35–
37]. Figure 14 shows two promising designs of gain-
enhanced compact broadband microstrip antenna. In
Fig. 14a, a gain-enhanced compact broadband rectangu-
lar microstrip antenna is shown [35]. It has been demon-
strated that, by adding a high-permittivity superstrate
layer, the antenna gain of a chip-resistor-loaded micro-
strip antenna can be increased to about the same level of a
conventional microstrip antenna. The radiating patch has

Figure 12. Geometries of compact dual-polarized square micro-
strip antennas: (a) design with bent slots in parallel with the
patch’s central lines (design A); (b) design with bent slots in par-
allel with the patch’s diagonals (design B).

Figure 13. Some reported patches suitable for the design of
compact circularly polarized microstrip antennas.
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a 1-O chip resistor loaded at one of the patch edges. For
operating at 1.84 GHz, a microwave substrate of er¼ 3.0
and h1¼1.524 mm is covered with a high-permittivity ce-
ramic superstrate of er¼ 79 and h2¼3.05 mm. The superst-
rate thickness is determined by trying various thicknesses
to optimize the enhanced gain with acceptable radiation
patterns. Conventional and chip-resistor-loaded rectangu-
lar microstrip antennas were fabricated and measured for
comparison. It is found that, at the fixed frequency f¼
1.84 GHz, the patch size of the resistor and superstrate-
loaded microstrip antenna can be reduced to 6.05% times
that of a conventional microstrip antenna. The measured
input impedance bandwidths (10 dB return-loss band-
width) are 19.6 MHz (1.07%) for the conventional anten-
na, 145.6 MHz (7.91%) for the resistor-loaded antenna, and
120 MHz (6.52%) for the proposed resistor and superstrate-
loaded antenna. The maximum relative received power for
the proposed antenna is �46.9 dBm; that is, the proposed
antenna has a net power increment of 10.4 dB compared
with the resistor-loaded antenna (� 57.3 dBm), and about
1.3 dB lower than that (� 45.6 dBm) of the conventional
antenna (Detailed results of the gain and radiation pat-
terns can be found in Ref. 35.). A gain-enhanced compact
microstrip antenna is thus achieved.

The design of a high-gain, compact microstrip antenna
with CP radiation has been reported [36]. The small size of
the microstrip antenna results from both the high-permit-

tivity superstrate loading and slits cut in the patch. In
addition, the antenna gain is enhanced by choosing the
superstrate thickness to be about one-quarter wavelength
in the superstrate layer. A typical design of 30% lower an-
tenna size (projection area) and 5.2 dB higher antenna
gain compared to the conventional CP design has been
obtained. Figure 14b shows the proposed compact circu-
larly polarized microstrip antenna with an enhanced gain.
The two pairs of unequal slits ‘x and ‘y ð‘x > ‘yÞ are cut in
the patch to split the fundamental resonant mode into two
orthogonal near-degenerate modes for CP operation. The
case with ‘x > ‘y and feed position shown in the figure is
for right-hand CP operation. When the superstrates of
various thicknesses are loaded onto the microstrip anten-
na, its resonant frequency is decreased, and the required
slit lengths and 50-O feed position need to be readjusted to
achieve good CP operation. High-permittivity (er2¼ 79) ce-
ramic superstrates of various thicknesses were loaded
onto a compact circularly polarized microstrip antenna.
When no slits and superstrate are present, a square patch
with dimensions 26.2� 26.2 mm2 has a fundamental
resonant frequency of 2697 MHz. For antennas with var-
ious superstrate loadings, the slit length ‘y is fixed and ‘x

is adjusted to achieve CP operation. For good impedance
matching, the feed position is slightly varied along the
patch diagonal. The results show that the microstrip an-
tenna has a maximum relative received power when the
superstrate thickess is about one-quarter of the wave-
length of the wave propagating in the superstrate layer.
Compared to a conventional CP design using a nearly
square patch without slits and superstrate loading at the
same operating frequency (2272 MHz), the proposed an-
tenna has a 30% smaller patch size and a 5.21 dB greater
antenna gain [36]. In addition, the results show that the
CP bandwidth determined from 3-dB axial ratio is about
32 MHz or 1.4%, which is larger than that obtained for a
conventional CP design.

8. CONCLUDING REMARKS

A variety of compact microstrip antennas with broadband,
dual-frequency, dual-polarized, circularly polarized, and
gain-enhanced operations have been presented. These
compact microstrip antennas are attractive for applica-
tions in present-day wireless communication systems, in
which portable communication products are becoming
smaller and smaller. However, in order to be more com-
petitive and attractive in practical applications, the re-
duction in the construction cost of compact microstrip
antennas is yet an important topic for intensive studies.

To reduce the construction cost, it is most effective to
use an inexpensive substrate such as the FR4 substrate
for compact microstrip antennas. However, the FR4 sub-
strate has a high loss, especially for higher operating fre-
quencies, which usually leads to some degradation in
antenna performance. Thus, some new dielectric materi-
als with low cost and low loss for the substrate of compact
microstrip antennas should be developed. Such substrate
materials can make possible high-performance, low-cost
compact microstrip antennas, which are very attractive
for practical applications.

Figure 14. Geometries of gain-enhanced (a) compact broadband
microstrip antenna and (b) compact circularly polarized micro-
strip antenna.
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Another important topic for further studies is the
ground-plane effects on compact microstrip antennas. Tra-
ditionally, compact or even regular-size microstrip anten-
nas that have been studied are usually with the condition
that the ground plane is symmetrically centered below the
microstrip patch. However, for practical applications, the
antenna may be required to be mounted on arbitrary po-
sitions on the ground plane of a wireless communication
device, for example, along the edge of the ground plane of
the system circuit board. In this condition, the effects of
the ground plane on the performance of the compact mi-
crostrip antenna cannot be ignored. This is because the
ground plane is an integral part of the compact microstrip
antenna, and thus will greatly affect the impedance and
radiation characteristics of the antenna. However, related
studies on this issue are relatively scanty, and more efforts
should be taken in this field of compact microstrip anten-
na designs.
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1. THE BASIC MICROSTRIP STRUCTURE

The general geometry of microstrip is shown in Fig. 1.
Fundamentals and design equations for its manufacture
are discussed in the article, where the basic advantages
are also described in comparison with other types of MIC
and MMIC transmission lines. The most important di-
mensional parameters are the microstrip width w and the
height h (equal to the thickness of the substrate). Also of
main importance is the relative permittivity of the sub-
strate er. In RF and microwave applications the thickness t
of the metallic, top conducting strip is generally of much
lesser importance and may quite often be neglected. How-
ever microstrip lines on chip and on MCMs are relatively
thick as a result of the need to keep resistance down while
still achieving a high wiring density by keeping the width
down. We shall consistently refer to the xyz coordinate
system as shown in Fig. 1.

Some of the particularly useful characteristics of
microstrip include the following:

1. DC as well as AC signals may be transmitted.

2. Active devices, diodes, and transistors may readily
be incorporated (shunt connections are also quite
easily made).

3. In-circuit characterization of devices is straightfor-
ward to implement.

4. Line wavelength is reduced considerably (typically
by one-third) from its free-space value, because of
the substrate fields. Hence distributed component
dimensions are relatively small.

5. The structure is quite rugged and can withstand
moderately high voltages and power levels.

Most of the material presented here has been developed
from Edwards and Steer [1].

2. QUASI-TEM MODE AND EFFECTIVE
MICROSTRIP PERMITTIVITY

It is clear from Fig. 1 that microstrip involves an abrupt
dielectric interface between the substrate and the air
above it. Any transmission line that is filled with a uni-
form dielectric can support a single, well-defined mode of
propagation, at least over a specified range of frequencies
(TEM for coaxial lines, TE for waveguides, etc.).

Transmission lines that do not have such a uniform di-
electric filling cannot support a single mode of propaga-
tion, and microstrip falls within this category. Although
this is true, the bulk of the energy is transmitted along
microstrip with a field distribution that quite closely re-
sembles TEM; it is usually referred to as ‘‘quasi-TEM.’’
The detailed field distribution is quite complicated, but
the main transverse electric field can be visualized as
shown in Fig. 2.

Gupta et al. [2] have used Maxwell’s equations to con-
vincingly demonstrate the necessity for longitudinal com-
ponents of electric and magnetic fields. This is clearly
inconsistent with a pure TEM or a TE propagating mode.

Representative views of the magnetic and electric field
distributions are given in Fig. 3. (These are not precisely
determined field contours, and they must be regarded only
as diagrammatic illustrations of the situation.) The longi-
tudinal components can be clearly seen, and these become
increasingly significant as the frequency is raised.

From either of these diagrams, note the abrupt change
in direction of the electric field line as it passes through
the air–substrate interface. These fields have been anal-
ysed by a number of workers using various static tech-
niques. We shall not study any of these techniques in
detail here, but the results are powerful and significant for
the circuit designer wishing to use microstrip. There are
two reasons for this:

1. For the majority of microstrip lines suitable for
MICs, the statically derived results are quite accu-
rate where the frequency is below a few gigahertz.

2. At higher frequencies, up to the limits for the useful
operation of microstrip, these ‘‘static’’ results can
still be used in conjunction with frequency-depen-
dent functions in closed formulas. This is developed
in some detail later.

The earliest work concerning microstrip is generally ac-
cepted as that reported by Grieg and Engelmann [3].
Many other workers investigated basic characteristics of
microstrip [4,5], but the major fundamental work on im-
portant and closely related parallel-strip transmission
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Figure 1. The general geometry of a microstrip line, including
choice of coordinates.

Figure 2. Transverse cross section of microstrip, showing electric
field only.
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lines was due to Wheeler [6]. This led to analysis and syn-
thesis on the static TEM basis.

3. STATIC TEM PARAMETERS

The microstrip synthesis problem consists of finding the
values of width w and length l corresponding to the char-
acteristic impedance Z0, and electrical length y (in degrees
or radians) defined at the network design stage.

Initially a suitable substrate, of thickness h and
relative permittivity er, will have to be chosen. A wide
range of substrates is available, suited to various types of

applications. Alumina is popular in many instances al-
though LTCC (low-temperature cofired ceramic) tape is
becoming increasingly important. Microstrip circuits are
also designed on-chip (on-die) for MMICs and RFICs and
then it is the relative permittivity and thickness of the
semiconductor chip that form the starting data. A good
example in this respect is semiinsulating GaAs. The choice
of substrate, particularly ‘‘passive’’ substrates such as al-
umina, also depends on certain frequency limitations. The
synthesis actually yields the normalized width-to-height
ratio w/h initially, as well as an important quantity called
the effective microstrip permittivity eeff. This quantity is
unique to mixed-dielectric transmission-line systems and
provides a useful link between various wavelengths, im-
pedances, and propagating velocities. We shall shortly de-
fine the static TEM effective microstrip permittivity (eeff)
precisely.

3.1. The Characteristic Impedance Z0

For any TEM-type transmission line the characteristic
impedance at high frequencies may be expressed in any
one of three alternate forms:

Z0¼

ffiffiffiffi
L

C

r
ð1Þ

Z0¼ vpL ð2Þ

Z0¼
1

vpC
ð3Þ

Note that both (2) and also (3) involve the phase velocity vp

of the wave traveling along the line. It is also recalled that
this phase velocity is given by

vp¼
1ffiffiffiffiffiffiffi
LC
p ð4Þ

When the substrate of the microstrip line is (effectively)
removed, we have an air-filled line along which the wave
will travel at c, the velocity of light in free space (c¼
2.99793� 108 m/s). The characteristic impedance of this
air-filled ‘‘microstrip’’ Z01, is given by

Z01¼

ffiffiffiffiffiffi
L

C1

s

ð5Þ

where L remains unaltered by the change in dielectric
constant and C1 is the capacitance per unit length for this
structure. Alternatively

Z01¼ cL ð6Þ

Z01¼
1

cC1
ð7Þ

Combining Equations (1), (6) and (7) yields the following
very significant result:

Z0¼
1

c
ffiffiffiffiffiffiffiffiffiffi
CC1

p ð8Þ

This means that we have the required characteristic im-
pedance only if we can evaluate the capacitances per unit

(a)

(b)

Figure 3. Three-dimensional views of approximate magnetic
(a) and electric fields (partial view) (b) surrounding a shielded
microstrip line. For simplicity here, only the electric field in the
air is shown in (b).
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length of the structure, with and without the presence of
the dielectric substrate. One way in which this has been
achieved will be outlined shortly.

3.2. The Effective Microstrip Permittivity eeff

For the air-spaced microstrip line, the propagation veloc-
ity is given by

c¼
1ffiffiffiffiffiffiffiffiffi
LC1

p ð9Þ

and, dividing Eq. (9) by Eq. (4) and squaring, we obtain

C

C1
¼

c

vp

� �2

ð10Þ

The capacitance ratio C¼C1 is termed the effective micro-
strip permittivity eeff, an important microstrip parameter.
From (10), eeff is given by

eeff ¼
c

vp

� �2

ð11Þ

Although this result has been derived on a static basis
here, it is fundamentally important for microstrip and will
be used again shortly, when vp is taken to be frequency-
dependent.

A useful relationship between Z0, Z01, and eeff can be
obtained by combining Eqs. (3), (7), (10), and (11). The
result is

Z0¼
Z01ffiffiffiffiffiffiffi
eeff
p ð12Þ

that is

Z01¼Z0
ffiffiffiffiffiffiffi
eeff
p

ð13Þ

This expression is useful in several respects during mi-
crostrip circuit design procedures.

Upper and lower bounds can readily be found for eeff, in
the static low-frequency limit, by considering the effects of
very wide and very narrow lines as indicated in Fig. 4. For
the very wide lines nearly all of the electric field is con-
fined to the substrate dielectric, the structure resembles a
parallel-plate capacitor, and therefore, at this extreme

eeff ! er ð14Þ

In the case of very narrow lines the field is almost
equally shared by the air (er¼ 1) and the substrate so

that, at this extreme

eeff �
1

2
ðerþ 1Þ ð15Þ

The range of eeff is therefore

1

2
ðerþ 1Þ � eeff � er ð16Þ

It may be convenient to express the effective microstrip
permittivity as follows

eeff ¼ 1þ qðer � 1Þ ð17Þ

where the new quantity, the filling factor q, has the
bounds

1

2
� q � 1 ð18Þ

Wheeler [6,7] has evaluated this filling factor in detail.

3.3. Synthesis: The Width-to-Height Ratio w/h

The width-to-height ratio (w/h) is a strong function of Z0

and of the substrate permittivity er. Wheeler’s results [7]
are particularly useful in this respect, although it has
been found that some modifications are necessary for high
accuracy (within 1%) to be achieved [8]. Closed formulas
for w/h are available [1].

3.4. Microstrip Wavelength and Physical Length

For any propagating wave, the velocity is given by the ap-
propriate frequency–wavelength product. In free space we
have c¼ fl0 and in microstrip the velocity is vp¼ flg. Sub-
stituting these products into (11), we obtain

eeff ¼
l0

lg

� �2

ð19Þ

or

lg¼
l0ffiffiffiffiffiffiffi
eeff
p ð20Þ

where l0 is the free-space wavelength and lg is the wave-
length of the dominant mode in the microstrip. More con-
veniently in practical design, where the frequency is given
in gigahertz and denoted by F, the wavelength can be ex-
pressed directly in millimetres as follows:

lg¼
300

F
ffiffiffiffiffiffiffi
eeff
p mm ð21Þ

The physical length l of a microstrip line to yield a spec-
ified electrical length y (in degrees) is easily determined.
We begin with the well-known expression for the electrical
length of a section of any transmission line of this physical
length, as a function of the phase coefficient (in radians),

bl¼ y ð22Þ

w

(a) (b)

h
�r

w h
�r

Figure 4. Microstrip lines: (a) extremely wide (wbh); (b) ex-
tremely narrow (w5h) lines.
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and hence

2pl

lg
¼ y ð23Þ

With y in degrees this gives

l¼
ylg

360
ð24Þ

Thus, with lg evaluated using (21), we can simply
find l.

An important aspect to mention at this juncture is that
all the way through we are specifically discussing open
microstrip, whereas in practice the circuits will be shield-
ed to some extent. Such shielding generally attracts more
electric field into the airspace, above the substrate, and
therefore a greater proportion of this field exists in air
with relative permittivity 1. The effective permittivity is
thereby decreased and the microstrip wavelength increas-
es with the square root relationship (see equations above).
So microstrip design lengths also increase. The closer the
shielding gets to the microstrip lines, the greater this
effect becomes.

4. DISPERSION AND ITS EFFECTS ON DESIGN

As we have seen in Section 3.2 above, because the electric
and magnetic fields are in more than one medium (a non-
homogeneous transmission line), as for the microstrip line
shown in Fig. 1, the effective microstrip permittivity eeff is
used. The characteristics of the nonhomogenous line are
then more or less the same as for the same structure with
a uniform dielectric of permittivity eeff.

Permittivity eeff changes with frequency as the propor-
tion of energy stored in the different regions changes. This
effect, called dispersion, causes a pulse to spread out as
the different frequency components of the pulse travel at
different speeds. Another way of looking at this situation
is to observe that the phase coefficient is a nonlinear func-
tion of the phase (propagation) velocity. As a direct conse-
quence, the microstrip wavelength lg is now a nonlinear
function of frequency. Therefore, we must account for the
dispersion effect if we are to design accurately at micro-
wave frequencies.

Because of its importance in microstrip circuit design,
over the years many researchers have analyzed and mea-
sured the basic microstrip structure and published dis-
persion results. Although intensive numerical analyses
have been employed in several instances, using substan-
tial computer power, currently much more convenient and
useful closed-formulas are available that predict disper-
sion. All aim at determining the effective microstrip per-
mittivity—but now as a nonlinear function of frequency
eeff ðf Þ.

At DC there can be no dispersion, and all the static
TEM expressions already given can be directly used. The-
oretically, as the frequency approaches infinity (well into

sub-millimeter-wave region and beyond), eeff ðf Þ ap-
proaches er. This situation can be summarized as follows:

1. eeff ðf Þ always increases with frequency.

2. eeff ðf Þðf ! 0Þ ) eeff (calculated using static TEM
analysis)

3. eeff ðf Þðf !1Þ ) er:

In addition to these three basic features, it is also noted
that eeff(f) is asymptotic at both limits, and the fourth fea-
ture concerns phase velocity vp(f). This suffers inflection
at some frequency close to the cutoff frequency fc of the
TE1 surface wave, Therefore this fourth feature is
@2vp=@f 2¼ 0 when f ¼ fc.

Several earlier researchers utilized all or most of these
features to develop closed-form expressions for predicting
microstrip dispersion. However, more recent work has re-
sulted in more accurate formulas, notably from Kirschn-
ing and Jansen [9]. The approach adopted by these
workers begins with a function used by most investiga-
tors in this area, as follows

eeff fð Þ¼ er �
er � eeff

1þP fð Þ
ð25Þ

and the form of the denominator frequency function is

Pðf Þ¼P1P2fð0:1844þP3P4Þ10fhg1:5763 ð26Þ

where

P1¼ 0:27488þ
0:6315þ 0:525

ð1þ 0:157 fhÞ20

� �
w

h

� 0:065683 exp�
8:7513w

h

P2¼ 0:33622f1� expð�0:03442erÞg

P3¼ 0:0363 exp �
4:6w

h

� �
1� exp �

fh

3:87

� �4:97
( )" #

P4¼ 1þ 2:751 1� exp �
er

15:916

� �8
� �� 	

9
>>>>>>>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>>>>>>>;

ð27Þ

These workers used computer-based matching in conjunc-
tion with the available hybrid-mode results (derived from
full electromagnetic numerical computations) to force the
correct asymptotic behavior of the function P(f). An accu-
racy of better than 0.6% is claimed for all frequencies up to
60 GHz (although a full check appears to have been con-
ducted up to only 30 GHz). The validity ranges are very
wide:

1 � er � 20

0:1 �
w

h
� 100

0 �
h

l0
� 0:13
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There are further formulations enabling the effects of dis-
persion in microstrip to be calculated at frequencies
through millimeter waves. Although the last word has al-
most certainly not yet been stated in the literature on this
subject, the position has been reached where reported ac-
curacies are within 1% (of measurements and indepen-
dent theoretical results over a wide range). Having said
this, it must be recognized that care is always required in
selecting an appropriate accurate dispersion expression.

5. OPERATING FREQUENCY LIMITATIONS
FOR MICROSTRIP

As the signal frequency applied to an MIC (or an MMIC) is
steadily increased, some characteristic frequency may be
reached at which undesirable effects occur. Two possible
spurious effects restrict the desirable operating frequen-
cies: (1) the lowest-order TM mode and (2) the lowest-or-
der transverse microstrip resonance. In practice, one of
these modes will be experienced at some frequency lower
than the other and will thus set the frequency limitation.

5.1. The TM-Mode Frequency Limitation

Vendelin [10] has indicated that the most significant mod-
al limitations in microstrip are associated with strong
coupling between the quasi-TEM mode and the lowest-or-
der TM mode. In the cited paper Vendelin gives the main
relationships quoted here (although the original analysis
is due to Collin in Ref. 6 of Vendelin’s paper).

We start with the substrate viewed as a dielectric slab,
having the coordinate notation shown in Fig. 5. This slab
is a fair approximation for the situation with narrow mi-
crostrip lines.

The analysis involves setting eigenvalues for air and
substrate and solving these either graphically or using the
computer. We will not pursue this analysis here, but the
final result is given by Eq. (23) for the maximum ‘‘safe’’
frequency under these conditions:

fTEM 1¼
c tan�1ðerÞffiffiffi
2
p

ph
ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1
p ð28Þ

This is the frequency applying to strong coupling between
the basic microstrip quasi-TEM mode and the TM mode.

In the important case of relatively narrow microstrip
lines, where the relative permittivity is around 10 or
greater, Eq. (28) tends toward

fTEM 1¼
106

h
ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1
p ð29Þ

Using this equation, with thickness h directly substituted
in millimeters, the frequency comes out directly in giga-
hertz.

The maximum restriction on usable substrate thick-
ness is then easily obtained as

h¼
0:354l0ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1
p ð30Þ

Care should be exercised in the use of these expressions,
as Eq. (28) is more general and applicable to all types of
substrates. Operating frequencies should be kept well be-
low this maximum frequency. It is also recommended that
substrates should be as thin as possible because Eq. (28)
show that this makes the TM mode onset high. However, it
should also be noted that thinner substrates result in
lower Q factors, notably at lower frequencies.

5.2. The Lowest-Order Transverse Resonance in Microstrip

For a sufficiently wide microstrip line, a transverse reso-
nant mode can exist that can also couple strongly to the
quasi-TEM microstrip mode. At the cutoff frequency for
this transverse resonant mode, the equivalent circuit is a
resonant transmission line of length (wþ 2d), where d ac-
counts for the microstrip side-fringing capacitance: d¼
0.2 h. In this situation a half-wavelength must be sup-
ported by the length (wþ 2d), stretching across the width
of the microstrip. Setting down the simple equation for
this transverse resonance and converting to the resonant
frequency, we obtain

fCT¼
c

ffiffiffiffi
er
p
ð2wþ 0:8hÞ

ð31Þ

This is the maximum operating frequency under this lim-
itation and it applies especially to relatively wide micro-
strips.

Vendelin [10] has indicated that slots, introduced into
the metal strip, can suppress the transverse resonant
mode. However, this may not always be practicable (e.g.,
when short stubs are involved), and it should be checked
by calculating from Eq. (31), whether the transverse res-
onance might be excited. Sometimes a change in the cir-
cuit configuration will enable the offending wide lines to
be avoided altogether.

In practice it is essential to check whether either the
Eq. (28) or Eq. (31) frequency limitation will apply to every
section of microstrip in a first-cut circuit design. The de-
sign must then be altered accordingly such that the oper-
ating frequencies remain below the set conditions as
defined above.

air

c1

h

x

y

z

Figure 5. An (isotropic) substrate viewed as a dielectric slab,
showing the nomenclature.
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5.3. Power Losses and Related Effects

Four separate mechanisms can be identified for power
losses and parasitic effects associated with microstrip
lines:

1. Conductor losses

2. Dissipation in the dielectric of the substrate

3. Radiation losses

4. Surface-wave propagation

The first two items are dissipative effects, whereas radia-
tion loss and surface-wave propagation are essentially
parasitic phenomena.

5.3.1. Conductor Losses. These losses occur as a result
of the current conduction effects in the metal of the mi-
crostrip line and depend on several parameters associated
with the microstrip and are probably best embodied in the
expressions originally due to Hammerstad and Bekkadal
[11]. The basic expression given by these workers is

ac¼ 0:072

ffiffiffi
f

p

wZ0
lg dB=microstrip wavelength ð32Þ

where the frequency f is in gigahertz and Z0 is in ohms.
In practice, Eq. (32) yields somewhat low results, and

surface roughness must be considered. Hammerstad and
Bekkadal [11] gave the following curve-fitted formula to
accommodate this problem:

a0c¼ ac 1þ
2

p
tan�1 1:4

D
ds

� �2
( )" #

ð33Þ

where

D ¼RMS surface roughness
ds ¼ 1/(Rss), the skin depth at the appropriate operating

frequency, in which
Rs¼ surface resistance
s ¼ the conductivity of the metal

In order to observe the typical magnitudes involved, con-
sider a copper microstrip, where the skin depth at a few
gigahertz is 1mm. Also, assume the RMS surface rough-
ness to be of similar magnitude, namely, 1 mm (this is fairly
typical of rutile and some other hard substrates).

Equation (33) then shows that the attenuation coeffi-
cient becomes

a0c � 1:6ac ð34Þ

That is to say, the loss is approximately 60% increased
when surface roughness is taken into account. The in-
crease will be still greater for alumina and other sub-
strates where the roughness can exceed 10 mm.

5.3.2. Dielectric Loss. This type of loss has also been
analyzed by several groups of workers, including again

Hammerstad and Bekkadal [11] and also Gupta et al. [12],
who derived the following expression for the dielectric at-
tenuation coefficient, ad, per unit length

ad¼ 27:3
erðeeff � 1Þ tan d
ffiffiffiffiffiffiffi
eeff
p
ðer � 1Þl0

dB=unit length ð35Þ

where tan d is the loss tangent for the substrate material
and the microstrip wavelength lg given by

lg¼
l0ffiffiffiffiffiffiffi
eeff
p ð36Þ

Equation (35) can also be written

ad¼ 27:3
erðeeff � 1Þ tan d

eeff ðer � 1Þ
dB=microstrip wavelength

ð37Þ

which is the expression given by Hammerstad and
Bakkadal [11].

For microstrip lines on alumina, eeff ! er, at least very
approximately, and the attenuation coefficient is, roughly,
ad¼ 27 tan d. In most cases tan dB10� 3 (or less) and
therefore adB0.027 dB/microstrip wavelength. This is a
factor of Z5 smaller than the conductor loss that was cal-
culated earlier. Conductor losses greatly exceed dielectric
losses for most microstrip lines on alumina or sapphire
substrates. However, where plastic substrates are used,
this will by no means always be the case, and (especially)
silicon or gallium arsenide substrates result in much
larger dielectric losses (B0.04 dB/mm; i.e., 0.4 dB/micro-
strip wavelength at 10 GHz for silicon).

5.3.3. Loss Due to Radiation. This type of loss also rep-
resents a significant microstrip effect—again increasing
as frequency rises. Microstrip is an asymmetric transmis-
sion line structure and is often used in unshielded or poor-
ly shielded circuits where any radiation is either free to
propagate away or to induce currents in the shielding.
Further power loss is the net result.

In particular, discontinuities such as abruptly open-cir-
cuit microstrip (i.e., ‘‘open’’ ends), steps, and bends will all
radiate to a certain extent. Such discontinuities form es-
sential features of a microwave integrated circuit and ra-
diation cannot therefore be avoided altogether. Efforts
must be made to reduce such radiation and its undesir-
able effects. In circuits such as filters and amplifiers, this
radiation is an acknowledged nuisance.

Both radiation and surface-wave propagation may be
represented as a shunt admittance at the end of an open-
circuit microstrip stub or at the plane location associated
with some other abrupt discontinuity. This equivalent
admittance is given by the following expression:

Y ¼GrþGsþ jB ð38Þ

James and Henderson [13] show that, at frequencies
where the surface wave is highly trapped in the substrate
and with thin substrates and narrow lines relative to the
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free-space wavelength, the radiation conductance Gr is ap-
proximated by

GrZ0 �
4phweff

3l2
0

ffiffiffiffiffiffiffi
eeff
p ð39Þ

in which weff is an effective microstrip width defined by the
following expression:

weff ¼
376:7h

Z0
ffiffiffiffiffiffiffi
eeff
p ð40Þ

The remaining terms in Eq. (38), Gs and B, represent con-
ductance due to surface-wave propagation and suscep-
tance arising from the many field influences around the
discontinuity.

Various techniques may be adopted to reduce radiation:

1. Metallic shielding or ‘‘screening’’

2. Introduction of a small specimen of lossy (i.e., ab-
sorbent) material near any radiative discontinuity

3. Utilization of compact, planar inherently enclosed
circuits (e.g., spurline filters or hairpin resonators)

4. Reduction of the current densities flowing in the
outer edges of any metal sections so as to concen-
trate currents toward the center of the microstrip

5. Possibly shaping of the discontinuity in some way to
reduce the radiative efficiency

5.3.4. Surface-Wave-Induced Loss. Surface waves also
emanate from microstrip, and their undesirable effects
have to be accounted for. Surface-wave propagation may
be reduced by technique 2 listed above or by cutting slots
into the substrate surface just in front of an open circuit.
However, this is an expensive process and is usually un-
realizable in MMICs. Parasitic coupling, where adjacent
circuitry couples energy from nearby sources, is an unde-
sirable consequence of surface-wave propagation. It is of-
ten necessary to minimize parasitic coupling (i.e., increase
the isolation), and this requires attention to the following
attributes:

1. Use relatively high permittivity substrates. Then eeff

is relatively large (e.g., alumina is better than plas-
tic, which should be anticipated on physical
grounds).

2. Use fairly thin substrates (make the free-space
wavelength/thickness ratio as large as possible).

3. Employ high-impedance (Z0) stubs, for example,
wherever this is feasible.

6. DISCONTINUITIES IN MICROSTRIP

All microstrip circuits must be designed with discontinu-
ities fully accounted for. Several forms of discontinuity
emerge from circuit requirements:

1. Foreshortened open circuits

2. Series coupling gaps

3. Short circuits through to the ground plane

4. Right-angled corners or ‘‘bends’’ (unmitered and mi-
tered)

5. Step width changes

6. Transverse slit

7. T junction

8. Cross-junctions

An example of a microwave transistor amplifier layout is
shown in Fig. 6, and at least three of the discontinuities
can be readily identified. Some of these are numbered on
the diagram, in accordance with the list above. Many oth-
er circuits, such as filters, mixers, and oscillators, involve
several discontinuities. All technologies, whether hybrid
MIC or MMIC, inherently involve such transmission dis-
continuities.

The various discontinuities are accommodated in the
design process by approaches including extra line exten-
sions and shifting the reference planes. In all cases the
effects are strictly frequency-dependent, but in practice
this results in only third-order adjustments at the most, so
‘‘quasi-TEM’’ (often DC) calculations are usually sufficient
to quite accurately account for the effects of discontinu-
ities. We will restrict the presentation here mainly to
three types of discontinuity: the foreshortened open cir-
cuit, the right-angled bend, and the T junction.

With the foreshortened open circuit, the most common
method of accommodating this is by supposing the line to
be effectively longer than it is physically. We term this the
equivalent end-effect length, and an empirical expression
has been developed by Hammerstad and Bekkadal [11].

leo¼ 0:412h
eeff þ 0:3

eeff � 0:258

� �
w=hþ 0:262

w=hþ 0:813

� �
ð41Þ

It appears that, over a wide range of materials and mi-
crostrip width-to-height ratios, this expression can often
give errors of Z5%. In practice, however, this level of error

Input matching circuit

Output matching circuit

GoAs FET on
"Chip on disc"

MIC mount

(5) (5)
(4)

(1)

25ml Alumina
substrate

10.605 mm

Figure 6. Layout of a simple, single-ended, hybrid MIC micro-
wave amplifier using a GaAsFET device and showing several dis-
continuities in the microstrip lines (DC bias filters are not shown
here).
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almost always results in an acceptably small error in the
overall microstrip-line design. For example, consider a mi-
crostrip line physically 3 mm in length and assume that
the end-effect length extension calculates to 0.14 mm us-
ing Eq. (41). If this 0.14 mm is actually 6% high in error,
then the corrected end-effect length will be just over
0.13 mm, giving a total effective length of 3.13 mm instead
of 3.14 mm. The overall error is therefore about 0.3% and
this is well within most acceptable design limits.

Series gaps represent a variation on the foreshortened
open circuit, and the effective length extensions may be
deduced by modifying Eq. (41). In general, because of the
increased electric fields across such gaps compared to the
foreshortened open circuit, the end-effect equivalent
length extensions are somewhat greater. Series gaps are
sometimes used in compact bandpass filters.

The right-angled bend (‘‘corner’’) is the second major
form of microstrip discontinuity that we are considering
here. Because the outer tip of the simple right-angled bend
presents such a known and severe discontinuity (radiation
and reflection), we shall restrict our attention to the mi-
tered right-angled bend. Several techniques have been in-
vestigated for the compensation of microstrip bends,
greatly reducing the effect of the capacitance and hence
improving the VSWR and reducing the radiation. In par-
ticular, Anders and Arndt [14] have reported a moment
method to calculate the appropriate capacitances and in-
ductances for both curved and mitered bends.

Their results indicate that, at least up to a frequency of
B10 GHz, a mitered bend produces a performance as good
as, or better than, that of curved bends. This applies to a
wide range of bend angles, from 301 up to 1201. At least
70% mitering is recommended for an acute-angled bend of
1201, that is, one that acutely bends back on itself. Guid-
ance for the design of such mitered bends, but for an angle
of 901, is also available for the structure shown in Fig. 7.

The equivalent circuit shown in Fig. 7b is for the region
between planes P and P0, and the curves of Fig. 7c relate to
measured results [15]. Although these curves apply to the
specific instance defined, the considerable reduction of
susceptance B (and therefore also capacitance C) would
be expected in widely different substrates and structures.
As can be seen, the equivalent linelength parameter lc in-
creases with enhanced mitering. Because of this and the
substantial line narrowing in the center of the bend, the
degree of miter is generally restricted to around the value
calculated from the following expression:

1�
bffiffiffi
2
p

w
� 0:6 ð42Þ

With this restriction the ‘‘extent of chamfer or miter pa-
rameter b’’ becomes b � 0:57w, which means, for example,
that the miter on a line that is 0.5 mm wide should opti-
mally amount to b¼B0.28 mm. It is instructive to observe
that, whether unmitered or mitered, the effect of the dis-
continuity is that of a lowpass filter.

T junctions in microstrip are important is many cir-
cuits, notably amplifier-matching networks and stub-
based filters. The basic, uncompensated, T junction and
its equivalent circuit are shown in Fig. 8.

The immediate discontinuity effects, in the vicinity of
the junction itself, are somewhat similar to those associ-
ated with the right-angled bend, represented as series in-
ductance and shunt capacitance in the equivalent circuit.
Note that the branchline of width w2 (feeding out to what
is termed a ‘‘secondary load’’ in Fig. 8a) is represented as a
line coupled via an equivalent transformer of transforma-
tion ratio n in Fig. 8b.

Although rarely implemented (somewhat surprisingly),
compensated T junctions are of considerable potential in-
terest. One simple way to at least compensate the capac-
itance of a T junction is to introduce a slit across the width
of the main through microstrip line, opposite the branch
arm. Kompa [17] has shown further that a comparatively
wide ‘‘slot’’ (bBw2) in this position, specifically, a wide slit,
strongly affects the transmission of higher-order modes in
the mainline and leads to enhanced skirt sensitivity of fil-
ters composed of stubs with such modified T junctions. To
the best of the present writers’ knowledge, this kind of
approach has not yet been developed further, and more
investigation could prove very fruitful.

Dydyk [18] has described a T-junction compensation
technique that appears to work well in the case of a branch
line microstrip coupler circuit. Dydyk’s aim was to modify
the microstrip lines in the vicinity of the junction in order
to compensate for reference plane shifts, at least over a
specified range of frequencies. The analysis of such a junc-
tion can exclude any discussion of radiation loss with little
error in circuit performance results, up to a frequency of
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Figure 7. Mitered, right-angled bend together with its equiva-
lent circuit and parameter variations (as a function of the amount
of miter): (a) structure and nomenclature; (b) equivalent circuit;
(c) parameter trends. (Reproduced by permission of the Institu-
tion of Electronic and Radio Engineers from Easter et al. [15]).
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17 GHz at least. The compensated T junction takes on the
form shown in Fig. 9.

A microstrip branch line coupler designed using these
principles yielded the following performance over the fre-
quency band 16–18 GHz:

Insertion loss: 3.5–4.0 dB over the entire band

Isolation: 420 dB over the entire band

Return loss: 10 dB (at 17.5 GHz), otherwise 10 to
� 25 dB

The very ‘‘flat,’’ almost frequency-independent, insertion
loss and isolation are attributed to the compensated junc-
tion design. Dydyk also describes an SPDT switch de-
signed according to these principles.

7. PARALLEL-COUPLED MICROSTRIPS AND
BANDPASS FILTERS

The arrangement shown in Fig. 10 illustrates the trans-
verse cross-section basic structure under consideration
here.

It will be assumed that both microstrip lines have the
same widths, which is nearly always the case in practical
applications. Some work has also been carried out on mul-
tiple arrays of such parallel, edge-coupled lines, but we
can usefully restrict the considerations to just two lines in

this treatment. There are two general areas of application
for these structures:

1. Directional couplers—for use in a variety of circuits
including balanced mixers, balanced amplifiers,
phase shifters, attenuators, modulators, discrimina-
tors, and measurement bridges

2. Filters, delay lines, and matching networks—often
using arrays of parallel-coupled microstrips as res-
onant elements

In the first instance (1), a prescribed amount of the inci-
dent power is required to be coupled out of the system.
Thus, for example, a ‘‘� 3-dB coupler’’ is one in which half
of the power input is coupled from one microstrip line into
another and then on to separate circuitry. In practice,
however, this simple structure is inadequate for such ap-
plications and special couplers are realized. This topic is
outside the scope of the present discussion. Microstrip fil-
ters application (2) employing the parallel-coupled struc-
ture are usually of the bandpass or bandstop type. An
outline example of a design approach employing resona-
tors coupled in this manner is given later here.

For each half-cycle of the RF wave, the two coupled
lines will have precisely opposite voltage polarities. In one
half-cycle the opposing lines will be similarly polarized
(e.g., equally positive), while in another half-cycle the
lines will be oppositely polarized (i.e., one positive and
one negative). In the first instance we term the situation
even-mode; in the second instance, odd-mode. Each pa-
rameter associated with each polarisation has an extra

(a) (b)

From
generator

To "main"
load

Secondary load

Ideal
transformer

P1

P1

W1 W1

W2 P2

P2

P2

P1L1

L

L1

C

1

n

Figure 8. The T junction in microstrip: (a)
structure and nomenclature; (b) equivalent
circuit. (Copy right 1973 IEEE. Reprinted,
with permission, from Silvester and Benedek
[16]).

w1 w1z1 z1z2 �z

�v

z2

zv

w2

Figure 9. A compensated form of T junction. (Reproduced by
permission of MicroWaves from Dydyk [18]).

Mircrostrip lines

Ground plane

Substrate

Figure 10. A pair of parallel, edge-coupled microstrip lines.
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subscript attributed; ‘‘e’’ for even-mode and ‘‘o’’ for odd-
mode.

The even- and odd-mode characteristic impedances
(Z0,e and Z0,o) are major design parameters for any paral-
lel-coupled transmission-line configuration—whatever its
application. These impedances are obtained at an early
circuit/system design stage and are functions of the degree
of coupling (C) and the single-line terminating character-
istic impedance (Z0). The relationships between Z0,e and
Z0,o and the physical dimensions of the coupled structure
(including the substrate permittivity) are therefore of
prime significance to the designer. As with single micro-
strip lines, in this coupled situation as well we can deter-
mine Z0,e and Z0,o from known physical dimensions, which
amounts to analysis. Alternatively, with greater difficulty,
we may synthesize the physical structure from starting
values of the impedances. Both of these procedures are
useful in practice.

The electric (E) and magnetic (H) fields associated with
each mode are indicated in Figs. 11.

In the design of filters or matching networks using par-
allel-coupled lines, we usually begin with either insertion
loss as a function of frequency or VSWR requirements over
some band. In either event we still arrive at desired values
of Z0,e and Z0,o followed by a final synthesis aimed at the
physical realization of the circuit. Input information
required includes

* Bandwidth (B) and center frequency (f0)
* In-band and attenuation-band insertion loss (both

dB—for filters)
* Terminating characteristic impedance Z0 (usually

50O)
* Permittivity and thickness of the substrate

From this information the designer must ultimately de-
termine the widths of the microstrip lines, the separation
between them, the length of the coupled region, and hence
ultimately the physical lengths of the microstrips.

For the present purposes we will not expound on the
precise details of parallel-coupled microstrip design (this
is covered in detail in Ref. 1). It should, however, be men-
tioned that dispersion is present in this structure, and this
affects the even and odd modes differently. The single mi-
crostrip models covered in Section 1 can be modified to suit
the parallel-coupled case.

With microstrip couplers, maximum coupling is ob-
tained between physically parallel microstrips when the
length of the coupled region is lg=4, or some odd multiple
thereof. To achieve resonance, each resonator element has
to be lg=2 in length, or any multiple thereof. Therefore the
microstrip circuit must have the general layout shown in
Fig. 12 where l1; . . . ; l4 � lg=4.

We will assume, for the moment, that this fairly
straightforward cascade of parallel-coupled (or edge-cou-
pled) microstrip resonators can be designed on a basis of
all-parallel resonator networks together with intervening
circuits known as inverters.

F - field

H - field

+ + + −

(a) (b)

Figure 11. Field distributions resulting from (a) even-mode and
(b) odd-mode excitation of parallel-coupled microstrip lines.

Input microstrip Output microstrip feed

feed

Figure 13. General top-view appearance of a practical parallel-
coupled microstrip BPF.
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Figure 12. General microstrip configuration
for a seven-section, parallel-coupled bandpass
filter (BPF).
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The four main design steps are outlined as follows:

1. Determine the one-type resonator network, to real-
ize the specification, from the original prototype;

2. From the network parameters, evaluate the even-
and odd-ordered characteristic impedances Z0,e and
Z0,o applicable to the parallel-coupled microstrip
(this is not discussed in detail here, but see ref. 1).

3. Relate the values of Z0,e and Z0,o to microstrip widths
and separations (w,s) (detailed microstrip design).

4. Calculate the entire resonator length 2 l0, slightly
less than lg=2 because of the semiopen end effects
(see Section 6), and therefore of the coupled section
length l0, which is slightly less than lg=4 for the end
effect reason again (Fig. 12).

Here lg is the midband and average microstrip wave-
length. Allowance must be made for the semi-open-circuit
microstrip end effects that exist for all elements in this
circuit.

In practice, most microstrip or related planar BPFs
have their topologies rotated for spatial convenience (on
chip or substrate) as shown in Fig. 13.

All the dense black features are microstrip lines, and
Fig. 13 is not to scale since it is only meant to provide the
concept of the layout.
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1. TRANSVERSE ELECTROMAGNETIC
TRANSMISSION LINES

One of the most familiar waveguiding structures is the
conventional transmission line such as the two-wire line
and the coaxial line. The fundamental mode of propaga-
tion on a transmission line is essentially a transverse elec-
tromagnetic (TEM) wave, which owns neither electric nor
magnetic field in the direction of propagation [1].

An ideal lossless uniform TEM transmission line can be
represented by a lumped circuit and consists of series in-
ductance L and shunt capacitance C, all defined per unit
length of the line, as shown in Fig. 1. The inductance L is
proportional to the permeability m of the surrounding me-
dium, and the capacitance C proportional to the permit-
tivity e of the medium. Their values depend on the
transverse geometry of the transmission line, and are de-
termined from the electrostatic analysis [1] of the cross-
section of the structure that solves a two-dimensional La-
place equation in the medium surrounding the conductors
of the transmission line.

The voltage and current waves, expressed by V¼
V0e7jbz and I¼ I0e7jbz, along the transmission line are
solutions of the telegraphists’ or transmission-line equa-
tions [1]

d2V

dz2
þo2LCV ¼ 0 ð1Þ

d2I

dz2
þo2LCI¼ 0 ð2Þ
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where o¼ 2pf (frequency) is the radian frequency and b is
the phase constant.

TEM transmission lines are characterized by line pa-
rameters such as phase constant, characteristic imped-
ance, and attenuation constant. Formulas for line
parameters of an ideal lossless transmission line are
given in what follows [1,2]:

Phase constant

b¼o
ffiffiffiffiffiffiffi
LC
p

¼o
ffiffiffiffiffi
me
p
¼o=v ð3Þ

Characteristic impedance

Z0¼

ffiffiffiffi
L

C

r
¼

1

vC
ð4Þ

Voltage and current along line

VðzÞ¼V0ejbz½1þGðzÞ� ð5Þ

IðzÞ¼
V0

Z0
ejbz½1� GðzÞ� ð6Þ

Input impedance

ZðzÞ ¼Z0
ZL cos bzþ jZ0 sin bz

Z0 cos bzþ jZL sin bz
ð7Þ

In these expressions, v is the velocity of TEM waves in the
dielectric of line, v0 is the amplitude of the incident volt-
age, zL is the value of the load impedance, and z is the
distance along the line from the load end.

2. STRIPLINES

A stripline, also referred to as a triplate line, consists of a
conducting strip lying between, and parallel to, two wide
conducting ground planes, as shown in Fig. 2. The region
between the strip and the planes is filled with a uniform
dielectric. Stripline is one of the most commonly used
transmission lines for passive microwave integrated cir-
cuits (MICs). The fundamental mode in a stripline is
a TEM mode, and its field distribution is illustrated in
Fig. 3.

The line parameters of a stripline can be obtained com-
pletely by electrostatic analysis such as the conformal
mapping technique [1,3]. An approximate expression for
the characteristic impedance of a stripline with zero-thick-
ness strip is given by [2,3]

Z0¼
30p
ffiffiffiffi
er
p

K 0ðkÞ

KðkÞ
ð8Þ

where er is the relative permittivity of the dielectric filled
in the stripline, k¼ tanh(pw/2 h), K represents a complete

elliptic function of the first kind, and K0 is its complemen-
tary function. The velocity of the TEM mode in a stripline
is v¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
m0e0er
p

. Both the wave velocity and characteristic
impedance are independent of frequency.

An accurate but simple approximate expression for
K(k)/K0(k) is given by

KðkÞ

K 0ðkÞ
¼

p

ln½2ð1þ
ffiffiffi
k
p
Þ=ð1�

ffiffiffi
k
p
Þ�

for 0 � k � 0:707

1

p
ln½2ð1þ

ffiffiffi
k
p
Þ=ð1�

ffiffiffi
k
p
Þ� for 0:707 � k � 1

8
>><

>>:

ð9Þ

An approximate expression for the attenuation constant
arising from the conductor surface resistance,
Rs¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om0=2s

p
, is given by (1)

ac¼
Rs

hZ
pw=hþ lnð4h=ptÞ

ln 2þ pw=2h

� 	
Nps=m ð10Þ

where Z¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0er

p
¼ Z0=

ffiffiffiffiffi
er;
p

Z0¼ 120p is the wave imped-
ance in free space and t is the thickness of the strip. Equa-
tion (10) is valid for w42 h and toh/10.

The attenuation constant from lossy dielectric medium
with e¼ e0 � je00 is expressed by

ad¼Reðjo
ffiffiffiffiffiffiffi
m0e
p

Þ¼Reðjo
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0ðe0 � je00

p
ÞÞ

�
o

ffiffiffiffiffiffiffiffi
m0e0
p

2

e00

e0
¼

o
ffiffiffiffiffiffiffiffi
m0e0
p

2
tan d Nps=m

ð11Þ

where tan d is the dielectric loss tangent.

th
w

r

Ground conductor

Ground conductor

Strip conductor

�

Figure 2. Geometry of a stripline. The strip conductor is sand-
wiched between two wide parallel conducting ground planes. The
region between the strip and the ground planes is filled with a
uniform dielectric.

V(z + dz, t )

I(z + dz, t ) dz
 Ldz

 Cdz

I(z, t )

V(z, t )Figure 1. Lumped-circuit representation of an
ideal TEM transmission line. L is the series in-
ductance, C the shunt capacitance; both are de-
fined per unit length of the line.
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In addition to the dominant TEM mode, higher-order
transverse electric (TE) modes and transverse magnetic
(TM) modes can also propagate in a stripline. A TE mode
owns magnetic field but no electric field in the direction of
propagation. A TM mode contains electric field but no
magnetic field in the direction of propagation. The cutoff
frequency of the lowest order TE mode is [2]

fc¼
15

h
ffiffiffiffi
er
p

1

w=hþ p=4
ð12Þ

where fc is given in gigahertz and w and h are in centi-
meters.

More detailed and accurate formulas for the stripline
parameters, such as the characteristic impedance, and the
attenuation constant, can be found in Ref. 2.

3. MICROSTRIP LINES

3.1. General Descriptions

3.1.1. Microstrip Geometry and Advantages. A micro-
strip line [4] is a type of open planar transmission line
that consists of a dielectric substrate medium with a
ground plane on the lower side and a conducting strip
on the upper side. The geometry of a microstrip line is
shown in Fig. 4. The substrate provides mechanical rigid-
ity and permits the accurate positioning of the circuitry.
The transmission-line characteristic parameters, like the

phase constant and characteristic impedance, can be de-
termined from the substrate permittivity (er) and the geo-
metrical dimensions (strip width w and thickness t,
substrate thickness h) in the transverse plane. For this
reason, various types of microstrip circuits can be fabri-
cated conveniently with high precisions by employing the
simple photolithographic and photoetching techniques.
Use of these techniques at microwave and millimeter-
wave frequencies has led to the development of hybrid
and monolithic microwave integrated circuits (MICs)
[5–11].

Microstrip line is now one of the most widely used
transmission lines for MICs. Active devices (diodes and
transistors), lumped circuit elements (capacitors, resis-
tors, inductors), dielectric resonators, and antennas can be
easily incorporated into the circuit. Compared with
the traditional bulky and heavy metallic waveguides and
coaxial lines, the planar microstrip structures are
small-size, lightweight, easy for mass production, and
inexpensive.

3.1.2. Dielectric Substrate. The properties of the dielec-
tric substrate material affect the overall performance of
the microstrip structures. Different substrate materials
possess characteristics that may make them better suited
for a given application. For instance, higher-dielectric-con-
stant materials are preferred in order to achieve a very
compact microwave circuit, while lower-dielectric-con-
stant materials are required for antenna structures to
ensure efficient radiation.

In general, the substrate material parameters, permit-
tivity e and permeability m, should be homogeneous (inde-
pendent of position), isotropic (independent of wave
propagation direction), and should have low dispersion.
The loss tangent should be small to reduce energy dissi-
pation. Furthermore, these parameters should have very
small variation with temperature to ensure circuit stabil-
ity. The substrate thermal conductivity should be high
enough to ensure efficient removal of heat from power
transistors, attenuators, and loads in high-power applica-
tions. In high-power applications, a high breakdown volt-
age is also desirable. The thermal expansion coefficient of
the material should be similar to that of the deposited
conductors and housing to withstand temperature fluctu-
ations and improve reliability. The material must allow
drilling, cutting, machining, and etching for easy work-
ability and lower production costs. Also important is a
good surface finish to ensure good conductor adhesion and
reduce conductor loss.

A wide variety of dielectric substrates are now com-
mercially available. Characteristics, including mechanical
and thermal as well as electronic facets, of a number of
representative substrate materials, such as alumina,
fused quartz, silicon, gallium arsenide, synthetic, and
composite materials, are compared in Refs. 6–12.

Although the microstrip line appeared first in 1952 [4],
the rapid increase of the use of microstrip circuits was
seen during the 1960s when high permittivity and low-loss
dielectric substrates became available. At the same time,
microwave semiconductor devices appeared, and minia-
ture lumped elements (capacitors, resistors, inductors)

r

Ground conductor

Ground conductor

E field
H field

�

Figure 3. Electromagnetic field distribution in a stripline. The
fundamental TEM mode is considered. The electric field goes from
the conductor strip to the grounded planes. The magnetic field
surrounds the conductor strip.

r

Ground conductor

Strip
 conductor

h

t

Dielectric substrate

w

�

Figure 4. Geometry of a microstrip line. The conducting strip is
placed above a dielectric substrate, which is supported on its bot-
tom by a conducting plate.
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became available for implantation on plantar circuits.
Coupled with steady advances in photolithographic tech-
nology, the combination of microstrips, lumped elements,
and semiconductors led to the advent of microwave inte-
grated circuits (MICs) [5–11].

3.1.3. Field Configuration and Analysis Methods. The mi-
crostrip line is an inhomogeneous transmission line, in-
volving an abrupt dielectric interface between the
substrate and the air above it. The electromagnetic fields
extend over inhomogeneous regions, partly in the dielec-
tric substrate, and partly in the air, as shown in Fig. 5.
Waves propagating along the line cannot be purely TEM,
TE, or TM modes, but hybrid modes containing both elec-
tric and magnetic fields in the transverse and longitudinal
directions of propagation [6]. This may cause some com-
plication in microstrip analysis and design. However, in
many practical situations, the dominant mode of a micro-
strip line resembles closely a TEM mode. Therefore, it is
usually referred to as quasi-TEM mode.

The microstrip line has been analyzed by numerous
workers using various analytical and numerical tech-
niques. As with many other transmission lines, the anal-
ysis methods for a microstrip line are aimed at
determining the characteristic impedance and propaga-
tion constant (phase velocity and attenuation constant).
The various methods of microstrip line analysis can be
divided into two main groups [6–10]. In the first group,
which comprises quasistatic methods, the nature of the
mode of propagation is considered to be pure TEM and the
microstrip characteristics are calculated from the electro-
static capacitance of the structure. The quasistatic meth-
ods commonly used include the conformal transformation
method [13], the variational method [14,15], the finite-dif-
ference method, and the integral equation method [6–10].
It is found that this quasistatic analysis is adequate for
designing circuits at lower frequencies where the strip
width and the substrate thickness are much smaller than
the wavelength in the dielectric material.

The methods in the second group are full-wave ap-
proaches, which take into account the hybrid nature of the
mode of propagation. They include the integral equation
method [16], the spectral-domain method [17], and the fi-
nite-difference time-domain (FDTD) method [6–10,17].
The full-wave analysis methods are more rigorous and

can predict frequency-dependent variation of the micro-
strip characteristics. However, they are analytically com-
plex, and usually require large computer memories and
long computation time, which may become prohibitive
when optimization process is demanded in the design of
circuits.

3.1.4. High-Frequency Problems and Quasi-TEM Wave
Results. Microstrip lines have been extensively used for
MICs at frequencies ranging from hundreds of megahertz
to tens of gigahertz. At high frequencies, particularly into
the millimeter wavelength ranges, conductor ohmic and
dielectric losses increase greatly. Surface waves of the di-
electric substrate and higher-order modes excited at dis-
continuities start to propagate or to radiate [6–10]. The
conductor and dielectric losses and radiation reduce the
amplitude of a signal propagating along the line and may
cause spurious coupling between neighbouring parts of a
circuit. The simultaneous propagation of several modes,
with different velocities, produces a distortion of the sig-
nal. The fabrication tolerances become very difficult to
meet. These factors prohibit the extensive use of micro-
strip lines at high frequencies.

For the majority of microstrip lines suitable for MICs,
the statically derived results are quite accurate when the
frequency is below a few gigahertz. At higher frequencies,
up to the limits for the useful operation of microstrip lines,
these static results can still be used in conjunction with
some quasiempirical functions in closed formulas to find
the variations of microstrip characteristics with frequen-
cy. Therefore, results by the static techniques are powerful
and significant in the design of microstrip circuits.

3.1.5. Quasi-TEM Wave Parameters. Under the quasi-
TEM wave approximation, an ideal microstrip line can be
represented by the lumped circuit for the TEM transmis-
sion line shown in Fig. 1. The characteristic impedance is
expressed by

Z0¼

ffiffiffiffi
L

C

r
¼

1

vC
ð13Þ

When the substrate of the microstrip line is replaced by
air, we have an air-filled line along which the wave will
travel at c, the velocity of light in free space. The charac-
teristic impedance of this air-filled line, defined as Za, is
given by

Za¼

ffiffiffiffiffiffi
L

Ca

s

¼
1

c .Ca
ð14Þ

Combining Eqs. (13) and (14), we get

Z0¼
1

c
ffiffiffiffiffiffiffiffiffiffiffiffi
C .Ca

p ð15Þ

Phase constant

b¼
o
v
¼o

ffiffiffiffiffiffiffi
LC
p

¼
o
c

ffiffiffiffiffiffi
C

Ca

s

¼ b0

ffiffiffiffiffiffi
C

Ca

s

ð16Þ

E

H

h

w

Figure 5. Electromagnetic field distribution in a microstrip line.
The fundamental quasi-TEM mode is considered. The electro-
magnetic fields extend over inhomogeneous regions, partly in the
dielectric substrate, and partly in the air.
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here b0 is the wavenumber in free space. The normalized
phase constant is written as

b
b0

¼
c

v
¼

l0

lg
¼

ffiffiffiffiffiffi
C

Ca

s

ð17Þ

here l0 and lg are the wavelengths in free space and along
the microstrip line, respectively. Equations (15) and (17)
indicate that the characteristic impedance and phase con-
stant of a microstrip line can be obtained if we can eval-
uate the capacitance per unit length of the line, with and
without the presence of the dielectric substrate.

The effective permittivity ee is defined as the capaci-
tance ratio

ee¼
C

Ca
ð18Þ

From Eq. (17) we immediately get

ee¼
c

v

� �2
ð19Þ

b¼
ffiffiffiffi
ee
p

. b0 ð20Þ

The effective permittivity has a physical meaning that the
original inhomogeneous microstrip line is replaced by an
equivalent homogeneous line with conductors having ex-
actly the same geometry (w,h,t), surrounded by a single
homogeneous dielectric of effective permittivity ee.

From Eqs. (17) and (18), we also have the formula

lg¼
l0ffiffiffiffi
ee
p ð21Þ

3.1.6. Formulas for Quasi-TEM Wave Parameters. As
stated previously, closed formulas are of significant im-
portance in the design of microstrip-line circuits. Various
workers have reported formulas for microstrip calcula-
tions [6–10]. These formulas may be classified into two
types, one for the analysis purpose, and the other for the
synthesis purpose. When the geometric and material pa-
rameters (w,h,t,er) are known, we use the analysis formu-
las to evaluate the line’s electrical characteristics ee, Z0,
and lg. Conversely, when Z0 and er are given and we want
to specify the width–height ratio w/h of the microstrip
line, we employ the synthesis formulas.

3.1.7. Analysis Formulas (w/h and er Given). Very accu-
rate formulas derived by Hammerstad and Jensen [18] are
provided below:

Effective permittivity ee .

ee¼
erþ 1

2
þ

er � 1

2
1þ10

h

w

� ��aðw=hÞ . bðerÞ

ð22Þ

with

a
w

h

� �
¼ 1þ

1

49
ln
ðw=hÞ4þ ½w=ð52hÞ�2

ðw=hÞ4þ 0:432

( )

þ
1

18:7
ln 1þ

w

18:1h

� �3
� 	 ð23Þ
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Characteristic impedance Z0.
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where Z0¼120p is the wave impedance in free space. The
accuracy of these expressions is better than 0.01% for w/
hr1 and 0.03% for w/hr1000.

3.1.8. Synthesis Formulas (Z0 and er Given) [7]. For nar-
row strips (when Z04(44� 2er) O)
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For wide strips (when Z0o(44� 2er) O)

w

h
¼

2

p
½ðB� 1Þ � lnð2B� 1Þ�

þ
er � 1

per
lnðB� 1Þþ 0:293�

0:517

er

� 	 ð28Þ

where

B¼
59:95p2

Z0
ffiffiffiffi
er
p

3.1.9. Strip Thickness Correction. In correcting the re-
sults above, ee and Z0 given by Eqs. (22) and (25), for non-
zero strip thickness t, a corrected strip width we/h is
defined as follows [18]:
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p
Þ
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With this corrected strip width, the effect of strip thick-
ness on ee and Z0 of microstrip lines can be included in the
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Eqs. (22) and (25). We have therefore
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where Z0¼ 120p is the wave impedance in free space. In
these expressions, the functions a(we/h), b(er), and F1(we/h)
are defined in Eqs. (23), (24), and (26), respectively, with
the normalized strip width w/h replaced by the corrected
normalized strip width we/h. It is observed that the effect
of the strip thickness on ee and Z0 is insignificant for small
values of t/h. However, the effect of strip thickness is sig-
nificant on conductor loss in the microstrip line.

3.1.10. Effect of Dispersion. The effect of frequency (dis-
persion) on ee and Z0 has been described in a number of
publications. The accurate expressions in Ref. 18 for Z0(f )
and in Ref. 19 for ee(f ) are
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where Z0 and ee are the quasi-TEM wave values obtained
earlier, and c is the velocity of light in free space.

3.1.11. Effect of Enclosure. Most microstrip circuit ap-
plications require a metallic enclosure for hermetic seal-
ing, mechanical strength, electromagnetic shielding,
mounting connectors, and ease of handling. Because the
fringing electromagnetic fields are prematurely terminat-
ed on the enclosure walls, both the top cover and side walls
tend to lower impedance and effective dielectric constant.

Equations for evaluating the effect of the topcover and
sidewalls on Z0 and ee are provided in Refs. 6 and 7.

When the topcover and sidewalls are placed in close
vicinity of the microstrip line, the line parameters may
vary significantly. It is recommended to leave at least 10
times the substrate thickness between the circuit and the
cover [11].

A metal box is actually a microwave cavity, which res-
onates at some particular frequencies corresponding to its
resonant modes. The size of the box should be chosen in
such a way that the signal frequency does not coincide
with the resonant frequencies. When this cannot be done,
the resonant modes can be damped by placing absorbing
materials at carefully selected locations.

3.1.12. Attenuation. The attenuation constant of a
transmission line is usually defined as

a �
Ploss

2PðzÞ
¼

power loss per unit length

2ðpower transmittedÞ
ð34Þ

Attenuation is microstrip lines is caused by three loss
components: conductor loss, dielectic loss, and radiation
loss. They are discussed briefly next.

3.1.12.1. Ohmic Losses. Within the conductors, these
result from the finite conductivity s of the metal. The fol-
lowing approximate expression (9) is found sufficient in
most situations

ac � 8:686
Rs

wZ0
dB=m ð35Þ

where Rs¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om=2s

p
is the metal wall surface resistance.

3.1.12.2. Dielectric Losses. Produced by the energy dis-
sipated within the substrate, these are proportional to its
dielectric loss tangent tan d [9]

ad � 27:3 .
ee � 1

er � 1
.

erffiffiffiffi
ee
p .

f

c
. tan d dB=m ð36Þ

where c is the velocity of light in free space, and f is the
frequency. The dielectric loss due to the substrate is nor-
mally very small compared with the conductor loss. How-
ever, the dielectric loss in silicon substrates (used for
monolithic MICs) is usually of the same order as or even
larger than the conductor loss because of the large loss
tangent tan d of the silicon wafers.

3.1.12.3. Radiation Losses. An infinite straight micro-
strip line propagating the dominant quasi-TEM mode does
not radiate. However, at every discontinuity, higher-order
modes are excited, some of which will radiate part of the
power.

3.2. Frequency Range of Operation

Like any other transmission line, microstrip lines cannot
be utilized above a certain upper frequency limit. The
maximum frequency of operation of a microstrip line is
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limited because of several factors such as effects of disper-
sion, excitation of higher-order modes, and radiation
losses.

The frequency at which significant coupling occurs be-
tween the quasi-TEM mode and the lowest-order TM sur-
face wave is given by [20]

fT¼
300 tan�1ðerÞ

ph
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2er � 2
p ð37Þ

where fT is in gigahertz and h is in millimeters.
For a sufficiently wide microstrip line, a transverse res-

onant mode can exist that can also couple strongly to the
quasi-TEM microstrip mode. By employing the transverse
resonance equivalent circuit model, and taking into ac-
count the microstrip side-fringing effect, the cutoff fre-
quency of the transverse resonant mode can be easily
derived [20] as follows

fc �
300

ffiffiffiffi
er
p
ð2wþ 0:8hÞ

ð38Þ

where fc is in gigahertz and w and h are in millimeters.
For a microstrip line, radiation losses become signifi-

cant at frequencies higher than [9]

f ¼ 2:14 .
ðerÞ

0:25

h
ð39Þ

where f is in gigahertz and h is in millimeters.

3.3. Power-Handling Capability

Although microstrip lines are not as well suited for high-
power application as are waveguides or coaxial lines of
comparable cross section, they can be used for some me-
dium-power applications. A 50-O microstrip on a 25-mil-
thick alumina substrate can handle a few kilowatts of
power [6].

The power-handling capacity of a microstrip line, like
that of any other dielectric-filled transmission line, is lim-
ited by dielectric breakdown and by heating caused by
ohmic and dielectric losses. An increase in the tempera-
ture due to conductor and dielectric losses limits the av-
erage power-handling capability of the microstrip line,
while the breakdown between the strip conductor and
ground plane limits the peak power-handling capability.

The average power-handling capability of microstrip
lines is determined by the temperature rise of the conduc-
tor strip and the dielectric substrate. The transmission-
line losses, the thermal conductivity of the substrate
material, the surface area of the strip, and the tempera-
ture of the medium surrounding the microstrip line are
the main factors determining the average power-handling
capability of microstrip lines. Therefore, dielectric sub-
strates with low-loss tangent and larger thermal conduc-
tivity will enhance the average power-handling capability
of microstrip lines.

The peak voltage that can be applied without causing
dielectric breakdown determines the peak power-handling
capability of microstrip lines. Thick substrates can

support higher voltages. Therefore, low-impedance lines
and lines on thick substrates have generally larger peak
power-handling capability.

3.4. Other Types of Microstrip Lines

Several derivatives of microstrip lines are being used in
MICs. These include inverted and suspended microstrip
lines, a multilayered microstrip, a thin-film microstrip,
and a valley microstrip line. These structures are briefly
described in Refs. 6 and 7.

4. OTHER TOPICS

In actual microstrip circuits, various types of transmission
line discontinuities, such as open ends, gaps, steps in
width, bends, T junctions, and cross-junctions are fre-
quently encountered. In the design of microstrip circuits,
a complete understanding of the characteristics of micro-
strip discontinuities included in the circuits is necessary.
At low frequencies, discontinuities can be represented by
lumped-element equivalent circuits based on quasistatic
models. However, at high frequencies, a more rigorous
characterization of frequency-dependent parameters such
as the scattering parameters is required. Various methods
including quasistatic and full-wave analysis methods for
characterizing microstrip discontinuities are described in
Refs. 6–10 and 17.

Microstrip line is now the most widely used structure
for microwave systems in radar and communication pur-
poses. Examples of passive circuits include filters, imped-
ance transformers, hybrids, couplers, power dividers/
combiners, delay lines, baluns, and circulators. Amplifi-
ers, oscillators, and mixers employing solid-state devices
(diodes and transistors) constitute the other class. Micro-
strip-based antennas have also found wide applications
[11,21,22]. Descriptions of the analysis and design of pas-
sive and active microstrip circuits and their applications
in MICs and monolithic MICs (MMICs) are contained in
numerous publications [6–10]. For further knowledge of
the design and fabrication process of MICs and MMICs,
see Refs. 23 and 24.

There have been a number of sophisticated microwave
computer-aided design (CAD) packages available on the
market. They can be used for analysis purpose (the user
describes a structure and determines its electrical re-
sponse) and synthesis purpose (the software determines
a physical structure meeting a special electrical behavior).
A survey of available CAD softwares for microwave cir-
cuits is given in Refs. 7 and 9.

In addition to the microstrip lines, two other types of
planar transmission lines are also widely used today in
various microwave systems. They are the slotlines and
coplanar lines (coplanar waveguides and coplanar strips).
Hybrid combination of these planer lines with microstrip
lines allows flexibility of circuit design and improves the
performance of some circuit functions. Coplanar lines
have received particular attention because of their many
appealing properties. These include low dispersion, high
flexibility in the design of characteristic impedance, and
ease of connecting shunt and series lumped elements, or
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active devices without using via holes. Consequently, co-
planar lines are used commonly in MMICs in conjunction
with semiconductor devices, which are also coplanar in
nature. Descriptions of the analysis and design of slotline
and coplanar line circuits can be found in Ref. 6 for further
study.

It is worth mentioning finally that the major portion of
this article is devoted to the analysis and design aspects of
the microstrip line with applications to the microwave in-
tegrated circuits. However, high-speed digital circuits in-
clude, as do microwave integrated circuits, active and
passive circuit elements interconnected by sections of
strip and other microstrip transmission lines having a
wide range of characteristic impedances. The speed of dig-
ital circuits has steadily increased since the late 1980s;
hence, the inductive effects on interconnect line perfor-
mance due to line inductance that were previously as-
sumed to be insignificant may be important. Moreover, the
resulting junctions and discontinuities, and the electro-
magnetic coupling between the interconnects, contribute
to reflections, signal delay and distortion, and crosstalk,
which can degrade the circuit and system performance.
The same problems are encountered in printed-circuit
boards, single- and multichip modules, and other packag-
es. Therefore, a high-speed circuit design and simulation
must incorporate these interconnections. The analysis of
the microstrip line in this article applies to the vast area of
electrical interconnections for printed-circuit boards, sin-
gle and multichip modules, and other packages. Examples
of these additional applications can be found in Refs. 25–
29, listed below.
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11. J.-F. Zürcher and F. E. Gardiol, Broadband Patch Antennas,
Artech House, Norwood, MA, 1995.

12. J. A. Navarro and K. Chang, Integrated Active Antennas and
Spatial Power Combining, Wiley, New York, 1996.

13. H. A. Wheeler, Transmission line properties of parallel strips
separated by a dielectric sheet, IEEE Trans. Microwave The-

ory Tech. MTT-13:172–185 (1964).

14. E. Yamashita and R. Mittra, Variational method for the anal-
ysis of transmission lines, IEEE Trans. Microwave Theory
Tech. MTT-16:251–256, 1968.

15. E. Yamashita, Variational method for the analysis of micro-
strip like transmission lines, IEEE Trans. Microwave Theory

Tech. MTT-16:529–535 (1968).

16. E. Yamashita and K. Atsuki, Analysis of microstrip-like
transmission lines by nonuniform discretization of integral
equation, IEEE Trans. Microwave Theory Tech. MTT-24:
195–200 (1976).

17. T. Itoh (ed.), Numerical Techniques for Microwave and
Millimeter–Wave Passive Structures, Wiley, New York, 1989.

18. E. Hammerstad and O. Jensen, Accurate models for micro-
strip computer-aided design, IEEE MTT-S Int. Microwave

Symp. Digest, 1980, pp. 407–409.

19. M. Kobayashi, A dispersion formula satisfying recent require-
ments in microstrip CAD, IEEE Trans. Microwave Theory

Tech. MTT-36:1246–1250 (1988).

20. G. D. Vendelin, Limitations on stripline Q, Microwave J. 5:
63–69 (1970).

21. I. J. Bahl and P. Bhartia, Microstrip Antennas, Artech House,
Dedham, MA, 1980.

22. J. R. James and P. S. Hall, eds. Handbook of Microstrip

Antennas, Peter Peregrinus, London, 1989.

23. P. H. Ladbrooke, MMIC Design: GaAsFETs and HEMTs,
Artech House, Boston, 1989.

24. A. Sweet, MIC and MMIC Amplifier and Oscillator Design,
Artech House, Norwood, MA, 1990.

25. A. J. Rainal, Transmission properties of balanced intercon-
nections, IEEE Trans. Compon. Hybrids Manuf. Technol.
16:137–145 (1993).

26. A. J. Rainal, Impedance and crosstalk of stripline and micro-
strip transmission lines, IEEE Trans. Compon. Pack. Manuf.

Technol. Part B 20:217–224 (1997).

27. J. M. Jong, B. Janko, and V. Tripathi, Equivalent circuit mod-
eling of interconnects from time-domain measurements,
IEEE Trans. Compon. Hybrids Manuf. Technol. 16:119–126
(1993).

28. S. Voranantakul, J. L. Prince, and P. Hsu, Crosstalk analysis
for high-speed pulse propagation in lossy electrical intercon-
nections, IEEE Trans. Compon. Hybrids Manuf. Technol.
16:127–136 (1993).

29. S. Voranantakul, and J. L. Prince, Efficient computation of
signal propagation delay with overshoot- and undershoot-con-
trol in VLSI interconnections, IEEE Trans. Compon. Hybrids

Manuf. Technol. 16:146–151 (1993).

MICROSTRIP TRANSITIONS

ERIC L. HOLZMAN

Northrop Grumman Corporation
Baltimore, Maryland

1. INTRODUCTION

Microstrip transmission lines are used widely in micro-
wave and millimeter-wave printed electronic circuits for
routing electromagnetic signals between components such
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as oscillators, amplifiers, and filters. As shown in Fig. 1,
microstrip is a two-conductor transmission line. An insu-
lating substrate separates the two conductors and sup-
ports a transverse field that is similar to the transverse
electromagnetic (TEM) mode of a parallel-plate wave-
guide. A small portion of the transverse field permeates
the air above the strip, thus making microstrip inhomo-
geneous. The dominant microstrip mode is a quasi-TEM
mode that is slightly dispersive (the propagation constant
is not a perfectly linear function of frequency). In general,
this mode is broadband, with a cutoff frequency of 0 Hz.
The first higher-order mode is a surface mode that prop-
agates at a much higher frequency with a cutoff frequency
that depends on the substrate’s electrical thickness [1].
The TEM mode has two field components, both directed
transversely. Figure 1 shows the electric field, oriented
perpendicular to the conductors. The magnetic field is
parallel to the conductors in the region between the strip
and ground plane. Longitudinal current flows both in the
strip and the ground plane. In the following discussion, we
assume that only the quasi-TEM mode is propagating
within the microstrip.

The characteristic impedance of a transmission-line
mode is defined as the ratio of the mode’s transverse elec-
tric and magnetic fields. Thus, two different transmission
lines, such as microstrip and coaxial line, could have the
same characteristic impedance but have very different
field configurations. Typically, microstrip is dimensioned
for a quasi-TEM mode characteristic impedance of 50O.
This impedance tends to decrease with frequency at a rate
that depends on the substrate’s electrical thickness. For
substrates that are thin relative to a wavelength, the
characteristic impedance is nearly constant over a wide
frequency bandwidth.

One of microstrip’s disadvantages is its lack of electri-
cal isolation; the strip conductor is not completely sur-
rounded by the ground plane. Consequently, microstrip
circuits generally have to be housed in a conductive en-
closure to prevent unwanted interference with other cir-
cuits in a microwave system. Coaxial or waveguide
transmission lines provide the interconnections between
different enclosed microstrip circuits. A microstrip transi-
tion is required to convert as efficiently as possible the
microstrip electromagnetic properties to that of the inter-
connecting transmission line.

A well-designed microstrip transition converts the
transverse field configuration and characteristic imped-
ance of microstrip to that of the other transmission line
over a desired frequency band of operation while main-
taining low insertion loss, minimal radiation, and high

input return loss. Insertion loss, the amount of power ex-
iting the transition, expressed as a fraction of the input
level, should be less than 0.25 dB. Return loss, the amount
of power reflected at the transition, expressed as a fraction
of the input level, should exceed 15 dB. A good transition
also is easy to fabricate, mechanically robust and insensi-
tive to temperature variations.

Since the first microstrip circuits were constructed, a
wide variety of transitions to other transmission lines
have been developed. These transitions can be sorted
into two main groups: (1) those that require a direct phys-
ical connection to the strip conductor and (2) those that
use electromagnetic coupling to the strip conductor. Tran-
sitions to other TEM transmission lines such as coax most
often use direct connections, which can provide very
broadband performance. Transitions to waveguide tend
to utilize electromagnetic coupling, which generally is
more mechanically tolerant than a direct connection but
is less broadband.

2. MICROSTRIP-TO-TEM TRANSMISSION LINES

Transitions between microstrip and other transmission
lines propagating the TEM mode can have very wide
bandwidth because the TEM-mode field configuration
and characteristic impedance remain constant with fre-
quency. In general, the upper frequency of these transi-
tions is limited by the length of the electrical path
connecting the ground conductors and by the tendency of
the interconnections to radiate. In this section, we will
study a number of microstrip transitions to other TEM
structures.

2.1. Transitions to Coaxial Line

The coaxial transmission line provides an inexpensive and
mechanically flexible means for making interconnections
below 20 GHz. Figure 2 shows the cross section and elec-
tric field configuration of the dominant TEM mode in coax.
At first glance, the field configuration of coax seems quite
different than that of microstrip, but both have their pri-
mary field confined between two conductors. Unlike mi-
crostrip, the coaxial field is uniformly distributed around

Insulating
substrate

Carrier ground (−)

Microstrip (+)

E

Figure 1. Microstrip transmission-line cross section.

E

Center conductor (+)

Outer conductor (−)

Figure 2. Coaxial transmission-line cross section.
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the center conductor. Eisenhart’s transition, shown in
Fig. 3, matches the two field configurations by offsetting
the coaxial line center conductor in a controlled manner,
forcing the coaxial-line field to concentrate below the cen-
ter conductor much like that in the microstrip line [2]. The
style of this transition is termed inline or edge launch,
since the coaxial line and microstrip have their longitudi-
nal or propagational axes in line. Eisenhart’s transition
attains very high performance: he has demonstrated
greater than 25 dB return loss up to 18 GHz. Such a tran-
sition is ideal for testing prototype microstrip circuits.
However, its significant length and relatively high cost
make it undesirable as a transition for inexpensive micro-
wave circuit boards.

Most microwave circuit interfaces require neither the
bandwidth nor the return loss of the Eisenhart transition.
Figure 4 shows a common edge launch transition between
a microstrip on a multilayer circuit board and a sub-min-
iature-A (SMA) coax. The board-mount SMA connector
includes much of the transition. The center conductor of
the coax line is extended out for solder attachment to the
microstrip. The coax ground contact is made with coax
ground pins attached to the connector. Commonly, two
pins are placed below the circuit board also. Because
the circuit board in Fig. 4 has multiple layers, and the

microstrip ground plane is not the bottom layer, this tran-
sition connects the ground pins to metalized pads on the
plane of the microstrip. The pads have drilled and plated
holes or vias that carry the ground currents through the
circuit board to the microstrip ground plane. The length of
the ground path, and in particular, the separation of the
ground pins determines the upper frequency of operation
for this transition. A tuning stub (see Fig. 4), printed on
the circuit board, can provide additional bandwidth. With-
out the stub, the return loss of this transition is better
than 15 dB past 5 GHz. With the stub, the bandwidth can
be extended to 7 GHz. How much additional bandwidth a
stub provides depends on whether the transition can be
constructed in a consistent and repeatable manner. If the
stub length has to be adjusted on each circuit board, the
manufacturing process is not sufficiently consistent. Liang
et al. have performed extensive analytical investigations
of edge-launched SMA coax-to-microstrip transitions [3].
They compensated capacitively for the parasitic induc-
tance of the soldered coax center pin by increasing the
microstrip linewidth. The measured return loss of their
transition exceeded 15 dB up to 13 GHz.

Occasionally, a connector like that in Fig. 4 may be in-
adequate. The connector ground pathlength limits the up-
per frequency of operation. A connectorless transition like
that shown in Fig. 5 has a much shorter path between the
coax and microstrip grounds. This transition has a return
loss of 15 dB up to 12 GHz for a 0.047-in. coax cable at-
tached to microstrip on a 0.008-in.-thick Rodgers 4003
substrate. The insertion loss at 12 GHz is less than
0.25 dB, which indicates that the transition is not suffer-
ing significant radiation. However, assembling the transi-
tion can be more difficult when miniature coax cable is
used.

Edge-launch transitions, as their name belies, are lim-
ited to placement at the edge of a circuit board. Vertical
mount or orthogonal launch transitions can be placed al-
most anywhere on a circuit board. Figure 6 shows a ver-
tical mounted SMA coax transition. As with the edge
launch connector, the vertical mount connector comes
with an extended center conductor probe and four ground

Center conductor (+)
Microstrip (+)

Carrier ground (−)

Outer conductor (−)

Figure 3. Microstrip-to-coax transition. (After Eisenhart [2].)

ground
currents

Microstrip
ground on
inner layer

Coplanar
ground pad

FR4
substrate

Coax
connector
housing

Coax ground pin

Soldered coax 
center conductor

Microstrip

Tuning stub

Ground
currents

Figure 4. Multilayer circuit board mountable edge
launch microstrip-to-coax transition.
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pins. The center conductor and ground pins pass through
vias in the circuit board and are soldered to pads on the
top layer. Within the circuit board, they propagate the
electromagnetic wave as a five-wire transmission line. On
all intervening conductor layers, it is important to clear
metalization away so as not to short(-circuit) out the field.
The transition shown in Fig. 6, with a 0.2-in. ground pin
spacing, has a return loss greater than 25 dB to nearly
6 GHz. As with edge launch connectors, the pin-to-pin
spacing establishes the maximum frequency of operation.
An SMP connector, with 0.1-in. ground pin spacing, can be
made to work up to 18 GHz. An indication that the spacing
is too great or the circuit board too thick is excess insertion
loss caused by radiation within the board. One can fix this
problem and better confine the field by inserting circuit
board vias close to the center conductor probe. The vias
effectively replace the connector ground pins as carriers of
the ground current within the circuit board.

2.2. Transitions to Other Planar Transmission Lines

Transitions from microstrip to other planar transmission
lines are often required on multilayer circuit boards,

where it may be desirable to propagate the microwave en-
ergy within the circuit board. Figure 7 shows a microstrip-
to-microstrip transition that passes vertically through a
multilayer circuit board. Essentially, the transition com-
prises a pair of transitions from microstrip to three-via
transmission line. The via separation and a microstrip
open-circuited stub serve to tune the transition. The re-
turn loss of the transition on a circuit board made from
three layers of FR4, 0.062 in. thick, exceeds 25 dB to
nearly 5 GHz.

Transitions from microstrip to coplanar waveguide
(CPW) are relatively common and straightforward to de-
sign. Via holes often are used to connect the microstrip
ground to the coplanar waveguide ground as shown in
Fig. 8. Such transitions are found on monolithic micro-
wave integrated circuits (MMICs), which require wafer-
probe-compatible CPW for their RF input and output [4].
Ellis et al. developed a CPW transition without vias for
MMICs using a slotline to form a CPW as shown in Fig. 9
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conductor
probe

Ground via

Ground
currents

Figure 5. Inline, connectorless, microstrip-to-coax transition.
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Figure 7. Microstrip-to-microstrip transition through a multi-
layer circuit board: (a) top/bottom-layer metallization; (b) ground-
layer metallization clearance; (c) circuit board cross section.

Ground pin
Solder

Microstrip

0.062-in
3-layer FR4

Rodgers 4003

Microstrip
ground

50-ohm SMA coax

Ground plane

Ground
currents

Figure 6. Vertical mount, microstrip-to-coax transition.
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[5]. Their transition is unusual because it relies on cou-
pling. The CPW is formed in the ground plane of the
microstrip, and the microstrip conductor is coupled or-
thogonally to a single slotline that forms the pair of gaps
in the CPW transmission line.

Transitions from microstrip to less commonly used pla-
nar transmission lines exist also. Drach and Koscica de-
veloped a transition between microstrip and inverted
microstrip line for millimeter-wave applications [6].

3. MICROSTRIP TO WAVEGUIDE

Microstrip-to-waveguide transitions are used for the same
reasons that transitions to coax are used—as intercon-
nects between sealed modules or modules and antennas.
However, unlike coaxial line, waveguides are used mostly
above 20 GHz, often in the millimeter-wave bands, where
their lower loss becomes a significant advantage.

Waveguide is formed from a single conductor, so its
properties are markedly different than those of coax line.

The dominant propagating mode, typically of the trans-
verse electric (TE) configuration, has a cutoff frequency
below which the waveguide is highly attenuative to EM
signals. Figure 10 shows rectangular and circular wave-
guides and their dominant-mode field configurations.
Most transitions are designed to operate within the fre-
quency band of dominant-mode propagation only, which is
at most 2 : 1 for rectangular waveguide and 1.3 : 1 for cir-
cular waveguide.

The impedance characteristics of waveguide modes
tend to make transitions more challenging to design.
First, the dispersive behavior of waveguide means that
the characteristic impedance of its modes change with
frequency; moreover, the characteristic impedances of
standard guides are much higher than 50O, typically a
few hundred ohms for TE modes. Consequently, the band-
width for most microstrip-to-waveguide transitions rarely
equals the dominant mode bandwidth.

3.1. Orthogonal Transitions to Waveguide

A transition to rectangular waveguide is often used as the
RF interface between a millimeter-wave transmitter or
receiver and the antenna. Figure 11 shows an orthogonal
or right-angle transition. The microstrip extends through
a narrow channel into the waveguide. The channel dimen-
sions are made sufficiently small so that only the micro-
strip mode can propagate over the band of operation.
Within the waveguide, the microstrip ground is removed,
so the microstrip or probe behaves like an antenna. Be-
cause the probe will radiate equally well both up and down

CPW ground via
Microstrip

CPW

Dielectric substrate

Microstrip ground
Figure 8. Microstrip-to-coplanar waveguide
transition.
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200µ
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Figure 9. Microstrip-to-coplanar waveguide transition that op-
erates at 75–110 GHz. (Source: T. J. Ellis, J. P. Raskin L. P. B.
Katehi, and G. M. Rebeiz, A wideband CPW-to-microstrip transi-
tion for millimeter-wave packaging, 1999 MTT-S International

Microwave Symposium Digest, Vol. 2, pp. 629–632. r 1999 IEEE.
Reprinted with permission.)

(a) (b)

Figure 10. Commonly used waveguides with dominant-mode
electric fields: (a) rectangular and TE10 mode; (b) circular and
TE11 mode.
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the waveguide, a backshort (waveguide short circuit) is
placed in the undesired direction approximately a quarter-
wavelength away from the probe. An impedance tuning
section on the probe circuit board, just at the input to the
waveguide, and a fan-shaped probe increase the transi-
tion’s bandwidth. This transition can be tuned to operate
over a 40% bandwidth with better than 25 dB return loss.

In fabricating this type of transition, one must be sure
that the microstrip ground plane makes electrical contact
with the channel surface to avoid undesired radiative ef-
fects. The probe shown in Fig. 11 is fabricated on a mul-
tilayer substrate, and the microstrip ground plane is not
the bottom layer. To guarantee contact between the mi-
crostrip ground and the channel floor, one can drill via
holes on both sides of the microstrip. Also, to reduce the
machining cost, the waveguide can be fully radiused as it
is in the figure.

The orthogonal transition works well for circular wave-
guide also as shown in Fig. 12. Circular waveguide is eas-
ier to machine than rectangular waveguide, and one can
use a commercially available, adjustable tuner, or simple
dowel as the backshort. The primary disadvantage of cir-
cular waveguide is bandwidth related. Since the circular
waveguide dominant (TE11)-mode and first higher-order
(TM01)-mode cutoff frequencies are more closely spaced
than those in the rectangular waveguide, the transition

bandwidth will be less. The transition illustrated in
Fig. 12 can provide a return loss of more than 25 dB over
a 20% bandwidth. Also, unlike rectangular waveguide,
circular waveguide’s polarization is arbitrary, so disconti-
nuities will excite cross-polarized fields. A short section of
straight waveguide to the antenna is best.

The transitions in Figs. 11 and 12 require waveguide
backshorts spaced about one quarter-wavelength away
from the probe. The position of the backshort must be
controlled precisely to get the lowest insertion loss
through the transition. Further, the backshort can be
the tallest feature in an otherwise very thin module. Con-
sequently, transitions that do not require backshorts or
are insensitive to backshort position have been developed.
Park and Holzman developed two transitions shown in
Fig. 13 that use a slot printed in the microstrip ground
plane to excite the rectangular waveguide [7,8]. Neither
transition requires a precisely placed backshort, although
both enclose the transition in a rectangular cavity to con-
tain any unwanted radiation. The cavity dimensions are
chosen so that no modes are resonant in the frequency
band of operation. For standard rectangular waveguide
sizes, the characteristic impedance of the TE10 mode is
several hundred ohms, so one cannot expect a good match
if a 50-O microstrip line is centered over the waveguide.
Since the slot field amplitude varies sinusoidally across
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Figure 11. Transition from microstrip to full-
radius rectangular waveguide.
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Figure 12. Microstrip-to-circular waveguide
transition.
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the length of the slot, while the magnetic field is essen-
tially constant, one can offset the microstrip line as in Fig.
13a, and thereby lower the impedance presented to the
strip. In Fig. 13b, a dipole-like structure terminates the
microstrip line. Adjustment of the dipole position and
arm-length matches the transition. In both transitions,
all critical dimensions are photolithographically con-
trolled with high accuracy. The transitions are extremely
compact, but they also are narrowband, providing high
return loss over less than a 10% bandwidth. Villegas et al.
designed an end-launched transition that is much like
Park and Holzman’s and achieved a bandwidth of 10%
centered around 45 GHz [9].

Davidovitz overcame the bandwidth limitation in the
Park–Holzman transitions by adding a waveguide taper
as shown in Fig. 14 [10]. Davidovitz reduced the wave-
guide height and mode impedance adjacent to the slot
so that a centered microstrip could be matched. He flared
the reduced height waveguide to the desired height
using a tapered structure. His transition has a measured
return loss exceeding 15 dB over a 50% bandwidth. Al-
though Davidovitz’ transition does not require a wave-
guide backshort, the length of his taper is about four
TE10 mode wavelengths at the center of the band. To

(a) (b)
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Ground
plane

Printed slot
in microstrip
ground

Substrate
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wall

Figure 13. Microstrip-to-rectangular wave-
guide transitions using printed slot coupling:
(a) offset strip; (b) tee strip. (After Park and
Holzman [7,8].)
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Figure 14. Microstrip-to-rectangular waveguide transition using
printed slot coupling and waveguide taper. (After Davidovitz [10].)
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Figure 15. Microstrip-to-microstrip transition using waveguide.
(After Davidovitz et al. [11].)
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Figure 16. Inline, microstrip-to-waveguide transition. (After Ho
and Shih [12].)
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save space, one could use a waveguide quarter-wave
transformer instead of a taper at the cost of reduced band-
width.

Davidovitz has used a similar approach to create a mi-
crostrip-to-microstrip transition through a thick metal
plate as shown in Fig. 15 [11]. A reduced-height wave-
guide provides strong coupling between two microstrip
lines but the bandwidth is very narrow, only a couple of
percent.

3.2. Inline Transitions to Waveguide

Another type of microstrip-to-waveguide transition is the
inline topology shown in Fig. 16 [12]. This particular
structure is constructed by inserting the microstrip sub-
strate in line with the waveguide, and a printed circuit
version of a current loop couples to the TE10 waveguide
mode. The end of the loop must make electrical contact
with the floor of the waveguide. This transition has about
a 30% bandwidth.

The transition illustrated in Fig. 17 uses a section of
ridged waveguide to transition to standard rectangular
waveguide [13]. The principle of operation is similar to
that used by Eisenhart in his transition to coaxial line [2].
The electric field concentrates under the ridge, and as the
ridge depth increases, the field begins to resemble that of
the microstrip mode. Electrical contact is necessary be-
tween the microstrip line and the ridge.

Figure 18 shows another inline transition developed by
Holzman, in this case, to a parallel-plate waveguide feed-
ing a TEM horn radiator [14,15]. A microstrip and its
substrate protrude through a hole in a metalized face-
plate. The microstrip and its ground plane are shaped and
flared such that the electric field is rotated 901, from the
microstrip mode into a parallel-plate TEM mode, which
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Ground
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Ground

Substrate

Faceplate

Substrate
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Waveguide

Faceplate
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Figure 18. Inline, microstrip-to-parallel-plate waveguide transition feeding a TEM horn antenna.
(Source: E. L. Holzman, A wide band TEM horn array radiator with a novel microstrip feed, IEEE

International Conference on Phased Array Systems and Technology Digest, May 2000, pp. 441–444.
r 2000 IEEE. Reprinted with permission.)
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Figure 17. Inline, microstrip-to-waveguide transition using a
ridged waveguide transition.
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excites the flared horn. Because both the microstrip and
parallel plate transmission lines propagate the TEM
mode, this transition is very broadband, achieving a pre-
dicted bandwidth of 5 : 1. The transition’s length must be
at least a half-wavelength at the lowest frequency of op-
eration. Because the field distribution is uniform in the
parallel-plate waveguide, the transition works just as well
whether the substrate is placed on the waveguide edge or
centerline (see Fig. 18). Further, two or more substrates
can be placed within a single parallel-plate waveguide,
and the energy will be combined over the bandwidth of the
transition. The inspiration for Holzman’s transition was a
similar transition to rectangular waveguide developed by
van Heuven [16].

Figure 19 shows an inline transition that uses a printed
slot in the microstrip ground plane to couple to a wave-
guide [17]. The substrate ground plane forms the upper
surface of part of the rectangular waveguide.

4. CONCLUSION

Historically, transition design was an empirical effort, re-
quiring time-consuming building, testing, tuning, and it-
eration of prototype circuits. Today, most transitions are
designed with the aid of commercially available, highly
accurate and fast three-dimensional, generalized electro-
magnetic software [18]. The first hardware prototype is
built only after the transition design has been optimized
on a computer. Further, the software affords those with
new ideas the opportunity to evaluate them quickly. Thus,
although many different microstrip transitions have been
described in this article, one can expect to see new designs
in the future.
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Frequency multipliers are harmonic generators that pro-
duce various frequency multiples of an input (funda-
mental) frequency. These devices are employed in such
diverse applications as electronic instruments, designing
radar, communications, and electronic warfare systems.
High-frequency signals are generated from lower-frequen-
cy signals by harmonic multiplication, as demonstrated in
the simple representation depicted in Fig. 1. In the devel-
opment of such a device, the circuit designer typically
seeks to maximize the power delivered to the output load
at the Nth harmonic.

The capability of optimization of multiplier performance,
in and of itself, can improve the overall performance of a
system. Such potential for enhanced performance leads to
the optimization process becoming a crucial consideration
in the development of the system. Multiplier performance is
dependent on the nonlinear device producing the required
frequency harmonics and the design technique employed.
The most important design considerations in frequency
multipliers are conversion gain, harmonic suppression, out-
put power, efficiency, DC bias requirements, and band-
width. Frequency multipliers exhibiting high conversion
gain, good harmonic suppression, wide bandwidth when
required, and high efficiency are achieved from optimum
designs. As will be discussed in this article, many authors
give various, contradictory means of optimizing the perfor-
mance of frequency multipliers.

One of the dominant operating parameters of a fre-
quency multiplier is its conversion gain or conversion loss.

The conversion gain is the ratio of the output power at
the desired harmonic frequency to the input power at the
fundamental frequency. It has been demonstrated that
various parameters affecting the conversion gain include
the bias level, the input power, the harmonic termina-
tions, and the nonlinear device producing the frequency
harmonics [1–7]. Techniques that maximize the conver-
sion gain are necessary for the development of frequency
multipliers.

With the advent of new active devices, such as the high-
electron-mobility transistor (HEMT), the pseudomorphic
high-electron-mobility transistor (PHEMT), and the he-
terojunction bipolar transistor (HBT), new multiplier de-
signs incorporating these devices are desired. This has led
to the emergence of new research areas where relatively
little information has been reported in the literature. This
presentation will address some of these areas. Some areas
considered are the development of accurate nonlinear cir-
cuit models, identifying pertinent properties of the tran-
sistor, optimizing multiplier designs, and improving some
of the existing design techniques.

1. APPLICATIONS OF FREQUENCY MULTIPLIERS

The extension of system operating frequencies into higher
frequency bands has led to considerable interest in gen-
erating RF power at lower frequencies and using a non-
linear device to achieve RF power at a higher harmonic
frequency. Harmonic generators provide a convenient
source of signals at higher frequencies, where direct gen-
eration from an oscillator is difficult or inconvenient. The
frequency multiplier produces an output signal at a har-
monic frequency multiple of the fundamental input
frequency and eliminates the requirement for a high-fre-
quency oscillator. The ability to design frequency multi-
pliers generating the higher harmonic frequencies has
made frequency multipliers important circuits in RF and
microwave components, and thus they find a wide range of
use in the electronics arena. Applications include instru-
ment design, radar systems, communication systems, sub-
scriber radio systems, and low-phase-noise electronic
warfare (EW) applications.

1.1. Communication Systems

As an illustration demonstrating the convenience of a fre-
quency multiplier, consider a communication system re-
quiring a 15 GHz local-oscillator (LO) source as shown in
Fig. 2. The configuration shows a 15-GHz source driving
the LO chain of the mixer. Alternatively, the 15 GHz
source can be replaced by a 5-GHz local oscillator and fre-
quency tripler to obtain the required 15 GHz signal. Ad-
vantages in using the 5-GHz source over the 15-GHz
source lie in the cost associated with the two sources,
because high-frequency components usually are more
expensive than lower-frequency ones. Additionally, the
5-GHz source could possibly pose less of a design chal-
lenge than the 15-GHz source. With this change in the
configuration, the final circuit is represented by Fig. 3.

Frequency multiplier applications have been extended
to monolithic microwave integrated circuit (MMIC)

fin fout = Nfin

×N

Figure 1. Simple harmonic multiplier.
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receivers in communication systems [8–11]. One such ap-
plication is shown in Fig. 4 [9]. In this configuration, two
doublers are used in series to supply the LO chain of the
mixer. Using these doublers in the topology allows a
6.5 GHz voltage-controlled oscillation (VCO) to be imple-
mented. The 6.5 GHz signal is led into the two frequency
doubler circuits, which produce an output signal at
26 GHz. Without the use of the two doubler circuits in
the block diagram, a 26-GHz VCO would have been
required.

1.2. Cellular Applications

Wireless applications operating in the 900–2500 MHz
range frequently use frequency multipliers in their design
topologies. The systems include synthesizers, transmit-
ters, receivers, and transceivers [12]. A transmitter topol-
ogy demonstrating the use of frequency multipliers is
shown in Fig. 5. The modulated signal at 450 MHz is mul-
tiplied by the doubler to produce a signal at 900 MHz for
transmission.

The receiver topology using a frequency doubler is
shown in Fig. 6. The doubler is placed in the LO chain of
the downconverter. The downconverter produces an inter-

mediate frequency (IF), which is signal-processed to ob-
tain the desired information from the signal.

As a final example, a block diagram of a transceiver
employing the use of a frequency doubler is shown in
Fig. 7 [12]. This topology uses a single LO source. The
doubler is used in the LO chain of the receiver and to pro-
duce the transmitting frequency in the transmitter.

2. PASSIVE FREQUENCY MULTIPLIERS

As mentioned previously, frequency multipliers are har-
monic generators that produce frequency multiples of an
input (fundamental) frequency. At radio- and microwave
frequencies, frequency multipliers typically employ a non-
linear device to generate the desired harmonic spectrum.
The choice of this nonlinear device divides multipliers into
two categories: passive multipliers and active multipliers.
In the case of the active multipliers, the nonlinear device
includes any of the devices in the transistor classes (BJT,
FET, MESFET, etc.), as will be discussed in the following
section. This section will discuss the development of pas-
sive multipliers. The discussion will include the basic the-
ory and operation of passive multipliers, various devices
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Figure 2. Configuration without frequency multiplier.
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that are typically used in the development of passive mul-
tipliers with their various advantages and disadvantages,
the nonlinear mechanism responsible for harmonic pro-
duction, power considerations, optimization of efficiency,
realizations, and design topologies.

2.1. Background and Theory

As mentioned, frequency multipliers at radiofrequencies
typically require a nonlinear element to produce the de-
sired harmonic spectrum. For passive multipliers, this re-
quirement is fulfilled by the exploitation of the nonlinear
characteristics of nonlinear resistors, nonlinear inductors,
or nonlinear capacitors. The excitation of these devices by
an input fundamental frequency produces an output spec-
trum possessing the desired harmonic output of interest.
Typical nonlinear devices providing the aforementioned
properties in the development of passive frequency multi-
pliers include rectifying metal–semiconductor junctions
with their nonlinear current–voltage characteristics, re-
verse-biased metal–semiconductor or p-n junctions with
their nonlinear capacitance, and nonlinear transmission
lines having distributed nonlinear capacitance [13].

As mentioned, harmonic generation is produced in a
passive frequency multiplier whenever a sinusoidal input
signal drives a nonlinear impedance. A variable resis-
tance, inductance, or capacitance whose magnitude var-
ies instantaneously with the applied voltage or current
characterizes this nonlinear impedance. Semiconductor
diodes have been reported throughout the literature as

an efficient means of providing the necessary nonlinear
characteristics for passive multiplier design [9,11,13–41].
The diodes have various characteristics, which produce, as
expected, different performance.

Varactor diodes are commonly used by microwave de-
signers in the development of passive multipliers with
great success [14–17]. The varactor diode is a variable-re-
actance element where the diode junction capacitance
changes nonlinearly as a function of the applied voltage,
as will be discussed in the following section. Varactors are
classified into two major categories: (1) p-n junction var-
actors, which are widely used at microwave frequencies,
and (2) Schottky junction devices, typically used for mil-
limeter-wavelength applications. It has been shown by
Manley and Rowe [42], as will be discussed later, and it
has been mentioned by other authors [19,43,44] that a
nonlinear capacitance (reactance) harmonic generator,
such as that developed with a junction varactor, can the-
oretically generate harmonics with efficiencies (¼Pout/Pin)
approaching 100%. On the other hand, passive frequency
multipliers utilizing passive nonlinear resistors for har-
monic generation have at most an efficiency of 1/N2, where
N is the order of the harmonic, as shown by Page [45] and
referenced by other authors [15,16,19]. Therefore, in the
case of a frequency doubler, theoretically, the highest ef-
ficiency achievable is 25% (N¼ 2).

The step recovery diode is also used in passive frequen-
cy multiplier design for lower frequencies (30 GHz) [17].
The step recovery diode is another variable-reactance el-
ement, which is a variation of the varactor diode. Archer
[26] states that the step recovery diode is a p-n junction
diode explicitly designed to enhance the charge storage
capacitance associated with minority carrier injection
during forward conduction and that the charge storage
capacitance supplies the nonlinearity necessary for har-
monic generation. According to the available literature,
step recovery diodes are not as popular as varactor diodes
in the design of passive frequency multipliers because of
the complexity in reproducible control of the forward in-
jection of minority carriers. Therefore, the ensuing dis-
cussions will not focus on step recovery diodes.

2.2. Diode Model

As will be mentioned in the following section, one of the
most important tools of microwave circuit designers is the
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availability of device circuit models, which allows the per-
formance of the device to be predicted before and after
embedding with external networks. Since a diode model is
essential in the understanding and development of pas-
sive frequency multipliers utilizing these devices as the
source of nonlinearity, the following discussion will be
devoted to the circuit model of the diode.

An equivalent-circuit model for the varactor model is
shown in Fig. 8. This simple circuit model contains a fre-
quency-dependent series resistance Rs and a voltage-de-
pendent nonlinear conductance g(v) in parallel with the
voltage-dependent junction nonlinear capacitance Cj(v),
where v is the voltage over the junction [17,36]. The non-
linear conductance, which can produce resistive multipli-
cation, is defined as [36]

gðvÞ¼
@ig

@v
ð1Þ

ig¼ Isat exp
qv

ZkT

� �
� 1

� 	
ð2Þ

where Isat is the diode saturation current, q is the magni-
tude of the electron charge, Z is the ideality factor of the
diode, k is the Boltzmann constant, and T is the diode
temperature. The nonlinear capacitance Cj(v), which is
responsible for supplying the nonlinear reactance, is de-
fined as [36]

CjðvÞ¼
Cj0

ð1� v=fbiÞ
g ð3Þ

where Cj0 is the zero-bias junction capacitance, ‘‘bi’’ is the
built-in voltage potential, and is related to the doping pro-
file in the epitaxial layer. Raisanen [36] indicates that
typical values of these parameters for a varactor diode
with radius of 1–5 m are as follows: the zero-bias junction
capacitance Cj0¼ 3–20 fF, series resistance Rs¼ 5–20,
built-in potential bi¼ 0.6–1.0 V, ranging from 0.4 to 0.5.
The series resistance Rs arises from the undepleted ma-
terials in the diode and the contact resistance [14].

As shown in this model, suitable nonlinear elements
exist for harmonic generation, namely, the nonlinear re-
sistor 1/g(v) and the nonlinear capacitance Cj(v). As was
mentioned earlier and will be discussed later, harmonic
generation due to the nonlinear reactance produced by
Cj(v) is theoretically more effective because it is possible to
convert all the available power applied to a lossless non-
linear reactive element to output power at any higher
harmonic frequency. An ideal resistive multiplier utilizing
the nonlinear resistor 1/g(v) theoretically has a maximum
efficiency of only 1/N2, where N is the harmonic frequency.

2.3. Nonlinear Mechanism

As mentioned previously, high-frequency signals can be
generated from lower-frequency signals by harmonic mul-
tiplication. Frequency multipliers provide an efficient
means of exploiting the nonlinear characteristics of vari-
ous devices to provide the desired harmonic multiplica-
tion. The circuit designer of frequency multipliers seeks to
accentuate the device nonlinearity in a particular way
such that exciting the nonlinear device by a sinusoidal
input signal at a fundamental frequency produces an out-
put spectrum at harmonic frequencies of the input funda-
mental, which obviously includes the desired harmonic of
interest. This section will identify and discuss the general
nonlinear mechanisms responsible for harmonic produc-
tion in passive frequency multipliers.

It was noted in the previous section that nonlinear re-
sistors, nonlinear capacitors, and nonlinear inductors
could be exploited for their nonlinear characteristics. Typ-
ical nonlinear devices providing these nonlinear charac-
teristics essential for harmonic production include
rectifying metal–semiconductor junctions with the nonlin-
ear current–voltage characteristics, reverse-biased metal–
semiconductor or p-n junctions with their nonlinear
capacitance, and nonlinear transmission lines having dis-
tributed nonlinear capacitance [13]. As a simple example
demonstrating harmonic generation, consider a nonlinear
device whose nonlinear transfer function can be repre-
sented as a polynomial of the form

Vout¼ a1Vinþ a2V3
in ð4Þ

where a1 and a2 are constants. Inserting a sinusoidal in-
put (Vin¼ cos ot) into Eq. (4) gives

Vout¼a1 cos otþa2ðcos otÞ3

¼a1 cos otþa2
1

4
cos 3otþ

3

4
cos ot

� �

¼ a1þ
3a2

4

� �
cos otþ

a2

4
cos 3ot

ð5Þ

Equation (5) shows that an output harmonic is generated
at the fundamental frequency (o) and the third-harmonic
frequency [3]. Therefore, for the specific application of a
frequency tripler, this nonlinear device, as represented by
the transfer function given in Eq. (4), theoretically pro-
vides the nonlinear characteristics for the design of a fre-
quency tripler.

Throughout the literature, researchers and designers
have developed passive multipliers, typically with nonlin-
ear diodes. For this reason, the ensuing discussion focuses
on the nonlinear mechanism associated with semiconduc-
tor diodes, which are used throughout the microwave in-
dustry.

As mentioned, semiconductor diodes have been report-
ed throughout the literature as an efficient means of har-
monic production. To demonstrate the nonlinear
mechanism of the diode, consider an abrupt p-n junction
diode, shown in Fig. 9, excited by an applied voltage Va

RS

Cj(v)g(v)

Figure 8. Varactor diode circuit model.
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[46]. Muller and Kamins [46] show that

Xd¼XpþXn¼
2e
q
ðf� VaÞ

1

Na
þ

1

Nd

� �� 	1=2

ð6Þ

Xp¼
2eðf� VaÞ

qNað1þNa=NdÞ

� �1=2

ð7Þ

Xn¼
2eðf� VaÞ

qNdð1þNd=NaÞ

� �1=2

ð8Þ

where

Xp ¼ reactance of depletion region extension into p-
type semiconductor

Xn ¼ reactance of depletion region extending into the
n-type semiconductor

Xd ¼ reactance of total depletion region
f ¼ built-in potential
Va ¼ applied voltage
Na, Nd¼ semiconductor dopant concentrations
e ¼permittivity

By charge neutrality, we obtain

NaXp¼NdXn ð9Þ

Q¼ qNdXn¼ qNaXp ð10Þ

dQ¼ qNddXn¼ qNadXp ð11Þ

CjðVaÞ¼
dQ

dVa
¼

dQ

dXp

dXp

dVa
ð12Þ

¼ qNa
e

2qNað1þNa=NdÞðf� VaÞ

� �1=2

ð13Þ

¼
qeNaNd

2ðNaþNdÞ

� �1=2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f� Va

p ð14Þ

¼
Cj0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� Va=f
p ð15Þ

where

Cj0¼
qeNaNd

2ðNaþNdÞ

� �1=2

ð16Þ

Equation (15) shows that the magnitude of the junction
capacitance varies nonlinearly as a function of applied
voltage Va, which is essential for generating frequency
harmonics when a sinusoidal voltage is added to Va. Using
a binomial series expansion on Eq. (15) yields

CjðVaÞ¼Cj0
1� Va

f

� ��1=2

¼Cj0 1þ
1

2

Va

f

� �
þ

3

8

Va

f

� �2

�
5

16

Va

f

� �3

þ

" #
ð17Þ

¼ a0þ a1Vaþ a2V2
a þ a3V3

a þ ð18Þ

¼
X

i¼0

aiV
i
a ð19Þ

where

a0¼Cj0

a1¼
Cj0

2f

a3¼ �
5Cj0

16f3

..

.

From Eqs. (12) and (18), we obtain

dQðVaÞ¼CjðVaÞdVa ð20Þ

QðVaÞ¼

Z
CjðVaÞdVa ð21Þ

¼

Z
ða0þ a1Vaþ a2V2

a þ ÞdVa ð22Þ

¼ a0Vaþ
1

2
a1V2

a þ
1

3
a2V3

a þ
1

4
a3V4

a þ ð23Þ

¼
X

i¼ 0

a0iV
iþ 1
a ð24Þ

where

a00¼ a0

a01¼
1

2
a1

a02¼
1

3
a2

..

.

Demonstrating the effect of applying a sinusoidal signal
across the p-n junction, the current across the diode can be
calculated from

IðtÞ¼
dQ

dt
ð25Þ

Xd

Xp

Va

Xm

p−region n−region

+ −

Figure 9. p-n junction diode structure.
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Inserting Eq. (23) into Eq. (25) with the p-n junction
excited by the sinusoidal signal Va¼ cos ot gives

Q¼ a0Vaþ
1

2
a1V2

a þ
1

3
a2V3

a þ � � �

¼Cj0ðcos otÞþ
Cj0

4f
cos2 otþ

Cj0

8f2
cos3 otþ . . .

ð26Þ

¼
Cj0

8f2
þ Cj0þ

3Cj0

32f2

� �
cos otþ

Cj0

8f
cos 2ot

þ
Cj0

32f2
cos 3otþ

ð27Þ

and inserting Eq. (27) and differentiating gives

IðtÞ¼
dQ

dt

¼ � oþ Cj0þ
Cj0

32f2

� �
sin ot

�
2oCj0

8f
sin 2ot�

3oCj0

32f2
sin 3otþ

ð28Þ

This result illustrates the various frequency harmonics
produced by the p-n junction when excited by a sinusoidal
source and demonstrates the nonlinear mechanism by
which the semiconductor diode produces harmonic gener-
ation. This variable capacitance has led semiconductor di-
odes, varactors, and the like to be vital components aiding
microwave engineers in nonlinear circuit development.

2.3.1. Voltage–Capacitance and Charge–Capacitance
Characteristics. As previously stated, harmonic generators
utilizing the nonlinear capacitance characteristics of var-
actors are often employed throughout the microwave in-
dustry by researchers and designers. The voltage– and
charge–capacitance characteristics of the varactor diode
are important in analyzing and studying the behavior of
diodes. This section will discuss the relationships between
the voltage and the capacitance and between the charge
and the capacitance, since they are often utilized in study-
ing the performance and the design of passive frequency
multipliers.

We refer to the diode example above along with Eqs.
(12) and (15), which are restated below [18]:

CjðvÞ¼
dQ

du
¼

Cj0

1� v=fm ð29Þ

where

v ¼ voltage across the junction in the absence of any ap-
plied bias

f ¼ built-in potential
Cj0¼ zero-bias junction capacitance
m ¼ index number ( 1

2 for abrupt junctions, and for lin-
early graded junctions)

Scanlan (18) indicates that the minimum capacitance
(Cmin) occurs at the reverse breakdown voltage (v¼ �VR)

and the junction capacitance at this bias is

Cmin¼Cjð�VRÞ ¼
Cj0

ð1þVR=fÞ
m ð30Þ

Letting V0¼VRþf and rewriting Eq. (30) gives

Cj0¼Cmin 1þ
VR

f

� �m

¼Cmin 1þ
V0 � f

f

� �m
ð31Þ

and inserting Eq. (31) in Eq. (29) gives

CjðvÞ¼
Cmin 1þ V0�f

f

� �

1� v
f

� �m

m

¼Cmin
V0

f� v

� �m

ð32Þ

From Eq. (29)

dQ¼CjðvÞdu ð33Þ

and inserting Eq. (32), we obtain

QðvÞ¼

Z
CjðvÞdv

¼ �
CminVm

0

1�m
ðf� vÞ1�m

þ k

ð34Þ

where k is the constant of integration. When v¼f, the
voltage across the junction is zero and the charge is zero,
which indicates that k¼ 0 as well. This allows Eq. (34) to
be rewritten as follows, where the charge is represented as
a function of the voltage:

QðvÞ¼ �
CminVm

0

1�m
ðf� vÞ1�m

ð35Þ

The depletion region reactances Xp, Xn and the electric
field across p-n junctions increase as the reverse bias in-
creases [46]. Intuitively, there are physical limitations to
these increases, as governed by the structure of the junc-
tion and the dopant concentrations. As the reverse bias
increases, eventually a voltage is encountered where the
barrier to current flow is broken, and current flow in-
creases substantially. The voltage at which this occurs is
defined as the breakdown voltage (v¼ �VR). At the break-
down voltage, Eq. (35) gives

Qð�VRÞ¼QR¼ �
CminVm

0

1�m
ðfþVRÞ

1�m
ð36Þ

and recalling that V0¼VRþf gives

Qð�VRÞ¼QR¼ �
CminV0

1�m
ð37Þ
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Now, dividing Eq. (35) by Eq. (37) gives

QðvÞ

QR
¼

�
CminVm

0

1�m
ðf� VRÞ

1�m

�
CminVm

0

1�m

¼
f� u

V0

� �1�m

ð38Þ

This expression relates the charge across the junction in
terms of breakdown characteristics (VR, QR) and the min-
imum capacitance (Cmin).

Historically, in the literature, the capacitance is used in
defining the elastance [18,19]:

SðvÞ¼
1

CðvÞ
and Smax¼

1

Cmin
ð39Þ

This allows Eq. (32) to be rewritten in terms of the ela-
stance as shown below, where the elastance is written as a
function of voltage:

CðvÞ

Cmin
¼

V0

f� u

� �m

¼
Smax

S uð Þ
ð40Þ

or

SðvÞ

Smax
¼

f� u
V0

� �m

ð41Þ

Referring back to Eq. (38), the charge Q(v) is expressed as
a function of u. Alternatively, Eq. (38) can be rearranged to
give the voltage as a function of the charge:

vðQÞ¼f� V0
Q

QR

� �1=ð1�mÞ

¼V0 � f� V0
Q

QR

� �1=ð1�mÞ
ð42Þ

and therefore

vþVR¼V0 1�
Q

QR

� �1=ð1�mÞ
" #

¼V0 1�
Q

QR

� �g� 	 ð43Þ

where

g¼
1

1�m

Equations (29)–(43) are mathematical expressions for the
characteristics between the voltage, charge, capacitance,
and elastance of p-n junction semiconductor diodes. Re-
searchers and designers often use these expressions,
among others, in analyzing diodes and incorporating di-
odes into multiplier designs.

2.4. Power Considerations

A discussion on power flow into and out of the nonlinear
device is very useful in understanding the behavior of
passive nonlinear devices and their usefulness in design-
ing passive frequency multipliers, as it can be used to pre-
dict optimum power and conversion efficiency. Here we
will discuss the power flow at the various harmonics and
their relation to the performance of frequency multiplier
designs, which leads to a fundamental understanding of
the limitations imposed by diodes.

Manley and Rowe [42] have provided a general relation,
which is commonly used throughout the microwave indus-
try, for discussing the power flow of a particular class of
nonlinear elements. They derive general power relations
that govern single-valued nonlinear elements such as non-
linear inductors and capacitors. Their final derivations, in-
dependent of input power, give two independent equations
characterizing the power content at various harmonics.

Manley and Rowe perform their derivation on an ideal
nonlinear capacitor, but state that a similar analysis can
be performed on a nonlinear inductor. Their analysis be-
gins by evaluating the voltage across the nonlinear capac-
itor, which is defined as some arbitrary function of the
charge. Then, they write an equation for the charge across
the capacitor represented in a Fourier series. From the
charge, they are able to calculate the current in Fourier
series form. Next, the voltage across the nonlinear capac-
itor is given in a Fourier series, from which the Fourier
coefficients for the voltage are calculated using orthogo-
nality. After further substitutions and integrations, they
conclude with the following equations

X

n

X

m

mPmn

mf1þnf2
¼ 0 ð44Þ

X

n

X

m

nPmn

mf1þnf2
¼ 0 ð45Þ

where m and n are integers representing various harmon-
ics and Pmn is the average power flowing into the nonlin-
ear reactances at the frequencies mf1 and nf2. These
equations are significant in that they indicate that for
an ideal, lossless capacitance (with Rs¼ 0 in Fig. 8), the
sum of all inward power flows at the different frequencies
must be zero. This indicates, theoretically, that on exciting
the nonlinear capacitor at a fundamental frequency, the
output power at the desired harmonic has the same mag-
nitude as the input power of the fundamental. This is
achieved provided all power at the undesirable harmonics
has been reactively terminated, which ensures that no
power is dissipated at these undesirable harmonics.

As an example demonstrating this procedure, consider
exciting a nonlinear capacitor at the fundamental fre-
quency f1(m¼1, n¼ 0). Then Eq. (44) gives

P10

f1
þ

mPm0

mf1
¼ 0 ð46Þ

or

P10¼ �
X1

m¼2

Pm0 ð47Þ
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or in general, the sum of all powers flowing at the various
harmonic frequencies must be zero. Equation (47) indi-
cates that the input power P10 at the fundamental is the
sum of the output powers at all harmonics combined.
Therefore, if external embedding circuitry to which the
nonlinear capacitor is connected is developed such that
the power at all undesirable harmonics is reactively ter-
minated, then the power delivered to the load at the de-
sired harmonic can, theoretically, represent conversion
efficiencies of 100% (17). Practical diodes, however, exhib-
it nonzero series resistance RsO0ð Þ, so that practical con-
version efficiencies are less than 100%.

2.5. Optimization of Efficiency

Achieving optimum efficiency is an essential goal in the
design of any component. In the case of passive multipli-
ers, proper techniques should be employed in efforts to
maximize the conversion efficiency of the multiplier and
maximize the power delivered to the load at the desired
harmonic.

The Manley–Rowe equations given above indicate that,
theoretically, an ideal nonlinear capacitor can achieve
100% conversion efficiency. In practical applications, non-
linear capacitors (varactors) are not ideal components but
have some loss. Therefore, as a general example, the var-
actor utilized in passive multiplier design should exhibit
low series resistance (Rs) at the frequency and power level
of operation [18,36]. Impedance matching at the input of
the nonlinear device is also required, to ensure that the
input power is efficiently coupled to the diode. Similarly,
output impedance matching at the desired harmonic of
interest should be implemented so that power generated
in the nonlinear device at the output harmonic is efficient-
ly transferred to the load. Significant real power should
exist in the diode at the fundamental and the output har-
monic of interest and low-loss resonators should be uti-
lized as idler circuits [13,42–44,47], which will be
discussed later in the article.

Archer and Batchelor [17] note that an equivalent–cir-
cuit model of a varactor diode embedded in external
circuitry can be utilized to predict and optimize the per-
formance of a passive multiplier. They give an equivalent
circuit for a varactor multiplier, showing the connection
between the varactor and the embedding network, as in
Fig. 10. There, the embedding network models the imped-
ance presented to the diode at the fundamental frequency
and other harmonics. The two networks (embedding and
equivalent diode circuit model) are optimized to obtain
maximum power transfer between the embedding net-
work and the reactance of the diode at the input funda-
mental frequency and the output harmonics. This
optimization can be performed manually using the math-
ematical equations governing the response of the net-
works or through an optimization routine provided by a
commercial circuit simulator.

The conversion efficiency is dependent on the large-sig-
nal diode currents and voltages, which are determined by
the impedances presented to the diode at the fundamental
and higher harmonic frequencies [17,18]. Simulations
can be performed to optimize the conversion efficiency,

utilizing the impedances presented to the diode in con-
junction with the diode circuit model.

The steady-state large-signal voltage and current coef-
ficients are Vk and Ik [17].

vjðtÞ¼
X

k

Vkejk2pft ð48Þ

icðtÞ¼
X

k

Ikejk2pft ð49Þ

where f is the fundamental frequency. The predicted per-
formance and thus the optimization of efficiency are de-
termined after solving Eqs. (48) and (49) subject to the
boundary conditions imposed by the diode and the embed-
ding network [the embedding impedance Ze(f)]. Such so-
lutions have been calculated and presented by various
authors [9,11,14–18,20–41], using idealized models, to ob-
tain the nonlinear large-signal behavior of specific multi-
pliers (doublers, triplers, etc.). They present data on the
efficiency, power handling, input and load resistances, and
Pmax/Pin, for example, versus frequency for various multi-
pliers. Using such plots and data, theoretical optimization
can be achieved for specific multiplier types.

In summary, it is important to optimize the perfor-
mance of frequency multipliers. Chang et al. [29] state
general guidelines for achieving this:

1. Good impedance matching should be provided at the
input and output of the nonlinear device over the
frequency range of interest, and all idler circuits
terminated reactively with low loss.

2. At frequencies other than the fundamental, desired
harmonic of interest, and idler harmonics, the non-
linear device should be mismatched to the embed-
ding circuitry to minimize power loss.

Diode circuit model

ZL(nf0)

ZL(f0)

nf0

2f0

Ze(f )

Eg (f0)

ZS

Embedding network

Figure 10. Equivalent network model of passive frequency mul-
tiplier.

2670 MICROWAVE AND RADIO FREQUENCY MULTIPLIERS



3. The input and output networks should be isolated
physically and electrically.

2.6. Idlers

An important concept in the fundamental development of
passive frequency multipliers, as briefly mentioned in pri-
or sections, is that of idler currents and idler circuits. Idler
currents are currents flowing at frequencies other than
the input fundamental frequency and output harmonic
frequency, which are required for a particular class of pas-
sive multipliers [47]. This section will discuss the property
of idlers and demonstrate the requirement of them for
particular multiplier designs.

In Section 2.3.1, the voltage and charge relations of
nonlinear varactors were discussed. Referring to Eq. (42),
it is observed that a square-law characteristic is exhibited
by an abrupt junction diode m¼ 1

2


 �
; the voltage is propor-

tional to the square of the charge [43]. Consider the con-
dition in which the charge across the junction of an abrupt
junction diode is sinusoidal at the fundamental frequency
ðo¼ 2pf Þ

QðtÞ¼Q0þQ1 cos ot ð50Þ

where Q0 is the DC biasing component. Inserting Eq. (50)
into Eq. (42) and using the trigonometric identities gives

vðQÞ¼f� V0
Q

QR

� �2

ð51Þ

vðtÞ¼f� V0
Q0þQ1 cos ot

QR

� �2

ð52Þ

¼f�
V0

Q2
R

Q2
0þ

Q2
1

2

� �
�

2V0Q0Q1

Q2
R

cos ot

�
V0Q2

1

2Q2
R

cos ot ð53Þ

From Eq. (53) it is observed that the voltage produced by
the charge across the abrupt junction diode has a DC
component, a component at the fundamental frequency,
and a component at the second-harmonic frequency, but
no component at any harmonic higher than the second,
such as required for frequency triplers, quadruplers, and
so on. The component at the second-harmonic frequency
indicates that this diode is suitable for a frequency dou-
bler, however. This example indicates that except for the
case of the doubler, if currents flow only at the input and
output frequencies, it is impossible to generate harmonics
higher than the second with an abrupt junction varactor.
This is an expected result due to the square law behavior
of the varactor. Thus, in order to achieve output harmonics
for n42, it is necessary for intermediate currents (idler
currents) to flow in the varactor at specific harmonic
frequencies.

The abrupt junction varactor can be regarded as pro-
viding a mechanism for frequency doubling (due to the
square-law relationship mentioned previously) and for
frequency mixing when idler currents are utilized [19].

In the case of mixing, currents flowing at specific harmon-
ic frequencies are mixed with the fundamental frequency
and with each other (if more than one is introduced) to
produce additional currents at various harmonics. There-
fore, introducing an idler current into an abrupt junction
varactor at the second-harmonic causes the second-har-
monic to mix with the fundamental frequency to produce
an output at the third harmonic. This additional idler pro-
duces the component necessary for frequency tripler de-
sign.

Introducing additional currents into an abrupt junction
varactor provides a means for the device to generate high-
er harmonics. This extends the use of abrupt junction
varactors from frequency doublers to higher-order multi-
pliers.

2.7. Analysis Techniques

Passive frequency multipliers are nonlinear circuits re-
quiring solutions from large-signal circuit analysis. As
stated in preceding subsections, the efficiency of passive
multipliers utilizing diodes is affected by the diode param-
eters: the embedding impedance Ze(nf0) at the fundamen-
tal and harmonic frequencies, the input power level Pin,
and the bias voltage. Various techniques are utilized by
researchers and designers for analyzing and optimizing
nonlinear circuits and, specifically, passive multipliers. In
some simple cases, analytic closed-form solutions may be
obtained for optimizing the efficiency; however, for most
cases the most convenient method is through numerical
analysis. Some of these techniques include power series
analysis, Volterra series analysis, and harmonic balance
techniques where time-domain current and voltage solu-
tions are sought that satisfy the diode boundary condi-
tions and frequency-domain solutions are sought that
satisfy the external circuit equations. Using these analy-
sis techniques along with an accurate equivalent circuit
model of the passive nonlinear device, the predicted per-
formance of the device embedded in external circuitry can
be obtained.

Since the analysis techniques for passive and active
frequency multipliers are similar, the author refers fur-
ther discussion on this topic to a later section, where a
detailed discussion is presented on the analysis techniques
mentioned above. The final section of this article deals
with active frequency multipliers, but the analysis tech-
niques are applicable for passive nonlinear devices as well.

2.8. Pertinent Properties of Passive Devices

The RF performance of passive multipliers is governed by,
among other things, the pertinent properties of the non-
linear device. These properties can be divided into two
categories [41]: (1) those affecting the efficiency of the
multiplier and (2) those affecting its power-handling ca-
pability. Tolmunen [41] notes that the efficiency of the
nonlinear diode is affected mostly by the cutoff frequency,
which will be defined below, the strength of the nonlin-
earity, and the type of multiplication (resistive or reactive,
as discussed in Section 2.1>. The power-handling capabil-
ity is affected by the device area, the extent of the nonlin-
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earity, and the breakdown voltage, which was discussed in
Section 2.3.1).

Focusing on varactor frequency multipliers, for efficient
varactor operation, it is necessary, as expected, for the re-
actance of the junction capacitance of the varactor to be
much larger than the device series resistance (Rs in Fig. 8)
[17]. Therefore, this necessitates an upper frequency limit
(cutoff frequency) on the usefulness of a given varactor
[18]. The dynamic cutoff frequency is defined as [41]

fcd¼
1=Cmin � 1=Cmax

2pRs
ð54Þ

where Cmin and Cmax are the minimum and the maximum
capacitance of the varactor and Rs is the diode series re-
sistance. Therefore, for optimum performance, the cutoff
frequency should be greater than the frequency of appli-
cation.

A sharp nonlinearity in the C–V response of the varac-
tor results in efficient harmonic generation, since the non-
linearity of the device is responsible for harmonic
generation. The advantages of a sharp or steep nonlinear-
ity depend on the extent of the voltage swing across the
diode generated by the input power. Varactors have high
input impedance, thus enabling large voltage swings to be
generated across the device. A diode with high nonlinear-
ity, even at low input power levels, produces significant
voltage swings, and therefore is capable of achieving op-
timum performance. Typically, the optimum conditions
occur in applications where the nonlinearity extends
over voltages comparable to the voltage swing of the in-
put power signal.

Tolmunen [41] states that the power-handling capabil-
ity is proportional to the average capacitance of the device
area. As in the case of other high-power devices, diodes
with large surface areas are able to handle larger input
power levels and consequently produce larger RF current.
In practical diode applications, however, this may result in
matching problems, because matching the diode over a
broad voltage range is quite challenging, and thus trade-
offs have to be made. As will be shown in the discussion of
design techniques in the last section, another approach
commonly used to improve the power-handling capability
is to stack devices in series or parallel. This configuration
increases the total area of the diode, thus allowing it to
sustain larger voltage swings. Large device arrays are
useful in high-power applications.

2.9. Classical Realizations

The previous sections highlighted some of the basic
properties of passive multipliers and the fundamental

characteristics of nonlinear components, which are uti-
lized extensively in passive multiplier development. As
mentioned, the nonlinear component is embedded in ex-
ternal circuitry to accentuate the desired harmonic. As
seen throughout the literature, various topologies exist for
realizing passive multipliers, revealing the interaction be-
tween the embedding circuitry and the nonlinear device.
This section will highlight some of the classical realiza-
tions utilized extensively by microwave designers and
researchers.

Scanlan [18] and Leeson and Weinreb [20] have pre-
sented some simple, classical realizations for passive mul-
tipliers, as shown in Figs. 11 and 12. Scanlan identifies the
passive multiplier topology shown in Fig. 11 as a series
model where the varactor diode is series-mounted with the
embedding network. The input and output networks F1

and FN, respectively, represent ideal filters at the funda-
mental frequency and the Nth harmonic, which permit
voltages to exist at the fundamental frequency and the
Nth harmonic, respectively.

In other words, F1 acts to short-circuit all frequencies
other than the fundamental frequency, and FN acts to
short-circuit all frequencies other than the harmonic fre-
quency of interest. Although more sophisticated filters
may be required, parallel LC networks can be synthesized
for F11 and FN at their respective frequencies, as shown by

o0¼
1ffiffiffiffiffiffiffi
LC
p ð55Þ

Figure 12, on the other hand, shows the shunt diode to-
pology for passive frequency multiplier design using
a nonlinear diode. Again, the input and output networks,
F1 and FN, respectively, represent ideal filters at the

F1YgIg FN YL

Figure 11. Series-mounted passive diode frequency multiplier.
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Figure 12. Shunt-mounted passive diode frequency multiplier.
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Figure 13. Block diagram of series-mounted diode frequency
multiplier.
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fundamental frequency and the Nth harmonic, which per-
mit currents to flow at the fundamental frequency and the
Nth harmonic, respectively. This indicates that F1 acts to
open-circuit all frequencies other than the fundamental
frequency and FN acts to open-circuit all frequencies other
than the harmonic frequency of interest. Similarly, F1 and
FN can be synthesized as series LC networks resonant at
the fundamental frequency and the output harmonic fre-
quency of interest.

Faber (13) has discussed the realizations presented by
Scanlan, with emphasis on achieving optimum efficiency
of the multiplier. Block diagrams of the realizations (se-
ries-mounted and shunt-mounted) shown by Faber are
given in Figs. 13 and 14. Recall from the Section 2.4 that
the Manley–Rowe power equations imply that it is theo-
retically possible to deliver all input power at the funda-
mental frequency to the output load at the desired
harmonic of interest, thereby achieving 100% efficiency.
Achieving optimum efficiency requires that should not be
dissipated at any of the undesired harmonics in either the
input network or the output network.

This indicates, with regard to Fig. 13, that

Re Zd; outðf Þ � 0 ð56Þ

Re Zd; inðnf Þ � 0 ð57Þ

when the input and output networks contribute to the de-
vice reactance compensation. If the conditions represented
by Eqs. (56) and (57) are met, power is not dissipated at
the fundamental frequency in the output network and
power is not dissipated at any of the harmonic frequencies
in the input network, respectively.

Similarly, for Fig. 14 the following conditions are
sought:

ReYd; out ðf Þ � 0 ð58Þ

ReYd; inðnf Þ � 0 ð59Þ

Apart from the realizations mentioned previously, several
variations of these topologies have been utilized as well.
At RF and microwave frequencies several diodes connect-
ed in series or parallel have been utilized to handle cases
where there was insufficient power, voltage, or current-
handling capability of a single device or where the single-
device impedance levels were inconvenient. Connecting m
diodes in series (stacking) produces a breakdown voltage
m times as high, and m diodes in parallel provide m times
higher current [13]. Therefore, topologies such as those
shown in Figs. 15 and 16 are commonly encountered.

The circuit complexity of passive multipliers can be in-
creased even further. Some more complicated topologies
are shown in Figs. 17–20 [13,17,18,30]. The antiparallel
topology of Fig. 17 produces currents containing compo-
nents at the fundamental frequency and higher odd-order
harmonics. This can substantially simplify the design of
input and output filters in the development of odd-order
multipliers.

Figure 18 shows the antiseries topology utilizing a
transformer between the input signal and the diode cir-
cuit. The transformer provides a 1801 phase shift between
the input signal voltages feeding the two diodes. There-
fore, the current components cancel in the load, producing
no voltage across the load at the fundamental frequency.
In contrast to the antiparallel topology, the antiseries to-
pology provides even-order harmonics and therefore leads
to less stringent requirements on the input and output
filters.

Figure 19 utilizes a transformer in the antiparallel se-
ries topology as well. Faber notes that the odd-order com-
ponents are in phase, so that when the odd-order
components flow through the transformer primary wind-
ing, they do not excite the load mesh. The even-order
components, on the other hand, are of opposite phase, so
they cancel in the input signal source branch but excite
current in the load mesh. This action causes the antipar-
allel series topology to produce even-order harmonic mul-
tiplication.
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Figure 14. Block diagram of shunt-mounted diode frequency
multiplier.
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Figure 15. Series-connected diode multiplier topology.
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Figure 16. Parallel-connected diode multiplier topology.
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Figure 17. Antiparallel diode pairs.
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Finally, Fig. 20 shows a bridge frequency multiplier.
Similarly to full-wave rectifiers, bridge rectifiers can be
used to produce even-order harmonic multiplication.

2.10. Passive Multiplier Design Techniques

2.10.1. Existing Design Techniques. Numerous tech-
niques exist for the design of passive multipliers utilizing
various topologies, many of which are presented in Section
2. This section presents, in perusal of the available liter-
ature, various existing design techniques, and in some
cases details their performance.

A fundamental topological representation for realiza-
tion of passive RF/microwave multiplier circuits is shown
in Fig. 21, where networks N1 and N2 are on the input and
output of the nonlinear device, respectively. As mentioned
in a previous section, multiplier performance is governed
by the embedding circuitry (networks N1 and N2) and the
pertinent properties of the nonlinear device. Authors have
used various networks in the synthesis of N1 and N2. Tra-
ditional synthesis have included short-circuited and open-
circuited stubs at the fundamental frequency and various
harmonics [16,24,25], impedance matching and filter
networks [15,26–29], and waveguides and filters [11,14,
31–33,36–40].

As shown in Fig. 21, in the synthesis of N1 and N2,
several authors have utilized short-circuited and open-cir-
cuited stubs for low-frequency and high-frequency appli-
cations. Gavan and Peled [16], for example, use microstrip
stubs in the development of a 1250–2500-MHz step recov-
ery diode frequency doubler. They synthesize N1 with a 0/8
stub (at 2f0) on the input network to provide a short circuit
for the second-harmonic signal, and synthesize N2 with a
0/4 microstrip stub (at f0), which provides a short circuit to
ground for the fundamental frequency. Using this design
technique, they achieve conversion gain efficiency of 75%,
but do not present any data on harmonic suppression.
Chen et al. [24,25] perform a 47–94-GHz Schottky barrier

varactor diode frequency doubler design utilizing MMIC
technology. They use a 0/2 short-circuited stub (at 2f0) on
the input network to create an RF short circuit at 94 GHz,
and a 0/4 short-circuited stub (at f0) on the output to create
an RF short circuit at the fundamental frequency. This
high-frequency MMIC design provided a maximum con-
version efficiency of 25% (6 dB conversion loss).

Several authors have developed passive frequency mul-
tipliers utilizing impedance-matching networks and fil-
ters in the input and output networks [15,26–29]. The
impedance-matching networks are employed to match the
input and output impedances of the nonlinear device,
while the filters are used to attenuate specific harmonics.
Gavan and Peled [15] designed a 1250–2500-MHz varactor
frequency doubler utilizing the shunt varactor topology
shown in Fig. 14 along with a lowpass filter in the input
network and a two-section coupled bandpass filter at
2500 MHz in the output network. This design technique
yields a maximum conversion gain efficiency of 71%.
Chang et al. [29] developed a varactor 46–92-GHz fre-
quency doubler utilizing a topology similar to that shown
in Fig. 14. Input and output networks are synthesized
with filters and additional matching networks to achieve
optimum power transfer at the source and load. This de-
sign achieves a conversion loss of 8–9 dB over a 500 MHz
bandwidth.

Furthermore, some authors have chosen to utilize a
balanced topology for the design of frequency multipliers
[30–33]. A block diagram of a balanced design topology is
shown in Fig. 22. In typical balanced circuits, a 1801 phase
difference in the input signals feeding the nonlinear device
produces fundamental signals and other odd-harmonic
signals with opposite phase. By destructive interference,
the fundamental and other odd harmonics cancel, giving
good harmonic suppression, while the second-harmonic
signals, on the other hand, interfere constructively, there-
by enhancing the output signal at the second-harmonic.
This design technique will be revisited in the discussion of
active frequency multipliers.
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Figure 18. Antiseries diode pairs.
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Figure 19. Antiparallel series-connected diodes.
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Figure 20. Bridge frequency multiplier.
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Figure 21. Passive frequency multiplier realization.
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Bitzer [30] utilized a balanced topology similar to that
shown in Fig. 19 and presented again in Fig. 23 to design a
broadband Schottky barrier diode frequency doubler. In
this structure, the input signal is fed antiphase to the di-
odes in order to switch on one diode patch every half-cycle.
The rectified output signal is coupled to the load via a
balun. As mentioned previously, the fundamental signals
and other odd-harmonic signals from the diodes have op-
posite phase and therefore, by destructive interference,
cancel, giving good harmonic suppression. The second-
harmonic signals interfere constructively, thereby en-
hancing the output signal at the second-harmonic.
Bitzer’s data show that from 6–18 GHz, the conversion
loss is 9.571 dB and harmonic suppression 415 dBc.

Archer [33] developed a balanced varactor diode
85–116-GHz frequency doubler similar to the typical to-
pology shown in Fig. 22. Archer uses a waveguide T junc-
tion as a power divider on the input to feed two varactor
diodes. On the output, a matched waveguide hybrid T
junction combines the power at the output port. Using this
design topology, a maximum conversion efficiency of 16.5%
was achieved. Unfortunately, Archer does not present any
data on harmonic suppression.

Waveguide circuitry provides an efficient means of re-
alizing frequency multipliers [14]. Waveguides provide
low loss, possess desirable highpass filter characteristics,
and provide a good thermal path for dissipated power.
Energy is typically coupled/decoupled from the input and
output of the waveguide through a lowpass filter. Various
authors have utilized waveguide circuitry in high-fre-
quency multiplier designs [11,14,31–33,36–40]. Raisanen
[36] notes that for frequencies from 100B500 GHz, for ex-
ample, the highest efficiencies and highest output powers
have been achieved with waveguide multipliers.

Archer [38] has developed a varactor frequency doubler
at 260 GHz utilizing waveguides and filters. The input
network consists of a lowpass filter and a waveguide. The
lowpass filter is a seven-section design that passes the
fundamental signal while attenuating higher-order har-
monics. The output network consists of a l0/4 impedance
transformer and a waveguide. Using this design tech-
nique, Archer achieves a conversion gain efficiency of
20% for narrowband applications (5% bandwidth) and
conversion efficiencies of 10% for wider-band applications
(8% bandwidth).

Mott [11] has developed a varactor frequency doubler
design at a lower frequency (19–38 GHz), utilizing wave-
guides as well. Mott synthesized the input network with a
waveguide, a l0/4 impedance transformer, and a lowpass
filter and notes that the characteristic impedance of the
filter is synthesized so that it equals the real part of the
diode input impedance. The output network consists of an
output waveguide impedance transformer synthesized to
present the optimum load impedance to the output of the
diode. Mott achieves a conversion efficiency of 60% (con-
version loss of 2.2 dB) over a 1 dB output bandwidth of
640 MHz.

At higher frequencies, frequency multipliers are capa-
ble of achieving high conversion efficiency at low input
powers, but the output power tends to saturate at rather
low power levels [31]. The use of series arrays of diodes
provides an attractive approach to overcoming this defect.
Cascading multiple-diode junctions increases the beak-
down voltage and provides greater power-handling capa-
bility [9]. A series array of n identical diodes can handle n2

times as much power as a single diode [31]. For these rea-
sons, various authors have utilized series- and parallel-
stacked diodes in passive design, as shown in Figs. 15 and
16, to improve the power-handling capability of passive
frequency multipliers [9,14,30,31,34,35]. Chu [34] devel-
oped an 18–36-GHz stacked-diode frequency doubler uti-
lizing two series diodes. The input/output-matching
circuits consist of l0=4 impedance transformer sections
with open-circuited stubs resonant at the input and out-
put frequencies. This design produced a maximum output
power of 150 mW with a conversion efficiency of 24%, and
a peak conversion efficiency of 35% at 95 mW of output
power.

2.10.2. State of the Art. In the development of passive
frequency multipliers as well as other technologies, re-
searchers and designers are constantly pushing the lead-
ing edge in attempts to achieve better performance. In
passive frequency multipliers, designers desire, among
other things, greater power-handling capability and great-
er conversion gain efficiency. This section highlights state-
of-the-art developments in passive frequency designs.

The available literature indicates that the leading edge
of technology in passive designs is not focused so much on
developing new design topologies as on new methods of
fabricating new semiconductor diodes, particularly for
millimeter and submillimeter-wavelength applications
[25,36,39,41]. It has been demonstrated that the perfor-
mance of passive frequency multipliers is highly depen-
dent on the pertinent properties of the nonlinear device.
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Figure 23. Antiparallel balanced diode configuration.
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Figure 22. Block diagram of typical passive balanced frequency
multiplier.
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Therefore, it is reasonable to expect that efforts at improv-
ing the performance of passive frequency multipliers
would begin with the nonlinear device.

Over the years, the GaAs Schottky varactor diode has
served as one of the most important nonlinear elements
for frequency multipliers [36,41]. Consequently, growing
interest in novel diodes has brought to light new struc-
tures showing excellent theoretical performance compa-
rable to or better than the conventional Schottky varactor.
In comparison with the Schottky varactor, these new di-
odes have potential advantages, such as stronger nonlin-
earity or a special symmetry, which make them very
attractive for millimeter and submillimeter-wave frequen-
cy multiplication. Stronger nonlinearities allow more effi-
cient higher-order harmonic generation with smaller
input signal levels [36]. These novel diodes include sin-
gle-barrier varactors (SBVs), quantum barrier varactors
(QBVs), barrier–intrinsic–nþ (BIN) diodes, and high-elec-
tron-mobility varactors (HEMVs).

The quantum well diode (QWD) has been studied since
1970 [41]. The QWD is a heterojunction diode in which a
thin undoped layer between two thin barriers forms the
quantum well. Its high speed and negative differential re-
sistance make it attractive for millimeter-wave oscillators.
Because of its symmetric structure, the highly nonlinear
antisymmetric I–V curves and symmetric C–V character-
istics result in odd-harmonic generation. Therefore, as ex-
pected, QWDs have been utilized in tripler designs, with
some designs going up to 200 GHz. Raisanen [36] notes
that the resulting output powers from these tripler de-
signs are promising, but are lower than those achieved
from the best Schottky multipliers. Replacing the quan-
tum well with a single thicker barrier produces a QBV or a
SBV, where the nonlinear current is suppressed but the
nonlinear C–V characteristic remains. Because the of sym-
metric C–V characteristic, this diode is also attractive for
tripler and quintupler design. SBV triplers have been de-
veloped up to 280 GHz, producing output powers of
2.5 mW [36].

The BIN diode has been proposed as an improved diode
for harmonic generation [41]. Unlike QWDs or SBVs,
which consist of a heterostructure and two ohmic contacts
as terminals, the BIN diode is essentially a Schottky var-
actor with an unique doping profile that yields a sharper
C–V characteristic than the Schottky varactor. The BIN
diode consists of a Schottky contact, a barrier layer, and an
intrinsic layer. Tolmunen [41] notes that connecting two
BIN diodes back to back produces a symmetric C–V char-
acteristic.

The HEMV is a modification of the planar Schottky
varactor where a heterostructure is used. The electrons in
this device have higher mobility, as in HEMTs (which are
modeled and used in active multiplier designs in the final
section), thus making it attractive for high-frequency ap-
plications. In a varactor, this structure produces a strong-
ly nonlinear capacitance, but with an undesirable high
parasitic capacitance associated with its structure.

Tolmunen [41] has designed several multipliers utiliz-
ing the abovementioned novel devices at 200 GHz. The
conclusions from his study reveal that the sharp C–V
characteristic of the BIN diodes improves the performance

at low input powers (10 mW) and makes them the most
effective of all the devices. The SBV yields excellent the-
oretical performance, but is less efficient because of its
high resistive losses. It does however, provide the best
performance at high input power levels.

As researchers and designers continue to push the en-
velope of technology for higher-performance devices, these
novel devices will be utilized extensively, particularly at
submillimeter and millimeter frequencies.

3. ACTIVE FREQUENCY MULTIPLIERS

Another class of frequency multipliers encompasses those
that are designed and constructed utilizing active nonlin-
ear devices. As discussed earlier, multipliers require a
nonlinear element for harmonic production [133–135].
Active frequency multipliers, as shown in the block dia-
gram in Fig. 24, utilize the nonlinear characteristics of an
active element properly biased to produce an output spec-
trum rich in harmonics when excited by a sinusoidal
source. Typically, the active element consists of any of
the transistor classes, which include the BJT, HBT, field-
effect transistor (FET), MESFET, HEMT, and PHEMT.

Active multipliers offer various advantages over their
passive counterparts. An example, which will be discussed
in the following section, is in the conversion gain. Active
multipliers are capable of producing conversion gains
greater than 0 dB, whereas passive multipliers are not.
This section will also discuss the development of active
frequency multiplier technology, including the fundamen-
tal performance descriptions, and pertinent properties of
the active device (which include modeling and quantifica-
tion of the nonlinear properties). Design techniques of ac-
tive frequency multipliers are discussed in Section 4.1.

In the systematic design of any linear microwave am-
plifier, an essential initial step in modern engineering
practice, is the computer analysis of the proposed topolo-
gy utilizing such tools as the HP/Agilent ADS simulator.
An essential ingredient in this process is the use of real-
istic circuit models, some of which have required many
worker-hours of development as exemplified by the micro-
stripline models in that simulator. Simultaneously, real-
istic models of the transistor (FET, HEMT, HBT, etc.) are
utilized. This model may be in the form of a physical
model, measured S-parameter data, or an empirical mod-
el. In any case, some reasonable active device representa-
tion is used.

Such has not been the case for active microwave fre-
quency multipliers until quite recently. These recent com-
puter-based designs will be described in Section 4.2.
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Figure 24. Block diagram of active frequency multiplier.
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Numerous authors have presented discussions of active
frequency multipliers that will be referenced throughout
this presentation. A systematic design approach for devel-
opment of active frequency multipliers, which is analo-
gous to that for linear amplifiers, utilizes computer-based
simulation. As a result, one of the primary concerns is the
ability to accurately predict the linear and nonlinear per-
formance of the active device before embedding it into
other networks, which is typical in the development
and design of frequency multipliers. Several authors
[48–86,129,158–163] have presented details and tech-
niques for modeling the active devices. Each author de-
lineates the various advantages and disadvantage of their
study. Techniques for modeling HEMTs are presented as
an example in this discussion, since they are employed in
the illustrative multiplier designs in later sections.

3.1. Fundamental Performance Descriptions

As discussed previously, frequency multipliers are nonlin-
ear circuits that convert signals at an input fundamental
frequency (f0) into signals at a harmonic frequency mul-
tiple of the input frequency (nf0). Several performance de-
scriptions and parameters represent the effectiveness of
frequency multipliers for frequency conversion. The ob-
jective of this section is to identify and discuss the prom-
inent fundamental performance descriptions of active
frequency multipliers.

Active frequency multipliers utilize the nonlinear char-
acteristics possessed by any of the several properly biased
transistor classes (BJT, FET, etc.). Exciting the nonlinear
device with a fundamental frequency provides an output
spectrum rich in frequency harmonics. One of the main
advantages of active multipliers is their capability of pro-
ducing positive conversion gains (conversion gains greater
than 0 dB). The conversion gain of a frequency multiplier
is defined as the ratio of the output power for a particular
harmonic delivered to the load to the fundamental input
power. Maximizing the conversion gain is crucial in the
development and design of frequency multipliers. In the
specific case of frequency doublers, an input signal at the
fundamental frequency (f0) is converted into a signal at
the second-harmonic (2f0). Mathematically, the conversion
gain can be expressed as [87]

Conversion gain¼
Poutð2f0Þ

Pinðf0Þ
ð60Þ

or

Conversion gain ðdBÞ¼Pout;2 f0
ðdBmÞ � Pin; f0

ðdBmÞ ð61Þ

Frequency doublers, which will be presented in the next
section, have been designed and developed exhibiting con-
version gains approaching 12 dB. Alternatively, the con-
version gain can be expressed as a percentage [88]. This
percentage is defined as the ratio of the input power at the
fundamental to the output power delivered to the load at
the desired harmonic. Using the example of the frequency
doubler, this can be represented as

Z¼
Pinðf0Þ

Poutð2f0Þ
� 100% ð62Þ

Similarly, as in the consideration of RF amplifiers, the ef-
fectiveness of the conversion of DC power into AC power is
also a meaningful parameter in discussing frequency mul-
tipliers. In the case of frequency doublers, the consider-
ation is focused on the effectiveness of converting DC
power into AC power at the second-harmonic. A general
expression for the DC-to-RF efficiency can be represented
as [88]

DC� to� RF¼
PoutðharmonicÞ

PDC
� 100% ð63Þ

From this equation, it is observed that optimum DC-to-RF
efficiency performance is achieved when maximum RF
power is produced from minimum DC power. For the class
of frequency multipliers presented in the next subsection,
DC-to-RF efficiencies of up to 24% have been obtained.

The transfer of power from the fundamental frequency
at the generator to the desired harmonic at the load is
dependent, amongst other things, on the return loss or
voltage standing-wave ratio (VSWR) of the input port and
the output port of the multiplier circuitry. The return loss
is a measure of the impedance match of the input and
output ports of the frequency multiplier to the source im-
pedance and the load impedance. Computer simulations
for HEMT frequency doublers are performed in Section
3.4.3. (see Tables 3 and 4) delineating the advantages of
good impedance matching. In these simulations signifi-
cant improvements in the conversion gain are achieved in
the cases where the input and output ports are imped-
ance-matched.

As discussed previously, frequency multipliers are har-
monic generators that produce an output harmonic (nf0)
when excited by a fundamental frequency (f0). In the gen-
eration of the desired harmonic, undesired harmonics are
generated as well. As an example, in the case of a fre-
quency doubler, the desired output harmonic is 2f0, but
other harmonics at f0, 3f0, 4f0, are generated. The ability of
the multiplier to suppress the undesired harmonics is an-
other key performance factor. This property of the fre-
quency multiplier is called harmonic suppression. It is
defined mathematically as

Suppressionðmf0Þ
ðdBcÞ¼P0ðnf0ÞðdBmÞ � P0ðmf0ÞðdBmÞ ð64Þ

where nf0 is the desired frequency harmonic and mf0 is an
undesired harmonic. In the case of the frequency doubler,
n¼ 2 and m¼ 1,3,4, which indicates that the desired har-
monic is 2f0 and harmonic suppression is calculated for
the fundamental frequency (f0), third-harmonic frequency
(3f0), and so on.

A previously discussed application of frequency multi-
pliers is their use in communication systems in receivers
and transmitters. A performance description of receivers
in communication systems, and therefore of frequency
multipliers used in receivers, is their dynamic range, de-
fined as the range of input or output power levels where
signals can be processed with high quality without signal
distortion. At low power levels, the dynamic range is lim-
ited by the sensitivity to the noise floor or the minimum
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detectable signal as governed by the noise floor. At higher
powers, the dynamic range is limited by the acceptable
level of signal distortion or, specifically, by the power level
where the small-signal gain has been compressed by 1 dB
[89,90].

Using these definitions for the dynamic range, the
optimum dynamic range for frequency multipliers is
achieved when the power range between the noise floor
and signal distortion is maximized. It involves tradeoffs
between the input signal drive level, the noise floor level,
and the output signal distortion.

Another important multiplier performance parameter
is the operational bandwidth. Bandwidth is defined as the
frequency band where specific performance specifications
are met; typically, one uses the conversion gain. Specifying
a �3 dB bandwidth indicates the frequency band where
the conversion gain decreases by 3 dB from its peak. Op-
timizing multiplier bandwidth is an important task to the
designer. Typically, tradeoffs have to be made in the per-
formance of the devices to achieve high bandwidths. As an
example, higher conversion gains are achieved for narrow-
bandwidth designs, and usually wide-bandwidth designs
are accomplished at the expense of the conversion gain.
One explanation for this is the difficulty of achieving im-
pedance matching over broad ranges. Consequently, the
conversion gain is reduced over the band to compensate
for the extended bandwidth. Over narrow frequency bands
impedance matching is less of a challenge and thus readily
facilitates optimization of conversion gain.

3.2. Pertinent Properties of the Active Device

3.2.1. Nonlinear Modeling. As pointed out previously,
accurate device models are an essential ingredient for the
efficient design of active microwave multipliers. This sec-
tion presents typical information on active devices neces-
sary in active multiplier design. Since most of the effort on
active multipliers employs FET-type devices, the remain-
ing portions of this presentation will stress this class of
active elements. Some multiplier realizations utilizing
Bipolar devices are addressed in Ref. 95,155,156, and 164.

3.2.2. Classification of Device Models. Active-device cir-
cuit models are developed and categorized according to
their specific applications. Depending on this classifica-
tion, a specific model is typically employed, such as small-
signal models and S-parameter data for small-signal
amplifier applications.

Alternatively, for frequency multiplier applications, ex-
cellent nonlinear models are required to predict both the
linear and nonlinear device performances.

The development of such models is a challenging un-
dertaking that requires more depth in its exposition than
space permits. The interested reader is referred to the lit-
erature [49–78] and [158–163] for in-depth treatment of
this topic.

3.2.3. Development of Precision Models. Because of the
necessity of precision nonlinear models for illustration of
accurate multiplier designs, we will utilize a high-elec-

tron-mobility transistor manufactured by Fujitsu
(FHX35LG) for that purpose.

Additionally, the frequency multiplier examples illus-
trated below are doublers, and thus, the highest frequency
harmonic that will be modeled is the third harmonic. Fur-
thermore, it has been pointed out in these applications,
that the first three harmonics are of the greatest signifi-
cance [99].

A number of authors [48–78] have developed nonlinear
active-device models that are typically employable in ac-
tive multiplier development. The interested reader is re-
ferred to Refs. 49 and 56 for in-depth discussion of most of
these models.

For the purposes of our discussion, a general nonlinear
FET/HEMT model is shown in Fig. 25. In this model, the
nonlinear parameters include the following [49]:

Dgs ¼ gate-to-source diode
Dgd¼ gate-to-drain diode
Cgs ¼ gate-to-source capacitance
Cgd¼ gate-to-drain capacitance
Cds ¼drain-to-source capacitance
Ids ¼drain-to-source current

Rds ¼ output resistance¼
@Ids

@Vgs

� ��1

gm ¼ transconductance (not shown in model but is repre-
sented by the equation: gm¼ @Ids/@Vgs)

In-depth discussions of these parameters and their device
design implications are presented in Refs. 49 and 56.

3.3. Device Nonlinearities

It was discussed above that while the class of active
devices available for multiplier applications includes
BJT, MESFET, HEMT, and similar devices, this work
will employ HEMT transistors as a vehicle for design
illustrations.

The equivalent circuit for this device was shown in
Fig. 25 with the nonlinear elements displayed that are
exploited in the generation of frequency harmonics.

3.3.1. Analysis of Nonlinearities. In analyzing FET/
HEMT performance, several authors have addressed
the issue of identifying the elements that contribute to
the nonlinear behavior of FET transistors [49,75,76,79,
86,93,97,98,101]. Maas [86] has analyzed the nonlinear
behavior of MESFET transistors. In his study, Maas pro-
vided the magnitude of all parasitic components (Ls, Lg,
Ld, Rg, and Rd) and intrinsic components (Ri, Rds, Cgs, Cgd,
and gm) in tabular form for various bias voltages. This
provides insight into the nonlinear behavior of these com-
ponents. Ri (not shown in Fig. 25) is the charging resis-
tance in series with Cgs for a typical transistor. Maas’ data
for the parasitic inductors (Ls, Lg, and Ld) show that the
magnitudes of these inductors are very small and are on
the order of hundredths of nH. Their values vary from 0.03
to 0.08 nH for Ls, from 0.09 to 0.12 for Lg, and 0.06 to
0.07 nH for Ld or, in the worst case, their magnitudes
vary by only 0.05 nH over the bias ranges. This
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indicates that at an arbitrary frequency of 1 GHz, the im-
pedance of this inductance variation is approximately
0.25. This implies that the parasitic inductors can be ap-
proximated with fixed, constant values for all bias regions
and, therefore, do not contribute as a source of nonlinear-
ity to the MESFET. The magnitude of the parasitic resis-
tors (Rg, Rs, and Rd) vary by only a few tenths of an ohm as
functions of applied voltage. Therefore, similar to the par-
asitic inductors, their magnitudes can be fixed as con-
stants in the device models.

Maas’ data show that the output resistance of the ME-
SFET varies nonlinearly over bias from approximately 10
to 283 [86].

This variation is significant and indicates that, as a
result of this nonlinear characteristic, the output resis-
tance of the transistor is one of the potential contributors
to the nonlinear effects observed in the MESFET transis-
tor. The gate-to-source and gate-to-drain capacitors (Cgs

and Cgd) also vary nonlinearly as functions of applied volt-
age. Cgs is shown to vary from 0.415 to 0.636 pF, and Cgd

varies from 0.049 to 0.266 pF. This nonlinear variation in
Cgs and Cgd indicates that they are viable contributors to
the harmonic production of the MESFET as well. The final
element considered by Maas is the transconductance. The
transconductance shows significant nonlinear variation
over bias, particularly in the saturation region as it varies
nonlinearly from 61.3 to 89.2 mS. This nonlinear variation
indicates that it also contributes to the nonlinear behavior
of the MESFET. In summary, Maas’ study reveals that the
elements significantly contributing to the nonlinear be-
havior of the MESFET are Rds, Cgs, Cgd, and gm. The re-
maining elements (Ls, Lg, Ld, Ri, Rg, Rs, and Rd) do not
vary nonlinearly and can be considered to be constants in
the models. Maas’ study was performed on a MESFET;
however, his results can be employed in identifying the
nonlinear contributors to HEMT/PHEMT performance as
well.

Gopinath and Rankin [79,119] have performed a study
identifying the relative contributions of the various non-
linear elements of MESFETs valuable for harmonic gen-
eration. Their work emphasizes harmonic generation at
the second-harmonic using computer simulations and

identifies the major contributors to the nonlinear behav-
ior of the MEFSET as (1) Cgs and Cgd; (2) drain current
nonlinearity, which results from the drain current clip-
ping when Vgs swings below pinchoff or into forward con-
duction; (3) the nonlinearity of the drain current equation
representing Ids; and (4) output resistance nonlinearity.

On the basis of computer analysis, Gopinath and Ran-
kin conclude that, in the absence of other nonlinear con-
tributions, the second-harmonic power level due to Cgs is
on the order of 18–11 dB below the output power at the
fundamental. In evaluating the effect of Ids clipping, they
neglect the transfer characteristic of Ids and perform a
Fourier analysis of the half-wave rectified waveform with
Vgs¼0 V. They find that the second-harmonic output pow-
er level is 7.4 dB below the output power level at the fun-
damental. Gopinath and Rankin analyze the nonlinear
contributions from the Ids current equation nonlinearity
and the output resistance by simulating the harmonic re-
sponse of the FET with the drain current represented by
Eqs. (65) and (66), respectively. The simulations show that
the second-harmonic output power level is 16 dB below the
output power level at the fundamental using Eq. (65) to
represent Ids, and that the second-harmonic output power
level is 15 dB below the output power level at the funda-
mental when using Eq. (66) to represent Ids:

Ids¼ Idss 1�
Vgs

Vp

� �2

ð65Þ

Ids¼ Idss 1�
Vgs

Vp

� �2

1þ
Vds

RdoIdss

� �
ð66Þ

The conclusion is that the major contributor to the non-
linearity of the FET is the Ids nonlinear clipping effect,
which produced second-harmonic output power 7.4 dB be-
low the output power at the fundamental. Slight contri-
butions to the nonlinearity of the FET came from the Cgs

nonlinearity, output conductance nonlinearity, and Ids

transfer nonlinearity. It should be noted, however, that
the study uses approximations in the computer simula-
tions. The computer model neglects the gate-to-drain
branch of the circuit (Cgd and Dgd), the authors use a pre-
determined unknown resistive load (RL), and they indi-
cate that the results are valid only for RL5Rdo, where Rdo

is the output resistance. A final observation of this study is
that measured data indicating the accuracy and practi-
cality of the results are not presented.

With reference to the earlier work of Camargo [98],
Dow [97] discusses the nonlinear contributions of the ME-
SFET transistor using a graphical approach. He develops
an equivalent-circuit model from measured S parameters
to evaluate the bias-dependent nonlinear intrinsic circuit
elements, and, afterward, presents curves representing
gm, Cgs, and Gds versus Vgs and Vds to show the nonlinear
behavior of these parameters. Examining the curves, Dow
identifies particular bias regions of Vgs and Vds, where the
nonlinear variation of gm and Gds is more prominent and
significant for harmonic generation. With regard to the
contribution from Cgs, Dow references the study per-
formed by Gopinath and Rankin, as previously discussed,

Dgd

Rg

Dgs

Rs

Ls

Cgs Cds
Vgs

Vds

Cgd Rd

Source

Drain

LdIds(Vgs,Vds)
Lg

Gate

Figure 25. Nonlinear device equivalent circuit model.
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in stating that second-harmonic generation is weakly de-
pendent on Cgs nonlinearity. In summary, Dow’s study
concludes that harmonic generation is obtained from three
sources of the MESFET: (1) nonlinearity of the intrinsic
parameters Cgs, gm, and Gds; (2) current rectification,
which occurs when the gate voltage swings into forward
conduction; and (3) current clipping occurring when the
gate voltage swings below pinchoff.

The previous discussions have stressed the determina-
tion of the nonlinear elements responsible for harmonic
generation in MESFETs. Focusing on the HEMT transis-
tor, Golio [49] indicates that the major nonlinear elements
of the HEMT device are (1) the drain-to-source current Ids,
from which the transconductance and output conductance
are derived; (2) the gate-to-source and gate-to-drain ca-
pacitors (Cgs and Cgd); and (3) the gate-to-source and gate-
to-drain diodes (Dgs and Dgd).

3.3.2. HEMT Characteristics. Modeled drain-to-source
current, transconductance, and output conductance data
for a Fujitsu FHX35LG HEMT are shown below to dem-
onstrate the nonlinear characteristics of these types of ac-
tive devices. Static I–V curves are shown in Figs. 26 and 27
for the transistor using the modeling techniques previous-
ly discussed and the equivalent nonlinear model shown in
Fig. 28. From the static I–V curves, the transconductance
and output conductance are derived and plotted against
the drain-to-source (Vds) and gate-to-source (Vgs) voltages
as shown in Figs. 29–32. These plots graphically display
the nonlinearity of the transconductance and output con-
ductance of the HEMT transistor as functions of the DC
bias voltages. As shown in these plots, these elements
show varying degrees of nonlinearity, which are depen-
dent on the drain-to-source (Vds) and gate-to-source (Vgs)
voltages bias. The exploitation of these nonlinearities with
respect to the optimum bias conditions will be discussed in
the following section.

3.4. Nonlinearities Utilized for Frequency Multiplication

The preceding sections presented a general synopsis of
device nonlinearities. This section delineates the nonlin-
earities of specific importance for frequency multiplication
applications, given certain optimum bias conditions. Ad-
ditionally, the impact of terminating impedances on mul-
tiplier performance is detailed.

3.4.1. Optimum Bias Selection. Golio [49] has noted
that the drain-to-source current (Ids) contributes to the
nonlinear behavior of the HEMT transistor. In this accord,
static I–V curves representing the drain-to-source current
are utilized to characterize two dominant nonlinear circuit
elements previously identified: the transconductance (gm)
and the output conductance (gds). These parameters plot-
ted versus the drain-to-source (Vds) and gate-to-source
(Vgs) voltages as shown in Figs. 26–32, show the nonlin-
earity of the elements displayed as a function of the DC
bias voltages.

For the class of multipliers under consideration, the
nonlinear behavior of the drain-to-source current (Ids) pro-
duces harmonic generation through its clipping effect
[79,98]. In the case of harmonic generation, the conclu-
sion has been advanced that optimum harmonic genera-
tion occurs for either Vgs¼ 0 or Vgs¼Vp [97,98,102,127].

If the FET is biased at Vgs¼ 0, the input voltage wave-
form appearing across the gate-to-source capacitance (Cgs)
is clipped and will be half-wave rectified because of the
conduction cycles experienced by the gate-to-source diode.
This rectified waveform is transferred to Ids through the
device’s transfer properties as reflected by the analytical
relation between Ids and Vgs [55]. When the device is bi-
ased at the pinchoff voltage (Vgs¼Vp), however, the input
voltage at the gate causes the FET to turn on during the
positive half-cycle of the input voltage, and the output
voltage again becomes a half-wave rectified waveform.
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Figure 26. Modeled drain current of HEMT transistor versus
drain-to-source voltage.
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Figure 27. Modeled drain current of HEMT transistor versus
gate-to-source voltage.
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Figure 28. HEMT/PHEMT nonlinear equivalent model.
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When the gate voltage is biased between 0 V and pinchoff
(0ZVgsZVp), and the input voltage swing is large enough
to cause clipping on both ends, the output current at the
drain will resemble a square wave. If the square wave is
symmetric, the second-harmonic component will be small,
but the third harmonic will be large, allowing frequency
tripling [97].

It has been shown that rich harmonic generation will
result for class A and class B operation of the transistor
[96,97,98]. Class A operation occurs for Vgs¼ 0 V and caus-
es drain current (Ids) rectification when the gate diode
swings into forward conduction. Class B operation occurs
for Vgs¼Vp, where Vp is the pinchoff voltage, and causes
the drain current to clip when the gate voltage swings be-
low pinchoff.

Dow [97] and Camargo [98] conclude that class A FET
multipliers provide good multiplication gain and poor DC-
to-RF efficiency, while class B FET multipliers have poor
multiplication gain and good DC-to-RF efficiency.

Using the DC-to-RF efficiency expression [Eq. (63)], the
efficiency for typical HEMT frequency doublers, which was
simulated with Vgs¼Vp and Vgs¼0 V, respectively, can be
computed. As an example, evaluating various simulation
data for Vgs¼Vp, the DC-to-RF efficiency is 23.5%, and for
typical simulations for Vgs¼ 0 V, the DC-to-RF efficiency is
0.03%. In each simulation the DC supply voltage (Vds) was
3 V, which causes the DC power for the simulation with
Vgs¼ 0 V to be considerably higher and, subsequently,
to reduce the DC-to-RF efficiency. Usually, for class A

operation the device is biased at a lower Vds voltage
than the case presented here, thus reducing the DC pow-
er and increasing the DC-to-RF efficiency.

More recent research has shown, however, that other
Vgs values may provide better and more optimum results
[166,172]. These results demonstrate that other biases
provide improved performance from an output harmonic
power perspective. This conclusion was based on the use of
rather basic device models that contained no feedback,
parasitic elements, or nonlinear Gd. Employing their an-
alytical approach, which was a revision of Maas [44],
O’Ciardha et al. [172] predict potentially realistic 8% im-
provement in output doubler power utilizing only modest
changes in bias and input power. Theoretical improve-
ments are shown to be up to 15%.

An investigation by Johnson [171] reveals that, while
this is true, these new biases require greater input power
and have inferior conversion gain.

Focusing on the Fujitsu FHX35LG HEMT device, mea-
sured and modeled measurements provide static I–V
curves as shown in Fig. 33. From these data, measured
and modeled transconductance and output conductance
are derived.

Figures 34–37 show the transconductance and output
conductances plotted as functions of the gate-to-source
(Vgs) and drain-to-source (Vds) voltages. Recalling that
the optimum bias conditions are either Vgs¼ 0 or Vgs¼

Vp, the HEMT transconductance and output conductance
plots of Figs. 34–37 show the nonlinear behavior of the
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Figure 29. Modeled transconductance of HEMT transistor ver-
sus drain-to-source voltage.
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Figure 30. Modeled transconductance of HEMT transistor ver-
sus gate-to-source voltage.
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Figure 31. Modeled output conductance of HEMT transistor ver-
sus drain-to-source voltage.
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transconductance and output conductance at the optimum
bias regions.

In Figs. 34 and 36, oval circles representing the regions
(region I) of optimum nonlinearity are indicated for Vgs¼

0 V. These regions are identified as areas where the non-
linear variation in the transconductance and output con-
ductance is greatest. In Fig. 34, the variation in the
transconductance is actually greatest for Vdso 0.5 V, but
in this area of operation the transistor does not supply
appreciable gain, thus limiting its usefulness at these bias
levels for significant conversion gains. For Vds41 V, the
transconductance tends to flatten with no significant vari-
ation for Vgs¼ 0 V. This behavior is observed again in Fig.
36 with the output conductance.

In Figs. 35 and 37, regions (region II) for optimum non-
linearity are represented for Vgs¼Vp. Again, areas where
the nonlinear variation in the magnitudes of the trans-
conductance and output conductance is greatest are indi-
cated by oval circles. In Fig. 37, significant nonlinear
variation in the transconductance is also seen in the
vicinity of Vgs¼ � 0.3 V. Operating in this vicinity is opti-
mum for frequency multipliers, where the third harmonic
(frequency tripler) is of interest [97]. Biasing in this vi-
cinity with large voltage swings at the gate of the FET
causes the Ids waveform to clip at both pinchoff and for-
ward conduction and causes Ids to resemble a square wave,
which enhances the third harmonic frequency [97]. In Fig.
37 significant variation in the output conductance also oc-
curs for Vgs 0 to � 0.1 V for lower Vds values (Vds 0.6 V). As
mentioned previously, the gain of the transistor diminish-
es significantly in these bias areas, thus causing the

conversion gain of the frequency multiplier to reduce
as well. From these curves the prominent nonlinearity
regions for Vgs¼ 0 is region I of Fig. 36, where gds is dom-
inant and for Vgs¼Vp, region II of Fig. 35, with gm show-
ing the dominant effect.

3.4.2. Detrimental Parasitics: Definition of the Parasi-
tics. The equivalent-circuit topology for the nonlinear
FET transistor as given in Fig. 25 includes the parasitic
elements (Ls, Lg, Ld, Rs, Rd, and Rg). These parasitics arise
from the fabrication process in the development of semi-
conductor transistors and influence the performance of
the transistor and thus warrant inclusion into the equiv-
alent-circuit model. The parasitic inductors (Ls, Lg, and
Ld) primarily represent the inductance associated with
the metal contact pads deposited on the active-channel
layer of the FET. The source and drain parasitic resistors
(Rs and Rd) represent the contact resistance of the ohmic
contacts underneath the metal contact pads and any bulk
resistance leading up to the active channel, and the gate
parasitic resistance (Rg) represents the metallization re-
sistance of the gate Schottky contact [49].

3.4.3. Optimum Bias Selection Referencing Harmonic
Terminations. A primary factor affecting optimum perfor-
mance of microwave multipliers employing nonlinear de-
vices is the proper termination of the fundamental and
other harmonic frequency components with regard to bias
selection. This section presents a quantitative analysis
leading to the assessment of optimum terminating imped-
ances in the design of active frequency multipliers, with
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Figure 34. Measured and simulated transconductance of
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special attention given to harmonics other than those de-
sired. The analysis includes computer modeled HEMT
data and supporting measured data for corresponding cir-
cuit realizations. Circuit designs are presented utilizing
HEMT transistors as the active element to verify modeled
results. From the available literature, the results demon-
strate, for the first time, the quantitative effects of har-
monic termination on active multiplier conversion gain
and fundamental and higher-harmonic suppression. An
experimental design, which will be discussed later, reveals
an improvement in multiplier gain of 77% over the
conventional approach, and data are presented that quan-
titatively illustrate the advantages of impedance termina-
tion considerations under optimal bias conditions.

3.5. Background and Motivation

Numerous techniques exist for the realization of frequency
multipliers, as will be discussed below [87–88,91–128,
130–132,137–139]. At radiofrequencies, these techniques
typically employ a nonlinear device to generate the desired
frequency multiple. In the design of passive multipliers,
the nonlinear element is typically a varactor diode. In the
active case, the nonlinear element typically includes any of
several transistor classes such as BJT and FET.

In many frequency multiplier design approaches, the
operating performance is improved by the proper selection
of input and output circuits terminating impedances
at the fundamental and harmonic frequencies [91–95,
109,145].

This section presents a quantitative analysis of the op-
timization of active multiplier conversion gain and spec-
tral purity, as governed by fundamental and harmonic
terminating impedances and regions of nonlinearity. It is
believed that access to this quantitative information will
be of use for designers of future circuits. HEMT transistors
are employed to represent the class of nonlinear elements
to illustrate the approach. The optimum terminating im-
pedances are determined for the input and output ports of
the active device, utilizing a more recent nonlinear circuit
model for HEMT transistors. This is in marked contrast
with earlier studies, which used approximations in the
simulated performance predictions [79,93,98]. The results
presented in this section incorporate dependences be-
tween the input and output harmonic terminating imped-
ances that are not found in previous studies. For the
multipliers examined in this section, these impedances
include terminations at the fundamental, second-harmon-
ic, and third-harmonic frequencies. Measured data are
presented that validate the practicality of the designs and
the accuracy of the simulations.

3.5.1. Nonlinear Model. An accurate nonlinear circuit
model is required for the quantitative assessment of opti-
mum terminating impedances in the design of active fre-
quency multipliers. Such an equivalent-circuit model
permits supporting simulated data to accompany any
measured data that further authenticate results. An ac-
curate nonlinear model was presented earlier for the
Fujitsu FHX35LG HEMT, which will be employed below
for analyzing bias selection with regard to harmonic

terminations (case parasitics are included in the model
but not shown in the figure).

Static I–V curves for this HEMT, obtained from the
model of Fig. 25 and laboratory measurements, are em-
ployed to characterize two dominant circuit element
nonlinearities: transconductance (gm) and the output con-
ductance (gd). These parameters (modeled and measured),
which were derived from the above mentioned sources, are
plotted versus the drain-to-source (Vds) and gate-to-source
(Vgs) voltages shown in Figs. 33–37. These plots graphi-
cally display the nonlinearity of the corresponding HEMT
elements as a function of the DC bias voltages. The con-
clusions for the HEMT multiplier are presented quantita-
tively below.

Utilizing the HEMT transconductance and output con-
ductance plots of Figs. 33–37, the prominent nonlinear
regions for the optimum DC bias points (either Vgs¼0 or
Vgs¼Vp) were identified in previous sections. Fundamen-
tal load-line analysis indicates that the optimum imped-
ance for region I (Vgs¼ 0) is an open-circuit impedance
that allows a maximum Vds voltage swing, and for region
II (Vgs¼Vp) the optimum impedance is a short-circuit im-
pedance that allows a maximum Ids current swing [145].
These qualitative assertions will be substantiated quanti-
tatively in the ensuing discussion.

3.5.2. Harmonic Terminations. The preceding analysis
provides motivation for development of an optimal design
approach. We employ the following multiplier design as an
illustration. The basic topology of the frequency multiplier
used is illustrated in Fig. 38. In this configuration, SCi, i¼
1yn, and OCj, j¼ 1ym, represent short-circuit and open-
circuit terminating impedances, respectively, for the
multiplier input network at the respective frequencies.
Similarly, SCk, k¼1yo, and OC1, l¼ 1yp, represent
short- and open-circuit terminating impedances for the
multiplier output network. An infinite number of circuit
realizations exist that conform to the configuration of Fig.
38. This provides the motivation for development of a ma-
trix of various circuit configurations as illustrated in Table
1, which displays various harmonic terminating imped-
ances on the input and output ports of the multiplier re-
alization depicted in Fig. 38. Tables have been constructed
for multiplier operation (up to the third harmonic) utiliz-
ing the precision HEMT computer model with case
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Figure 37. Measured and simulated output conductance of
FHX35LG (region II).
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parasitics. In Table 1, the left-hand vertical column repre-
sents various impedance terminations of the input net-
work at the fundamental, second-harmonic, and third-
harmonic frequencies. The top horizontal row represents
various impedances of the output network at the funda-
mental, second-harmonic, and third-harmonic frequencies.

To assess performance under various load termina-
tions, several load configurations were analyzed. On the
basis of previous discussions, fundamental and harmonic
loads of interest may be short-circuited, open-circuited,
matched, or 50.

As a first case, the options shown in Tables 1 and 2 were
selected. Since only 50, short, and open loads are used,
this choice of terminations would appear to provide a con-
crete basis for assessing the effects of a variety of other
input and output harmonic load conditions. Table 1 illus-
trates the conversion gains obtained employing the
FHX35LG HEMT utilizing a harmonic balance program
with input and output networks synthesized with lumped
elements to realize the indicated harmonic terminations
with f0¼3 GHz. The HEMT in this table is biased at
pinchoff Vgs¼Vp and driven with 0 dBm at the gate ter-
minal (region II; Figs 35 and 37). This table is presented as
a basis by which to measure the quantitative impact of a

Input network
Rg

OC1 OC1OCm OCm

SC1 SC0
SCnEg R 

Output network

HEMTSC1

Figure 38. Frequency multiplier realization.

Table 1. Doubler Simulations with Lumped Components (Vgs¼ �0.7 V, Pin¼0 dBm, Vds¼3 V)
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b0¼ short circuit; N¼ open circuit.
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variety of terminations on multiplier conversion gain. The
numbers to the right of each entry in the table represent
the powers obtained at respective harmonics. It is instruc-
tive to consider a typical entry of interest in this table. The
entry located in the second row and second column, for
example, shows that a conversion gain of 1.5 dB is ob-
tained if the input network terminates the fundamental f0

and third harmonic 3f0 in 50, while the second-harmonic
2f0 is short-circuited. The output network for this entry
terminates the fundamental in a short circuit and all oth-
er harmonics in 50. Several authors [93,98,99,102] have
reported that the input network should terminate the sec-
ond-harmonic in a short circuit. For lumped input circuit
realizations, however, this table reveals that this provides
a 1.5 dB improvement over a 50 or an open-circuit termi-
nation at 2f0 (row 1, column 2 and row 5, column 2, re-
spectively). While the conversion gains represented in this
table are not large and the dB values do not show great

variation, several trends are seen to emerge, and subse-
quent results will substantiate their implications. In par-
ticular, the impact of input network terminations from the
data in rows 2 and 3 show, that for doubler operation, a
short-circuit termination at 2f0 provides the best conver-
sion gain in all cases considered.

Furthermore, a perusal of output network termination
responses shows that a short circuit at f0 provides the best
performance using conversion gain as a basis.

Table 2 shows similar data when the HEMT is biased at
Vgs¼0 (region I). This Vgs value was chosen in accordance
with our previous discussion on optimum bias regions.
While an important outcome of the Vgs¼ 0 table was typ-
ically lower conversion gains in comparison with Table 1,
where Vgs¼Vp, an even more significant observation is
the dramatic improvement (B12 dB) obtained by employ-
ing an open-circuit termination at f0 in the output net-
work, in contrast with a short circuit, which was the

Table 2. Doubler Simulations with Lumped Components (Vgs¼0 V, Pin¼0 dBm, Vds¼3V)

Output Power (dBm)a

Input
Network (O)a,b

Output
Network (O)a,b:

50

50

50
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0

50
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1
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0
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0
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0
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0
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b0¼ short circuit; N¼ open circuit.
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optimum case for region II. Note that Table 1 predicts only
a 1.6 dB improvement for the analogous comparison.

On the basis of the observations above, we present re-
sults only for the specific case where the input network is
short-circuited at 2f0 in the ensuing discussion.

Table 3 presents the results obtained for region II op-
eration (Vgs¼Vp) when the input network was synthe-
sized to provide a matched load at the fundamental
frequency f0 and a short circuit at 2f0. In comparison
with its counterpart in row 2 of Table 1, which had a 50
termination at f0, it is seen that, as expected, significant
improvements occur in conversion gains for all output
network impedance terminations. A perusal of the values
indicates that significant increases in conversion gain of
over 5 dB are typical in each case. Furthermore, the fol-
lowing quantitative results may be observed for various
output network terminations: (1) 3.0 dB better conversion
gains are obtained by short circuiting as compared with

open circuiting the fundamental (i.e., 8.0 dB vs. 5.0 dB), (2)
1.5 dB better conversion gain will be obtained for a short
circuit at f0 in comparison with a 50 ohm termination
(notwithstanding the fact that the 50 ohm case would re-
quire some form of output circuit fundamental suppres-
sion), (3) 1.2 dB of additional conversion gain is obtained if
the third harmonic is open-circuited in contrast with the
frequently used short-circuited third harmonic (8.6 vs.
7.4 dB), and (4) 3.8 dB additional conversion gain is ob-
tained over the case where an open-circuit fundamental
and short-circuit third-harmonic output network are em-
ployed (i.e., 8.6 dB vs. 4.8 dB).

Table 4 presents the results obtained for region II op-
eration when the output network is synthesized to provide
a matched load at the second-harmonic (2f0) versus the
previous cases where a simple 50 ohm load was employed.
On the basis of these results, it can be seen that for output
network terminations, where the fundamental has been

Table 3. Doubler Simulations Matched on Input with Microstrip Transmission Lines (Vgs¼ �0.7 V, Pin¼0 dBm, Vds¼3 V

Output Power (dBm)a

Input
Network (O)a,b

Output
Network (O)a,b:

50

50

50

0
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0

50

50
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1
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0
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1
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0
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50
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0
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0
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0:4

�270

0
BB@

1
CCA

5:5

�3:9

�232
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b0¼ short circuit; N¼ open circuit; M¼matched.

Table 4. Doubler Simulations Matched on Input and Output with Microstrip Transmission Lines (Vgs)¼ �0.7 V, Pin¼0 dBm,
Vds¼3V

Output Power (dBm)a

Input
Network (O)a,b

Output
Network (O)a,b:
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0
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0
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0
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0
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0
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b0¼ short circuit; N¼ open circuit; M¼matched.
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short-circuited, an additional 2 dB has been obtained over
the results in Table 3 and approximately 9 dB over Table 1
results.

Tables 5 and 6 display the results obtained utilizing
microstrip-line circuits that were synthesized to provide
short-circuited, open and 50 terminations at respective
fundamental and harmonic frequencies as employed in
many traditional designs [79,92,95,97,98,100–110].

With reference to Table 5 (region II, Vgs¼Vp), a com-
parison of the effect of the distributed input network (row
2, column 1) with a 50 input network at f0, 2f0, and 3f0 (row
1, column 1) shows that 5.2 dB improvement in conversion
gain performance may be obtained by employing the dis-
tributed structure with a short circuit at 2f0. Some addi-
tional conclusions obtained from a further perusal of this
table are as follows: (1) 8.6 dB conversion gain improve-

ment may be obtained by providing a distributed output
network that is short-circuited at f0 and 3f0 as compared
with 50 ohm input and output terminations (row 1, col-
umn 1 vs. row 2, column 4); (2) with the distributed input
network terminated in a short circuit, 1.3 dB improvement
in conversion gain may be obtained by short-circuiting the
output network at f0 and 3f0 (column 4) as compared with
open circuits at f0 and 3f0 (column 5); (3) the difference in
termination in the output network between open and
short circuits at f0 is on the order of 1 dB; and (4) an ad-
ditional 2.3 dB of conversion gain is obtained by introduc-
ing an additional short-circuited stub at 3f0.

Table 6 presents similar results for region I (Vgs 0)
operation. Several significant conclusions are evident
from these results: (1) optimal performance is consider-
ably less (2.8 vs. 7.7 dB) than that for region II operation,

Table 5. Simulated Doubler Response with Microstrip Elements (Region II; (Vgs¼ �0.7 V, Pin¼0 dBm, Vds¼3 V)

Output Power (dBm)a

Input
Network (O)a,b

Output
Network (O)a,b:

50

50

50

0
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1
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0
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0
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1
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0
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0
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0

0
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1
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1
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0
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CCA
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50
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0
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�10:4

�0:9
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4
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4:5
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7:7
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b0¼ short circuit; N¼ open circuit.

Table 6. Simulated Doubler Response with Microstrip Elements (Region I; (Vgs¼ �0 V, Pin¼0 dBm, Vds¼3 V)

Output Power (dBm)a

Input
Network (O)a,b

Output
Network (O)a,b:
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0
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0

0
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1
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1
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0
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0
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(2) significant conversion gain improvement is obtained
when the output network is open circuited at f0 in com-
parison with the short-circuited condition (1.8 vs. � 13.1
to –15 dB, and (3) 1 dB of conversion gain performance
improvement is achieved by introducing an additional
open-circuited stub at the third harmonic.

This topic will be revisited in the next section in the
discussion of active multiplier design. Specific multiplier
designs are illustrated demonstrating the efficacy of har-
monic terminations and optimum bias selection.

4. ACTIVE MULTIPLIER DESIGN TECHNIQUES

4.1. Existing Active Multiplier Design Techniques

Since the 1980s, numerous researchers have discussed
numerous design approaches leading to various design
procedures utilizing various active devices and topologies
in different media and frequency ranges. This section
presents various existing design techniques and other
techniques implemented by the author.

A fundamental topological representation for realiza-
tion of active microwave multiplier circuits is shown in
Fig. 39. While this is not the most generalized topology, it
is one of the most frequently used. The physical realiza-
tion of an efficient frequency multiplier subject to design
criteria utilizing this configuration is strongly reliant
on the synthesis of networks N1, N2, and N3, which are
typically, but not always, passive. The criteria for specifi-
cation of N1, N2, and N3 rely, heavily as usual, on funda-
mental active-device parameters. In the case of
multipliers, this is heavily dependent upon bias condi-
tions, input power level, and frequency.

Only very seldom have designers intentionally em-
ployed feedback (N3) in multiplier designs in the realiza-
tion of such circuits [165]. Synthesis of N3 is typically
avoided, due in part to potential stability problems
[93,106,147]. This network, however, has the potential of
providing useful improvement in conversion efficiency by
proper combination of harmonics emerging from the ac-
tive device with the input fundamental, for example, at
the correct phase. The feedback network (N3) combines a
harmonic component from the drain (collector) of the tran-
sistor with the fundamental component on the gate (base).

Theoretically, this produces an enhanced component at
the desired output harmonic frequency on the drain (col-
lector), assuming that in the ideal case the phase of the
feedback is optimal [106,147].

Some designers have selected a balanced version of the
topology given in Fig. 39 for doubler design, with expec-
tations of superior doubler performance [91,109,111–113,
148,149]. These seem to have been inspired by the advan-
tages actually realized in the design of diode doublers
[150]. Developers of such balanced active multipliers state
that these circuits are better because of the natural can-
cellation of the fundamental and all odd harmonics, thus
providing a virtual ground at the output of the active de-
vices and permitting the location of any matching net-
works closer to the drain (collector) of the devices [99].
Furthermore, they indicate that such designs have the
advantage of high conversion efficiency, 3 dB better output
power, better isolation, good harmonic suppression, and
the elimination of the long (l/4) stubs that are common in
single-ended designs.

One of the design classes emphasizes the arrangement
of two or more transistors in one of several topological
configurations as shown in Figs. 40 and 41. The technique
shown in Fig. 40 utilizes two identical fundamental fre-
quency signals, which are fed 1801 out of phase to transis-
tors T1 and T2. The circuit functions as a type of active full-
wave rectifier in that when the voltage at port 1 is positive,
T1 conducts and T2 is turned off and current flows through
the emitter of T1 to the load ZL. When the polarity of the
input signal V(f1) is reversed, T2 conducts and T1 is turned
off and current flows through the collector of T2, providing
an output to ZL. This process effectively provides a rectified
output at ZL with the corresponding strong second-har-
monic content. This approach has been demonstrated for
doubler action over a broad frequency range (1–7 GHz) in
MMIC topology. Conversion gains range from 0 to 12 dB,
utilizing input and output amplification stages. Funda-
mental rejections of less than 10 dB appear to be realizable.

A block diagram of a typical balanced multiplier design
is shown in Fig. 41. At the input, the input signal of the
multiplier is fed through a powerdivider–phase shifter,

N3

Transistor N2 ZL

Zg

Eg N1

Figure 39. Frequency multiplier realization.

T1

(1)

(2)

(3)

ZL

T2

V(f1)

V(f1)

−

+

−

+

Figure 40. Block diagram of push–push topology of frequency
multiplier.
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which divides the power between the two transistors with
1801 phase difference between the input ports of the tran-
sistors. The drains (collectors) of the transistors are con-
nected on the output by a combiner. At the output, the
fundamental and odd harmonic signals have opposite
phase, and, by destructive interference, cancel, giving
good harmonic suppression. The second-harmonic signals
from the transistors have the same phase and thus inter-
fere constructively.

A perusal of the published literature on such balanced
designs reveals, however, that they require complex com-
ponents in their realization. In addition to two matched
active devices (some designers use more in their active
matching stages), balanced designs typically require large
baluns or powersplitter–phase shifter combinations, T
junctions, and in some cases airbridges. Some realizations
also require complex transitions and additional lengths of
transmission lines to rotate the active device outputs to
achieve a pure reactance output. Finally, only frequency
doubler designs are typically reported; however, Fudem
and Niehenke [166] have realized a balanced tripler. It is
found that, with due consideration of the importance of
the particular active device characteristics and frequency
bands, these designs in almost all cases are narrowband
(10%) (Ref. 112, with � 9 dB conversion gains, is one ex-
ception; it uses an additional active device), have modest
conversion gain (� 5 to þ 5 dB; 3 to 12 dB in one case), and
frequently yield sparse data on fundamental suppression
(typically between 12 and 30 dB).

Hiraoka [148], for example, developed a broadband
MMIC balanced frequency doubler with a fundamental
frequency of 5 GHz, consisting of a common-gate FET and
a common-source FET directly connected in parallel, fol-
lowed by an output-matching network. A phase shifter
network precedes the common-gate FET to compensate for
the phase error between the outputs from the common-
gate FET and the common-source FET. A conversion loss
of 8–10 dB was achieved for output frequencies between 6
and 16 GHz. Fundamental frequency isolation (suppres-
sion) better than 17 dB up to output frequencies of 20 GHz
was obtained. Unfortunately, the author did not provide
any data on the third-harmonic isolation (suppression).

Angelov [113] discusses a 20–40-GHz balanced doubler
where two common-source PHEMTs are connected in par-
allel followed by sections of transmission lines on the gates
before combining into a 3-dB coupler. The input signal to
the doubler is fed to a power divider, which divides the
power equally between the two input ports with 1801

phase difference between the input ports. Sections of
transmission lines connect the power divider to the drain
of the PHEMTs. The completed doubler circuit provides
approximately � 1 dB of conversion gain with a � 3 dB
bandwidth of approximately 5%. The author notes that
the bandwidth is limited mainly by the 1801 ratrace cou-
pler. The author does not provide data on the fundamental
and the third-harmonic suppression.

Takenaka and Ogawa [111,112] developed a wideband
MMIC balanced frequency multiplier utilizing line-unified
HEMT configurations. In line-unified HEMT configura-
tions, coplanar lines such as slotlines and coplanar wave-
guides are used to connect the circuit electrically. A
coplanar waveguide precedes a common-gate HEMT fol-
lowed by a slotline series T junction, which acts as an out-
of-phase divider to drive two parallel, common-drain
HEMTs. The output of the two HEMTs is connected to a
coplanar waveguide followed by the load resistance. This
topology yields conversion loss of 8–10 dB in the 4–40 GHz
output frequency range, and fundamental frequency sig-
nal isolation of better than 21 dB above the input frequen-
cy of 7 GHz. The authors do not provide any data on third-
harmonic isolation.

One final observation on balanced designs is the almost
universal disregard for the deleterious effects of channel
imbalances. It has been reported that for phase imbalanc-
es of 101, the output conversion gain at the second-har-
monic will decrease by 1 dB in a 4-dB design, while an
amplitude imbalance of 0.3 dB produces the same 1 dB de-
crease. A combination of imbalances of 101 and 0.3 dB to-
gether results in a 3 dB decrease in a 4-dB conversion gain
design [113,151,167]. For these reasons, balanced realiza-
tions are not considered further in this article, although
obviously some principles presented are directly transfer-
able to balanced circuits.

Numerous investigators have reported designs for sin-
gle-ended microwave multipliers. Referring to Figs. 25
and 39, these designs include networks N1 and N2 but ex-
clude an external network N3. Thus, single-ended designs
are based primarily on the realization of N1 and N2. Tra-
ditional synthesis of N1 and N2 have followed the lines of
the passive case where N1 is traditionally composed of a
bandpass or lowpass filter or matching network tuned to a
fundamental frequency, and N2 is similarly a matching
network or bandpass or highpass filter tuned to the ap-
propriate harmonic frequency of interest. Synthesis of
these networks includes the use of cascades of filters and
matching networks [87,88,97,99,108,110,116–123,124,
125,128,147,152–154], and such methods have been real-
ized utilizing transmission lines and stubs to open-circuit-,
or short-circuit-specific harmonics [88,108,110,154], while
some authors have additionally considered these networks
as a cascade of matching and reflection networks
[95,104,110,154]. Many of these techniques determine
optimal networks by utilizing load-line analysis [91,92],
intuitive reasoning based on previous results [92,124],
computer optimization of generalized models [106,108],
and experimental techniques based on stub tuner mea-
surements [88,154].

The following paragraphs illustrate some specific
examples of these classes of realizations. Dow [97]

Transistor

(1) (2)

Transistor

Phase-
shifter-
power
splitter

Combiner

Figure 41. Block diagram of typical balanced frequency multi-
plier.
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developed a FET frequency doubler with a fundamental
frequency of 20 GHz utilizing matching networks and
tuners. Network N1 includes a matching network at the
gate designed to match the fundamental frequency and an
output-matching network N2 at the drain that was
designed to match the second-harmonic. In addition to
the matching networks, tuners were also included in both
N1 and N2 to optimize the performance of the frequency
doubler. A maximum conversion gain of � 1.8 dB was
achieved utilizing this topology.

Chen [87] developed a MESFET frequency doubler uti-
lizing filters and matching networks. A lowpass filter was
placed on the input of the circuit, which allows the funda-
mental frequency to pass through to the gate of the device,
and a highpass filter was placed on the output of the device
to allow the desired second harmonic to pass. A matching
network designed to match the second-harmonic frequency
was placed in series with the highpass filter. Utilizing this
topology, Chen achieved 8 dB of conversion gain.

Borg [95] has developed BJT frequency doubler designs
utilizing transmission lines and stubs. In one of these, a 50
transmission line is placed on the input of the circuit, and
short-circuited stubs are employed on the output of the
device. This design produces 2.5 dB of conversion gain.
Rauscher [93] provides an FET frequency doubler utiliz-
ing transmission lines and stubs as well. On the input of
the device, transmission lines are utilized to form imped-
ance transformations and an open-circuited stub. On the
output, they are utilized to provide an open-circuited stub
at the fundamental frequency. Rauscher’s data show that
� 0.5 dB of conversion gain was achieved in this design.

Stancliff [91] and Gilmore [92] determine optimal net-
works utilizing load-line analysis for their FET multiplier
designs. Using the Ids–Vds curves, they employ fundamen-
tal load-line analysis to demonstrate the output charac-
teristics for a fundamental frequency open-circuited load
line placed on the output of the FET. Stancliff utilizes this
approach in a balanced configuration, whereas Gilmore
uses it for the development of a single-ended multiplier.

Various authors have used computer optimization tech-
niques for generalized large-signal device models to de-
velop frequency multipliers [106,108]. El-Rabaie [108]
uses a harmonic balance analysis technique to optimize
a MESFET frequency doubler utilizing a large-signal ME-
SFET device model. This technique determines the termi-
nating impedance value that should be presented to the
multiplier for optimum performance, while the approach
utilized by Guo [106] determines optimum bias voltages
and optimum load impedances.

Le [88] utilizes experimental techniques based on stub
tuner measurements to design frequency multipliers. In
this approach, load-pull measurements are performed to
measure impedances at various harmonics at various bias
voltages, and utilizing these data, frequency multipliers
are designed optimizing conversion gain and efficiency.

Le uses this approach in the development of a frequen-
cy tripler, which provided a conversion gain of � 2.4 dB.

Single-ended designs using the previously mentioned
design techniques have exhibited excellent performance.
Conversion gains approaching 9 dB, harmonic suppression
exceeding 40 dBc, and bandwidths approaching 35% have

been reported [140,142,168]. A significant drawback of
some single-ended designs is the potentially large size
constraints required by matching networks and harmonic
terminating stubs. Long stubs of lengths approaching l/4
are commonly used. Even though the performance of fre-
quency multipliers using these design techniques is ex-
cellent, they are unsuitable for applications where size
constraints are specified. In certain cases, however, it has
been shown that discrete networks are feasible for signif-
icant size reduction.

4.2. A Unified Design Technique

Existing frequency multiplier design techniques are pre-
sented in the previous sections. While these approaches
suffice to produce multipliers that work, they are not nec-
essarily efficient in that proper synthesis of N1 and N2 can
yield significant improvements in performance as mea-
sured by conversion gain. In this section, a consistent de-
sign technique is proposed for the design of active
frequency multipliers, using the topology shown in Fig.
42 stemming from research on terminating-impedance ef-
fects on active devices.

Because of the extraordinary complexity of nonlinear
circuit problems, it is proposed that the technique, while
heavily reliant on experimental measurements, be based
on in-depth computer-aided design. From a perusal of the
literature, there appears to be little discussion on this
topic for active multipliers other than an occasional ref-
erence to power limitation in overdriving the drain in
MESFET/HEMT realizations. As with any such active
design, the first step requires the selection of an active
device possessing the appropriate performance character-
istics [113], and particularly, in this case, developing ac-
curate nonlinear computer oriented device models. (In the
present case, a particular device on hand has been select-
ed for convenience.) Here, for example, we consider the
effects of each devices nonlinearity (e.g., Cgs, Cgd, gds, Ids,
Vgs, Vds) on augmenting a particular device harmonic [97].
At this point the nonlinear device model should be accu-
rately developed, based on both DC and AC characteris-
tics, to match the measured performance of the transistor
[48,109,146].

The next step requires utilizing the device model and/or
measured data to determine optimum bias points and in-
put power levels, using both static and Pin versus Pout

data. Examples of this process may be found in previous
publications [97,147]. At this stage, it is important to de-
velop the requirements on the termination networks
N1 and N2 of Fig. 39 leading to optimum multiplier per-
formance. This process requires the use of extensive

Synthesis of
ZN1,ZN2

Device
characteristics

Termination
matrix

determination
ZN1,ZN2

Bias point and
input power

level

Figure 42. Topology of active microwave multiplier.
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Figure 43. Simulated output power of
FHX35LG HEMT versus VgsðPin¼0 dBm;
Vds¼3 V; f ¼3 GHzÞ.

Figure 44. Simulated output of the sec-
ond-harmonic versus Vds for FHX35LG
HEMT ðPin¼0 dBm; f ¼3 GHzÞ.

Figure 45. Simulated conversion gain of
FHX35LG HEMT versus Vgs ðVds¼3 V;
f ¼3 GHzÞ.

Figure 46. Simulated conversion gain of
FHX35LG HEMT versus Vgs ðVds¼3 V;
f ¼3 GHzÞ.
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computer analysis to be efficient timewise, although, as
has been done by several researchers [88,108], some lim-
ited results can be achieved by extensive time-consuming
measurements. As mentioned previously, El-Rabaie [108]
and Le [88] used computer optimization of generalized

nonlinear models to optimize frequency multipliers. The
outcome of this process is the prescribed driving-point re-
sponses for networks N1 and N2 when terminated in Rg

and RL, respectively, where Rg is the source resistance and
RL is the load terminating impedance.

Figure 47. Simulated output power versus
input power of FHX35LG ðVgs¼Vp¼

�0:7 V; Vds¼3 V; f ¼3 GHzÞ.

Table 7. Doubler Simulations with Ideal Transmission Lines (Vgs¼ �0.7 V, Pin¼0 dBm, Vds¼3 V)
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The final step (Fig. 42) involves the synthesis of ZN1

and ZN2
to realize the prescribed impedances, where

ZN1
and ZN2

are the respective driving point impedances
of N1 and N2.

4.2.1. Illustration of Unified Design Technique. Here we
describe the design of an experimental frequency doubler
based on the approach described above, utilizing a Fujitsu
FHX35LG HEMT transistor. This transistor was modeled

Table 8. Doubler Simulations with Ideal Transmission Lines (Vgs¼0 V, Pin¼0 dBm, Vds¼3 V)
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Figure 48. Transmission magnitude for in-
put network ðZN1
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in a previous section where measured and modeled data
were presented showing the accuracy of the nonlinear
model subsequent to performing the first step described
above.

We need to determine the optimum bias points and
input power levels from either measured or modeled data.
Figures 43–47 show simulated data for various bias condi-
tions and input power levels of the FHX35LG transistor.
Figure 43 shows the simulated output power at 3 GHz
versus the gate-to-source voltage Vgs at the fundamental
frequency and the second-harmonic frequency, Fig. 44
shows the simulated output power at the second-harmon-
ic frequency versus the drain-to-source voltage Vds, Figs. 45
and 46 show the conversion gain at the second-harmonic
versus Vgs for various input power levels, and Fig. 47 shows
the simulated output power versus input power. Figures
43, 45, and 46 show that good second-harmonic generation
occurs for Vgs¼ 0 V and Vgs¼Vp¼ � 0.7 V. However, in the

present case, the conversion gain is greater by approxi-
mately 9 dB (� 1 dB vs. � 10 dB) when operating at Vgs¼

Vp with Pin¼ 0 dBm (Fig. 46) than when operating at Vgs¼

0 V. The results indicate that the optimum bias and input
power values for the doubler are Vgs¼Vp¼ � 0.7 V and Pin

¼ 0 dBm.
The next step requires the generation of matrix tables

for the design of a frequency doubler operating at 3 GHz
input. These matrix tables represent the simulated output
powers of the HEMT frequency doubler for various com-
binations of the input and output impedances (ZN1

and
ZN2

) presented to the HEMT. In this case extensive ter-
minating tables were generated for both Vgs¼0 V and Vgs

¼Vp¼ � 0.7 V [79]. Several matrix tables are shown in
Tables 1–4.

Tables 1 and 2 show the output power simulations
where lumped elements (not always practical values)
were utilized to present the various impedances to the

Table 9. Doubler Simulations with Microstrip Transmission Lines (Vgs¼0 V, Pin¼0 dBm, Vds¼3 V)
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input and output ports of the HEMT for Vgs¼ 0 V and Vgs

¼Vp. As an example, Table 2 shows an analysis with the
HEMT biased at Vgs¼ 0 V. The table illustrates the wide
variation in the conversion gain based on resistive termi-
nation and pole–zero placement for both N1 (ZN1

) as the
input network and N2 (ZN2

) as the output network. In
particular, it is seen that if the device is driven from an N1

that admits a real 50 ohm impedance presented to the gate
and is terminated in a real 50 ohm impedance for N2 seen
from the drain, then the conversion gain will have a value
of � 10.1 dB for operation as a doubler or � 13.9 dB as a
tripler, with due consideration of unwanted harmonics.
However, if N1 presents an impedance to the gate of the
HEMT of 50 at f0, a pole at 2f0, and 50 at 3f0, and N2

presents a pole f0, 50 at 2f0, and a pole at 3f0, then the
conversion gain increases 8.4 dB to a value of �1.7 dB.

In efforts to realize impedances with transmission
lines, ideal transmission lines were used to present the

various ideal impedances to the HEMT, without consider-
ing losses, to obtain a best-case scenario before proceeding
to practical microstrip lines. Tables 7 and 8 show the sim-
ulations of the output power of the doubler for Vgs¼ 0 V
and Vgs¼Vp, utilizing ideal transmission lines. Variations
in the conversion gain, as observed in the previous matrix
simulation tables, are observed in the simulations that
utilize ideal transmission lines as well.

Doubler simulations utilizing practical microstrip lines
are considered next. Figures 44–48 show simulations uti-
lizing microstrip lines for Vgs¼ 0 V and Vgs¼Vp for input
powers of 0 and � 4 dBm.

A perusal of the matrix tables (specifically Tables 9–12)
provides requirements for both input and output network
impedances to provide optimal conversion gain perfor-
mance for a frequency doubler. In Table 9, the optimum
conversion gain is shown to be 8.6 dB (row 2, column 4),
where the required input termination is a short circuit at

Table 10. Doubler Simulations with Microstrip Transmission Lines (Vgs¼0 V, Pin¼0 dBm, Vds¼3 V)
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the second-harmonic frequency and the output network
consists of an open-circuit termination at the third-har-
monic frequency along with a short-circuit termination at
the fundamental.

After the optimal impedances (ZN1
and ZN2

) have been
determined, the impedances have to be synthesized in or-
der to construct a physical frequency doubler to evaluate
the efficacy of the results. In this analysis, the synthesis is
performed using microstrip transmission lines. Figures 48
and 49 show the transmission response of the input
network (short circuit at the second-harmonic) and the
output network (short circuit at the fundamental and open
circuit at the third harmonic), respectively. The measured
and simulated responses for |S21| indicate that the de-
sired short-circuit effect is established at the second-har-
monic (6 GHz) for ZN1

as shown in Fig. 48, and similarly
for the measured and modeled response of ZN2

in Fig. 49.

The complete experimental frequency doubler was re-
alized on 50 m (20 mil) duroid, and its response is shown in
Figs. 50 and 51. Figure 50 shows the conversion gain of
the doubler using the technique outlined here, and Fig. 51
shows the harmonic suppression. Figure 50 shows that
the maximum conversion gain is 8.5 dB with a � 3 dB
bandwidth of approximately 8% and with harmonic sup-
pression greater than 20 dBc.

Conventional doubler designs have employed a short-
circuit termination at the second-harmonic frequency on
the input network along with a short-circuit termination
at the fundamental on the output network. This conven-
tional design approach (row 2, column 2 of Table 9) shows
the simulated conversion gain as 3.2 dB less than the op-
timal case outlined by this new approach. For comparison,
a frequency doubler utilizing the conventional approach
mentioned is developed on 20 mil duroid as well. The

Table 11. Doubler Simulations with Microstrip Transmission Lines (Vgs¼0.7 V, Pin¼ �4 dBm, Vds¼3 V)
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measured and simulated conversion gain for the HEMT
doubler utilizing this conventional approach is shown in
Fig. 52. The circuit is seen to have a conversion gain of
approximately 5 dB around the center frequency of 3 GHz,

rising to 6.7 dB at 3.08 GHz. As indicated previously, the
conversion gain produced by the conventional design ap-
proach exhibits approximately 3 dB less conversion gain
than doublers designed with the unified approach.

Table 12. Doubler Simulations with Microstrip Transmission Lines (Vgs¼0.7 V, Pin¼4 dBm, Vds¼3 V)
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4.3. Reflector Method

Another single-ended design technique [93,95,104,109,
141–145,168–171] is based on the use of reflector net-
works. This section presents examples of doubler designs
operating in the S and C frequency bands incorporating
such reflector networks to provide optimized performance.
In this presentation, reflector networks are employed si-
multaneously on both the input and output of HEMT-
based designs. In a common-source configuration, the in-
put reflector network passes the fundamental frequency
but reflects the desired higher-harmonic signal back into
the gate of the device at an optimum phase. The output
reflector network passes the desired harmonic while
reflecting the fundamental frequency back into the drain
of the device at the proper phase angle for maximizing
the conversion gain. Measured and simulated results are
given to strengthen this design philosophy.

4.3.1. Reflector Networks. Numerous techniques exist
for the realization of frequency multipliers. All techniques
at radiofrequencies employ a nonlinear device to generate
the desired frequency multiple. The basic configuration of
the single-ended frequency multiplier realization is illus-
trated in Fig. 24. As mentioned previously, the input net-
work allows the fundamental frequency to pass through to
the gate of the transistor, in a common-source configura-
tion, while suppressing higher-harmonic frequencies.
Similarly, the output network suppresses the fundamen-
tal and other unwanted harmonics, while allowing the de-
sired harmonic to pass. The frequency multiplier reflector
network design philosophy implemented in this section is
applied to an HEMT (Fujitsu FHXLG) frequency doubler
with a fundamental frequency of 3 GHz.

As stated above, a primary objective of the output and
input networks is to suppress select harmonics. In the
process of suppressing the undesired signals, it appears
that relatively little attention is given to the possibility
that the unwanted signals can be reflected back into
the device from the input and output networks simulta-
neously. The nonlinearity of the device causes these har-
monics and the fundamental to mix with other frequency
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Figure 50. Conversion gain of HEMT doubler using the unified
technique (Pin¼0 dBm, Vgs¼ �0.7 V, Vds¼3.0 V).

Figure 51. Harmonic suppression of HEMT
doubler using the unified technique (Pin¼

0 dBm, Vgs¼ �0.7 V, Vds¼3.0 V).

Figure 52. Conversion gain of HEMT dou-
bler using conventional design (Pin¼0 dBm,
Vgs¼ �0.7 V, Vds¼3.0 V).
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,Γin)

Figure 53. Fundamental output (input) reflector network.
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components. This mixing process can either enhance or
degrade the signal at the desired second harmonic. There-
fore, it is important for the reflected signal to be properly
phased, such that it interferes constructively with the de-
sired harmonic (second harmonic in the case of the fre-
quency doubler examples presented below). Thus, the
input and output networks of Fig. 24 can be designed in
such a way that in addition to their primary function of
filtering, they are reflector networks meeting the above
criteria. Owing to the complexity in calculating the actual
effects of the reflector networks, there has not been a sig-
nificant amount of analytical discussion on this topic until
2000 [157,168,169,171].

4.3.2. Consideration of Reflection Phase Angle. As stat-
ed, the input and output networks of Fig. 24 should be
designed such that they are reflector networks, in addition
to their primary function of filtering. The reflector net-
works developed in this section are analyzed on a frequen-
cy doubler with a fundamental frequency of 3 GHz. For a
frequency doubler, the input network of Fig. 24 should be
designed to reflect the second-harmonic back into the gate
of the HEMT at the proper phase angle for constructive
interference and optimum conversion gain. Similarly, the
output network is designed such that it reflects the fun-
damental signal back into the drain of the HEMT at the
optimum phase. The network of Fig. 53 is a logical choice
for the output and input reflector functions described
above, although it is not optimal in the input case. In
this figure, Zin2

;Gout; l1; l2;RL and Zin1
; l3; l4;Rg denote out-

put and input reflector networks, respectively [157], and l1

and l3 are fixed at a quarter wavelength of the fundamen-
tal frequency and a quarter-wavelength of the second-har-
monic frequency, respectively.

4.3.3. Effect of Reflection Angle on Conversion Gain.
Optimization of the conversion gain of a HEMT (FHXLG)
doubler can be obtained by varying the reflection angles
on both input and output, using l4 and l2, respectively.
Computer analyses, substantiated by experimental mea-
surements, show that conversion gain variation of over 20
and 27 dB result by changes of l4 and l2, respectively.
Maximum to minimum gain variations have been found to
occur for l4, varying from 0 to 2001 and l2 varying from 0
to 1801.

4.4. Doubler Designs Based on Prior Analysis

It has been shown that optimum multiplier designs in
terms of conversion gain can be developed. These designs
are based on the proper synthesis of input and output
networks with the requisite transfer, input magnitude
jZin

2
j, and phase jZin

2
j. Narrow, medium, and wideband

designs have been demonstrated employing this approach
[136,157]. Figure 54 shows a wideband design employing
this technique.

4.5. Summary

This section has presented design techniques for single-
ended frequency multiplier designs. These techniques in-
corporate reflector networks providing excellent perfor-
mance characteristics, which includes effective conversion
gain and harmonic suppression as demonstrated by the
results. These results show the improvement in conver-
sion gain using reflector networks with proper phase an-
gles on the input and output networks simultaneously,
which are useful for narrowband and wideband applica-
tions. Because of bandwidth constraints imposed by the
use of single stubs, incorporating filters into the designs
achieves bandwidth extension and improves harmonic
suppression. This improvement in bandwidth and har-
monic suppression, however, comes at the expense of con-
version gain, as shown by the wideband designs. Another
advantage of these designs is that they are single-ended,
thus alleviating the requirement for complex baluns or
transformers.
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MICROWAVE CIRCUITS
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The term ‘‘microwave circuits’’ is used to identify the elec-
trical circuits used at microwave frequencies for perform-
ing signal processing functions like amplification,
frequency conversion, mixing, detection, phase shifting,
filtering, and power dividing. By ‘‘microwave frequencies,’’
we refer to electromagnetic signals whose wavelength is in
centimeters, roughly from 30 cm to 1 mm with the corre-
sponding frequencies ranging from 1 GHz (GHz¼ 109 Hz)
to 300 GHz. The frequency range from 30 to 300 GHz is
also known as the millimeter-wave band. Microwave fre-
quencies present several interesting and unusual features
not found in other portions of the electromagnetic fre-
quency spectrum. These features make microwaves
uniquely suitable for several useful applications in tele-
communications, radar, industrial heating and sensors,
and so on. The most common consumer application of mi-
crowaves is the domestic microwave oven used for food
processing.

Microwave circuits differ from lower-frequency elec-
tronic circuits for several reasons. Active devices (transis-
tors, diodes, etc.) used at microwave frequencies are
special designs and in several cases operate on entirely
different physical principles. Parasitic reactances associ-
ated with passive and active circuit elements used at low-
er frequencies become significant and can cause
disastrous effects on performance of circuits at microwave
frequencies. Dimensions of lumped elements used in low-
frequency electronics can become comparable to the wave-
lengths at microwave frequencies and cause what are
known as distributed circuit effects. Transmission lines
(and other structures) used for transmission of signals
from one location to another inside a circuit need to be
designed differently from those at lower frequencies. All
these features make the design, technology, and operation
of microwave circuits significantly different from their
lower-frequency counterparts.

1. TYPES OF MICROWAVE CIRCUITS

Types of microwave circuits may be classified in several
different ways. Depending on the type of active devices
used, there are vacuum-tube circuits and solid-state cir-
cuits. Depending on the technology used, there are printed
circuits, hybrid integrated circuits, monolithic circuits,
and so on. Depending on the circuit functions, there are
amplifier circuits, filter circuits, mixer circuits, power di-
vider circuits, and so on. Depending on the special perfor-
mance features, there are low-noise circuits, high-power
circuits, and so on. Depending on the transmission struc-
tures whose sections form the basic building blocks for

circuit design, there are waveguide circuits, coaxial cir-
cuits, stripline circuits, microstrip circuits, coplanar wave-
guide (CPW) circuits, finline circuits, slotline circuits,
dielectric waveguide circuits, and so on. Depending on
the special material properties used, there are ferrite cir-
cuits, surface acoustic wave (SAW) circuits, and so on.

This article provides a brief overview of the important
types of microwave circuits. Several specific types of mi-
crowave circuits are described in more detail in other ar-
ticles in this encyclopedia. These include articles on
frequency converters/mixers, microwave signal amplifiers,
microwave couplers, microwave detectors, microwave fil-
ters and multiplexers, microwave oscillators, microwave
phase shifters, microwave switches, power combiners/
dividers, and stripline components.

2. LUMPED AND DISTRIBUTED CIRCUITS

All electronic circuits can be grouped into five classes de-
pending on their physical dimensions compared to the
wavelength at the frequency of operation. When all three
physical dimensions of a component or a circuit are much
smaller than the wavelength at the frequency of opera-
tion, we call it a ‘‘lumped circuit.’’ These are most exten-
sively used components and circuits at lower frequencies.
Lumped components are used at microwave frequencies
also, but their dimensions have to be proportionately
smaller. When one of the physical dimensions of a compo-
nent is comparable to the wavelength (other two being still
small), we refer to these as one-dimensional components,
and the circuits using these components are called
one-dimensional circuits. Circuits using sections of trans-
mission lines as components, commonly known as
transmission-line circuits, are one-dimensional. Transmis-
sion-line circuits are used extensively at microwave and
millimeter-wave frequencies. Components and circuits
with two of their dimensions comparable to the wave-
length at the operating frequency are appropriately called
‘‘two-dimensional components.’’ Thin-film components,
planar components and circuits fabricated on thin sub-
strates, microstrip patch antennas, and reduced-height
waveguide components belong to this class. These planar
components are the important building blocks in micro-
wave integrated circuits. The fourth class of electronic cir-
cuits have all three of their dimensions comparable to the
wavelength at the operating frequency. These are known
as three-dimensional components. Waveguides, hollow
metallic cylindrical tubes used as transmission structures
in place of conventional transmission lines, have both of
their transverse dimensions comparable to the wave-
length. Circuits using these waveguide sections and reso-
nant cavities made out of these waveguides are examples
of three-dimensional components and circuits used at mi-
crowave frequencies. Finally, the fifth class of electronic
circuits (classified by their size) have at least one of their
dimensions much larger than the wavelength at the oper-
ating frequency. These are known as quasioptical circuits.
The term ‘‘quasioptical’’ is derived from their likeness to
optical circuits that are orders of magnitude larger than
the submicron wavelengths at optical frequencies.
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3. EVOLUTION OF MICROWAVE CIRCUITS

For a long time the term ‘‘microwave circuits’’ was synon-
ymous with ‘‘waveguide circuits.’’ A waveguide was recog-
nized as a useful transmission structure for microwave
frequencies in the early 1930s. The work of Southworth
and others [1–3] at Bell Telephone Laboratories deserves
mention in this respect. It was soon realized that a short
length of waveguide, with suitable modifications, might
function as a radiator and also as a reactive element. Res-
onant cavities and horn antennas are mentioned in a 1936
article by Southworth [1]. Modern waveguide circuitry
had its beginning in the efforts to obtain both a more ef-
ficient transfer of microwave power from a source to a
waveguide transmission line, thereby providing the ele-
ments of a transmitter, and again in the efficient recovery
of microwave power at the receiving end, thereby provid-
ing the elements of a receiver. These efforts led to the de-
velopment of several components like traveling detectors,
wavemeters, terminations, and so on. Some idea of the
techniques used in 1934 can be obtained by recalling that
optical benches were commonly used to set up microwave
experiments [4]. Several photographs of equipment of
those days are available in an interesting article survey-
ing the history of the progress of microwave arts published
in the fiftieth anniversary issue of Proceedings of the
IRE [4].

The principle of multiple reflections from discontinu-
ities and the associated principle of cavity resonance
played an important role in the development of micro-
wave technology. In some cases, these principles were
used to match a source of microwave power to a wave-
guide. In others, they served to match a waveguide to a
receiver, such as a crystal detector. In still others, they
served to pass freely a band of frequencies. Together, these
principles formed the foundations of microwave circuits.
One of the key features of microwave circuits has been the
empirical adjustment or tuning of characteristics by
screws and irises (and even by denting) in waveguides.
In the beginning it was an art that was learned by trial
and error. This came to be known as ‘‘plumbing’’ and had
been for quite a long time a practical tool for microwave
engineers.

Perhaps the greatest single contribution to the engi-
neering analysis of microwave circuits was by Phillip H.
Smith [5], who provided a graphical tool for solving oth-
erwise complicated transmission-line problems. Not only
were laborious calculations avoided, but, while solving the
problems on a Smith chart, one could visualize the step-
by-step processes underway. Few gadgets of microwave
circuitry have been more useful than the Smith chart.
Rapid developments in microwave circuits took place dur-
ing World War II, when special laboratories were set up at
the Massachusetts Institute of Technology and at Colum-
bia University to apply microwave techniques to radar
problems. Many significant developments in microwave
circuits took place during these years, but were published
later. A few of those deserve mention. Fox [6] developed
devices by which phase could be added progressively to a
waveguide. Another product was a hybrid tee (or magic
tee) [7] and still another equally significant one was the

first directional coupler [8]. All these devices found prac-
tical uses immediately. Another direction of wartime evo-
lution was the extension of filter techniques to higher
frequencies, leading to transmission line filters. Simulta-
neously, analytical tools were also developed. The classical
description of network performance in terms of voltages,
currents, impedance, and admittance matrices was re-
placed by a description based on the transmitted and the
reflected wave variables, leading to the concept of scatter-
ing matrix.

The scattering matrix formalism allows simpler repre-
sentation of multiport microwave networks. At this stage
in the development of microwave circuits, two basic trans-
mission structures were employed frequently. These were
the waveguide and the coaxial TEM-mode line. Wave-
guides provided higher power capability and low loss
that lead to high-Q resonant cavities. Coaxial lines pro-
vided inherently wider bandwidth because of the absence
of dispersion effects. Also, the concept of impedance could
be easily interpreted in the case of coaxial lines. This sim-
plified the design of components. These two transmission
structures (waveguides and coaxial lines) grew as impor-
tant components for microwave circuits. Often their roles
have been complementary; sometimes they appear in the
same module. It was at this stage that a very useful mi-
crowave technique emerged from a special adaptation of
two-conductor transmission-line theory. Introduced by
Barrett and Barnes [9] in 1951, this structure, as used
presently, consists of a thin strip of conductor sandwiched
between two dielectric plates metalized on the outside.
This structure is known as a stripline. Early stripline
work used razor blades and glue to cut the thin strips and
paste them on dielectric sheets. With the availability of
copper-clad laminates (first introduced for printed cir-
cuits) the stripline techniques have developed into a pre-
dictable and precise batch process technology. The first
detailed account of stripline circuits was made available
by the Sanders Tri-plate manual [10], published in 1956. A
comprehensive account of stripline circuits was made
available in a book by Harlan Howe, Jr. [11]. The most
significant feature of a stripline transmission structure is
that the characteristic impedance of the line is controlled
by the width of the central strip, which is fabricated by
photoetching a copper-clad dielectric substrate. The two-
dimensional nature of the stripline circuit configuration
permits the interconnection of many components without
the need to break the outer conductor shielding. This also
allows the placement of the input and output ports with a
high degree of flexibility. Striplines were found to be very
convenient for use in parallel-line couplers because of the
natural coupling between two strips placed close to each
other. The principles of the coupled-line directional cou-
pler were introduced by Wheeler [12] in 1952. Even today
a vast majority of directional couplers use a stripline con-
figuration.

In the early 1950s, another type of transmission struc-
ture was conceived [13,14], consisting of a single dielectric
laminate with a conducting strip on one side and a com-
plete conducting coating on the other side. This structure
is known as a microstrip line. Microstrip lines enjoyed a
brief spell of popularity and intensive investigations in the
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1950s, but were not readily accepted at that time for mi-
crowave use because of the high loss per unit length
caused by radiation. This was largely a result of the low
dielectric constant (about 2.5) of the substrate materials
then in use. Further developments were prevented by the
lack of availability of both the high-dielectric-constant,
low-loss materials and suitable methods for processing
and production.

Ever-increasing demands for miniaturized microwave
circuitry for use in weapons, aerospace, and satellite ap-
plications led to renewed intense interest in microstrip
circuits in the 1960s. An elegant analysis of microstrip
structure based on conformal mapping transformation
was presented by Wheeler [15,16]. The technology of
high-dielectric-constant, low-loss dielectric materials and
that of deposition of metallic films were perfected [17] and
became easily available in the late 1960s. This led to rapid
developments in the use of microstrip lines in microwave
circuits. Today, microstrip line is the most common trans-
mission structure used in hybrid and monolithic micro-
wave integrated circuits.

The availability of a planar microwave transmission-
line structure like microstrip line, coupled with the rapid
developments in microwave semiconductor devices and
the techniques of thin-film deposition and photolithogra-
phy, eventually resulted in the technology of microwave
integrated circuits [18–21]. Microwave integrated circuits
(MICs) represent an extension of thin-film hybrid inte-
grated circuit technology to microwave frequencies. These
hybrid MICs consist mostly of passive components and
circuits in the form of conducting patterns deposited on
ceramic or dielectric substrates plus active devices mount-
ed on these circuits in the form of chips or in specially de-
signed packages. In addition to microstrip, other types of
lines called slotline and coplanar lines [22,23] have been
used in some MICs. Slotline consists of a slot in the con-
ducting pattern on one side of a dielectric substrate. The
other side of the substrate does not contain any metal-
lization. Coplanar lines also involve a metallization pat-
tern, but only on one side of the substrate.

Another trend in microwave circuits is the use of
lumped elements. Previously, lumped elements could not
be used because the size of available lumped elements was
comparable to the wavelength at microwave frequencies.
With the use of photolithography and thin-film tech-
niques, the size of elements (capacitors, inductors, etc.)
can be reduced so much that these elements can be used
up to J-band (10–20 GHz) frequencies [24,25]. Use of
lumped elements on dielectric substrates, along with
semiconductor devices in chip form mounted thereon, is
an attractive option for microwave integrated circuits.
Cost reduction of the order of one-fiftieth or more has
been predicted with the use of these types of circuits [24].
Apart from reduction in size, there is another advantage of
lumped elements—circuit design and optimization tech-
niques perfected at lower frequencies can now be directly
used in the microwave frequency range. In addition to
lumped elements and one-dimensional transmission-line
components, two-dimensional planar components have
also been proposed for use in microwave circuits [26].
These components are compatible with stripline and

microstrip line and provide a useful alternative in micro-
wave circuit design.

The current generation of MICs is monolithic micro-
wave integrated circuits (MMICs) using semiconductor
substrates [27,28]. Semiconductor substrates used are
high-resistivity gallium arsenide and, to a limited extent,
high-resistivity silicon. Difficulties arise from the need to
use a variety of microwave semiconductor devices that
cannot be fabricated by a common process, as well as be-
cause of the requirement of large substrate areas when
distributed elements (transmission-line sections) are used
for passive functions. GaAs technology [29] and GaAs met-
al semiconductor field-effect transistors (MESFETs) [30]
play the key role in microwave monolithic integrated
circuits.

Microwave integrated circuits (hybrid or monolithic)
exhibit almost the same advantages as those available in
the case of integrated circuits at lower frequencies [31],
namely: (1) improved system reliability, (2) reduced vol-
ume and weight, (3) batch production, and (4) eventual
cost reduction when a large number of standardized items
are required.

As in the case of low-frequency integrated circuits, the
MICs are responsible for both the expansion of present
markets and the opening of many new applications, in-
cluding a host of nonmilitary uses.

There are some difficulties associated with the use
MICs [31]. Before MICs became popular, the microwave
circuit designers and users had the flexibility to incorpo-
rate tuners and adjustment screws in circuits in order to
optimize the performance of the circuit after fabrication.
MICs, especially if they have to meet high reliability stan-
dards, lack these trimming arrangements. Consequently,
devices used in MICs need to be characterized precisely
and the circuits have to be designed more accurately.
Computer-aided design, simulation, and optimization
[32,33] techniques have therefore become a necessity.

The current state of the art in microwave circuits is
summarized in several recent books [34–36].

4. WAVEGUIDE CIRCUITS

As pointed out in Section 3, hollow metallic single-con-
ductor waveguides of rectangular and circular cross sec-
tion were among the earliest forms of transmission
structures used at microwave frequencies (see Fig. 1). A
rectangular waveguide has been more popular and is still
used today for many applications. A large variety of wave-
guide circuit components such as couplers, detectors, iso-
lators, attenuators, and slotted lines are commercially
available for various standard waveguide frequency bands
ranging from 1 GHz to over 220 GHz [37,38,42]. Because of
the more recent trend toward miniaturization and inte-
gration, more and more microwave circuits are currently
fabricated using planar transmission lines (such as mi-
crostrip line and coplanar waveguides) discussed later in
this article. However, there is still a need for waveguide
circuits in many applications such as high-power systems,
millimeter-wave systems, and some precision test/mea-
surement applications [38,42]. Also waveguides can be
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combined with other kinds of transmission lines [39] for
some special applications.

4.1. Modes in a Waveguide

Unlike most of the other transmission structures dis-
cussed later in this article, waveguides do not support
the transverse electromagnetic (TEM) mode of wave prop-
agation. Waveguides support two other kinds of modes
known as the transverse electric (TE) and transverse mag-
netic (TM) modes. TE modes have their electric field com-
ponents only in a plane transverse to the direction of
propagation along the waveguide, and for TM modes the
magnetic field components are totally in the transverse
plane. Both of these types of modes have cutoff frequencies
below which wave propagation is not possible. For a rect-
angular waveguide the mode with the lowest cutoff fre-
quency is the TE10 mode. Field patterns of the TE10 mode
for a rectangular waveguide are shown in Fig. 2. Various
field components for this mode can be expressed as
[34, pp. 145–146]

Ey¼Ey0 sinðpx=aÞe�jbz

Hx¼Hx0 sinðpx=aÞe�jbz

Hz¼Hz0 cosðpx=aÞe�jbz

ð1Þ

where a is the waveguide width (in the x direction) and b is
the phase constant of the wave along the z direction given
by

b¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 �

p
a

� �2
r

ð2Þ

where k is the wavenumber ðk¼o
ffiffiffiffiffi
me
p
Þ. The cutoff fre-

quency for the dominant TE10 mode is given by

fc10¼
1

2a
ffiffiffiffiffi
me
p ð3Þ

4.1.1. Dispersion Characteristics. The fact that the
propagation constant for individual waveguide modes is
a nonlinear function of frequency, and that the different
modes start to propagate at different frequencies, leads to
wave dispersion in a waveguide [38, pp. 106–107].

4.1.2. Power-Handling Capability. The power-handling
capability for a transmission medium needs to be charac-
terized for high-power microwave circuits. Metallic wave-
guides can handle very high power because of their
physical structure. In a rectangular waveguide operating
in the fundamental mode, the maximum peak power that
the waveguide can handle is given by [40]

Pmax¼ 416ðabÞ ðkW=cm2
Þ ð4Þ

where b is the waveguide dimension in the y direction.

4.2. Waveguide Circuit Components

Circuits for all kinds of signal processing functions have
been designed using waveguides. A few of these are re-
viewed here.

4.2.1. Waveguide Phase Shifters. A phase shifter is a
circuit that produces an adjustable shift in the phase an-
gle of the wave transmitted through it. There are different
types of waveguide phase shifters. Two of these, linear and
rotary phase shifters, are described here:

Linear Phase Shifter. An example of linear phase shift-
ers is the circuit consisting of three dielectric slabs
placed in a rectangular waveguide [41] as shown in
Fig. 3. The center slab is free to move longitudinally,
and it is moved by a suitable drive mechanism to
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Figure 1. Hollow metallic single-conductor waveguides: (a) rect-
angular waveguide; (b) circular waveguide. Waveguides were the
earliest form of transmission structures used at microwave
frequencies and are still used today for special applications.
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Figure 2. Field patterns of TE10 mode in a rectangular wave-
guide. Dashed lines show the H field, and solid lines show the E

field. Note that there is no z component of electric field.
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which it is keyed by means of a dielectric key that
protrudes through a long centered slot cut in one
broad face of the guide. Each end of the dielectric slab
is cut stepwise to provide a broadband multisection
quarter-wave transformer to match the partially
filled guide to the empty and completely filled guide.
If the center slab is displaced a distance x to the right,
the effect is to lengthen lines 1 and 3 by an amount x
and to shorten lines 2 and 4 by the same amount x.
Therefore, the phase shifter change undergone by a
wave propagating through the structure is

Df¼ ½ðb1þb3Þ � ðb2þ b4Þ�x ð5Þ

The phase shift Df is proportional to the displace-
ment x. The amount of phase shift increases if the
dielectric constant of the slab is increased. If a mate-
rial whose er equal to 2.56 is used in a 3-cm wave-
guide of dimensions a¼ 2.25 cm, the phase shift
obtained is about 0.4 rad/cm of displacement. About
16 cm of displacement gives a phase shift of more
than 3601.

Rotary Phase Shifter. The rotary phase shifter [42, pp.
262–266] is a better precision instrument than the
linear phase shifter. It consists of a half-wave plate
and two quarter-wave plates (see Fig. 4). The quarter-
wave plate on the left converts a linearly polarized
TE11 mode into a circularly polarized mode, and the
quarter-wave plate on the right produces a linearly
polarized wave when a circularly polarized wave is
incident on it. Rotation of the half-wave plate through
an angle y changes the phase of the transmitted wave
by an amount 2y. This simple dependence of the
phase change on mechanical rotation is the main fea-
ture of the rotary phase shifter.

4.2.2. Microwave Hybrid Junction. A rectangular
waveguide hybrid, which is more popularly known as

‘‘magic tee,’’ is shown in Fig. 5. If a wave in the dominant
TE10 mode is incident at the port 4, the structure is sym-
metrical with respect to this wave, and hence equal pow-
ers are transmitted to port 1 and 3. If En

m represents the
transmitted electric field in the nth port when the incident
wave is in the mth port, then E1

4¼E3
4. Besides, it can be

seen that no power is transmitted to port 2 from port 4,
that is, E2

1¼ 0. On the other hand, if a TE10 wave is inci-
dent at port 2, the E field has an odd symmetry about the
plane of symmetry and therefore excites fields in ports
1 and 3 which are 1801 out of phase. Hence, E1

2¼ � E3
2.

Also, power incident at port 2 is not transmitted to port 4.
Therefore, E4

2¼ 0. The power coupling factor may not be
exactly one-half if ports 2 and 4 have reflections. To ensure
a coupling of exactly one-half, which is desirable, the junc-
tion needs to be matched by irises or probes.

Dielectric key

Line 1, �1 Line 2, �2
Line 3, �3 Line 4, �4

Dielectric slabs

(a)

(b)

0.3a a

Figure 3. A linear phase shifter in a waveguide configuration.
The dielectric key is used to move the central dielectric slab and
thereby change the phase shift. (From Ref. 42, r Ellis Horwood
Limited, reprinted with permission.)

x

y

Dielectric slab

Rotating section

(a)

(b)

  /2 plate  /4 plate   /4 plate� � �

(�1−�2)l = � /2

Figure 4. (a) A rotary phase shifter consists of a l/2 plate and
two l/4 plates (rotation of the l/2 plate changes the phase; l/4
plates convert circular polarization into linear and vice versa); (b)
details of the l/4 plate. (From Ref. 53, r McGraw-Hill, 1992, re-
printed with permission.)

2

4

3

Symmetry plane

1

Figure 5. A microwave hybrid or magic tee in a rectangular
waveguide configuration. The magic tee is a directional coupler
with 3 dB coupling and is commonly used in balanced mixers.

2708 MICROWAVE CIRCUITS



4.2.3. Directional Couplers. A directional coupler is a
four-port circuit. An example is shown in Fig. 6. A portion
of the wave incident at port 1 couples into the bent wave-
guide through the hole a1. The remaining wave travels to
the hole a2 in the main waveguide (ports 1, 2), and a por-
tion of it again couples into the bent waveguide. If the
magnitudes of the energy coupled through holes a1 and a2

are equal, and if the distance between a1 and a2 is lg/4,
then the two coupled signals are reinforced at port 4 be-
cause they arrive with equal phase. On the other hand,
the two coupled signals cancel each other at port 3, be-
cause they are 1801 out of phase. Similarly, a wave
incident on the junction from port 2 travels to ports 1
and 3, but no signal travels to port 4. The ratios of signal
flow between ports 1 and 4 and between ports 2 and 3 are
known as the coupling coefficient of the directional cou-
pler. In general, the leakage of energy through holes a1

and a2 is kept quite small. A directional coupler can be
used as a standing-wave detector and forms an important
component in microwave and millimeter-wave network
analyzers. Some other designs [37, Sect. 7.2, 42, pp.
267–271] of typical waveguide directional couplers are
shown in Fig. 7.

4.2.4. Waveguide Filters. Design procedures for filters
using waveguides and other transmission structures have
certain common features. These filters can be designed
using the low-frequency prototype filter synthesis tech-
niques. One such technique, called the insertion-loss
method, begins with a complete specification of the atten-
uation characteristics of the filter and develops a basic
prototype lowpass filter having the desired passband char-
acteristics. Using suitable frequency transformations and
element realizations, the required type of filter (lowpass,
bandpass, highpass, or bandstop filters) is derived. The
lumped element values of these filters are then realized in
terms of the distributed circuit elements. Special features
for implementing filters in waveguide configuration are
reviewed in this section:

Waveguide Stub Filters. One of the simplest realiza-
tions of waveguide bandpass (or bandstop) filters is a
waveguide stub filter [38, pp. 185–190] shown in
Fig. 8. For bandpass filters, the short-circuited
E-plane stubs are a half-wavelength long at the cen-
ter frequency of the filter, and are connected in cas-
cade with l/4 separations. Band rejection filters use

stubs that are an odd multiple of quarter-wavelength,
also separated by l/4 distance. The stubs can be
asymmetric or symmetric along the main waveguide
and with or without steps. The selection of the stub
configuration depends on the required bandwidth
and power-handling capability. Filters with stepped
stubs can be designed to yield narrower bandwidth.
Filters with stubs on both sides of the waveguide
broadwall have large power-handling capability.

E-Plane Filters. E-plane filters have been developed as
compatible filtering structures for integrated milli-
meter-wave circuits [43,44] and are most often real-
ized in finline techniques or as all-metal structures.
Their common feature is that the filter metallization
pattern is obtained using photolithographic tech-
niques. Thus, the geometry of the component is real-
ized with very small manufacturing errors, which is
very important at millimeter-wave frequencies. Four
different configurations of E-plane waveguide filters
are shown in Fig. 9. All of types are designed as band-
pass filters [43,45,46]. In Fig. 9, the shaded part is
dielectric substrate to support the thin metallization
structures; tm is the thickness of the metal layer and
td is the thickness of the dielectric substrate; and lc is
the length of the metal strip and lr is the gap between
metal strips.

4

 
�

a2

a1

3

� + �/2

� + � /2

�g/4 21

Figure 6. A waveguide directional coupler is a widely used cir-
cuit component used to sample the waves traveling in one par-
ticular direction (say, from 1 to 2) independent of the reflected
wave traveling in the opposite direction (from 2 to 1).

Rotated auxiliary guide

Main guide

Main guide

Coupling holes
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Coupling hole
To receiver

To absorber
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Figure 7. Two other designs of waveguide directional coupler
circuits. In both of these cases, coupling takes place through holes
in the common wall of the two waveguides.
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Corrugated Waveguide Filters. Corrugated waveguide
structures similar to that shown in Fig. 10 are used as
lowpass filters in numerous antennas feed system to
reject the spurious harmonics from transmitters [38,
pp. 200–207; 49]. They can also be designed as band-
pass filters, with a wide or narrow passband response
[47,48].

Evanescent-Mode Waveguide Filters. Evanescent-mode
wave-guide filters (Fig. 11) can be designed [50–52] to
provide a very wide stopband with low passband

insertion loss. Their size is compact, even when the
passband is located in the lower microwave frequency
region. For these reasons the evanescent-mode wave-
guide structures are often used as pseudolowpass
filters, or as bandpass filters in a wide microwave
spectrum. Because of the high skirt selectivity
achievable in this filter type, they can also be used
in diplexers and multiplexers.

4.3. Multiplexers

Muliplexer circuits are required for combination or sepa-
ration of communication channels at different frequencies.
The multiplexer for the antenna feed systems must pro-
vide separation of the receive and transmit bands and
combination of the individual transmission channels that
cover only a small portion of the frequency band. There
are four different multiplexing methods that are applied in
feed systems [38, pp. 252–307]: (1) the circulator/filter
chain, (2) the directional filter approach, (3) the manifold
multiplexing techniques, and (4) the branching filter con-
cept. Each of these has its own particular properties and
applications.

4.3.1. Waveguide Circuits Using Active Devices. Wave-
guide circuits using active devices can be designed for
various applications, such as oscillator, mixer, detector,
and so on [37, pp. 325–490]. A waveguide cavity Gunn os-
cillator [53] is shown in Fig. 12 as an example. In this de-
sign the high impedance of the waveguide is transformed
into low impedance at the location of the Gunn device by
means of quarter-wave transformers. The cavity resonant
frequency can be adjusted by changing the location of the
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Figure 8. Waveguide stub filters: (a) asymmetric stubs without
steps; (b) asymmetrical stubs with steps; (c) symmetric stubs
without steps. Both bandpass and bandstop characteristics can be
designed in these circuits.
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Figure 9. E-plane bandpass filters: (a) large gap finline filter;
(b) single metal insert filter; (c) double metal insert filter; (d) tri-
ple metal insert filter. In these designs, fin dimensions and hence
RF performance can be controlled accurately by photolithography
techniques. (From Ref. 38, r Artech House, 1993, reprinted with
permission.)

b

Figure 10. Longitudinal cross section of a corrugated waveguide
filter.

b

a

(a)

(b)

Figure 11. Ridged waveguide evanescent mode bandpass filter:
(a) top view; (b) side view. These designs provide compact filters at
lower microwave frequencies.

2710 MICROWAVE CIRCUITS



short circuits. A tuning screw can be used for fine tuning
of the cavity. More examples of active wave guide circuits
can be found in Refs. 37 and 53.

4.4. Computer-Aided Design of Waveguide Circuits

Waveguide circuits require an approach for computer-aid-
ed design (CAD) different from that used for transmission-
line circuits at microwave frequencies. The traditional
CAD methods for waveguide circuit are usually based on
the network analysis, with various discontinuities in the
waveguide modeled separately by a combination of equiv-
alent reactances [54]. This equivalent circuit approach has
some drawbacks. The models are valid only for a specified
geometry and only within a certain range of parameters.
Another problem associated with using the equivalent cir-
cuit models is their inability to account for higher-order
mode-coupling effects, which can occur if discontinuities
are in close proximity. A field-theory-based approach [55]
overcomes these limitations. Some features of this ap-
proach are a very accurate prediction of frequency re-
sponses, higher-order mode effects taken into account, no
restrictions on the wavelength (or frequency range), and
straightforward extension in millimeter-wave bands. Sev-
eral numerical methods are used for field analysis of wave-
guide circuits; the most popular are the finite-different
time-domain method (FDTD) [56] finite-element method
(FEM) [57], transmission-line matrix method (TLM) [58],
mode-matching techniques (MMT) [59], and the method of
integral equations [60]. For automated design and yield
analysis of waveguide circuits, modal analysis [61] has
emerged as the most useful electromagnetic simulator,
either in the generalized scattering matrix (GSM) formu-
lation or in the generalized admittance matrix (GAM)
form. It has been demonstrated [61] that for waveguide
circuits the GAM approach requires only half the number
of unknowns at the internal ports and hence is much more
efficient than the GSM representation.

5. COAXIAL-LINE CIRCUITS

Coaxial line is the most commonly used transmission
structure over a very wide range of frequencies from

very low frequencies through microwave frequencies and
extending into the millimeter-wave frequency range.
However, because of the convenience of physical size, co-
axial line circuits are popular only in the microwave fre-
quency range. They are too bulky at lower frequencies and
very difficult to fabricate (as well as very lossy) at milli-
meter-wave frequencies.

The geometry of a coaxial line is shown in Fig. 13. One
can derive the expressions for electromagnetic fields in
this line solving Laplace equation for scalar potential. As
shown in Fig. 13, the inner conductor is considered to be at
V0 volt potential and the outer conductor is at 0 V. The
electric and magnetic field vectors, can be derived as [34]

Eðr;f; zÞ¼
V0r̂re�jbz

r ln b=a
ð6Þ

Hðr;f; zÞ¼
V0f̂fe�jbz

Zr ln b=a
ð7Þ

where b¼o
ffiffiffiffiffi
me
p

and Z¼
ffiffiffiffiffi
me
p

are the phase constant and
the intrinsic impedance of the medium, respectively.

Coaxial lines possess general properties of TEM-mode
transmission lines. Characteristic impedance Z0 of a co-
axial line filled with a dielectric material of relative
dielectric constant er as shown in Fig. 13, is

Z0¼
60
ffiffiffiffi
er
p ln

b

a
O ð8Þ

In addition to TEM modes, coaxial lines can also support
TE and TM waveguide modes. When coaxial line dimen-
sions are selected appropriately for the operating frequen-
cy range; these modes are evanescent modes and they are
excited only near discontinuities or sources. In practice, it
is essential to know the cutoff frequencies of the lowest-
order waveguide mode and use the coaxial line below this
frequency. Various types of microwave circuits can be re-
alized using coaxial lines [62,63]. However, with the more
recent advances in planar circuit technology and because
of their size and fabrication difficulties, they are not used
commonly. In the past, coaxial lines have been widely used
to design passive filter circuits. A common type of high-
pass filters constructed by coaxial lines as shown in Fig. 14

Output
waveguide

Two-section
quarter-wave
transformer

Gunn
device

Tuning screw

V

Figure 12. A Gunn oscillator waveguide circuit that uses two
quarter-wave sections to transform the high impedance of the
waveguide to a low impedance at the Gunn device. (From Ref. 53,
r McGraw-Hill, 1992, reprinted with permission.)
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Figure 13. Geometry of a coaxial line. The ratio of the outer to
inner conductor radii (b/a) determines the characteristic imped-
ance Z0 of the line.
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has been described in the classic book by Matthaei et al.
[62]. In this configuration, coaxial stubs present shunt in-
ductances, and disks spacers constitute series capacitors.

Another coaxial filter example described by Matthaei
[62] is a series capacitance-coupled half-wave resonator
circuit shown in Fig. 15. This filter is realized by breaking
the inner conductor at several locations. The gap spacing
needed to produce a desired coupling can be found either
experimentally or theoretically.

Coaxial-line components are also used extensively as
coaxial probes connectors in between various circuit as-
semblies and for connecting circuits to instrumentation,
and so on. Most of the coaxial lines that are used as cables
and connectors have a 50O characteristic impedance ex-
cept for 75O coaxial cable used for television systems. Co-
axial connectors must have low standing-wave ratio
(SWR), no spurious higher-order modes, mechanical
strength, and repeated usability. Some of the most com-
mon microwave coaxial connectors are popularly known
as type N connector (originally named after P. Neill),
(SMA) SubMiniature Amphenol connector, (SSMA) Scaled
SubMiniature Amphenol connector, and (APC-7) Amphe-
nol Precision Connector, 7-mm connector. These connector
types are shown in Fig. 16. The type N connector is a rel-
atively large connector with an outer diameter of 0.625 in.
The recommended upper operating frequency ranges from
11 to 18 GHz. The SWR is typically less than 1.07. The
SMA connector is small compared to the type N connector
with an outer diameter of the female end of 0.210 in. and
can be used up to 25 GHz. SMA connectors modified to
work up to 40 GHz are known as K connectors. An SSMA
connector is even smaller. The outer diameter of the fe-
male end is about 0.156 in. and the maximum operating
frequency is about 38 GHz. The APC-7 connector is a pre-
cision connector which has an SWR less than 1.04 and an

operating range of up to 18 GHz. Coaxial connectors are
described in Refs. 34 (pp. 169–170) and 64.

6. STRIPLINE CIRCUITS

6.1. Striplines

A stripline [11,65] is a planar-type transmission line that
lends itself well to microwave integrated circuitry and
package feedthroughs. The geometry of a stripline is
shown in Fig. 17a. A thin conducting strip of width W is
centered between two wide conducting ground planes with
a separation b. The entire region between the ground
planes is filled with a dielectric.

Unlike microstrip lines and other open planar trans-
mission lines described later in this article, a stripline can
support a pure TEM mode because it has a homogeneous
dielectric medium. The stripline, however, can also sup-
port higher-order TM and TE modes. These modes can be
suppressed with shorting screws between the two ground
planes and by restricting the ground planes spacing to less
than one quarter wavelength. A sketch of the field lines for
the TEM stripline mode is shown in Fig. 17b.

A B

A

Section B-B Section A-A

BC

Figure 14. A highpass filter constructed by coaxial lines.
Lumped series capacitors and shunt inductors provide the filter
operation. (From Ref. 62, r Artech House, 1980, reprinted with
permission.)

Figure 15. Series capacitance coupled half-wave resonators fil-
ter. Series coupling gaps are located in between cascaded straight
resonator elements. The filter is realized by breaking the inner
conductor at several locations.

a

b

c

(a)

(b)

(c)

Figure 16. Some of the most common microwave coaxial connec-
tors: (a) type N connector; (b) SMA connector; (c) APC-7 connector.
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6.2. Stripline Parameters

An exact solution of Laplace equation of electromagnetic
fields in a stripline can be obtained by the conformal map-
ping approach [66]. However, closed-form expressions that
give a good approximation of the exact results are used in
circuit design [34].

The phase constant for a stripline is given (by the usual
relation for homogeneously filled lines) as

b¼
o
vp
¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffi
m0e0er
p

¼
ffiffiffiffi
er
p

k0 ð9Þ

where o is the angular frequency, vp is the velocity of the
wave along the line, m0 is the permeability of free space, e0

is the permittivity of free space, er is the dielectric constant
of the stripline dielectric, and k0 is the phase constant of
free space.

The characteristic impedance of a transmission line is
given by

Z0¼

ffiffiffiffi
L

C

r
¼

1

vpC
ð10Þ

where L and C are inductance and capacitance per unit
length of the line. An approximate expression for charac-
teristic impedance [34] of striplines is

Z0¼
30p
ffiffiffiffi
er
p

b

Weþ 0:441b
ð11Þ

where

We

b
¼

W

b
�

0 for W=b > 0:35

ð0:35�W=bÞ2 for W=bo0:35

(

Since the stripline is a TEM-mode line, the attenuation
due to the dielectric loss is obtained by the procedure com-
monly used for other TEM lines [67]. The attenuation due

to the conductor loss is approximated as

ac¼

2:7� 10�3RserZ0

30pðb� tÞ
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ffiffiffiffi
er
p

Z0o120 Np=m

0:16Rs

Z0b
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ffiffiffiffi
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p

Z0 > 120 Np=m

8
>>><

>>>:
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with

A¼ 1þ
2W

b� t
þ

1

p
bþ t

b� t
ln

2b� t

t

� �

B¼ 1þ
b

0:5Wþ 0:7t
0:5þ

0:414t

W
þ

1

2p
ln

4pW

t

� �

where t is the thickness of the strip metallization.

6.3. Examples of Stripline Circuits

Design procedures for stripline circuits are identical to
those for other TEM mode transmission line circuits. The
main difficulty in transferring the design from one kind of
transmission line (say, coaxial line) to another (say, strip-
line) arises from the fact that discontinuity and junction
reactances are different for different kinds of transmission
structures. Quite often, the first-order designs are carried
out without considering the effect of discontinuity/junction
reactances. Then the circuit performance is computed tak-
ing discontinuity/junction reactances into account, and
designable parameters of the circuit are optimized to com-
pensate for discontinuity/junction effects. This design
methodology is common to microwave circuit design us-
ing any kind of transmission structure.

6.3.1. Branchline Directional Couplers. These couplers,
similar to the one shown in Fig. 18 [68], are essentially
power division networks with two important features—
namely, the two ports are mutually isolated (ports 1 and 4
in Fig. 18 when the input signal is connected to port 1),
and the output signals at the other two ports (ports 2 and 3
in Fig. 18) are out of phase by 901. These circuits form
building blocks of several other circuits such as balanced
mixers, variable attenuators, pin-diode phase shifters, di-
rectional filters, diplexers, multiplexers, and transmit–re-
ceive (TR) switches. Branchline couplers are also used

Ground
planes

E
H

�r
 

(a)

(b)

z

x

y

W

b

Figure 17. (a) Geometry of stripline—a thin strip of width W is
inserted in a dielectric with ground planes on the top and the
bottom; (b) electric and magnetic fields in a stripline. Striplines
support a pure TEM mode.
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Figure 18. A branchline coupler using striplines. Port 1 is the
input port, ports 2 and 3 are output ports, and port 4 is the iso-
lated port. Output signals at ports 2 and 3 are 901 out of phase.
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extensively in antenna array feed networks in preference
to Y-junction-type power dividers and as impedance trans-
formers. In active circuits, they provide the advantage of
direct-current (DC) coupling for biasing. Branchline cou-
plers are forward-wave couplers and hence can be cascad-
ed without crossing lines.

6.3.2. Parallel-Coupled-Line Directional Couplers. Paral-
lel-coupled-line directional couplers shown in Fig. 19 [69]
offer much larger bandwidths as compared with the
branchline couplers. They are mostly backward-wave cou-
plers, although forward-wave couplers are also possible
using an inhomogeneous medium. The most commonly
used parallel-coupled directional coupler is the TEM-mode
single-section backward-wave coupler. As the term ‘‘back-
ward-wave coupler’’ implies, the electric and magnetic
field interaction between the parallel-coupled conductors
causes the coupled signal to travel in a direction opposite
to that of the input signal. Maximum coupling occurs
when the length of the coupling region is equal to one-
quarter wavelength (or an odd multiple of quarter wave-
length). Analysis of the couplers is carried out in terms of
two normal modes of propagation known as even and odd
modes for symmetrical couplers. Even and odd modes ex-
hibit even and odd symmetry of fields with respect to the
plane of symmetry. These couplers offer a perfect match
and infinite directivity at all frequencies because of the
inherent property that the even- and odd-mode phase ve-
locities are equal when the propagating mode is a pure
TEM.

6.3.3. Hybrid Rings. The branchline coupler as well as
the coupled-line backward-wave coupler provides a phase
difference of 901 between the two outputs. For hybrid ring
couplers shown in Fig. 20 [70], the two output signals are
either in-phase or 1801 out of phase depending on the
choice of the input port. The circumference of the ring is
3l/2, where l is the wavelength in the stripline at mid-
band frequency. For an input at port 1, outputs at ports
2 and 4 are 1801 out of phase and the port 3 is isolated
(with no output). When the input is at port 2, the two out-
puts at ports 1 and 3 are in phase and the port 4 is isolated.

6.3.4. Power Dividers. In several microwave applica-
tions (as, e.g., a feed for a phased-array antenna) the in-
put signal is required to be divided into several

equiamplitude, equiphase output signals. A matched,
symmetric n-way power divider has the advantage that
it gives neither amplitude nor phase imbalance at any
frequency. Such a power divider can also be used as an
n-way power combiner by simply reversing the input and
output ports. Using such combiners, output powers of a
number of solid-state amplifiers and oscillators can be
combined over a wide frequency range. A two-way power
divider stripline circuit is shown in Fig. 21 [71]. The re-
sistor R between the output port ensures input match at
ports 2 and 3 when the circuit is used as a power combiner.

6.3.5. Filters. Stripline filters generally make use of a
cascade of distributed circuit elements in the form of cou-
pled resonators, stubs, and so on. As pointed out in the
discussion for waveguide filters, stripline filters are also
designed using low-frequency prototype filter synthesis
techniques. A coupled-line bandpass filter is shown in
Fig. 22 [72]. This configuration is also commonly used
for other filters using planar lines such as microstrip lines
and coplanar waveguides.

6.3.6. Pin-Diode Switches. A pin diode (which consists
of an intrinsic layer sandwiched between p- and n-type
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Figure 20. A stripline ring hybrid. The circumference is 3/2
wavelengths. When a signal is fed to port 1, output signals at
ports 2 and 4 are 1801 out of phase, and port 3 is isolated. For an
input signal fed to port 3, output signals at ports 2 and 4 are in
phase and port 1 is isolated.
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Figure 19. A parallel-coupled-line coupler real-
ized in stripline structure. Equal widths are used
for two strips. When a signal enters into port 1,
port 2 is the direct output and port 3 is the cou-
pled point. No signal comes out of port 4, which is
called the ‘‘isolated port.’’
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layers) acts as an electronic switch when operated at the
forward and reverse bias states [73]. As a basic switching
element, it is extensively used in the realization of multi-
ple-throw switches, phase shifters, modulators, limiters,
and duplexers. A single-pole single-throw switch using a
pin diode is shown in Fig. 23 [65]. With a variable forward
bias, the forward bias resistance of the pin diode can be
varied over a wide range. This property is used in realizing
electronically variable attenuators. Pin-diode circuits can
also be used as attenuators by varying the forward bias
current of the diodes. Pin-diode attenuators with constant
input impedance characteristic can be built by incorporat-
ing a circulator or a hybrid coupler in the circuit. Figure 24
shows a hybrid-coupled pin-diode attenuator [65].

6.3.7. Phase Shifters. Phase shifters can be built using
pin diodes, varactors, or GaAs field-effect transistors
(FETs). Of these three semiconductor devices, pin diodes
are the most commonly used because of reproducibility of
their characteristics and high power-handling capability.
Digital phase shifters are extensively employed in phased
arrays to electronically scan the radiated beam. These
phase shifters can be broadly classified as either the re-
flection type or the transmission type. The reflection-type
phase shifters can be realized using a circulator or a
hybrid coupler. Some common designs for transmission-

type phase shifters are the switched line, the loaded line,
and the lowpass highpass. For phased array applications,
several of these circuits are cascaded to form multibit
phase shifters.

Microwave phase shifters can be designed using
various different kinds of transmission lines. Figure 25
shows a switched-line phase shifter with series-mounted
diodes [74].

6.3.8. Mixers. A mixer circuit is an essential compo-
nent of almost all receivers used in communication, radar,
and radioastronomy applications. Microwave mixers make
use of nonlinear semiconductor devices, usually Schottky
barrier diodes for mixing operation. A typical mixer con-
sists of a nonlinear mixer diode together with coupling
networks for feeding the signal [radiofrequency (RF)] and
local-oscillator (LO) power and for extracting the (IF)
signal. Practical mixer configurations can be broadly di-
vided into three categories: single-ended mixers, balanced
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Figure 21. A matched stripline two-way power divider. Input
power at port 1 splits equally into output ports 2 and 3. A resistor
(R¼2Zc) ensures that the circuit is matched at ports 2 and 3.
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Figure 22. A stripline parallel-coupled band-
pass filter. Each coupled section comprises one
quarter-wavelength coupled lines (l¼l/4). Zc is
the characteristic impedance of input/output
ports.
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Figure 23. Layout of series SPST (single-pole single-throw)
switch with the biasing circuit. dc blocking capacitors and dc re-
turn transmission inductor are used, and RF bypass transmission
capacitor of a quarter-wavelength has low characteristic imped-
ance (Zpo25O). (From Ref. 65, r New Age Int. Ltd., 1989, re-
printed with permission.)
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mixers, and double-balanced mixers. Of the various types
of mixers, the balanced mixer employing Schottky barrier
diodes is the most commonly used configuration in prac-
tical application. Figure 26 shows a hybrid ring balanced
mixer [65].

Several other types of stripline circuits have been re-
ported in literature [11,34,65]. Microwave circuits de-
scribed in this section can also be realized in microstrip
configuration, described in the next section.

7. MICROSTRIP CIRCUITS

Microstrip line is the most frequently used planar trans-
mission structure and forms the basic building block for
almost all hybrid microwave integrated circuits (MICs)
and monolithic microwave integrated circuits (MMICs).
The physical geometry of a microstrip line is shown in
Fig. 27a, and the approximate field distribution is depicted
in Fig. 27b. Microstrip line consists of a single dielectric
substrate with a complete conducting coating (ground
plane) on one side and a conductor strip on the other side

of the substrate. In contrast to a stripline, the top surface
of the microstrip circuitry is open. Because of the nonho-
mogeneous dielectric medium surrounding the conductor
strip (the substrate and the air above), the microstrip line
cannot support a pure TEM mode. However, a quasi-TEM
mode approximation is used for analysis of microstrip lines
and is adequate for design of microstrip circuits [23].

Popularity of microstrip circuits is due to an increasing
trend in miniaturization of, and cost considerations for,
microwave circuits. Compared to waveguides, and coaxial
lines, and striplines, it is easier to fabricate microstrip
circuits and integrate them with other active and passive
microwave devices. The open nature of the microstrip
lines allows easy access to circuitry to mount active de-
vices and lumped element components such as resistors,
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Figure 24. A hybrid-coupled pin-diode attenuator. The attenua-
tion is controlled by varying the forward bias current of the di-
odes. Two identical diodes are mounted symmetrically in the two
output arms of the 3 dB, 901 hybrid coupler and are shunted by
matched loads. (From Ref. 65, r New Age Int. Ltd., 1989,
reprinted with permission.)
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Figure 25. A switched-line phase shifter with series mounted
diode to switch between two fixed transmission-line paths. The
differential phase shift is b(l1� l0).
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Figure 26. A hybrid ring balanced mixer where D1,D2 are mixer
diodes; F1,F2 are image reject filters; and T1,T2 are matching
transformers. The RF power fed to port 1 and the LO power fed to
port 3 are split equally between the output ports 2 and 4. At the
two mixer diodes, the RF signals appears 1801 out of phase with
each other whereas the LO signals appear in phase. (From Ref.
65, r New Age Int. Ltd., 1989, reprinted with permission.)

x

E
H

W
rh

(a)

(b)

y

�

Figure 27. Geometry of a microstrip line: (a) geometry (h is sub-
strate height, W is the width of the conducting strip, and er is
relative dielectric constant); (b) electric and magnetic field distri-
bution in a microstrip-line quasi-TEM mode.
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capacitors and inductors. However, microstrip line circuits
have some disadvantages such as higher loss, radiation,
dispersion, and spurious coupling among components
when compared to coaxial-line circuits.

7.1. Design Formulas for Microstrip Lines

Analysis and design considerations for microstrip lines
are very well documented in the literature [16,23,75,76].

7.1.1. Effective Dielectric Constant eeff . Because of the
nonhomogeneous dielectric structure of microstrip lines,
the concept of effective dielectric constant has been intro-
duced [16] and is commonly used for calculating line wave-
length and phase velocity as needed in microstrip circuit
design. A formula that is commonly used for calculation of
eeff is [75]

eeff ¼
erþ 1

2
þ

er � 1

2
ð1þ 10h=WÞ�1=2

ð13Þ

where h is height of the dielectric substrate, W is the width
of the conducting strip, and er is the dielectric constant of
the substrate.

7.1.2. Characteristic Impedance (Z0). As for any other
transmission line, the characteristic impedance for the
quasi-TEM mode is the most important parameter in mi-
crostrip circuit design. Given the dimensions h and W and
the value of er, the characteristic impedance of a micro-
strip line can be found by using the following formulas [35,
pp. 52–53]:

For narrow strips (W/ho3.3):
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For wide strips (W/h43.3):
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where e is the exponential base; e¼ 2.71828. For
given values of characteristic impedance and er, the
W/h ratio can be found by using the following ex-
pressions.

For narrow strips (when Z0 > 44� 2erO):

W

h
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For wide strips (when Z0 > 44� 2erO):
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where B¼ 59:95p2=ðZ0
ffiffiffiffi
er
p
Þ.

7.2. Microstrip Discontinuities

Microstrip circuits, like other types of microwave circuits,
contain transmission line discontinuities such as bends,
width changes, gaps, and junctions. These discontinuities
introduce parasitic reactances and cause a degradation in
circuit performance. Various types of microstrip disconti-
nuities which are encountered in microwave circuits are
shown in Fig. 28. This figure also includes approximate
lumped-element models for these discontinuities. At high-
er microwave frequencies, these discontinuity reactances
become significant and need to be taken into account.
Closed-form relations for discontinuity model elements
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Figure 28. Some common types of microstrip discontinuities and
their equivalent lumped-element models: (a) open-ended micro-
strip; (b) gap in microstrip; (c) change in width. (d) T junction.
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and their values form a key part of any microwave circuit
computer-aided design (CAD) software. However, equiva-
lent lumped circuit models are not available for all types of
discontinuities and substrate types. Another difficulty is
that the accuracy for discontinuity models degrades at
higher frequencies. Lack of accurate discontinuity models
at millimeter-wave frequencies is still the main bottleneck
in the CAD for millimeter-wave circuits [77].

In order to compensate for the discontinuity effects, one
can construct the equivalent circuit for the discontinuity
and take it into account in the design process. The second
approach is to minimize the discontinuity effect by mod-
ifying the geometry of the discontinuity, such as chamfer-
ing or mitering the strip conductor in case of microstrip
right-angle bends. Compensation techniques for disconti-
nuities have been reported in the literature [35, pp. 140–
165].

7.3. Passive Microstrip Circuits

Some commonly used microstrip passive circuits are cou-
plers, power dividers, impedance matching circuits, and
filters. Design process for these circuits is similar to that
for stripline circuits.

7.3.1. Couplers. As in case of stripline circuits, the two
common types of microstrip line couplers are also coupled
line directional couplers and branchline directional cou-
plers. Layouts of these couplers are similar to those of
stripline couplers. Even and odd mode analysis technique
is also applied in the design of microstrip couplers. For
coupled line couplers in microstrip configuration, the
phase velocities for even and odd modes are not equal.
This factor limits the directivity of these couplers. Design
of these couplers is well explained in Refs. 34 and 35 .

Branch line couplers are also similar to corresponding
circuits in stripline configurations. They can be designed
for different values of the coupling factor and may have
more than two branches [34,35] in order to increase the
circuit bandwidth.

7.3.2. Filters. Various types of filters [34,35] can be re-
alized by using microstrip lines. Again, their design meth-
odology is similar to those of stripline filters. Lowpass
filters can be formed with cascaded sections of microstrip
lines. One first designs the prototype filter using lumped
elements and then substitutes these elements with their
microstrip-line equivalents. A short (olg/4) length of a
high-impedance line behaves like a series inductance. Also
a very short ð5lg=4Þ length of low-impedance line behaves
like a shunt capacitance. An example of a lowpass filter
constructed by microstrip line elements is shown in
Fig. 29.

Microstrip bandpass and bandstop filters can also be
realized by using coupled sections of microstrip lines. Two
popular types of microstrip bandpass filters are end-cou-
pled and parallel (edge)-coupled bandpass filters. Figure
30 shows a general layout for an end-coupled microstrip
bandpass filter. In this circuit, coupling gaps are located in
between and couple the cascaded microstrip resonator
elements. The gap width is usually much smaller than

the substrate height to ensure the required coupling be-
tween the two adjacent resonators. Parallel-coupled band-
pass microstrip filters are similar to the stripline filter
shown in Fig. 22. Bandpass and bandstop filters [34,35]
can also be realized using quarter-wave open-circuited or
short-circuited microstrip line resonators.

7.4. Active Microstrip Circuits

Microstrip lines have been used in practically all possible
types of active circuits used at microwave frequencies.

7.4.1. Microstrip Amplifiers. Microstrip lines are exten-
sively used in various types of microwave amplifier cir-
cuits [34,78,79]. All microwave amplifier circuits require
some type of matching circuits both at the input and out-
put sides in order to obtain specified gain characteristics
over a desired frequency range. Microstrip lines are used
for realizing matching networks as well as for biasing net-
works for microwave amplifiers. Microstrip lines are also
used in distributed amplifiers with multioctave band-
widths [78,79]. Various types of microstrip matching net-
works are: single-stub matching network, double-stub
matching network, quarter-wave transformer, multisec-
tion transformer, and tapered line. Microstrip amplifier
circuit design examples including matching and biasing
network design considerations are available in Refs. 34,
78, and 79.

7.4.2. Microstrip Oscillators. There are numerous types
of oscillator circuits. One of the most common types of
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Figure 29. Filter design example: (a) lowpass filter prototype
circuit using lumped elements; (b) stepped-impedance implemen-
tation; (c) microstrip layout of final filter; high-impedance lines
(narrow lines) behave like inductances, and low-impedance lines
(wide lines) behave like capacitances.

Figure 30. General microstrip layout for an end-coupled band-
pass filter (series coupling gaps are located in between cascaded
straight resonator elements).
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microstrip oscillator circuits is the ‘‘dielectric resonator
oscillator’’ (DRO). Layout of a microstrip DRO oscillator
[35,80] is shown in Fig. 31. In this circuit, the dielectric
resonator is coupled to two microstrip lines used to pro-
vide a feedback path from the drain to the gate of the
MESFET. A microstrip single-stub matching circuit is
used for the output matching.

7.4.3. Active Microwave Filters. Active microwave tun-
able filters have been reported in the literature [35,81].
Figure 32 shows a layout of a varactor-tuned, multipole
active microwave bandpass filter described in Ref. 81.

7.4.4. Microstrip Circuits for High-Speed Digital Cir-
cuits. Microstrip lines are also used in ECL high-speed
circuits or GaAs integrated circuits (ICs) for interconnec-
tion among the components and/or device chips. These

microstrip lines are formed by the conductors of integrat-
ed circuits printed on a circuit board. At high frequencies
or high speeds, it is essential to minimize reflection at the
interconnections. Also, crosstalk between two parallel in-
terconnects can become significant. Various design tech-
niques for microstrip interconnections in high-speed
digital circuits are described in the literature [35,82].

7.5. Monolithic Microstrip Circuits

Monolithic microwave integrated circuits (MMICs) are
microwave circuits in which all circuit components (active
and passive) are fabricated on the same semiconductor
substrate [83]. MMIC circuits are used in many areas of
microwave circuits with an increasing popularity because
of their significant advantages over hybrid MICs in terms
of lower cost, smaller size, better performance, and higher
reliability. In the lower microwave frequency range,
lumped elements are used for realizing microwave match-
ing networks. However, in the higher frequency range
(over 20 GHz), lumped elements become lossy and difficult
to design, and distributed elements such as microstrip and
coplanar waveguides are used.

Monolithic microwave circuits are described in a sepa-
rate article in this encyclopedia.

8. COPLANAR WAVEGUIDE CIRCUITS

8.1. Coplanar Waveguides

Unlike microstrip lines, the ground plane in a coplanar
waveguide (CPW) [84–86] is located on the same side of
the substrate that contains the strip conductor. CPWs, co-
planar strips, and slotlines are categorized as coplanar
lines or uniplanar lines [85] because all the metallization
is contained in a single layer. CPW configurations have
been widely utilized to realize a variety of microwave cir-
cuits including capacitors, inductors, magic tees, mixers,
filters, oscillators, resonators, distributed amplifiers, and
so on. Configurations of coplanar strips, CPW, and slot-
lines are shown in Fig. 33.

8.1.1. Field Distribution in Coplanar Lines. Knowledge of
field distribution in transmission lines is useful to micro-
wave circuit designers because it helps in configuring lo-
cation and orientation of lumped active and passive
elements in transmission line circuits. Approximate elec-
tric field and magnetic field distributions in three coplanar
transmission structures are shown in Fig. 34. The field
distributions are different from those in a microstrip line,
and they lead to some advantages these lines exhibit com-
pared to microstrip lines.

8.2. Advantages of CPW Circuits

One of the advantages of CPW circuits over microstrip
circuits arises from the fact that mounting of lumped com-
ponents in shunt connection is easier in a CPW. In this
case, drilling of holes through the substrate is not needed
to reach the ground plane. Also, transition from a CPW to
a slotline is easier to fabricate. This allows a great flexi-
bility in the use of mixed transmission media.
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Figure 31. Microstrip implementation of the parallel feedback
DRO. A dielectric resonator is coupled to two microstrip lines used
to provide a feedback path from the drain to the gate of a
MESFET [80].
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Figure 32. The multipole active tunable filter. The negative re-
sistance is realized by the MESFET circuit. (From Ref. 81, r

IEEE, 1990, reprinted with permission.)
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CPW circuit configurations can be designed to exhibit a
lower sensitivity to substrate thickness, less dispersion
effect, and lower losses than the corresponding microstrip
circuits. Implementation of circuits in CPW configurations
allows thick substrates to be used, thus avoiding the need
to use fragile thin substrates at higher microwave and
millimeter-wave frequencies, as occurs for microstrip cir-
cuits. Since active components can easily be inserted in
CPW circuits also, CPW configurations are used increas-
ingly in monolithic microwave and millimeter-wave inte-
grated circuits. As strip width and gap dimensions in CPW
can be reduced without changing the CPW characteristic
impedance, CPW circuits can be designed to radiate much
less energy than the corresponding microstrip circuits. In
addition, dispersive effects in the CPW can be reduced by
choosing smaller transverse dimensions.

The CPW configurations, however, have some disad-
vantages such as possible excitation of the slot mode, low-
er power-handling capability, and field nonconfinement.
Slot mode is an alternative mode possible in a CPW when
two ground planes are not at the same potential and E
fields in two slots are oriented in the same direction. This

mode can be excited by a nonsymmetric excitation (such as
caused by a tee-junction discontinuity). Airbridges are
needed to suppress excitation of the slot mode. The fields
in a CPW are less confined than those in microstrip lines,
and therefore they make the CPW circuits more sensitive
to packaging covers or shields placed above the circuit.

8.3. CPW Circuit Design Considerations

The main difference in the design of CPW circuits as com-
pared to microstrip circuits is the different characteristics
of discontinuities occurring in CPW circuits. As the den-
sity of active and passive devices in CPW circuits increas-
es, the population of discontinuities also increases. Thus,
the slot mode can be excited more frequently because of
asymmetric structure. When MMICs are composed of
more than one kind of transmission lines, there is the
need for appropriate transitions such as CPW to slotline or
CPW to microstrip line. In the design of CPW circuits,
characterization of these discontinuities and transitions
needs to be taken into account for obtaining the desired
performance. For the analysis and modeling of CPW dis-
continuities, several numerical methods like mode-match-
ing method [87], finite-difference method [88], spectral
domain analysis [89], transmission-line method [90],
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Figure 33. Various types of coplanar lines. (a) Coplanar strip.
(b) Coplanar waveguide. (c) Slotline.
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Figure 34. Electrical and magnetic field distributions in (a) co-
planar strips, (b) a coplanar waveguide, and (c) a slotline.
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integral equation method [91], and method of lines [92]
have been used.

In addition to discontinuities, other factors such as dis-
persion, metallization thickness, dielectric loss, conductor
loss, radiation, and surface wave loss also affect the per-
formance of CPW circuits. All these factors need to be
taken into account in the design of CPW circuits.

8.4. Examples of CPW Circuits

Most of microwave circuits developed using microstrip
lines and other transmission lines can be realized in
CPW configurations also. Some examples of CPW circuits
are reviewed in this section.

8.4.1. Capacitors and Inductors. CPW circuits need the
basic reactive elements, namely capacitors and inductors,
to be realized in CPW configurations. Due to the flexibility
provided by CPW configurations to accommodate lumped
elements both in series and the shunt connections, capac-
itors and inductors may be implemented in many ways.
Series or shunt circuits for capacitors or inductors are
possible using CPW or CPW-slotline transitions, and some
of these are shown in Fig. 35 [23].

8.4.2. Filters. Parallel-coupled-line filters and end-cou-
pled bandpass filters can be realized in CPW configura-
tions also [93,94]. Usually, the implementations of these
filters utilize a single-layer configuration that is much
easier to fabricate. Sometimes a double-layer geometry is
used for a wide bandwidth [95]. Inductively coupled band-
pass filters can also be realized using CPW. These filter
configurations eliminate the need for via holes to the

ground. The layout of an inductively end-coupled band-
pass filter in a CPW configuration is shown in Fig. 36.

8.4.3. Hybrid Ring Couplers and Ring Resonators. The
hybrid ring coupler can be realized in a CPW–slotline con-
figuration [96] as shown in Fig. 37a. This circuit makes
use of the properties of a slotline T junction and a CPW-
slotline T junction together with the usual operation of a
ratrace hybrid ring [97]. The circumference of the slot ring
is one wavelength divided equally into four quarter-wave
sections.

SS: Shorting strap
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CPW
C

L

CPW
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SS

CPW
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L

C

Figure 35. Capacitor and inductor elements realized in CPW
configuration. C represents a capacitor and L represents an
inductor.

Figure 36. Layout of an inductively coupled multiresonator
bandpass filter realized in a CPW configuration.
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Figure 37. (a) Layout of a hybrid ring coupler in a CPW config-
uration where the slot ring is one wavelength (l) and divided
equally into four quarter-wave sections; (b) circuit configuration
of a slotline ring resonator with different coupling schemes such
as CPW, slotline, or microstrip line.
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Ring resonators can also be realized using CPW or slot-
line feed as shown in Fig. 37b [98]. The resonator can be
easily integrated with shunt and series active devices and
used for several applications [99,100]. The CPW-fed slot-
line ring resonators show characteristics similar to those
of microstrip-fed slotline ring resonators.

8.4.4. Mixers. Most of the microwave mixers use
Schottky barrier diodes for mixing operation. A typical
mixer circuit consists of a mixer diode together with
coupling networks for feeding the RF signal and local os-
cillator (LO) power and for extracting the IF signal. One of
the commonly used mixers is the balanced mixer.

Balanced mixers realized in a CPW configuration [101]
use a balanced local oscillator input and an unbalanced
signal input. One of the mixer configurations is shown in
Fig. 38. Local-oscillator voltage is applied via the slotline,
and the signal is fed through the coaxial line. Connection
to the slotline is made by a small copper coaxial cable (not
shown) at right angles to the slot, while a coaxial line
connection to the CPW is made directly along as shown.
The IF connecting wires are brought through holes in the
substrate to mixer diodes.

8.4.5. Oscillators. A three-port MESFET oscillator de-
signed in a CPW configuration [102] is shown in Fig. 39.
The gate of the device is self-biased in order to minimize
the number of bias points. The source and the drain are
connected to 50O CPW transmission lines.

8.4.6. Distributed Amplifiers. A low-noise distributed
CPW amplifier [103] is shown in Fig. 40. The distributed
amplifier topology offers not only typically greater than
octave bandwidth, but also an excellent phase linearity
due to the transmission line characteristics inherent in its
topology. A distributed amplifier is made up of a set of

cascaded devices, which act as shunt capacitances, con-
nected together by high-impedance transmission lines
that simulate inductances. The CPW configurations offer
simplified fabrication processing and hence lower cost
compared to similar microstrip amplifiers.

Various CPW circuit examples mentioned above pro-
vide a sampling of microwave circuits that can be designed
in CPW configurations. Several other CPW circuit exam-
ples have been reported in the literature [104–107].

9. LUMPED-ELEMENT CIRCUITS

Circuits employing lumped elements, such as inductors
and capacitors, are used extensively at lower frequencies.
Lumped elements, by definition, are much smaller than
the wavelength (ol/10) at the operating frequency and
exhibit small phase shift across any physical dimension.
Thus, the frequency limit for lumped elements is depen-
dent on the size of the element. With improving technol-
ogy and with the development of monolithic microwave
circuits, miniaturization of electronic elements becomes a
possibility, and lumped-element circuits are used up to
about 20 GHz. In millimeter wave monolithic circuits,
lumped resistors and MIM capacitors are commonly
used. Spiral inductors can be designed with self-resonance
frequencies up to 40 GHz. There are several advantages of
lumped-element circuits compared to distributed element
transmission-line circuits [108, p. 118]. First, lumped el-
ements have smaller frequency-dependence and are there-
fore good for wideband circuits. Second, the use of lumped
elements affords a considerable size reduction (a factor of
10 in area) compared with distributed element circuits in
microwave integrated circuits. Third, since the substrate
area required is smaller and many lumped-element MICs
can be processed simultaneously, the lumped elements are
less costly.
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Figure 38. A circuit arrangement for a double balanced mixer
using CPW where RF signal is fed through the coaxial line, LO
voltage is applied via the slotline, and IF signal is brought out
from the through-holes. (Based on Ref. 101.)
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Figure 39. The circuit layout of an oscillator using CPW config-
urations where the gate of the MESFET is self-biased and is con-
nected to a resonant section of open-circuited transmission line.
The dashed line shows the possible position of optical waveguides
in a Mach–Zehnde modulator. All CPW lines were designed to
have an impedance of 50O. (From Ref. 102, r IEEE, 1993,
reprinted with permission.)
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9.1. Lumped-Element Components

9.1.1. Inductors. Depending on the value of the induc-
tance required, lumped inductors can be realized either as
straight narrow strips (ribbon inductors), as single-loop
inductors, or as multiturn spiral inductors:

Ribbon Inductors. A microstrip ribbon inductor and its
equivalent circuit are shown in Fig. 41. For short
lengths (olg/4) the inductance L and shunt capaci-
tances C at the two ends can be calculated [35]:

L¼
Z0

2pf
sin

2pl

lg

� �
ð18Þ

C¼
1

2pfZ0
tan

pl

lg

� �
ð19Þ

A narrow strip with high Z0 is needed to achieve a
high inductance value with low parasitic capacitance.
However, in practice the choice of the strip width is
determined by fabrication limits, by the direct-cur-
rent-carrying capacity, and by the high resistance of
very narrow strips. The strip length is limited simply
by the need to ensure a realistic and economical chip
size. The ribbon inductor is thus limited to values of
less than 1 nH, but is a relatively ‘‘pure’’ inductor
with low parasitic capacitances.

Loop Inductors. An example of a single-loop inductor is
shown in Fig. 42. Because of their inefficient use of
the chip area, loop inductors have been used very lit-
tle in MMICs. However, design information can be
found in a number of references [109–111].

Spiral Inductors. Spiral inductors with multiple turns
are essential for inductance values above approxi-
mately 1 nH. There are two kinds of spiral inductors:
circular spiral and square spiral (see Fig. 43). Circu-
lar (approximately) spirals have a slightly better
quality factor at the cost of layout complexity and
have a less convenient shape for integration with
other components. So the square spirals are used
more often in MMICs. Design equations can be found
in Refs. 112–115. The drawback of the spiral induc-
tors is that the need to connect the center turn back to
the outside circuit dictates that either airbridge or
dielectric crossovers must be used. There are a num-
ber of different solutions for this connection problem,
and these are illustrated in Fig. 44.

Stacked Spirals. Stacked spiral inductors [83] com-
prise a pair of interwound spirals placed on separate
metal layers. The major advantage is that the turns
are much more tightly packed than what normal pho-
tolithography and metal patterning would allow for a
single-layer spiral. Since the turns are separated ver-
tically, there is less capacitance between adjacent
turns than there would normally be with such small
gaps. However, since the lower metal thickness is
limited to 1 mm or less, stacked spirals have higher
series resistances. They are generally used at fre-
quencies below 5 GHz or so.
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Figure 40. The circuit schematic of a
2–20-GHz CPW distributed amplifier using
high-electron-mobility transistors (HEMTs)
and CPW lines. (From Ref. 103, r IEEE,
1993, reprinted with permission.)
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Figure 41. The ribbon inductor consisting of a high-impedance
transmission line section: (a) physical layout; (b) equivalent
circuit.

Figure 42. Layout of a single-loop inductor (not used much be-
cause of inefficient use of substrate area).
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9.1.2. Capacitors. Both overlay metal–insulator–metal
(MIM) capacitors and interdigital capacitors are used in
microwave circuits. Interdigital capacitors can be used for
values up to approximately 1 pF, above which their size
and the resulting distributed effects prevent their use.
Overlay capacitors are therefore needed for most of appli-
cations, such as direct-current blocking and decoupling,
where large capacitor values are required:

Overlay Capacitors. These consist of an MIM, with the
most common insulators being silicon nitride, silicon

dioxide, and polyimide. Silicon nitride is popular
since it has a fairly higher er compared to silicon
dioxide and polyimide. The type of connection used
from the capacitors to the rest of the circuit depends
on whether an airbridge or a polyimide-based two-
metal level process is used. Three types of overlay
capacitors with connections are shown in Fig. 45. De-
sign equations for C and capacitor quality factor Q
can be found in Ref. 108, pp. 161–165.

Interdigital Capacitors. A capacitor, simpler than the
MIM capacitors, is the single-layer interdigital ca-
pacitor. The interdigital capacitor consists of a num-
ber of interleaved microstrip fingers coupled together
and is fabricated in a single-layer structure. Its struc-
ture and equivalent circuit are shown in Fig. 46. The
maximum value of capacitance of an interdigital ca-
pacitor is limited by its physical size. It can be fabri-
cated with values of 0.1 pF to 15 pF in a reasonable
size. Because of the long length of gap between lines,
large capacitors resonate at low frequency. Therefore
only small value capacitors (less than 2 pF) are prac-
tical at higher frequencies. Since interdigital capaci-
tors do not use a dielectric film, their capacitance
tolerance is very good and is limited only by the ac-
curacy of the metal pattern definition. Hence, they
are ideal as tuning, coupling, and matching elements
where small capacitor values are required but precise
values are necessary. Design equations for these
capacitors are available in Refs. 116 and 117.

9.1.3. Resistors. Because of the signal loss associated
with resistances, the resistors are not used as much at
microwave frequencies as in the low-frequency circuits.
They are, however, irreplaceable in many cases such as for
reflectionless terminations, for suppressing undesirable
signals, for damping elements providing the isolation of
circuits from each other, or for reducing the power level.
Resistors can either use doped semiconductor layers
(mesa resistors or implanted planar resistors) or sput-
tered thin-film resistive layers. Figure 47 shows the two
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Figure 43. Spiral inductors: (a) circular spiral; (b) square spiral.
Square spirals allow a more compact layout of components in
MMICs.
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Figure 45. Overlay capacitors: (a) using a dielectric via; (b) with
an airbridge; (c) without an airbridge or spacer dielectric.
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Figure 44. Different interconnection schemes for spiral induc-
tors: (a) single airbridge; (b) airbridges over an underpass;
(c) formed entirely of airbridges; (d) using two metal levels
for an underpass. (From Ref. 83, r IEE, 1995, reprinted with
permission.)

2724 MICROWAVE CIRCUITS



resistor examples. In either case, since the layer or film
thickness is fixed, it is very convenient to quote resistivity
in terms of an ohm-per-square figure. Hence, the value of
the resistor is chosen by selecting a suitable aspect ratio. A
practical limit is imposed by the higher parasitic capaci-
tance of large pads and the resistors physical size.

GaAs Mesa Resistors. The term ‘‘mesa’’ refers to the
configuration where the whole wafer is doped and
subsequently etched selectively so that active regions
remain only where required. Figure 48 shows the de-
tails of a mesa resistor with passive and negative
mesa edges [83, pp. 77–78]. The GaAs resistor relies
on the linearity of the semiconductor’s current-field
characteristic at low electric field values. Hence it is
important to consider how much current is to be
passed through the resistor. The maximum electric
field allowed in the resistor is normally given as a

‘‘volts per unit length’’ value for a certain permissible
percentage deviation from perfect linearity.

Thin Film Resistors. Sputtered thin-film resistors offer
improved linearity and lower temperature coeffi-
cients compared with the mesa types. In addition,
the ohm-per-square figure can be optimized for the
circuit designer without any limitations imposed by
the requirements of the active devices. The most com-
monly used materials are tantalum nitride, cermet,
and nickel chrome. Their temperature coefficients of
resistance are less than one-tenth that of GaAs, and
ohm-per-square figures of 50O can be produced,
which is convenient for the circuit designers [118,
pp. 158–159].

9.2. Examples of Lumped-Element Circuits

Planar Spiral Transformers. A lumped element trans-
former with spiral inductors offers direct-current
(DC) blocking, matching, and DC bias injection func-
tions in a very small size [120,121]. A planar spiral
transformer, whose layout and equivalent circuit are
shown in Fig. 49, is used as a lumped transformer up
to 4 GHz or so [83, p. 73]. The two-coupled inductors
have self-inductance and mutual inductance. There
are series resistances in the conductors, interturn ca-
pacitance, and shunt capacitance to ground. The most
serious parasitic is usually the capacitance between
the two spirals since this makes the transformer res-
onant as the capacitive coupling becomes dominant at
higher frequencies. To minimize this parasitic capac-
itance while achieving a high mutual inductance, the
turns need to be very narrow and close together. Typ-
ically a transformer would have 5mm conductor
widths and 5mm gaps.

Lumped-Element Matching Circuits for MMIC Ampli-
fiers. A lumped-element amplifier circuit [83, p. 19]

is shown in Fig. 50. Lumped-element matching net-
works (using spiral inductors are overlay capacitors)
provide an appropriate arrangement at frequencies
below 20 GHz. The chip is a 1–2 GHz single-stage am-
plifier. When operation frequency is higher than
20 GHz, the performance of spiral inductors degrades
because of their self-reasonances.
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Figure 46. Interdigital capacitor layout and equivalent circuit.
N is the number of fingers, 4X is the width of a unit cell. (From
Ref. 116, r IEEE, 1970, reprinted with permission.)
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Figure 47. Lumped resistor examples: (a) small value (¼50O);
(b) large value (¼3000O). (From Ref. 83, r IEE, 1995, reprinted
with permission.)
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Lumped-Element Resonators. Series and parallel
lumped-element resonators using interdigital capac-
itors are shown in Fig. 51 [117]. These kinds of res-
onators can be used at frequencies of 7 GHz and
higher. A 0.3-pF capacitor with a 20 mm gap had a
capacitance tolerance of less than 25% from sample to
sample. These resonators are fabricated on one side of
alumina or quartz substrate.

Filters. Figure 52 depicts a lumped element filter with
bandstop loss of 30 dB at 9 GHz (117). The equivalent
circuit is also shown. Interdigital capacitors are of
practical use and allow the attainment of the few
picofarad capacitor values required for the design of
these filters at the higher microwave frequencies.
Several other types of lumped element microwave
circuits have been reported in the literature
[83,118,119,121].

10. MULTILAYER MICROWAVE CIRCUITS

10.1. Multilayer Configurations

Portable microwave systems require circuits to be fabri-
cated in smaller sizes and volumes. Multilayer configura-
tions have begun to be adapted for microwave circuits to
meet these size requirements [122–125]. Also, multilayer

designs exhibit more flexibility and, in several cases, yield
better performance than the corresponding designs in sin-
gle-layer configurations [126]. A tight coupling is an out-
standing characteristic that multilayer circuits can
provide. Since a physical geometry with very narrow spac-
ing is necessary to produce a tight coupling in single-layer
directional couplers, directional couplers realized in two
layers are well suitable for providing a tight coupling and
high directivity [127]. This tight coupling also makes it
possible to obtain wide bandwidth in filter circuits [123].
In addition, the circuits designed using symmetrical pla-
nar structures in traditional single-layer configurations
can now be implemented in asymmetrical geometry. This
asymmetry produces more design flexibility, leading to
conveniently realizable physical geometries.

Multilayer configurations have also been utilized to in-
tegrate a number of passive components and active devic-
es into a module to reduce the size and the volume of the
whole system. This kind of use of multilayer structures
has resulted in the development of multichip module
(MCM) technology at microwave frequency [128,129].
However, multilayer configurations inherently require
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Figure 49. A lumped-element spiral transformer: (a) layout;
(b) equivalent circuits. (From Ref. 83, r IEE, 1995, reprinted
with permission.)
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Figure 50. A lumped-element 1–2-GHz MMIC amplifier: (a) lay-
out; (b) circuit diagram. (From Ref. 83, r IEE, 1995, reprinted
with permission.)
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vertical interconnections between adjacent layers. Also,
there is a possibility of air gap and misalignment between
different dielectric layers, and these can affect the circuit
performance.

10.2. Multilayer Microwave Circuit Technologies

10.2.1. Multilayer MMICs. Multilayer MMICs [130–
132] are constructed using multilayer passive circuits in-
tegrated with active devices on the semiconductor sub-
strate. Active devices, resistors, and MIM capacitors are
formed on the surface of a semiconductor wafer. Dielectric
films and conductors are stacked on the wafer, and trans-
mission lines and the ground layers are connected through
via holes. This structure allows transmission lines with
reduced linewidths, vertical interconnections with short
signal delays, and miniaturized connections in a small
area. In addition, this provides miniature but low-loss
transmission lines and increased design flexibility.

For examples using this multilayer structure, several
miniature passive circuits such as directional couplers,
Wilkinson power dividers, transmission lines, and planar
baluns have been designed and fabricated. Active circuits
such as mixers, amplifiers, phase shifters, and upconvert-
ers are integrated with passive circuits in planar forms.
Figure 53 [131] shows the typical configuration of a mul-
tilayer MMIC. In Fig. 53, a three-dimensional MMIC fab-
ricated on a GaAs substrate integrates active devices,
resistors, and MIM capacitors on the surface of a semi-
conductor wafer. A thin-film microstrip (TFMS) line offers
a compact meanderline configuration while thin polyimide
films and conductors are stacked on the wafer and ground
metal is inserted between layers.

10.2.2. Multichip Modules. A multichip module (MCM)
[129] is defined as multilayer sandwiches of dielectric and
conducting layers, on which integrated circuits and pas-
sive components (if any) are mounted directly on (or inside
of) the sandwich structure, without separate packaging
for each of the active components. That is, the chips are
mounted bare onto the MCMs, which then provide the
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Figure 52. Bandstop filter and equivalent circuit. Bandstop loss
at 9 GHz was 30 dB. (From Ref. 117, r IEEE, 1971, reprinted with
permission.)
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Figure 53. Structure of the three-dimensional multilayer MMIC
fabricated on GaAs substrate. Active devices and an MIM capac-
itor are placed on the surface of a wafer, thin polyimide films and
conductors are stacked on the wafer, and thin-film microstrip
(TFMS) lines and ground layers are connected through via holes.
(From Ref. 131, r IEEE, 1996, reprinted with permission.)
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Figure 51. Series and parallel lumped-element resonator net-
works using interdigital capacitors: (a) series LC; (b) parallel LC.
The size AA0BB0 fits across a standard coaxial connector. (From
Ref. 117, r IEEE, 1971, reprinted with permission.)
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required power and ground, as well as all the signal in-
terconnect and the electrical interface to the external en-
vironment. The entire MCM, including chips and passive
components, may be placed in a hermetic package much
like a large single-chip carrier, or it may be directly cov-
ered with a sealant material (such as epoxy or a glass
passivation coating) to protect the components from
physical damage.

Three general categories of MCMs are MCM-C (ceram-
ic), MCM-L (laminate), and MCM-D (deposited). MCM-Cs
are manufactured by stacking unfired layers of ceramic
dielectric, onto which liquid metal lines are ‘‘silk-
screened’’ using a metal ink process. The individual inked
layers are then aligned, pressed together, and cofired into
a solid planar structure, onto which integrated circuits
can be installed. MCM-Ls are manufactured through the
lamination of sheet layers of organic dielectric, and they
are very similar to traditional printed circuit-board tech-
nology. MCM-Ds are manufactured through the deposition
of organic or inorganic dielectrics onto a silicon or alumina
support substrate. After each dielectric layer is deposited,
one of several technique is used to pattern metal lines as
well as metal vias. The chips are then installed on the
upper surface.

MCM-D technology can provide a versatile platform for
the integration of GaAs MMICs and silicon devices for
microwave circuits where performance, size, and weight
are critical factors. Multilayer circuits such as spiral in-
ductors, baluns, directional couplers, Lange couplers,
transmission line transformers, filters, amplifiers, and
voltage-controlled oscillators have been realized using
this technology [129]. Figure 54 shows a typical configu-
ration that can be fabricated by MCMD technology
suitable for design of multilayer microwave circuits.

10.3. Design of Multilayer Circuits

Multilayer microwave circuits can be divided into two
groups, the first of which consists of planar components
employing multilayer transmission structures, while in
the second group, one integrates various circuits into a
single multilayer module.

Multilayer couplers, filters, baluns, inductors, and so
on, belong to the first group because these employ multi-
layer transmission structures to overcome difficulties oc-
curring in single-layer designs. It is well known [62] that

coupled lines realized in single-layer structures produce a
weak coupling. Thus, when a tight coupling is required,
coupled lines can be implemented in multilayer configu-
rations because overlapping geometry between coupled
lines is possible. Coupled-line couplers requiring a tight
coupling and those requiring high directivity are designed
[127] using this advantage. For the design of parallel cou-
pled-line filters and end-coupled filters, a wide bandwidth
is frequently required. For this purpose, multilayer struc-
tures used in coupled-line filters [133] and end-coupled
filters [95] allow overlapping geometry in the design,
which leads to a wide bandwidth and flexibility in selec-
tion of physical dimensions. Baluns using multilayer cou-
pled lines [134] can also be designed for wideband
operation and with compact dimensions because a tight
coupling can easily be obtained in multilayer configura-
tions. Apertures in the ground plane can be employed to
achieve interconnection between different layers in mul-
tilayer circuits [135] such as aperture-coupled couplers
and magic tees.

For the multilayer circuits in the second group, passive
components and/or active devices are integrated into a
single module for miniaturization and cost-effective pro-
duction [131]. When these are integrated, vertical vias be-
tween different layers and apertures in the ground plane
are placed appropriately considering miniaturization,
crosstalk, and productivity.

10.4. Examples of Multilayer Circuits

Some examples of multilayer microwave circuits are dis-
cussed in this section.

10.4.1. Couplers. Since single-layer structure is not
convenient for couplers requiring a tight coupling, multi-
layer configuration has been explored to overcome this
difficulty. As a result, coupled-line directional couplers in
two layers [136] and reentrant type couplers [137] de-
signed for a tight coupling have been reported. Figure 55
shows a two-layer coupler [136]. Two conductors with un-
equal widths are placed on different layers to yield a tight
coupling. Different port impedances can be used at the
four external ports.

Figure 56 shows a reentrant-type coupler where two
identical conductors placed on the top layer with a wider
conductor on the bottom layer produce a tight coupling.
The spacing between the two conductors on the top layer is
wide, not leading to tight tolerance requirement of a nar-
row gap in fabrication.

10.4.2. Filters. Multilayer configurations have been
used for wideband parallel coupled-line filters [138] and

SiO2

Via stackSpiral inductor Passivation

Polymide

Silicon/sapphire

Back metallization

Resistor

NiCr

Polymide

M4
M3

M2 M1

Figure 54. Multichip module (MCM-D) technology used for RF
integration. Polyimide dielectrics are deposited onto a silicon sap-
phire substrate; then the chips are installed on the upper surface,
and transmission lines and vias are fabricated.

4

Conductor 2

Conductor 1

21
3

Figure 55. Two-layer coupled-line coupler. Conductors are
placed on different levels. A tight coupling can be obtained.
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end-coupled bandpass filters [95] because filters in single-
layer configurations cannot yield a wide bandwidth. Aside
from the wide bandwidth, enhanced freedom in circuit
layout in multilayer designs makes multilayer configura-
tions more attractive. Parallel coupled-line filters and end-
coupled bandpass filters have been developed in multilay-
er structure and also in multilayer coplanar waveguide
structure. Examples of these filter circuits are shown in
Figs. 57 and 58.

In Fig. 57, coupled lines, which can be placed on differ-
ent layers, constitute a bandpass filter where each coupled
line can have nonsymmetric geometry leading to flexibil-
ity in design. Due to these coupled lines offering tight cou-
pling, multilayer coupled-line bandpass filters provide
wide bandwidths which are not achievable in single-lay-
er configurations. In Fig. 58, gap-coupled sections consti-
tute a bandpass filter in two-layer configuration. Since
this structure allows overlapping conductors in each gap-
coupled section, this can also be used for obtaining a wide
bandwidth.

10.4.3. Baluns. Due to the requirement for a wide
bandwidth and compact design, planar Marchand baluns
have been developed [134] using coupled lines in two-layer
configurations. These baluns provide wide bandwidth
(more than one octave) and compaction of physical dimen-
sions. Figure 59 shows one such circuit reported in the
literature. In Fig. 59, two kinds of coupled-line sections in
two layers constitute a planar Machand balun. An unbal-
anced signal entering port 1 is transformed into a bal-
anced signal coming out of ports 2 and 3.

Three-line baluns using three-coupled lines have also
been designed [139] in a two-layer structure, leading to
compact design and good performance. Figure 60 shows
one of such balun designs. In this design, one of the con-
ductors is placed on one layer while two other conductors
are placed on the second layer. With appropriate termi-

nations at the ports, this balun transforms an unbalanced
signal at port 1 to a balanced signal at ports 2 and 3.

10.4.4. Hybrids. Branchline couplers [140] and magic
tees [135] have been developed using multilayer configu-
rations to produce better performance than what can be
obtained in single-layer configurations. Figure 61 [140]
shows a multilayer branchline coupler where the two out-
put ports are mutually isolated, and the signals at these
two ports are out of phase by 901. The distance between
two microstrips or slotlines is one quarter-wavelength. It
is possible to make 3 dB branchline couplers by suitably
choosing the values of Zm and Zs.

Figure 62 shows [135] a multilayer magic tee where the
microstrip line (difference arm) on the lower substrate is
coupled to a slot-aperture and is terminated on the same
layer by an open-circuit stub. The other three magic tee
ports are located at the top layer. With the excitation at
port 1 (difference port), signals at ports 2 and 3 are equal
in magnitude and out of phase by 1801. When the sum port
(port 4) is fed, signals at ports 2 and 3 are in phase and
equal in magnitude. In addition to the circuits described
above, there are many other multilayer circuits like trans-
mission-line transformers [141], aperture-coupled multi-
layer circuits [142], and aperture-fed and microstrip patch
antennas [143].

11. DESIGN OF MICROWAVE CIRCUITS

As is true also for design processes in other domains of
engineering, the computer-aided design (CAD) approach
[144–146] is being used extensively for the design of mi-
crowave circuits and is also being refined further. In order

Figure 57. Multilayer parallel coupled-line filter. Various con-
ductors can be placed on different levels; each coupled section
produces tight coupling, leading to broad bandwidth for the filter.

Cross-section at xx 

x

x

Figure 58. Two-layer end-coupled bandpass filter. Half-wave
resonators shown in dotted lines are at lower layer. Each gap-
coupled section can have overlapping geometry for tight coupling
and therefore broad bandwidth of the filter.
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Figure 59. Planar Marchand balun. Two kinds of coupled lines
constitute a balun transforming an unbalanced signal entering
into port 1 to a balanced signal coming out of ports 2 and 3. (From
Ref. 134, r IEEE, 1990, reprinted with permission.)
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Figure 56. Reentrant-type coupler. Two identical conductors are
placed on top layer with a wide spacing, a wide conductor is placed
on the bottom layer. This coupler provides a tight coupling.
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to appreciate the CAD methodology, it is necessary to re-
view the conventional design process that designers used
before the CAD methods and software were developed.

11.1. Conventional Design Procedure

A flow diagram depicting the conventional design proce-
dure is shown in Fig. 63. One starts with the desired cir-
cuit specifications and arrives at an initial circuit
configuration. Available design data and previous experi-
ence are helpful in selecting this initial configuration.
Analysis and synthesis procedures are used for deciding
values of various parameters of the circuit. A laboratory
model is constructed for the initial design, and measure-
ments are carried out for evaluating its characteristics.
Performance achieved is compared with the desired
specifications; if the given specifications are not met, the
circuit is modified. Adjustment, tuning, and trimming
mechanisms incorporated in the circuit are used for car-
rying out these modifications. Measurements are carried
out again and the results are compared with the desired
specifications. The sequence of modifications, measure-
ments, and comparison is carried out iteratively until
the desired specifications are achieved. At times the spec-
ifications are compromised in view of the practically
feasible performance of the circuit. The final circuit
configuration thus obtained is sent for prototype fabrica-
tion.

The above procedure had been used for the design
of microwave circuits for quite some time. However,
it became increasingly difficult to use this iterative

experimental method successfully because of the follow-
ing considerations:

1. Increased complexity of modern systems demands
more precise and accurate design of circuits and
subsystems. Consequently, the effect of tolerances in
the circuit design becomes increasingly important.

2. A larger variety of active and passive components,
as described in previous sections, are now available
for achieving a given circuit function. The choice of
the appropriate device or transmission structure
becomes difficult if the iterative experimental ap-
proach is used.

Port 3

Slot

Ground

Port 2

Port 1

Port 4

Figure 62. A two-layer microstrip magic-tee junction (ports 2, 3,
and 4) coupled through a slot in the ground to a microstrip line
(port 1) on the backside. (From Ref. 135, r IEEE, 1997, reprinted
with permission.)
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Figure 63. The conventional design procedure that was used for
microwave circuits before CAD methods were developed.
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Figure 61. A branchline coupler in a two-layer structures. Slot-
lines are placed on the lower layer while two microstrip lines are
located on the upper layer, and two outputs are (at ports 2 and 3)
901 out of phase and equal in magnitude. (From Ref. 140, r IEEE,
1995, reprinted with permission.)
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Figure 60. Two-layer three-line balun. One conductor is placed
on one layer while two other conductors are placed on the other
layer. With appropriate terminations at different ports, this cir-
cuit works as a balun.
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3. It is very difficult to incorporate any modifications in
the circuits fabricated by MIC technology.

The method developed for dealing with this situation is
known as ‘‘computer-aided design (CAD)’’. Computer-aid-
ed design in its strict interpretation may be taken to mean
any design process where the computer is used as a tool.
However, usually the term CAD implies that without the
computer as a tool, that particular design process would
have been impossible or much more difficult, more expen-
sive, more time-consuming, and less reliable and more
than likely would have resulted in an inferior product.

11.2. CAD of Microwave Circuits

A typical flow diagram for the CAD procedure is shown in
Fig. 64. As before, one starts with a given set of specifica-
tions. Synthesis methods and available design data (at
times prestored in computer memory) help to arrive at the
initial circuit design. The performance of this initial cir-
cuit is evaluated by a computer-aided circuit analysis.
Numerical models for various components (passive and
active) used in the circuit are needed for the analysis.
These are called from the library of subroutines developed

for this purpose. Circuit characteristics obtained as re-
sults of the analysis are compared with the given specifi-
cations. If the results fail to satisfy the desired
specifications, the designable parameters of the circuit
are altered in a systematic manner. This constitutes the
key step in the optimization. Several optimization strate-
gies include sensitivity analysis of the circuit for calculat-
ing changes in the circuit parameters. The sequence of
circuit analysis, comparison with the desired perfor-
mance, and parameter modification is performed itera-
tively until the specifications are met or the optimum
performance of the circuit (within the given constraints) is
achieved. The circuit is now fabricated and the experi-
mental measurements are carried out. Some modifications
may still be required if the modeling and/or analysis are
not accurate enough. However, these modifications, hope-
fully, are very small, and the aim of the CAD method is to
minimize the experimental iterations as far as practicable.

The process of CAD, as outlined above, consists of three
important segments:

1. Modeling

2. Analysis

3. Optimization

Modeling involves characterization of various active and
passive components to the extent of providing a numerical
model that can be handled by the computer. In the case of
microwave circuits, one comes across a variety of active
and passive elements. Semiconductor devices used include
bipolar and MESFET transistors, point contact and
Schottky barrier detectors, varactor and pin diodes, and
transferred electron and avalanche devices. Passive ele-
ments used in microwave circuits include sections of var-
ious transmission structures, lumped components, YIG
and dielectric resonators, nonreciprocal components, and
planar (two-dimensional) circuit elements. Transmission
structures could be coaxial line, waveguide, stripline, mi-
crostrip line, coplanar line, slotline, or a combination of
these. As mentioned earlier in article, not only do these
transmission structures need to be characterized fully
for impedance, phase velocity, and so on, it also becomes
necessary to model the parasitic reactances caused by geo-
metrical discontinuities in these densely packed transmis-
sion lines.

Modeling of components in microwave circuits had
been the main difficulty in successful implementation of
CAD techniques at microwave frequency. However, the
development of electromagnetic (EM) simulation tech-
niques developed since the late 1980s has helped to con-
struct adequate models and bring microwave hybrid and
monolithic circuit CAD software to level of maturity. Mod-
eling still remains the major bottleneck for CAD of certain
classes of microwave circuits [such as coplanar waveguide
(CPW) circuits, multilayered circuits, and integrated cir-
cuit-antenna modules] and most of the millimeter-wave
(above B40 GHz) circuits. Current research in efficient
use of EM simulation techniques and in use of artificial
neural network models [77] will lead to further improve-
ment in CAD tools for microwave and millimeter-wave
circuits.
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Figure 64. Computer-aided design methodology used for micro-
wave circuits. Recent developments have brought microwave
CAD tools to a level of maturity.
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12. EMERGING TRENDS IN MICROWAVE CIRCUITS

Even after going through developments over almost a cen-
tury, the field of microwave circuits continues to see de-
velopments in full swing even today; particularly in the
areas of multilayered circuits, integrated circuit–antenna
modules, quasioptical circuits and systems, and exotic
methodologies for CAD.

12.1. Multilayered Circuits

Microwave multilayered circuits were described earlier in
Section 10. Multilayered circuit technology is responsible
for two novel innovations in monolithic microwave cir-
cuits. The first one of these is the development of three-
dimensional passive circuit technology [147] as an evolu-
tion from the two-dimensional planar microwave circuit
technology, which has been the cornerstone of integrated
microwave circuit technology so far. Three-dimensional
microwave circuits make use of multilayered configura-
tions combined with vertical wall-like microwave struc-
tures. This technology can reduce the sizes of inductors
and transmission lines to one-third or one-fourth of the
size of two-dimensional configurations.

Another novel concept that has emerged from the ap-
plication of multilayer circuit technique is that of master
slice MMIC [148]. The basic idea is similar to that of gate
arrays used for semiconductor application-specific inte-
grated circuits (ASICs). In an MMIC master slice, many
units that contain transistors, resistors, and lower elec-
trodes for MIM capacitors are located repeatedly (nearly
6 units/mm2) on a GaAs or Si wafer to form a master array.
Additional upper layers provide custom design intercon-
nects and top conductor for capacitors to yield semi-cus-
tom-designed circuits.

12.2. Integrated Circuit-Antenna Modules

Another very interesting trend in microwave and milli-
meter-wave design is the integration of conventional cir-
cuit and antenna functions in single components. This
integration has been made possible by common fabrication
technology used for planar circuits and printed antennas.
Various design approaches applicable to integrated cir-
cuit–antenna modules have been developed [149]. Quasi-
optical systems [150] designed to generate high power at
millimeter-wave frequencies by employing a grid array of
sources are important examples of integrated circuit–an-
tenna modules.

12.3. Knowledge-Aided Design (KAD)

Emerging innovations in design techniques [77] for mi-
crowave circuits include use of artificial neural networks
and development of knowledge-based design tools.

Artificial neural networks (ANNs) are neuroscience-in-
spired computational tools that learn from experience
(training), generalize from previous examples to new
ones, and abstract essential characteristics from inputs
containing noise or irrelevant data. A significant applica-
tion of ANN computing to microwave design has been for
development of component models [151]. These models are

as accurate as results for EM simulators used for training
them but are as efficient as network models. ANNs are
expected to play a significant role in microwave design in
areas of modeling and optimization and possibly as a
means of embedding knowledge in design tools.

Any design process involves several steps starting from
problem identification and going through specification
generation, concept generation, initial analysis and eval-
uation, and initial design to a detailed optimized design. It
is for the last of these steps (from initial design to detailed
optimized design) that the current microwave CAD tools
have been developed. The earlier steps in the design pro-
cess are not at all trivial. We need a technology to aid the
earlier stages of design where designers make important
and expensive decisions. Knowledge-based system seems
to be the most appropriate technology for this purpose.
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MICROWAVE DETECTORS

RONALD E. HAM

Consultant

Microwave energy cannot be efficiently detected with
equipment used for lower-frequency applications. Micro-
wave-frequency voltage changes are too rapid to be cap-
tured on any but the fastest sampling oscilloscopes, and
response time and parasitics of common test meters rend-
er them useless. Microwave detectors generally measure
power in the controlled impedance environments afforded
by transmission lines and waveguides. The system imped-
ance is known, so voltage and current magnitudes can be
derived. With the judicious application of other microwave
components such as power splitters and quadrature cou-
plers, phase information can be extracted from multiple
power measurements; therefore, full characterization of a
system or component is possible with only the microwave
detector to convert microwave signal characteristics to the
readily observable and measurable quantities of low-fre-
quency voltages and currents.

Microwave detectors sense the amplitude or power of a
signal, or the change in the amplitude or power of a signal.
They are used for the determination of signal power level
and for recovery of information placed upon the micro-
wave signal amplitude. The microwave detector circuit
(Fig. 1) consists of a matching circuit to match the imped-
ance of the circuit being measured to the impedance of the
detector itself, along with an output signal conditioning
circuit to convert the detector output to a voltage or cur-
rent that is proportional to the microwave signal input.
Ideally, the detector impedance directly matches the sys-
tem impedance, and the matching circuit is not required.

Microwave detectors can be separated into two catego-
ries: thermally dependent detectors and diode detectors.

Thermally dependent detectors absorb the incident micro-
wave signal in a detector element, and the microwave en-
ergy is converted into heat energy. The increase in
temperature of the detector element is directly detected,
or a change in a physical parameter of the detector ele-
ment due to the change in temperature, normally resis-
tance, is detected. The diode detector rectifies the
microwave signal, clipping either the positive or negative
voltage of the alternating voltage waveform, and averages
the resultant monopolar signal in a capacitive circuit to
produce a DC signal with an amplitude related to the
microwave signal amplitude.

The response time of the thermally dependent detector
is a function of the thermal mass being heated by the in-
cident energy and the thermal resistance of the detector to
its surrounding environment. In general, the response
time of a thermally dependent detector is slow compared
to the response time of a diode detector and is on the order
of milliseconds to seconds. Thermally dependent detectors
are used primarily for the measurement of the power level
of steady-state signals or to measure the average value of
the power of a time-varying signal such as a pulsed radar
transmitter output.

The response time of a diode detector can be within a
few periods of the microwave signal being detected; hence,
diode detectors can recover information placed in ampli-
tude variations on a signal in addition to measuring the
power of steady-state signals.

Small-signal thermally dependent detectors with a
bandwidth of less than 100 Hz typically operate over a
power range of þ 10 dBm to about �50 dBm, while diodes
limited to the same bandwidth are useful from about þ
10 dBm to less than � 80 dBm. Insertion of attenuators or
couplers between the power source and the detector
facilitates measuring much higher powers; however, mea-
surement of very small amounts of power generally ne-
cessitates insertion of amplifiers or frequency conversion
to lower frequencies where more sensitive techniques can
be used to detect the signal.

1. THERMALLY DEPENDENT DETECTORS

Thermally dependent detectors depend on the heating of
the detector element by the incident microwave energy.
The heating is proportional to the electrical energy dissi-
pated in the detector element. Bolometers and thermocou-
ples are typical of thermally dependent microwave
detectors. Because absorption of the available power in
the incident signal depends on a proper impedance match
between the transmission media and the absorbing detec-
tor circuit, the detector must have a well-established and
controlled impedance.
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Figure 1. The impedance of the microwave detector should be matched to the impedance of the
system being measured.
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The bolometer detects electromagnetic radiation by
converting the energy in the transmission media to heat.
It is placed across transmission line terminals, as shown
in Fig. 2, or in the electric field of a waveguide. The nom-
inal resistivity of the bolometer should be equal to the im-
pedance of the transmission line or waveguide at the point
of measurement, or the transmission media impedance
should be matched to that of the bolometer. One method of
making a detector that matches a 50O coaxial system im-
pedance while maintaining a relatively large 200O DC
resistance is to place two 100-O resistive elements in par-
allel for the microwave measurement but in series for the
dc measurement, as shown in Fig. 3. Under matched con-
ditions all the incident energy is dissipated and appears as
heat in the bolometer. The change in the bolometer ele-
ment resistivity is measured and equated to the magni-
tude of the incident electromagnetic radiation.

A significant change in the resistivity of a bolometer as
power is absorbed can result in an impedance mismatch to
the circuit being measured. This can result in unaccept-
able errors. A measurement circuit usually facilitates a
method for accommodating the change in a bolometer el-
ement resistivity with the change in incident power. The
most common is to use a power substitution technique. A
bias current is passed through the bolometer as shown in
Fig. 4. The bias current feeds more bias power to the el-
ement than the microwave energy that is to be measured.
The bolometer element is designed to have an impedance
equal to the characteristic impedance of the system being
measured while the bias is at the quiescent level with no
applied microwave energy. The resistance of the bolometer
element becomes part of the resistive bridge. As micro-
wave power is fed to the detector, its resistance changes;

however, the bias power to the circuit must be reduced to
balance the bridge. The reduction in bias power to the
bolometer is equal to the applied microwave power; there-
fore, the external circuit measures this change in power,
and the detector impedance remains matched to the sys-
tem being measured. Numerous schemes for automatical-
ly balancing the bridge and deriving the change in bias
power are used.

Bolometers are, by definition, temperature-sensitive.
The more sensitive a bolometer detector is to incident mi-
crowave power, the more sensitive it will be to small am-
bient temperature variations; therefore, temperature
compensation is virtually imperative for low-level power
measurements. This is accomplished as shown in Fig. 5 by
mounting two identical bolometer sets in the same detec-
tor package so that the thermal resistance path from each
element is to the same heat sink. This forces changes in
ambient temperature to cause identical temperature vari-
ations in both elements. Only one of the bolometer sets has
microwave power applied. By effectively connecting the
bolometers in a differential circuit, the common mode
variations, introduced by ambient environmental temper-
ature variations through the thermal resistance paths, are
canceled.

The bolometer measures the power absorbed in its re-
sistance. In many microwave circuits, unlike those at low-
er frequencies, current and voltage have little meaning
because of the difficulty of their measurement. It is com-
mon in microwave applications to make power measure-
ments in a controlled impedance environment; hence, the
same circuit information is obtained but with different
types of measurement.

A barretter is one form of bolometer. It is a small wire
that increases its resistance because of the resultant heat-
ing when a microwave signal potential is placed across the
ends of the wire. The wire is usually either platinum or
tungsten. The response characteristic of a barretter is
nominally

R�R0¼JPn ð1Þ

where R0 is the room temperature resistance of the wire, R
is the resistance of the wire with the power P being dis-
sipated, and J and n are constants.

Microwave
input
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Detected
outputB

B
50 Ω

200 Ω

Figure 3. Using two bolometers increases detection sensitivity.

R R

B R

Figure 4. A bridge circuit is used to detect change in the bolo-
meter resistance.
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Figure 2. The bolometer B is a temperature-sensitive resistor.
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For a specific commercial barretter intended for low-
power measurements, R0¼ 155O, n¼ 0.9, and J¼ 7.57.
The power sensitivity S is found by differentiating the re-
sistance with respect to the absorbed power giving

S¼
dR

dP
¼

nðR� R0Þ

P
ð2Þ

This unit has a recommended operating point of Rop¼

200O at an applied power of PmW¼ 15 mW, which is
achieved at a bias current of 8.7 mA. Substituting this
into the equation yields a sensitivity of 5O/mW. The
change eout in the voltage across the unit with the applied
power being much less than the bias power will be

eout¼

ffiffiffiffiffiffiffiffiffiffi
Pbias

Rop

s
.S .PmW ð3Þ

Applying 1 mW of power to this detector produces an out-
put voltage of 44 mV. The kTB thermal noise in a 100 Hz
bandwidth at the terminals of the unit is about 2.5�
10� 8 V. This indicates that the smallest microwave signal
that can be detected in the presence of the noise in the
100 Hz bandwidth is around 10 nW or � 50 dBm. This is
typical of low-power bolometers.

The thermistor is another form of bolometer. The
thermistor consists of a small amount of resistive materi-
al with a high temperature sensitivity placed between two
connecting wires as shown in Fig. 6. Typically, the mate-
rial is a semiconductor with a large negative temperature
coefficient of resistance; that is, the resistivity of the

material decreases with an increase in temperature. Plac-
ing a microwave signal potential across the thermistor re-
sults in a current that heats the temperature-sensitive
material. With the semiconductor thermistor, this results
in a reduction in the resistance between the terminals.
The thermistor is used in the same bias substitution cir-
cuits as the bolometer with changes to allow for the neg-
ative change in resistance with increase in applied power.
Because the magnitude of the negative temperature coef-
ficient of the thermistor is typically much greater than the
positive temperature coefficient of the barretter, the
thermistor tends to be more sensitive than the barretter;
however, the large volume of the thermistor leads to a
larger thermal time constant, making its time response
slower than that of the barretter.

Other variations in the construction of bolometers are
possible, such as the deposition of thin metal resistive
films on insulating substrates. These implementations
readily lend themselves to varied microwave construction
techniques such as monolithic and thin-film integrated
circuits, stripline, slotline, coplanar waveguide, and mi-
crostrip. Note that such construction also facilitates ther-
mal isolation, cooling, and miniaturization for sensitive
millimeter-wave through infrared operation.

A thermocouple is formed by intimately joining two
dissimilar pieces of wire, such as copper and constantan. A
potential difference appears across the junction related to
the temperature. Microwave energy can be detected by
using the thermocouple to measure the change in temper-
ature of a resistor that terminates the microwave circuit
as shown in Fig. 7. Another method, resulting in a better
form factor for microwave measurement, places a carbon
resistor between the two dissimilar wires as in Fig. 8. This
results in a smaller thermal mass and a resultant faster
response time. In both examples, a standard thermocouple
measurement system with a reference cold junction is re-
quired. Calibration of power into the detector as a function
of thermocouple temperature must be experimentally
derived.

Other calorimetric methods can be used for large-signal
levels. For example, water pumped through an incident
microwave energy-to-heat converter (a calorimetric load)
increases in temperature. The energy required to change
the temperature of the water is the energy in the incident
microwave signal. This is illustrated in Fig. 9 and is a
common method for measuring the average power output
from large radar transmitters.

The ratio of the maximum power detected to the min-
imum detectable power with the thermal detector is
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Figure 6. A thermistor is a resistor with a high temperature
sensitivity.
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Figure 5. Bolometer set B1, B2 are detectors, and set B3, B4 are
for temperature compensation.
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relatively small; however, this is compensated for by mea-
surement accuracy and repeatability. The time response of
the thermal detector is a function of the thermal time re-
sponse of the energy absorbing mass; therefore, barretters
typically respond faster than a thermistor, and a therm-
istor is faster than a thermocouple. An advantage of the
slowly responding detector is the ability to measure the
average power of a pulsed signal, such as a radar.

Recent developments in temperature-dependent detec-
tors is primarily focused in two areas. Increased minia-
turization is intended to increase the frequency of
operation up into the millimeter microwave range and to
infrared. Arrays of these very small detectors can be used
for imaging. There is also active research in cryogenic de-
tectors because they produce less noise than heated de-
tectors and hence yield improved small signal sensitivity.

2. DIODE DETECTORS

Semiconductor diode detectors respond rapidly to changes
in the input signal. They rectify the voltage of the incident
microwave signal, producing a direct current output that

is related to the magnitude of the input. This process is
illustrated in Fig. 10. The diode curve of current I through
the diode versus the voltage V across the diode is roughly
governed by the ideal diode equation

I¼ I0ðe
qV=kT � 1Þ ð4Þ

where

I0¼ is the diode leakage current with a reverse voltage
applied

q ¼ is the charge of an electron (1.60� 10� 19 C)
k ¼ is Boltzmann’s constant (8.62� 10�5 eV/K) and
T ¼ is the temperature in degrees Kelvin (degrees centi-

gradeþ 273)

At room temperature, kT/q¼ 26 mV. By applying a volt-
age across the diode, a corresponding current is forced
through the diode. Using the circuit in Fig. 11, the current
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Figure 8. Direct series connection of the thermocouple to the
resistor facilitates faster response because of the reduced thermal
mass.
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Figure 9. A water or calorimetric load can accurately measure
large amounts of average power.
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Figure 10. The diode detector rectifies the input signal.
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is averaged in a parallel resistor and capacitor to produce
a DC output voltage that is related to the magnitude of the
input voltage. Note that the microwave voltage component
of the output voltage is shorted by the averaging capacitor.
This AC short circuit also forces all of the applied high-
frequency voltage to appear across the diode.

Two variations of the diode detector circuit are shown
in Figs. 12 and 13. In the first, the applied voltage appears
directly across the diode. On negative portions of the mi-
crowave cycle the voltage is shorted through the diode,
resulting in a small negative voltage diode drop that is
proportional to the current through the diode. On the pos-
itive portion of the cycle, all of the applied voltage appears
across the diode. The RC circuit effectively integrates the
voltage and produces a net positive output voltage that is
proportional to the magnitude of the applied microwave
signal. Figure 13 is a combination of the series and shunt
connections. Each diode provides the necessary DC return
path for the other, eliminating the necessity of the large
biasing element.

Real semiconductor diode performance is more closely
approximated by the equation

I¼ I0ðe
qV=nkT � 1Þ ð5Þ

where n is the ideality factor and is an indication of how
close to ideal were the conditions under which the device
was fabricated. It usually ranges from 1.0 to 1.06 for a
silicon diode. The leakage current I0 is a function of ma-
terial, material doping, and various factors involved in the
fabrication of the physical diode. The combination of all of
these factors produces a distinct V–I curve for various

classes of diodes. The most significant physical parameter
of these devices is the maximum voltage drop across the
diode with a moderate amount of applied current. This is
referred to as the diode voltage. For silicon pn junctions
the diode voltage is nominally 0.7 V. For Germanium it is
about 0.3 V. For metal semiconductor junctions, commonly
called Schottky barrier diodes, the voltage drop can be
tailored between nominally 0.2 and 0.6 V by material se-
lection and processing technique variations.

The Schottky barrier is the most commonly used high-
frequency detector diode because its relatively low for-
ward voltage drop results in excellent sensitivity to small
signals. It also can be switched from forward conduction to
reverse isolation faster than a pn junction because there is
no charge storage within the device due to diffusion
capacitance. Figure 14 is a first-order equivalent circuit
for a detector diode. The L, R, and C elements are com-
monly known as ‘‘parasitics.’’ The series resistance is pri-
marily the bulk loss due to the substrate. The shunt
capacitor across the diode proper is the junction capaci-
tance and is a strong function of the diode area. The series
inductance represents bondwires, beam leads, or any con-
nections to the semiconductor die. The capacitor sur-
rounding the circuit is plate capacitance between
metallized areas and, for a packaged device, the packag-
ing capacitance. Inserting the diode model into any of the
diode detector circuits of Figs. 11–13, note that the para-
sitic capacitors can short out the diode at high frequencies.
The smaller the parasitic capacitances, resistance, and in-
ductance, the higher in frequency the diode detector can
be made to operate.

Although the equations above roughly describe the
transfer characteristic of the metal semiconductor diode,
they do not properly define operation for very large input
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Figure 13. Combining the shunt and series diodes eliminates the
inductors as the shunt diode provides the DC return path.
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Figure 14. Parasitics limit the high-frequency performance of a
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signals. As shown in Fig. 15, the diode detector actually
has two operating regions. From very low power until
about 0 dBm input, the detector output voltage is propor-
tional to the input power. This is the square-law region
and is generally the desired region of operation. Further
increasing the input results in an output proportional to
the input voltage. This is the linear region.

Planar Schottky barrier diodes can be fabricated by
evaporating a metal onto a wafer of doped semiconductor.
Small dots or interdigitated patterns are photolithograph-
ically defined to establish the area and shape factor of the
diodes to be made. The backside of the die is degenerately
doped and metallized. Thermal activation of the metal
semiconductor junctions results in a Schottky barrier di-
ode on the topside and an ohmic contact on the backside of
the semiconductor wafer.

The Schottky barrier diode, made by the deposition of
thin metal films, represents an improvement in operation-
al consistency and is a method of mass-producing a type of
diode originally requiring considerable fabrication labor.
The point contact diode, Fig. 16, was the first microwave
metal semiconductor detector. It consists of a small die of
semiconductor alloyed to a metal header to form an ohmic
contact. A thin ‘‘cat whisker’’ of a stiff metal such as tung-
sten with a sharp point is brought into contact with the
semiconductor. Although a thin layer of oxide contamina-
tion probably exists between the metal and the semicon-
ductor, a rudimentary junction similar to a Mott diode is
formed. The junction area is nominally increased or de-
creased by increasing or decreasing the pressure of the
cat whisker on the semiconductor. Obviously, aging and

temperature cycling will change the junction characteris-
tics, and vibration can be a definite hazard; however, there
are many of these detectors, made in the early 1940s, still
in service and doing an excellent job.

The diode parasitic capacitance is a function of the area
of the junction; however, the power-handling capability is
also a function of diode area. As the maximum useable
frequency of a diode made with a particular fabrication
process increases, the maximum power that can be fed to
the diode decreases.

Diode detector sensitivity can, to some extent, be in-
creased by supplying a small amount of DC bias current to
the diode in addition to the microwave signal that is to be
detected. This bias current moves the operating point to
the right of the current axis and up the I–V curve. Careful
adjustment of this current can set the operating point at a
region of maximum curvature, resulting in an increase in
the output voltage from the detector for a given microwave
power input; however, this does not necessarily indicate
adjustment for maximum sensitivity because the diode
generates 1/f noise due to the bias current. The increase in
noise level from zero bias current kTB noise can exceed a
factor of 10–1000 while significant amounts of the 1/f noise
can extend well beyond 20 kHz. In general, maximum sig-
nal sensitivity with bias will occur somewhere between
zero bias and the region of maximum curvature of the di-
ode I–V curve.

By heavily doping both sides of a pn junction, a diode
producing a very small initial voltage drop is obtained.
Carriers ‘‘tunnel’’ through the quantum mechanical po-
tential barrier; hence, the diode, referencing Fig. 17, is
called a tunnel diode. Although this diode, when used as a
detector, can suffer from the same charge storage capac-
itance malady of other pn junctions, judicious matching of
the diode area to the maximum applied power can result
in a very sensitive zero-bias detector. As seen from the I–V
curve, if bias current is increased beyond the usable de-
tector range, the impedance of the diode becomes negative.
Biased in this region, the diode can be used as an oscillator
or amplifier.

The ratio of the maximum power detectable to the
minimum detectable power with the diode detector is
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Figure 16. The point contact diode is a pressure contact between
a stiff metal wire and a doped semiconductor die.
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relatively large; however, the difficulty of compensating
thermal drift in the detector limits its use in accurate ab-
solute power measurement applications.
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MICROWAVE FERROELECTRIC DEVICES
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Control of reactance in microwave circuits, devices, and
systems is a common method by which the response of a
microwave circuit such as a filter, resonator, or phase
shifter can be tuned. Devices based on a class of voltage-
dependent non-linear dielectrics known as ferroelectrics
provide an alternative to semiconductor varactor diodes
and ferrimagnetic components, which are the most com-
mon devices of this type.

After an overview of the relevant materials issues, this
article describes microwave devices that exploit the vari-
ation of the ferroelectric’s permittivity with applied DC
electric field. The main feature of these ‘‘tunable’’ micro-
wave devices is the change of their capacitance, imped-
ance, or phase velocity. We will describe varactors,
oscillators, tunable filters, and phase shifting devices.

1. FERROELECTRIC MATERIALS

Even though they do not contain iron, the name ‘‘ferro-
electric’’ was selected because they possess a response to
an electric field that, although not the dual, is analogous
to a ferromagnetic material’s response to a magnetic field.
Ferroelectrics are a subgroup of nonlinear dielectrics. The
complex permittivity of a ferroelectric material is a func-
tion of both the temperature and an applied DC electric
field.

Ferroelectric materials possess spontaneous polariza-
tion below a temperature referred to as the ‘‘Curie tem-
perature,’’ at which point they undergo a phase transition.

Above the Curie temperature, they are in a paraelectric
state where spontaneous polarization disappears, but they
still retain a nonlinear dielectric constant with applied
electric field. In this article, we will use the term ferro-
electric to describe these materials even if they are being
operated at temperatures where they are in the paraelec-
tric phase. Unlike ferromagnetic materials, ferroelectric
materials in either the ferroelectric or paraelectric state
are reciprocal; that is, the transmission coefficient through
these devices is the same for different directions of prop-
agation. Until relatively, the dielectric losses in ferroelec-
tric materials excluded them from being used at
microwave frequencies. However, the continued improve-
ment of ferroelectric materials suitable for use at micro-
wave frequencies has resulted in the design of many
microwave devices.

Tunability can be defined for a ferroelectric as the frac-
tional change in the dielectric constant with applied dc
bias voltage or

Tunability¼
er;max � er;min

er;max
ð1Þ

where er;max is the dielectric constant when no bias voltage
is applied and er;min is the dielectric constant when max-
imum DC bias is applied. The dielectric constant of a fer-
roelectric decreases as the bias voltage is increased.
Although larger tunability is a desirable feature for most
microwave applications, a ferroelectric material with larg-
er tunability usually has a relatively larger dielectric loss.
Optimizing material tunability and loss to meet the needs
of a particular microwave application remains a challeng-
ing task.

Ferroelectrics are inherently broadband; that is, they
do not have a low frequency limit like ferrites. Switching
time for these materials has been measured to be less than
a nanosecond [1], which is sufficient for most microwave
applications. Also, these materials are radiation-hard-
ened. Ferroelectrics can be manufactured in bulk, thick-
film, and thin-film form.

Like other ceramics, bulk ferroelectric ceramics can
handle high peak powers. The limit on the average power
is determined by the loss tangent (tan d) of the ferroelec-
tric. There are many known ferroelectrics, but the most
widely used ferroelectric at microwave frequencies is bar-
ium strontium titanate, Ba1� xSrxTiO3 (BSTO). BSTO
with x¼ 0.5 is frequently used for microwave applications
since the Curie temperature is well below room tempera-
ture yet a reasonable tunability is retained. Bulk ceramics
of this composition typically possess relative dielectric
constants on the order of 1000 and loss tangents of 0.02
at 10 GHz [2,3]. BSTO’s Curie temperature can be con-
trolled by varying the barium-to-strontium ratio. A bulk
composite material can be engineered by adding nonfer-
roelectric oxides to BSTO to reduce the dielectric constant
and the loss tangent [2,3]. For room-temperature opera-
tion of these composites in the paraelectric phase, tun-
ability er, and tan d decrease with decreasing barium
content; they also decrease with increasing oxide content.
Tunability increases linearly with an increase in bias
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voltage. Bulk ceramics can be produced using usual ce-
ramic processing techniques.

Thin films are compatible with integrated circuits, and
they need lower bias voltages than does bulk material.
Thin films can be manufactured by any of the common
thin-film deposition techniques, pulsed-laser deposition,
sputtering, metal organic chemical vapor deposition (MO-
CVD), and so on. In thin films, control of the ferroelectric
composition and incorporation of doping is also possible to
reduce losses at microwave frequencies [4]. Thin films can
potentially be less costly and easier to manufacture, but
they cannot handle high power levels. Thin films of the
ferroelectric strontium titanate, SrTiO3 (STO), are used at
microwave frequencies because of their compatibility with
the high-temperature superconductor (HTS) yttrium bar-
ium cuprate (YBCO).

Between bulk and thin-film ferroelectrics lies the realm
of thick-film ferroelectrics, which can be produced via tape
casting.

Throughout this article, it will be assumed that the
ferroelectric is homogeneous and that it is linear with re-
spect to a small, time-varying electric field. The dielectric
strength of these ferroelectrics is relatively high. Large
DC electric fields (in the range of a few MV/m) can be ap-
plied to STO and BSTO before dielectric breakdown oc-
curs. Assuming that a particular ferroelectric composition
meets the tunability, er and tan d requirements of the ap-
plication, the next two sections describe the various issues
that need to be addressed before designing a microwave
ferroelectric device.

2. MICROWAVE DEVICE CONSIDERATIONS

Most microwave devices can be categorized according to
their physical size in relation to the wavelength at their
upper frequency of operation. Those devices that are very
small compared to their operational wavelength are called
‘‘electrically small’’ and can be modeled with discrete cir-
cuit components. The term ‘‘lumped-element’’ model is of-
ten employed. For devices whose dimensions are larger, it
is usually necessary to take into account the frequency-
dependent effects. Such devices are described by distrib-
uted networks of common circuit elements such as
inductors and capacitors. The most common distributed
device is the transmission line, which is modeled by a lad-
der network of series inductors and shunt capacitors. As a
lumped element, a capacitor which uses ferroelectric ma-
terial yields a tunable circuit reactance.

Transmission lines can usually be described by their
phase velocity and characteristic impedance, which are
given by

vp¼
1ffiffiffiffiffiffiffi
LC
p ð2Þ

and

Zc¼

ffiffiffiffi
L

C

r
ð3Þ

respectively, where L is the inductance per unit length
and C is the capacitance per unit length. By introducing a

material whose dielectric constant er is controlled (or
tuned) by a direct-current (DC) bias voltage, the phase
velocity and characteristic impedance can be varied by
changing capacitance.

An issue to consider when choosing a microwave device
topology is the power-handling requirements. For high-
power applications, the number of device topologies that
are appropriate is limited. Further discussion is offered in
the next section.

In any nonlinear material, device, or system, another
important practical consideration is the strength of sig-
nals generated at other than the desired frequency. Since
most systems are bandwidth-limited, the most trouble-
some condition arises when two desired signals, f1 and f2,
both within the passband produce signal at frequencies
2f1� f2 and 2f2� f1, also within the passband. A plot of the
signal strengths of f1, f2, 2f1� f2, and 2f2� f1 is often used
to determine the third-order intercept point (IP3), which is
an important figure of merit.

Since ferroelectrics have a high dielectric constant, the
circuits that employ these materials tend to have very low
impedance. Therefore, impedance matching is also anoth-
er major issue to be addressed when using ferroelectrics. A
consequence of a voltage-dependent capacitance being uti-
lized to tune the phase velocity of a transmission line as
given by Eq. (2) is that the characteristic impedance of the
transmission line is also tuned per Eq. (3). This further
complicates the impedance-matching problem.

3. MICROWAVE GUIDING STRUCTURES

At microwave frequencies, ferroelectrics can be introduced
into many different types of rectilinear structures that are
used to guide electromagnetic waves. These guiding struc-
tures include parallel-plate and rectangular waveguides,
which can be loaded (or filled) with ferroelectric material.
There are also many planar structures that use the ferro-
electric material as a tunable substrate, like microstrip,
slotline, coplanar strip, and coplanar waveguide. Each
structure has a different set of advantages and disadvan-
tages. For applications where ferroelectrics are used to
provide bias-dependent propagation properties, it is con-
venient to divide the guiding structures into two catego-
ries: (1) geometries that can handle high microwave power
but require large bias voltages (parallel plate and rectan-
gular waveguide) and (2) those that are compatible with
small microwave power levels and require only modest
bias voltages (planar structures). Note that the ferroelec-
tric permittivity is a function of the electric field. In a pla-
nar structure, the bias voltage is applied across a thinner
ferroelectric, and so smaller bias voltage will produce the
same variation of the permittivity as a larger bias voltage
(which creates a similar electric field intensity) would pro-
duce in a parallel-plate or rectangular waveguide.

Planar waveguiding structures contain the metallizat-
ion defining the waveguiding structure delineated on one
or more plane. Often this metallization layer is on the top
surface of a dielectric substrate. Hence, these geometrics
are compatible with photolithographic processing. Since
the metallization delineating the waveguide is at the
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interface of two regions (usually dielectric), the guided
wave is propagating such that a portion of the field is in
each region. The choice of the correct planar transmission
line is determined by many factors including (1) orienta-
tion of the bias field and microwave field with the ferro-
electric region, (2) thickness of the ferroelectric material,
and (3) compatibility with other circuit elements. Planar
structures are compatible with ferroelectric thin films and
with semiconductors for microwave monolithic integrated
circuits. However, planar structures require a DC block to
isolate the radio frequency (RF) from the high DC voltage
that is used to tune the ferroelectric permittivity [5].

3.1. Microstrip

The most common planar transmission line is microstrip.
As shown in Fig. 1, both the bias and the dominant-mode
microwave electric field are oriented primarily normal to
the interface. It should be noted that although microstrip
is the most widely used planar transmission line, when
using thin-film ferroelectrics deposited on a substrate
with the delineated metal layer on top as shown in the
Fig. 1b, the high dielectric constant of the ferroelectric re-
sults in decreased tuning efficiency. This can be seen by
considering the capacitance per unit length to be a series
combination of the ferroelectric capacitor and the sub-
strate capacitor. The capacitance contribution from the
thin-film ferroelectric is much smaller than that from the
substrate, and the tunability of the phase velocity and the
characteristic impedance of the dominant mode are re-
duced accordingly.

Tunable filters employing parallel-coupled microstrip
resonators do not suffer from this inefficiency since the

coupled-line mode [6] possesses a significant electric field
component parallel to the surface. This coupled-line mode
is similar to the coplanar strip transmission line (dis-
cussed below) with a ground plane. Practical design equa-
tions for microstrip on layered dielectric substrates are
based on a quasistatic analysis [7].

3.2. Coplanar Waveguide, Coplanar Strip, and Slotline

Other planar transmission lines such as coplanar wave-
guide, coplanar strip, and slotline have two or more con-
ductors on the patterned surface. Hence the electric fields
of both the dominant microwave mode and the bias are
tangential to the substrate surface as shown in Fig. 2. The
dominant mode of these planar transmission lines can be
efficiently tuned with a bias field whether a bulk ferro-
electric substrate or a thin-film ferroelectric on bulk di-
electric substrate is employed. In the later case, good
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Figure 1. Microstrip planar transmission line cross section with
(a) a homogeneous bulk substrate and (b) thin film on a bulk sub-
strate. The electric field between the metal strip on the top sur-
face and the metal ground plane is primarily normal to the
surface.

E EConductor

Ferroelectric
substrate

Dielectric
substrate

Dielectric
substrate

Ferroelectric
substrate

ConductorConductor

E EConductor ConductorConductor

EConductor Conductor

EConductor Conductor

Ferroelectric film

(a)

(b)

(c)

(d)

Ferroelectric film

Figure 2. Coplanar waveguide (CPW) transmission line cross
section with (a) a homogeneous bulk substrate and (b) a thin film
on a bulk substrate and coplanar strip (CPS) transmission-line
cross section with (c) a homogeneous bulk substrate and (d) a thin
film on a bulk substrate. The electric field between the metal
strips on the top surface is primarily parallel to the surface.

2744 MICROWAVE FERROELECTRIC DEVICES



tunability is retained since the thin-film capacitance and
substrate capacitance are in parallel. Design equations for
a coplanar waveguide on multilayered dielectric sub-
strates are available [7]. Similar analyses using a par-
tial-capacitance conformal-mapping approach can be
applied to other geometries to account for the ferroelec-
tric thin film.

For the coplanar waveguide, the narrower the gaps be-
tween the center conductor and the ground planes, the
higher the electric field intensity (and tunability) for a
given bias voltage. Although coplanar waveguide is one of
the simplest transmission lines, the microwave current
density is sharply peaked at the edges of the strips causing
large conductor losses. The problem is enhanced by the
high dielectric constant and small thickness of the ferro-
electric [8].

3.3. Parallel-Plate and Rectangular Waveguides

A parallel-plate waveguide is a two-conductor guiding
structure that supports transverse electromagnetic
(TEM) waves. Thus, the electric and magnetic field are
orthogonal to each other and to the direction of propaga-
tion. Figure 3 shows how this type of waveguide can be
loaded with a ferroelectric medium to provide a variable
phase velocity, which is given by

np¼
1
ffiffiffiffiffi
me
p ð4Þ

where m and e are the permeability and permittivity of the
ferroelectric. Both the DC and the RF electric field are
vertical. The ferroelectric is bifurcated with an electrode
that is used to apply the DC bias with respect to the
grounded waveguide walls.

Rectangular waveguides are popular in the microwave
region. They are single-conductor guiding structures that
confine the electromagnetic wave in the interior of the
waveguide. Typically, the waveguide is operated in the
dominant TE10 mode. Figure 4 shows how a ferroelectric
can be used in this type of waveguide to provide a variable
phase velocity, which is given by

np¼
1

ffiffiffiffiffi
me
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l
lc

� �2
s ð5Þ

where lc is the cutoff wavelength. Again, both DC and RF
electric field are vertical, and the ferroelectric is bifurcat-
ed by an electrode. Unlike the parallel-plate waveguide

(which has no sidewalls), rectangular waveguide has side-
walls. Therefore, a slot needs to be cut into a sidewall to
connect the electrode to a DC power supply. The area of
the slot opening must be small to prevent the microwave
energy from leaking out of the slot.

4. APPLICATIONS

In this section, we will describe several applications of
ferroelectrics at microwave frequencies. These include
varactors, voltage-controlled oscillators (VCOs), tunable
filters, and phase shifting devices.

4.1. Varactor

Varactors are variable-reactance circuit elements. They
are used in switching or modulation of a microwave signal,
for the generation of harmonics in an applied microwave
signal, and in the mixing of two microwave signals of dif-
ferent frequencies. As a discrete tunable capacitor, ferro-
electric-based capacitors are applicable in a number of
microwave circuits including VCOs, tunable filters, and
oscillators. Parallel-plate configurations have not been
successfully implemented (due to high required process-
ing temperatures) in producing a high-quality ferroelec-
tric thin film on a low-surface-resistance metal.
Interdigitated capacitors [9], where the metal electrodes
are deposited on top of the ferroelectric (either thin-film or
thick-film) or bulk substrate, have proven to be a more
practical option. A typical interdigitated capacitor is
shown in Fig. 5. Although strongly dependent on the fer-
roelectric material involved, Figs. 6 and 7 show the level of
performance available from thin-film ferroelectric inter-
digitated capacitor technology. Losses in ferroelectric in-
terdigitated capacitors arise from the losses in the
ferroelectric material as denoted by the dielectric loss tan-
gent and from resistive losses in the metal electrodes. Us-
ing a low-surface-resistance metal such as silver or (in
some cases) superconductors minimizes the electrode loss
component, and in most cases the unloaded quality factor
of the ferroelectric varactor is given by

QU¼
1

tan d
ð6Þ

Design and modeling of layered interdigitated lumped el-
ement capacitors is based on a conformal mapping ap-
proach [10].

4.2. Voltage-Controlled Oscillator

Resonant circuits are used in oscillators and tunable fil-
ters. An oscillator provides a sinusoidal signal, and it is

dc bias

dc bias

Lower conducting plate

Upper conducting plate

Center
bias plate

Ferroelectric

Ferroelectric

Figure 3. Parallel-plate waveguide phase shifter (propagation
into or out of paper).

dc bias

dc bias

Ferroelectric

Ferroelectric

Figure 4. Rectangular waveguide phase shifter (propagation
into or out of paper).
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used as a source of microwave energy. The oscillator out-
put should be clean (noiseless) and stable (frequency and
power should not change with time). A high-Q resonator is
used in an oscillator circuit to obtain good frequency sta-
bility and low noise. The tunable capacitance of a ferro-
electric-based capacitor is particularly applicable to a
class of devices called a voltage-controlled oscillator
(VCO). The bias-controlled change in reactance varies
the oscillation frequency of an active element such as a
transistor. Although there are many different oscillator
topologies the designer can choose from, to first order the
oscillation frequency can be varied in proportion to the
square root of the bias-dependent capacitance. In princi-
ple, there is no difference in the design of a VCO using a
ferroelectric capacitor and a semiconductor varactor diode
[11]. A VCO employing a ferroelectric tunable ring reso-
nator has demonstrated 3% frequency tunability at
17 GHz [12]. Phase noise is one of the primary limitations

of any VCO application. Although several mechanisms
contribute to phase noise, in many cases the Q factor of the
tunable element is the limiting factor. As can be seen from
Leeson’s formula, we have [11]

LðfmÞ¼
1

2
1þ

1

f 2
m

f

2QL

� �2
" #

FkT

Pavs
1þ

fc

fm

� �
ðdBc=HzÞ

ð7Þ

where fm is the offset frequency, f is the oscillation fre-
quency, Pavs is the power level, F is the noise figure, fc is
the 1/f noise corner frequency, and QL is the loaded quality
factor, which is related to the unloaded device quality fac-
tor QU by

QU¼
1

1

QL
�

1

Qext

ð8Þ

where QEXT is the external quality factor. As can be seen
in Leeson’s formula, the quality factor of the variable ca-
pacitor, which is, to first order, the reciprocal of the di-
electric loss tangent, has a major impact on the phase
noise of the VCO.

4.3. Tunable Filter

A filter is any device or circuit that exhibits frequency se-
lectivity; that is, the amplitude and phase of the output
signal are functions of frequency. A simple example is a
bandpass filter where, ideally, all frequencies in a certain
range are passed without change to the signal, whereas at
any other frequency no signal appears at the output.
There are many different ways to realize a microwave fil-
ter [13]. Many of these rely on resonators that are coupled
together in a carefully controlled fashion to realize the
desired filter transfer function. Tunability of the filter
transfer function can be achieved with ferroelectrics
[14,15]. It has been demonstrated that the center frequen-
cy of a microwave filter can be tuned by approximately
10% using ferroelectrics. In practice, there are many filter
topologies that lend themselves to tuning with ferroelec-
trics. Conceptually the simplest to envision is tuning the
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Figure 6. Capacitance versus bias voltage of a Sr0.5Ba0.5TiO3

thin-film interdigitated capacitor on an MgO substrate for fre-
quency values of 1, 3, and 5 GHz. The data represents bias swept
from �40 V to 40 V and back to �40 V.
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Figure 7. Interdigitated capacitor quality factor as a function of
frequency for a Sr0.5Ba0.5TiO3 thin film on an MgO substrate with
bias voltages of 0 V, �10 V, �20 V, �30 V, and �40 V.

Figure 5. Photograph of a typical interdigitated capacitor on a
thin-film ferroelectric covered substrate. The gap between fingers
in the metal electrodes is 6 mm. A microwave probe is shown con-
tacting the device from the left.
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center frequency of a bandpass filter composed of coupled
half-wavelength resonators by varying the phase velocity
of the resonant elements and hence their resonant fre-
quency. From Eq. (2) it can be seen that the phase velocity
is inversely proportional to the square root of the capac-
itance. Since many filter topologies rely on capacitive
coupling of resonators, utilizing tunable coupling bet-
ween resonators allows the design of tunable bandwidth
filters.

4.4. Phased-Array Antenna

Phased-array antennas can steer transmitted and re-
ceived signals without mechanically rotating the anten-
na. Each radiating element of a phased array is normally
connected to a phase shifter and a driver, which deter-
mines the phase of the signal at each element to form a
beam at the desired angle. The most commonly used phase
shifters are ferrite and diode phase shifters. Ferrite phase
shifters are preferred at microwave frequencies, but they
are expensive. The cost of a phased array depends mainly
on the cost of phase shifters and drivers, and thus lower-
cost phase shifting devices need to be developed to make
the phased array antenna affordable for more applica-
tions. In this section, three different applications of ferro-
electrics to phased array antennas will be described.

4.4.1. Ferroelectric Lens Antenna. The cost of a phased
array depends mainly on the cost of phase shifters and
drivers. A typical array may have several thousand ele-
ments as well as several thousand phase shifters and
drivers; hence, it is very expensive. Therefore, reducing
the cost and complexity of the phase shifters, drivers, and
controls is an important consideration in the design of
phased arrays. The ferroelectric lens phased array
uniquely incorporates bulk phase shifting [2,3,16,17]; the
array does not contain individual phase shifters but
rather uses ferroelectric material. This will reduce the
number of phase shifters from (n�m) to (nþm), where n
is the number of columns and m is the number of rows in a
phased array. The number of phase shifter drivers and

phase shifter controls is also significantly reduced by us-
ing row-column beam steering. The ferroelectric lens has
the advantages of small lens thickness, high power-han-
dling capability, and simple beamsteering controls, and it
uses very low power to control the phase shift. Thus, it
leads to low-cost phased arrays. However, it should be
noted that the use of row-column steering may limit the
level of sidelobes that can be achieved.

4.4.1.1. Description of Ferroelectric Lens and Its Opera-
tion. The ferroelectric lens is shown in Fig. 8; each column
of the lens is a set of conducting parallel plates that are
loaded with bulk ferroelectric material. The material is
bifurcated by a center conducting plate that is used to ap-
ply the DC bias voltage to the ferroelectric. The separation
between the parallel plates at the input and output end is
l0/2, where l0 is the free-space wavelength. Since only the
TEM mode is desired, the separation between the parallel
conducting plates is reduced to avoid higher-order mode
propagation in the dielectric-loaded section of the wave-
guide. Specifically, the separation between the center
bias plate and either conducting plate is less than l/2,
where l is the wavelength in the ferroelectric. Quarter-
wave dielectric impedance transformers are used to
match the empty waveguide to the ferroelectric-loaded
waveguide.

For scanning applications, a phase shifting device must
provide 3601 differential phase shift. The amount of the
ferroelectric material needed (in the direction of propaga-
tion) to obtain 3601 differential phase shift is [16]

t¼
l0ffiffiffiffiffiffiffiffiffiffiffiffi

er;max
p

�
ffiffiffiffiffiffiffiffiffiffiffi
er;min
p ¼

l0

ffiffiffiffiffiffiffiffiffiffiffiffi
er;max
p

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� tunability

ph i ð9Þ

where er;max is the dielectric constant when no bias voltage
is applied, and er;min is the dielectric constant when max-
imum DC bias is applied. Tunability is the fractional
change in the dielectric constant as defined earlier.
Thus, the thickness of the ferroelectric material needed
is a function of the dielectric constant and the tunability of
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Figure 8. Ferroelectric lens.
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the ferroelectric, and the wavelength. Also, it can be
shown that in order to obtain 3601 phase shift, the dielec-
tric loss through the ferroelectric is [16]

aðdBÞ¼
27:3 tan d

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� tunability

p ð10Þ

It may be noted that the lens loss is independent of the
ferroelectric permittivity and depends only on its loss tan-
gent and tunability.

In general, the ferroelectrics with higher dielectric con-
stant offer higher tunability, which is desired to reduce the
lens thickness. However, matching the lens to free space is
easier for smaller er. Therefore, a compromise is needed
between reducing the lens thickness (to reduce overall
lens size) and achieving reasonable impedance match to
reduce reflections from the lens surface. For a typical val-
ue of er � 100, it is possible to obtain a tunability of 20%,
which results in a reasonable lens thickness of Bl0 (e.g.,
3 cm at 10 GHz). From Eq. (10), it can be seen that the
tan d must be less than 0.005 to limit the lens loss to less
than 1 dB. The existing ferroelectric materials are a bit
more lossy (tan d¼ 0.008 at 10 GHz).

4.4.1.2. Phased-Array Configurations Using Ferroelectric
Lens for Two-Dimensional Scanning. The ferroelectric lens
offers electronic scanning in one plane. The lens proposed
here can be fed by a nonscanning planar array, like a slot-
ted waveguide array. A combination of slotted waveguide
array with phase shifters and the lens proposed here can
be used as a phased array that can scan in two planes. A
space feed can be used with the combination of two lenses
proposed here (with a polarization rotator in between) to
scan the beam in two planes. The details of these alter-
natives are discussed elsewhere [16,17].

4.4.1.3. Theoretical and Experimental Results. For the
theoretical analysis of the ferroelectric lens, an individu-
al section between two conducting parallel plates of the
lens can be considered as one column of a phased array.

The column can be analyzed as a two-dimensional (2D)
parallel-plate waveguide with electric field of the TEM
mode normal to the plates as shown in Fig. 8. A matching
network was designed using mode matching technique
assuming that the dielectric constant of the ferroelectric
varies from 120 to 80 (33% tunability) over a frequency
range of 8–12 GHz (40% bandwidth) and that l0¼ 0.8 in.
and l¼ 0.1 in. The computed results are shown in Fig. 9.
The matching network parameters are l1¼ 0.2956 in., l2¼

0.1860 in., l3¼ 0.0505 in., h¼0.2345 in., e2¼ 2:54, and
e3¼35 (see Fig. 8).

Experiments were performed with the ferroelectric
composition Ba0.55Sr0.45TiO3 with 60% oxide. This mate-
rial offered a good compromise among er, tan d, and tun-
ability. At 10 GHz, for this composition, er¼100 and tan d
¼ 0.0079. The ferroelectrics were 1 in. long (in the direc-
tion of propagation), 0.05 in. high and 5 in. (B4l0 at
10 GHz) wide. Figure 10 shows the measured transmis-
sion and reflection coefficients at zero bias. The reflection
coefficient is sufficiently small over a wide frequency band
as the theory had predicted in Fig. 9. Figure 10 also shows
that the loss increases with frequency; this is due to two
reasons: (1) tan d increases with frequency, which is ex-
pected for ceramics; and (2) the electrical length (in terms
of wavelengths) of the ferroelectric in the direction of
propagation increases with frequency since the physical
length is kept constant (1 in.).

Figure 11 shows the measured phase shift as a function
of the bias voltage for various frequencies. As expected,
the phase shift increases linearly with frequency because
the electrical length of the material increases with fre-
quency. Since ferroelectrics are good insulators, the DC
current requirements are very low. For example, at 10 kV
bias voltage, the DC current drawn was 0.05 mA, and thus
the dc power dissipated is only 0.5 W. The bias voltage can
be reduced by further bifurcating the ferroelectrics (using
interdigital electrodes).

Figure 12 shows the reflection coefficients as a function
of frequency for various bias voltages. The standing-wave
ratio (SWR) is less than 2 for frequency range of 8–12 GHz
as theoretically predicted earlier (see Fig. 9).
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4.4.2. Traveling-Wave Antenna. Another type of
phased-array antenna that also uses bulk phase shifting
is a traveling-wave antenna, as shown in Fig. 13. The an-
tenna is a slab of ferroelectric material with conducting
strips on the topside of the slab and a ground plane on the
bottom. This type of antenna is well suited for millimeter-
wave applications when a low-loss dielectric (not a ferro-
electric) is used as a substrate, and frequency variation is
used to scan the antenna beam electronically. Instead of
changing the frequency, the dielectric constant of the fer-
roelectric substrate can be changed to electronically scan
the antenna beam in the E plane [17–19]. It can be shown
[18] that the radiation angle of the antenna beam is
given by

y¼ sin�1 l0
1

lg
�

1

d

� �
ð11Þ

where l0 and lg are the free space and guide wavelength,
respectively, and d is the spacing between the conducting

strips. The guide wavelength and thus the scan angle
change as the dielectric constant of the substrate changes.
The main advantage of this type of antenna is that only a
single DC power supply is needed to scan the beam, and it
is a very simple structure. However, this antenna has a
major disadvantage that makes it quite impractical. Since
the physical size of most microwave antennas is at least a
few wavelengths (if not a few tens of wavelengths), the
loss that the electromagnetic wave would suffer as it trav-
els down the antenna is enormous. Also, the instanta-
neous bandwidth of this antenna is very small because it
is a frequency scan antenna; that is, the beam pointing
direction changes as the frequency changes. Like the fer-
roelectric lens, the traveling-wave antenna offers electron-
ic beam scanning in one plane. Electronic scanning in the
other plane (azimuth plane in Fig. 13) can be achieved
with phase shifters in the linear array feed for this an-
tenna.

4.4.3. Discrete Phase Shifter. Ferroelectrics have also
been proposed for discrete phase shifter applications at
microwave frequencies. There are several advantages of
using ferroelectrics over ferrites in phase shifters. First,
since ferroelectrics are voltage-driven devices, the dc con-
trol power requirements are small. However, unlike latch-
ing ferrite phase shifters that only require current pulses,
the bias voltage needs to be applied to the ferroelectrics
during the entire transmit and/or receive cycle. Second,
ferroelectrics provide reciprocal phase shift. Third, the
high dielectric constant of the ferroelectric has the effect of
decreasing the overall size of the phase shifter. At the
present time, however, the dielectric loss in ferroelectrics
is higher than that in ferrites at microwave frequencies.

The basic design equations for a discrete phase shifter
are the same as those for the ferroelectric lens. For the
same electric field applied in the lens, the discrete phase
shifter should provide similar phase shift using the same
ferroelectric. Phase shifters have been designed using fer-
roelectric-loaded rectangular waveguides as well as pla-
nar transmission lines, like microstrip and coplanar
waveguide, on a ferroelectric substrate [5,20,21].

For the rectangular waveguide, impedance matching
techniques similar to the ones used in the ferroelectric
lens can be applied. For the microstrip line, several im-
pedance-matching techniques have been tried [5] includ-
ing quarterwave transformers, open-circuit stubs, and
radial stubs. For the coplanar waveguide, usually the lines
are tapered to provide a 50O impedance [21].

4.5. High-Temperature Superconductors and Ferroelectrics

The discovery of high-temperature superconductors
(HTSs) has generated many tunable device designs [22]
using both thin films and bulk ferroelectrics. One of the
main incentives is the promise of the low conductor loss
associated with HTS. In addition, both STO and BSTO are
closely lattice matched with the HTS yttrium barium
cuprate, YBa2Cu3O7–d (YBCO), meaning that the ferro-
electric and YBCO can be epitaxially grown on top of each
other to form multilayer thin film structures. This has
been done with STO and YBCO. To take advantage of the
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low microwave losses, operation must be below the critical
temperature for YBCO. Most of the research has been
done at 77 K, the liquid nitrogen boiling temperature. In
BSTO, the barium to strontium ratio can be adjusted so
that BSTO can be operated in the paraelectric phase at
77 K, and STO remains paraelectric down to the lowest
temperatures.
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1. INTRODUCTION

Microwave filters [1,2] are the basic building blocks with
frequency-selective or filtering functionality in the devel-
opment of various wireless systems that operate at fre-
quency ranges above 300 MHz. Filter blocks play a key
role in effectively transmitting the desired signals in cer-
tain passband regions while attenuating all the undesired
signals in the remaining bandstop regions. The latter
types are caused predominantly by the interference sig-
nals and unanticipated nonlinearity of many microwave
active devices, and they have to be highly rejected by dif-
ferent types of filter blocks in order to transmit the desired
signals, without receiving any distortion in amplitude and
phase, which usually cover a certain frequency region.
Basically, microwave filters can be classified into four dis-
tinct categories: lowpass, highpass, bandpass, and band-
stop filter blocks [1]. The first two types of blocks realize
effective transmission in the entire frequency region below
or above a cutoff frequency while the third and fourth
types transmit or attenuate signals within a certain fre-
quency region that is terminated by the lower and upper
cutoff frequencies.

At low frequencies, lumped-element capacitors and in-
ductors can be reasonably constructed to make up all the
filter blocks classified above on the basis of the efficient
synthesis approach [1]. However, as the operating fre-
quency increases to the microwave region of interest here,
the reactance or susceptance of all the microwave circuit
elements, including the so-called lumped elements, varies
as a nonlinear function of frequency. Strictly speaking, the
exact design of microwave filters should account for the
distributed parameters of a variety of microwave circuit
elements; thus it becomes very complicated in the design
procedure to account for complex frequency behavior. But
these elements can still be reasonably considered as

quasilumped elements in the low- or narrowband frequen-
cy region. As a result, the early developed synthesis pro-
cedure still can be effectively executed in the microwave
range to efficiently design the microwave filters with ac-
ceptable accuracy in the frequency region of interest. In
addition to the frequently cited classical handbook [1],
many textbooks and reference books have been published
so far so as to provide the beginners with a fundamental
understanding of microwave filters as well as their rele-
vant design approaches and practical implementation
[3–6], or concentrate on the design of planar transmis-
sion-line filters [7,8] and waveguide filters [9]. In the fol-
lowing, we will start with the fundamental theorem for
the microwave filters and then present a variety of prac-
tical microwave filters that have been widely used in the
today’s communication systems.

2. LOWPASS PROTOTYPE FILTERS

Figure 1 depicts the schematic of a generalized two-port
filter block that is driven by a voltage source (Vs) with the
internal impedance (Zs) and terminated by the load im-
pedance (ZL). Under the assumption that the incident
wave has the unity amplitude, the amplitudes of the re-
flected and transmitted waves are referred to as the re-
flection and transmission coefficients, namely, R(o) and
T(o) (o¼angular frequency), which are frequency-depen-
dent in a complex manner in conjunction with the varied
passband–stopband characteristics. Figure 2 illustrates
the frequency responses of the four categories of ideal fil-
ters with perfect transmission in the passband and infi-
nite attenuation in the stopband, T(o)¼ 1 and T(o)¼ 0,
respectively. As seen in Figs. 2a and 2b, lowpass filters
transmit all signals below the cutoff frequency (oc) and
reject those above oc, while the highpass filters attenuate
all signals below oc and pass those above oc. On the other
hand, the ideal bandpass and bandstop filters perfectly
pass and attenuate all frequencies in the range of lower
and upper cutoff frequencies, oc1 and oc2, as designated in
Figs. 2c and 2d, respectively. The frequency responses
plotted there allow one to briefly grasp the basic frequency
characteristics of various filter blocks via idealized fre-
quency responses, but the actual microwave filters operate
in a much more complex frequency-distributed function of
frequency with finite-extent passband transmission and
stopband attenuation, as will be discussed below.

Filter Block

ZS

VS ZL

T( ): transmissionω

R( ): reflectionω

1: input

Figure 1. Schematic of a two-port filter block that is character-
ized via frequency-dependent reflection and transmission coeffi-
cients: R(o) and T(o).
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Regardless of varied frequency responses described
above, almost all microwave filters with lowpass, high-
pass, bandpass, and bandstop performances can be real-
ized and designed on a basis of the well-developed
synthesis approach for a lowpass prototype filter network
[1] via frequency transformation. This lowpass prototype
filter is characterized in the normalized frequency O¼o/

oc, where oc is the cutoff frequency, and its frequency re-
sponse is specified under the power insertion loss param-
eter: L(O)¼ 1/|T(O)|2. Furthermore, L(O) is readily
expressed in terms of a generalized polynomial function
FN(O), where N is the order of the lowpass filter, such that

LðOÞ¼ 1þ k2FNðOÞ ð1Þ

where k is the constant related to the ripple or tolerance
within the passband. Selection of FN(O) should be based
on the condition that the network topology can be physi-
cally constructed. In this context, two essential forms can
be specified in the practical implementation: maximally
flat or Butterworth filters and Chebyshev or equal-ripple
filters. Equations (2) and (3) indicate their insertion loss
parameters as a function of O, respectively, in which TN(O)
is the Nth-order Chebyshev function.

LðOÞ¼ 1þ k2O2N ð2aÞ

LðOÞ¼ 1þ k2T2
NðOÞ ð2bÞ

Figures 3a and 3b depict the frequency responses of the
decibel insertion losses L (dB) of the third-order lowpass
prototype filters with N¼ 3. In order to quantitatively
evaluate their lowpass characteristics, the insertion loss
at the cutoff frequency (Oc¼1) is readily specified as Lc.
Meanwhile, an additional one (Ls) at a particular frequen-
cy (Os) may be needed to characterize the upper stopband
behavior beyond Oc. Looking at these two curves together,
one can easily find that the Chebyshev filter increases
much more rapidly beyond Oc in comparison to its But-
terworth counterpart. In other words, the Chebyshev one
has a much sharper cutoff frequency region separating the
lower and higher stopbands, which is preferably desired to
approach the ideal frequency response as shown in Fig. 2a.

Figures 4a and 4b depict the ladder networks of the two
possible lowpass prototype filters, in which the element gk

is the kth normalized inductance or capacitance while g0

and gNþ 1 are the normalized source and load resistance or
conductance at the input and output ports, respectively.
Their input impedances are first derived and then con-
verted to their relevant insertion loss. As such, the values
of each elements gk (k¼ 1,2,y,N) for the load gNþ 1¼ 1 can
be analytically calculated under the exact equality of the
two sets of insertion loss, given in Eq. (2) and derived from
the ladder networks in Fig. 4, respectively. For the But-
terworth lowpass prototype filter with Lc¼ 3 dB at Oc¼ 1
in which k¼ 1, the element values (gk) may be calculated
in the following closed-form equation and the values of
each element are further listed in Table 1 up to N¼ 8:

g0¼ gNþ 1¼ 1 ð3aÞ

gk¼2 sin
2k� 1

2N
p

� �
k¼ 1;2; . . . ;N ð3bÞ

For the Chebyshev prototype filter with the required in-
sertion loss Lc at Oc¼ 1, one can at first determine the
constant k via Eq. (2b): Lc¼ 10 log10(1þ k2). For instance,
if Lc¼ 0.1 dB, which is the equal ripple in the low

ωc

ωc

ωc1 ωc2

ω

ω

ω

0

0

ωc1 ωc2 ω0

0

Passband

Passband

PassbandPassband

Stopband

Stopband

StopbandStopband

S topband

Passband

1

1

1

1

T
(ω

)
T

(ω
)

T
(ω

)
T

(ω
)

(a)

(b)

(c)

(d)

Figure 2. Graphical description of the four categories of ideal-
ized frequency-filtering/selective characteristics to be targeted in
the filter design: (a) lowpass filter; (b) highpass filter; (c) bandpass
filter; (d) bandstop filter.
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passband, one can obtain k¼ 0.153. Next, the values of
each element gk can be derived for the given N using
Eq. (4). Table 2 lists the values of each element gk for Lc¼

0.1 dB. Considering the fact that the rising rate of inser-
tion loss L (dB) beyond Oc¼ 1 is gradually incremented
with N for both prototype filters, selection of the integer
number of N should be based on the required stopband
performance that can be specified by the insertion loss (Ls)
at the frequency Os with reference to Figs. 3a and 3b

g1¼
2a1

sinhðb=2NÞ
ð4aÞ

gk¼
4ak�1ak

bk�1gk�1
k¼ 2; 3; . . . ;N ð4bÞ

gNþ 1¼
1 N odd

2k2þ1� 2k
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ k2
p

N even

(
ð4cÞ

where

b¼ ln

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ k2
p

þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ k2
p

� 1

 !
; ak¼ sin

2k� 1

2N
p

� �
;

bk¼ sinh2 b
2N

� �
þ sin2 kp

N

� �

3. LUMPED-ELEMENT PRACTICAL FILTERS

The lowpass prototype filter is characterized above using
the normalized source/load resistance or conductance (g0

and gNþ1) as well as the normalized susceptance or reac-
tance (gk) of a Nth-order ladder network in the normalized
frequency domain (O¼o/oc). In order to apply this ap-
proach to design of the lumped-element practical lowpass,
highpass, bandpass, and bandstop filters that operate in
the real frequency domain (o), the so-called frequency
transformation is required to map a frequency response in
the O domain to that in the o domain. Meanwhile, the
impedance scaling procedure should be executed to guar-
antee the identical insertion loss responses of the lowpass
prototype filter and its transformed practical filter. Under
this restriction, the normalized prototype elements can be
readily scaled to their relevant resistance/conductance el-
ements at the source and load sides as well as the reactive/
susceptive elements of various practical filter networks. In
the following, the four typical frequency and element
transformations are summarized with reference to the
different network topologies in Figs. 5b–5e and different
frequency responses in Figs. 6b–6e. Regardless of varied
frequency transformations as denoted in Fig. 5, the source
and load resistances can be commonly assumed (g0Ri¼

gNþ 1RL) for simplification of theoretical description.

3.1. Lowpass-to-Lowpass Transformation

Figure 5b depicts the ladder network of a lumped-element
lowpass filter with the source resistance (Ri), load resis-
tance (RL), as well as a number of series inductance (Lk)
and shunt capacitance (Ck). In order to transform the O-
domain frequency response of a lowpass prototype filter to
its o-domain counterpart (Figs. 6a and 6b), the frequency
should be mapped to change the cutoff frequency from
unity (Oc¼ 1) to oc under the same insertion loss (Lc), and
the normalized prototype elements also must be properly
scaled to their corresponding lumped elements as ex-
pressed in Fig. 6b in such a way that

O¼
o
oc

ð5aÞ

Lk¼
gkRL

oc
ð5bÞ

Ck¼
gk

ocRL
ð5cÞ

L(
dB

)
L(

dB
)

Lc

Lc

Ls

Ls

Ω

Ω1

1

0 Ωs

Ωs

(a)

(b)

Figure 3. Frequency-dependent attenuation responses of the
two types of the third-order lowpass prototype filters: (a) Butter-
worth type; (b) Chebyshev type.
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Figure 4. Lumped-element ladder networks of the two types of
lowpass prototype filters: (a) inductive type; (b) capacitive type.
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3.2. Lowpass-to-Highpass Transformation

For the highpass filter network in Fig. 5c, one needs to
transform the prototype lowpass band to the highpass
band covering from the cutoff frequency oc to infinity, as
illustrated in Fig. 6c. As such, the frequency and element
transformations should be inversely undergone so as to
swap over the frequency stopband and passband, such
that

O¼ �
oc

o
ð6aÞ

Lk¼
RL

gkoc
ð6bÞ

Ck¼
1

gkocRL
ð6cÞ

3.3. Lowpass-to-Bandpass Transformation

To make up the bandpass filter in Fig. 5d, the frequency
transformation should be selected to realize a bandpass
response with the passband via Eq. (7a). Figure 5d also
implies us that the inductive and capacitive prototype el-
ements should be simultaneously transformed to the se-
ries and parallel LC resonators in the bandpass filters.
Under the restriction that the insertion losses (Lc) at the
lower/higher cutoff frequencies (i.e., oc1 and oc2 in Fig. 6d),
must be equal to that (Lc) at Oc¼ 1 of its related lowpass
prototype filter, the inductance and capacitance, Lk and
Ck, of each LC resonator are derived by

O¼
o0

oc2 � oc1

o
o0
�

o0

o

� �
where o0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
o1o2
p

ð7aÞ

Lk¼
gkRL

oc2 � oc1
; Ck¼

oc2 � oc1

o2
0gkRL

for series LC ð7bÞ

Lk¼
RLðoc2 � oc1Þ

o2
0gk

; Ck¼
gk

RLðoc2 � oc1Þ

for parallel LC

ð7cÞ

3.4. Lowpass-to-Bandstop Transformation

The bandstop frequency response can be achieved via fre-
quency transformation as indicated in Eq. (8a) so as to
formulate the bandstop region between oc1 and oc2 as de-
picted in Fig. 6e. In this way, the elements of each LC
resonator in the bandstop filter network in Fig. 5e can be
derived in terms of the lowpass prototype elements by

1

O
¼

o0

oc2 � oc1

o
o0
�
o0

o

� �
whereo0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
o1o2
p

ð8aÞ

Lk¼
o2

0RL

gkðoc2 � oc1Þ
; Ck¼

gkðoc2 � oc1Þ

o2
0RL

for series LC

ð8bÞ

Lk¼
g

k
RLðoc2 � oc1Þ

o2
0

; Ck¼
1

gkRLðoc2 � oc1Þ

for parallel LC

ð8cÞ

4. PRACTICAL FILTERS WITH IMMITTANCE INVERTERS

Looking at Figs. 5a–5e closely, one can see that all the fil-
ter ladder networks definitely require the occurrence of
series and shunt elements that may be the inductance,

Table 1. Values of gk for Butterworth Lowpass Prototype Filters (g0¼1, Lc¼3.0 dB)

N g1 g2 g3 g4 g5 g6 g7 g8 g9

1 2.0000 1.0000
2 1.4142 1.4142 1.0000
3 1.0000 2.0000 1.0000 1.0000
4 0.7654 1.8478 1.8478 0.7654 1.0000
5 0.6180 1.6180 2.0000 1.6180 0.6180 1.0000
6 0.5176 1.4142 1.9318 1.9318 1.4142 0.5176 1.0000
7 0.4450 1.2470 1.8019 2.0000 1.8019 1.2470 0.4450 1.0000
8 0.3902 1.1111 1.6629 1.9616 1.9616 1.6629 1.1111 0.3902 1.0000

Table 2. Values of gk for Chebyshev Lowpass Prototype Filters (g0¼1, Lc¼0.1 dB)

N g1 g2 g3 g4 g5 g6 g7 g8 g9

1 0.3052 1.0000
2 0.8430 0.6220 1.3554
3 1.0315 1.1474 1.0315 1.0000
4 1.1088 1.3061 1.7703 0.8180 1.3554
5 1.1468 1.3712 1.9750 1.3712 1.1468 1.0000
6 1.1681 1.4039 2.0562 1.5170 1.9029 0.8618 1.3554
7 1.1811 1.4228 2.0966 1.5733 2.0966 1.4228 1.1811 1.0000
8 1.1897 1.4346 2.1199 1.6010 2.1699 1.5640 1.9444 0.8778 1.3554
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capacitance, or series/parallel LC resonators. In the
practical implementation, it sometimes seems so difficult,
especially in the microwave frequency range, to simulta-
neously make up both series and parallel LC resonators.
As such, the immittance inverter, which is either an im-
pedance or admittance inverter, is utilized to build up an
alternative class of filter networks containing only series
elements or only parallel elements. Figures 7a and 7b de-
pict the two-port impedance and admittance inverters
that invert the load impedance Zb or admittance Yb at
one port to the input Za or Ya at the other port with respect
to the squared characteristic impedance and admittance,
namely, K and J, respectively:

Za¼
K2

Zb
; Ya¼

J2

Yb
ð9Þ

Consider the parallel admittance element Yp(o) sand-
wiched by the two identical impedance inverters (K) at
its two sides as shown in Fig. 8a. If the two output ports

are simultaneously terminated by the short circuits, the
entire two-port network can be simplified as Yp(o) in par-
allel with the two open circuits at the two sides. Thus, the
input impedance, looking into this network from both left
and rightsides, can be derived as K2Yp(o), that is, the se-
ries impedance Zs(o). So, the shunt admittance Zp(o) can
be inverted to the series impedance Zs(o). Similarly, the
series impedance Zs(o) with the admittance inverters (J)
at its two sides is the equivalence of a parallel admittance
Zp(o) as denoted in Fig. 8b. The unique feature of these
immittance inverters enables us to convert the practical
filter blocks in Fig. 5 to those with either series or parallel
elements. Most importantly, it provides us with much more
convenience in the design of microwave bandpass filters
with only series or parallel lumped/distributed resonators.

Figures 9a and 9b describe the two types of bandpass
filter networks using the impedance and admittance in-
verters, respectively. In the former case, only series reso-
nators with the reactance Xk(o) are involved, and the two
adjacent ones with Xk(o) and Xkþ 1ðoÞ are cascaded across
the impedance inverter, Kk;kþ 1, which is assumed frequen-
cy-independent. In the latter case, only parallel resonators
with the susceptance Bk(o) exist and the admittance in-
verter Jk;kþ 1 is utilized to link the two adjacent resonance
susceptances Bk(o) and Bkþ 1ðoÞ. As will be discussed later
on, the series or shunt resonators are usually the distrib-
uted circuits that are equivalently formulated by various
transmission-line and waveguide cavity resonators. In or-
der to factor in these distributed circuits in the synthesis
approach, the two quantities, called reactance slope and
susceptance slope parameters, x and b, respectively, are
defined at the resonant frequency o0, where X(o0)¼ 0 or
B(o0)¼ 0, by

x¼
o0

2

dXðoÞ
do

����
o¼o0

; b¼
o0

2

dBðoÞ
do

����
o¼o0

ð10Þ

which demonstrates that the slope parameter x becomes
o0L for the series lumped LC resonator, whereas b is equal
to o0C for a parallel lumped LC resonator. With the use of
these two slope parameters, the bandpass filter with
immittance inverters as shown in Fig. 9 can be trans-
formed from their lumped-element counterparts. For the
filter with impedance inverters in Fig. 9a, the source/load
resistances are given as Ri and RL, respectively. Thus, the
characteristic impedances of all the impedance inverters
can be derived in terms of the normalized prototype ele-
ments as denoted in Figs. 4a and 4b under the specified
fractional bandwidth of w¼ (oc2�oc1)/o0:

K01¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rix1w

g0g1

s

ð11aÞ

Kk;kþ 1¼w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xkxkþ1

gkgkþ 1

r
ðk¼ 1; 2; . . . ;N � 1Þ ð11bÞ

KN;Nþ 1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RLxNw

gNgNþ 1

s

ð11cÞ

For the filter with admittance inverters terminated by the
source/load conductances, Gi and GL, as denoted in Fig. 9b,

vi

Vi

Vi

Vi

Vi

r = gi 0

Ri

Ri

Ri

Ri

g1

L1

L1

L1

L2

L2

C1

C1

C1

C2

C2

g2

g3

L3

C2

C3

C3

C3

L2

L3

L3

r = g
L

RL

RL

RL

RL

gN

LN

CN

CN

CN

LN

LN

S

N+1

(a)

(b)

(c)

(d)

(e)

Figure 5. Ladder networks of the lowpass prototype filter and its
relevant microwave filters: (a) lowpass prototype filter; (b) low-
pass microwave filter; (c) highpass microwave filter; (d) bandpass
microwave filter; (e) bandstop microwave filter.
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the relevant expressions can be accordingly obtained by

J01¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gib1w

g0g1

s

ð12aÞ

Jk;kþ 1¼w

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
bkbkþ 1

gkgkþ 1

s

ðk¼ 1; 2; . . . ;N � 1Þ ð12bÞ

JN;Nþ 1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GLbNw

gNgNþ 1

s

ð12cÞ

In these filters, the impedance and admittance inverters
are the two indispensable circuit elements that could be in
practice constructed via quasilumped inductors/capacitors
at low frequencies, distributed quarter-wavelength trans-
mission lines with lower/higher characteristic impedanc-
es, and so on. As shown in Figs. 10a and 10b, the lumped T
network with the positive inductance/capacitance, L or C,
in shunt and two identical negative ones, �L or –C, in
series can make up a simple impedance inverter with the
characteristic impedance K¼oL or K¼ 1/oC. Similarly,
the admittance inverter can be formulated via the lumped
p network and its characteristic admittance can be
expressed as J¼1/oL or J¼oC, as also denoted in
Figs. 10c and 10d. The negative L or C may be absorbed
into adjacent series or parallel resonators so as to elimi-
nate them from the overall filter network in practical
design.

5. MICROWAVE LOWPASS FILTERS

As discussed in Section 3, the lumped-element lowpass
filters consist of a number of series capacitances and
shunt inductances in cascade as illustrated in Fig. 5b.
These lumped elements are realized in the microwave
range by an electrically short section of guided-wave
structures, such as transmission line and waveguide,
with high or low characteristic/wave impedance [1,3–8].
Figure 11a indicates a high-impedance transmission-
line section with the length lL much shorter than one
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Figure 6. Frequency-dependent attenuation
responses of the lowpass prototype filter and
its relevant microwave filters: (a) lowpass pro-
totype filter; (b) lowpass microwave filter;
(c) highpass microwave filter; (d) bandpass mi-
crowave filter; (e) bandstop microwave filter.
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Figure 7. Definition and block diagram of (a) impedance inverter
and (b) admittance inverter.

2756 MICROWAVE FILTERS



guided-wave length lg, in which Z0L is much higher than
Z0 of the two feeding lines. This high-impedance line op-
erates as a quasilumped series inductance, and its equiv-
alent T network is depicted in Fig. 11b. Under the
assumption that Z0LcZ0 and lL{lg, series L and shunt

C can be obtained by [5]

L¼
Z0LlL

c

ffiffiffiffiffiffiffiffi
ereL
p

ð13aÞ

C¼
lL

2cZ0L

ffiffiffiffiffiffiffiffi
ereL
p

ð13bÞ

where c is the speed of light in free space and ereL is the
effective dielectric constant of this transmission line in an
inhomogeneous medium. For the microstrip line, the high
impedance can be easily achieved by narrowing the strip
conductor, as demonstrated in Fig. 11c. Similarly, the high-
impedance coaxial line can be realized by reducing the di-
ameter of its inner conductor with cylindrical configura-
tion, and its cross-sectional view is shown in Fig. 11d.

On the other hand, the shunt quasilumped capacitance
can be reasonably formed via an electrically short trans-
mission line with the low impedance Z0C, as depicted in
Fig. 12a. As such, an equivalent p network with one major
shunt capacitance (C) and the two minor series inductanc-
es (L) can be deduced as shown in Fig. 12b. The relevant
equations are given as below to calculate these elements [5]

C¼
lC

cZ0C

ffiffiffiffiffiffiffiffi
ereC
p

ð14aÞ

L¼
Z0ClC

2c

ffiffiffiffiffiffiffiffi
ereC
p

ð14bÞ
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Figure 8. Illustration of equivalent transformation between
the shunt susceptance and series reactance via inverter ele-
ments: (a) impedance inverter; (b) admittance inverter.
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where lC and ereC are the physical length and the effective
dielectric constant of this low-impedance transmission
line. Figure 12c indicates the top view of a low-impedance
microstrip line with increased strip width, whereas Fig.
12d is the cross-sectional view of a low-impedance coaxial
line with enlarged diameter of the inner conductor. With
these equivalent quasilumped elements in mind, various
microwave lowpass filters can be accordingly designed on
the basis of the synthesis approach discussed above.

Figure 13a describes a fifth-order microstrip lowpass
filter, and its equivalent lumped ladder network is illus-
trated in Fig. 13b. At low frequencies in which each mi-
crostrip section is extremely shorter than lg, the wide- and
narrow-stripline sections can be equivalently considered
as quasilumped shunt capacitances (C1,C3,C5) and series
inductances (L2,L4). As usual, the source and load imped-
ances are assumed as the standard 50O. The specifications
for the microwave lowpass filter include the cutoff frequen-
cy (oc), passband ripple (Lc) at oc, and insertion loss (Ls) at
the defined os in the stopband. On the selection of Butter-
worth or Chebyshev lowpass prototype, the value of Ls is
utilized to determine the order of this filter under the de-
sired Lc; thus the relevant normalized prototype elements
are found from Table 1 or 2. Next, the lumped Lk and Ck

in Fig. 13b are calculated via Eqs. (5b) and (5c), thereby
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Figure 11. Schematic, equivalent network, and implementation
of a high-impedance transmission-line section with finite length:
(a) schematic; (b) T network; (c) microstrip-line configuration;
(d) coaxial-line configuration.
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Figure 12. Schematic, equivalent network, and implementation
of a low-impedance transmission-line section with finite length:
(a) schematic; (b) p network; (c) microstrip-line configuration; (d)
coaxial-line configuration.
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Figure 13. Front view and equivalent lumped-element represen-
tation of a fifth-order microstrip-line lowpass filter: (a) front view;
(b) equivalent network; (c) attenuation response.
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allowing us to obtain the width/length of each microstrip-
line section using the closed-form formulas [10] under the
selected dielectric substrate via Eqs. (13) and (14).

After filter layout is designed, the frequency response
can be derived via a lumped network in Fig. 13b and full-
wave simulation over its physical layout, as illustrated in
Fig. 13c. Both results seem to closely match each other at
low frequencies, but become increasingly different as the
frequency rises. This is attributed to the approximation in
the lumped model, which fully ignores the frequency dis-
tribution of each finitely extended microstrip line section.
In fact, each line section is no longer electrically short at
high frequencies, and it may operate as a distributed
transmission-line section with the length comparable to
or even exceeding one guided wavelength (lg).

6. MICROWAVE BANDPASS FILTERS

Two basic types of circuit elements are involved in the de-
sign of microwave bandpass filters: lumped resonators and
immittance inverters. The resonator elements are equiv-
alently made up by the uniform transmission-line sections
or waveguide cavities with the length of one-quarter, half-
or full wavelength at the center of the concerned pass-
band. In addition to the uniformly shaped resonators, ex-
tensive work has been done so far to formulate a number
of modified nonuniform resonator configurations toward
realizing the compact size, harmonic suppression, and so
on, as discussed widely in the literature [e.g., 8]. The in-
verter elements are basically constructed by various qua-
silumped and distributed capacitive and/or inductive
coupling structures. In the following paragraphs, several
typical inverter structures will be described in terms of
their physical structures and equivalent-circuit networks.

Figure 14a depicts the front view of a microstrip gap
element [10] that is formulated by closely spacing the two
microstrip open ends via a gap or space of width (S). Its
equivalent-circuit network is illustrated in Fig. 14b with a
lumped T network, where the coupling effect between the
two open ends is modeled as a mutual capacitance (Cg) and
the two open ends themselves are perceived as the two
identical shunt capacitances (Cp) due to the fringing field
distribution. The relevant formulas are given in Ref. 11.
This lumped network, driven by the two microstrip lines
with the characteristic admittance of Y0, can be further
converted to an alternative one with a distributed J in-
verter at the center and the two equivalent electrical
lengths (f/2) at the two sides, as indicated in Fig. 14c.
Under the exact equivalence of these two networks, we
can obtain [1]

J

Y0
¼ tan

f
2
þ tan�1 Bp

Y0

� �� 	
ð15aÞ

f¼ tan�1 2Bg

Y0
þ

Bp

Y0

� �
þ tan�1 Bp

Y0

� �
ð15bÞ

where Bp¼oCp and Bg¼oCg. To satisfy the requirement
of widening the passband, various microstrip gap ele-
ments with unequal or offset microstrip feeding lines are

comprehensively discussed in Ref. 12 in terms of their
equivalent lumped networks. To further raise the pass-
band width, a microstrip interdigital capacitor with en-
hanced coupling degree is characterized as a more general
J-inverter network with the two unequal electrical line
lengths [13], allows the success in designing a compact
wideband filter.

The parallel-coupled microstrip line [10] is realized by
spacing the two open-end microstrip lines in parallel via
longitudinal slot. Figure 15a illustrates such a coupled
microstrip-line J-inverter element with the overlapped
length of about one quarter-wavelength (i.e., f¼ p/2) for
the filter design [14]. Here, the parameters of Z0e and Z0o

are the characteristic impedances of the even and odd
modes propagating along the coupled microstrip line. Be-
cause of its overlapped configuration and tightened cou-
pling degree, this structure has gained wide application in
the design of the compact and wideband microstrip band-
pass filters. Figure 15b illustrates its related J-inverter
network. Strictly speaking, the inverter admittance (J)
appears to be frequency-dependent, but, it is usually con-
sidered as a constant value near the frequency in which f
¼ p/2 if the relative narrow passband is considered. Under
this restriction, J can be approximately derived by

Z0e¼Z0½1þJZ0þðJZ0Þ
2
� ð16aÞ

Z0o¼Z0½1� JZ0þ ðJZ0Þ
2
� ð16bÞ

Because of the essential difference between the phase con-
stants of even and odd modes in the inhomogeneous cou-
pled microstrip line, the first harmonic passband appears
at the frequency twice that of the dominant passband.
This problematic issue is addressed by loading the two
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Figure 14. Microstrip series-capacitive coupling element for con-
structing an admittance inverter: (a) layout; (b) capacitance p
network; (c) J-inverter network.
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lumped capacitors at the two terminals [15]. In addition, a
stepped-impedance resonator technique [16] has been de-
veloped to effectively suppress the concerned parasitic
passbands in parallel-coupled line bandpass filters.

Coplanar waveguide (CPW) bandpass filters [17,18]
with half- or quarter-wavelength resonators are constitut-
ed and explored in terms of CPW open-end gaps and/or
short-end stubs, circuit models of which are described in
Ref. 19. Similar to the microstrip gap, the CPW open-end
structure operates as a series capacitive coupling element;
thus its equivalent J-inverter network is the exactly same
as those in Figs. 14b and 14c. Figure 16a indicates the
CPW short-end stub, in which a pair of strip stubs with
the width (S) electrically links the central conductor to-
gether and the two-side ground planes. In this way, such

the paired stubs can be equivalently considered as a shunt
inductance (Lg) and the two-side CPW short ends are
modeled as the two series inductances (Lp), thus forming
a quasilumped T network as seen in Fig. 16b. Further-
more, such a lumped network can be converted into its
corresponding K-inverter impedance (K) with the two
equivalent electrical lengths (f/2) at the two sides. The
complete network is depicted in Fig. 16c, and the relevant
network parameters can be obtained by

K

Z0
¼ tan

f
2
þ tan�1 Xp

Z0

� �� 	
ð17aÞ

f¼ tan�1 2Zg

Z0
þ

Xp

Z0

� �
þ tan�1 Xp

Z0

� �
ð17bÞ

where Xp¼oLp and Xg¼oLg.
In parallel, various waveguide-based coupling struc-

tures [1,9] have also been widely investigated to design
advanced waveguide bandpass filters with extremely
small insertion loss and narrow bandwidth by making ef-
fective use of the very high quality factor (Q-factor) of an
enclosed waveguide cavity. For instance, Figs. 17a and 17b
illustrate the geometry of the two shunt inductive cou-
pling waveguide structures, namely, inductive window/iris
and inductive post. Their relevant equivalent-circuit net-
works can be commonly expressed as a p network, as
shown in Fig. 17c, with the major shunt reactance (Xg) at
the center, as investigated by Marcuvitz [20]. In the for-
mer, the metallic iris thickness is, as usual, extremely
thin; thus the two series reactances (Xp) can be ignored
and only shunt Xg remains. In the latter, the metallic post

Z =1/Y0 0 0 0Z =1/YJ=1/K
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φ
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Z0 Z   ,Z0e 0o
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Figure 15. Parallel-coupled microstrip line with about one quar-
ter-wavelength coupled length: (a) layout; (b) J-inverter network.
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Figure 16. Coplanar waveguide shuntinductive coupling ele-
ment for constructing an impedance inverter: (a) layout; (b) in-
ductance T network; (c) K-inverter network.
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Figure 17. Metallic waveguide shunt inductive coupling ele-
ments: (a) inductive window; (b) inductive post; (c) equivalent T
network.
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has to be modeled in terms of the complete network in Fig.
17c because of its electrically finite diameter.

Using the above-described coupling structures together
with transmission-line or waveguide resonators, various
microwave bandpass filters can be constructed and then
designed with the Butterworth or Chebyshev frequency
response on a basis of the efficient synthesis approach dis-
cussed above. For instance, Figs. 18a and 18b demonstrate
the layouts of the end-coupled and parallel-coupled micro-
strip-line bandpass filters [1,3,7], respectively, in which the
two adjacent half-wavelength microstrip resonators are
connected via equivalent J-inverter networks given in
Figs. 14c and 15b. Figure 18c describes a CPW bandpass
filter [18] via shunt inductive K-inverter network as shown
in Fig. 16c. In addition, a waveguide bandpass filter [1] is
demonstrated in Fig. 18d, in which the thin iris serves as
the K inverter to link the metallic cavities together [20].
Regardless of different physical configurations as studied
above, all these bandpass filters can be equivalently

expressed as a simple cascaded network with J or K
inverters as well as several transmission-line resonators,
whose lengths should be approximately equal to the half-
wavelength (lg0) at the center of the frequency passband.

7. MICROWAVE HIGHPASS FILTERS

As the reciprocal structure of a lowpass filter, the highpass
filter [1,21] can be constructed by cascading the series ca-
pacitances and shunt inductances in a ladder configura-
tion as illustrated in Fig. 5c. It suffers from high insertion
loss at low frequency because of very small series suscep-
tances and shunt reactances. As the increases become
sharper, these frequency-dependent parameters appear to
be enhanced in a linear function, thus bringing out the
almost perfect transmission beyond the cutoff frequency
(oc). In order to achieve the specified small ripples in the
highpass band, the values of each capacitance and induc-
tance should be properly selected on the basis of lowpass-
to-highpass transformations, as described in Section 3.

Figure 19a shows the ladder network of a fifth-order
lumped-element highpass filter. The critical point here is
how to produce the two types of lumped series capacitance
and shunt inductances to a high degree, as usually re-
quested in practical design. Figure 19b depicts the cross-
sectional view of a coaxial-line filter [1]. Herein, the series
capacitances are realized by closely spacing the two me-
tallic disks of the two inner conductors, and the shunt in-
ductances are formulated by the short-end stub line with
small diameter and electrically short length. In addition, a
microstrip highpass filter [8] is described in Fig. 19c that
consists of microstrip interdigital capacitors and short-end

J01 J12 J23 J34
or or or or
K01 K12 K23 K34

λg0/2 λg0/2 λg0/2

(a)

(b)

(c)

(d)

(e)

Figure 18. Examples of various planar transmission-line and
waveguide bandpass filters (BPFs): (a) direct-coupled microstrip
BPF; (b) parallel-coupled microstrip BPF; (c) coplanar waveguide
BPF; (d) direct-coupled waveguide resonator BPF; (e) unified
equivalent network.
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Figure 19. Equivalent-circuit diagram and implementation of
highpass microwave filters: (a) lumped-element diagram; (b) co-
axial-line configuration; (c) microstrip-line configuration.
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microstrip stubs. These two elements operate as enhanced
quasilumped series capacitances and shunt inductances
at low frequencies, where their electrical lengths are neg-
ligibly short. At high frequencies, however, they no longer
behave as lumped elements because their lengths become
comparable with the wavelength, thereby degrading the
desired highpass behaviors and restricting the highpass
bandwidth.

8. MICROWAVE BANDSTOP FILTERS

There exist two essential types of microwave bandstop fil-
ters [1] with narrow and wide stopbands. The narrowband
filter can be produced in such a way that a uniform trans-
mission line or waveguide is either electrically or magnet-
ically coupled to multiple resonators in periodic intervals
with the periodicity of one quarter-wavelength or its odd
integer numbers [1,8]. For instance, Fig. 20a shows the
layout of such a fifth-order microstrip bandstop filter with
a bandwidth of o20%. In this case, a main microstrip line
is periodically coupled to the five half-wavelength (lg0/2)
microstrip-line resonators at the space of a quarter-wave-
length (lg0/4) near the resonance. Figure 20b indicates its
equivalent-circuit network, in which the line resonator
and capacitive coupling gap are combined so as to consti-
tute a shunt–series LC resonator. The reactance slope of
each LC resonator needs to be properly adjusted by slight-
ly differentiating the coupling gap and/or line resonator
dimensions so as to achieve the requested values of each
normalized element in the lowpass prototype filter. Fur-
thermore, each lg0/4-length line operates as an immit-

tance inverter in order to utilize the only shunt–series LC
resonators. Its impedance may be equal to the source/load
impedance (i.e., Z1¼Z0) for the Butterworth filter, but
should be selected as below for the Chebyshev bandstop
filter with the Nth order:

Z1

Z0
¼

1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g0gNþ 1
p ð18Þ

Figure 20c depicts an alternative microstrip bandstop fil-
ter [22] in which the main microstrip line is directly con-
nected with the five quarter-wavelength open-end stubs at
the space of a quarter-wavelength. This type of bandstop
filter may be designed with any stopband width. However,
for the narrow-stopband case, the characteristic imped-
ances of these microstrip-line stubs, especially those lo-
cated close to the input/output feeding lines, must achieve
an impractically large width. Thus, this type of filter
is found more suitable for design of wideband bandstop
filters.

9. CONCLUSIONS

This article systematically describes the fundamental the-
orem, design approach, and practical implementation of
various microwave filters. In the synthesis design of these
filters, a lowpass prototype filter is first modeled as a lad-
der network and its frequency response is specified by
preselected polynomial functions, thus determining the
order and elements involved in this network per the spec-
ifications of concern. With the use of frequency transfor-
mation, the frequency response and ladder network of this
prototype filter can be easily converted to those of micro-
wave filters with lowpass, bandpass, highpass, and stop-
band frequency-selective characteristics. Moreover, a
variety of representative planar transmission line and
waveguide filters are investigated and discussed, allow-
ing the reader to understand the practical implementation
of microwave filters.
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MICROWAVE HEATING

JOHN M. OSEPCHUK

Full Spectrum Consulting

Microwave heating is only part of the noncommunications
applications of electromagnetic energy and only part of the
range of electromagnetic heating [1,2]. The microwave
range of the spectrum is variously defined. One prefers
to think it is characterized by the fact that the dimension
of the object to be heated is of the order of the wavelength.
In practical terms this means heating at either 915 or
2450 MHz, two of the industrial, scientific, and medical
(ISM) frequency assignments (in the United States) for

power or noncommunication applications. There are some
medical heating applications (hyperthermia) at non-ISM
frequencies where the expense of reducing leakage radia-
tion to meet FCC (Federal Communications Commission)
or CISPR (Special International Committee on Radio In-
terference) limits can be tolerated.

Industrial heating applications of microwaves exist at
both 915 and 2450 MHz, but the higher power applications
tend to use 915 MHz for meat tempering, bacon cooking,
curing of rubber tires, and many other applications. Power
levels of such systems range from 5 to 500 kW. At 915 MHz
the dominant source of power is the magnetron, providing
power from 25 to 75 kW protected by a circulator. By far
the most dominant heating application is the microwave
oven, which today operates at only 2450 MHz. There are
roughly 200 million ovens in the world and roughly 20–25
million ovens are manufactured each year. Most of these
are for the consumer market, although a small but signif-
icant number are produced for commercial and profes-
sional use. The widespread microwave oven market is
made possible only because of the unique properties of the
cooker magnetron. These include high efficiency (B70%)
at power on the order of 1 kW, compatibility with simple
unfiltered power supplies and arbitrary loads, and above
all, low cost (B$10 per tube in large quantities). An un-
avoidable (so far) concomitant to efficiency is high noise
and other anomalous phenomena. A basic text on the mi-
crowave oven [3] and a broader treatment of industrial
heating [4] have been published.

Most applications, whether for the microwave oven or
industrial machine, correspond to the simple schematic
depicted in Fig. 1. The basic objective is to deliver micro-
wave power efficiently to the load. Thus, the system must
be designed to minimize the reflected power. A practical
microwave oven will not have a circulator or directional
coupler, but in the design stage these tools or their equiv-
alents will be present.

The absorption of microwave power depends on the di-
electric properties of the load, which are temperature-de-
pendent, its size and shape. Given these parameters, the
extensive literature on dosimetry permits one to calculate
or estimate the power absorbed by the load when it is ex-
posed to a plane wave of given flux density. A convenient
reference is the Radiofrequency Radiation Dosimetry
Handbook [5] published by the U.S. Air Force. Most non-
medical applications must be carried out in an enclosure.
Thus, the modal and quasioptical properties of that enclo-
sure will influence the equivalent plane waves that irra-
diate the object. The task of efficiently coupling energy
from the power source waveguide to the enclosure is the
function of the feed, which may be an antenna, aperture,
or other coupling device. To achieve reasonable uniformity
of heating, there must be some randomizing element in
the system, for example, a rotating stirrer or scatterer or
rotating feed antenna. Alternatively, there could be a ro-
tating turntable on which the load is placed or a load-
bearing belt that moves through a conveyorized oven of
one or more cavities.

Because the magnetron is a key component of practical
systems, knowledge of its properties is necessary. Fre-
quency pushing, as the tube anode current varies, as well
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as frequency pulling as the load varies per stirrer rotation
and load temperature increase, both spread out the power
spectrum and average out or smear modal properties of
the field pattern around the load. These variations also
produce a complex pattern of electromagnetic noise both
at microwave frequencies and at baseband frequencies.
This information influences the design of the door seal and
other parts of a practical system to meet limits imposed by
the FCC or CISPR as well as the Food and Drug Admin-
istration (Center for Devices and Radiological Health).

At present, design procedures are basically empirical,
in view of the complex dependence of the heating pattern
on many variables, making prediction, and even experi-
mental replication, impractical if accuracy (a few percent)
is required. There are some pilot studies on computer
codes for microwave heating, but they are useful only for
the simplest systems, for example, a uniform rod in a
waveguide. In the future, as tube sources are improved in
noise, efficiency, and available frequencies coupled with
improvements in applicators (e.g., multiple feeds), one can
expect significant advances in microwave heating. Still
further ahead are more exotic heating applications where
the pulse or modulation characteristics of the source are
important (e.g., in the stimulation of chemical catalysts).

1. BASIC PRINCIPLES OF MICROWAVE HEATING

The principles of microwave heating are well-established
[1–5]. It is generally assumed that the material to be heat-
ed is adequately specified in terms of the macroscopic
complex dielectric permittivity e defined by

e¼ e0ðerþ jeiÞ ¼ e0 erþ
js
oe0

� �
ð1Þ

where e0¼8.86� 10–12 F/m, the permittivity of free space,
er is the real part of the relative dielectric constant, and s
is the conductivity in S/m (mho/m) which is equivalent to
the following

ei¼
s

oe0
ð2Þ

where o is the assumed radian frequency of the fields.
It is convenient to define auxiliary terms like the loss

tangent, tan d:

tan d¼
ei

er
¼

s
oere0

ð3Þ

The rate of internal density of absorbed energy, or power
P, is derived from the real part of the product of current
density, from Maxwell’s equations, and the internal elec-
tric field Ei, yielding

P¼ sjEij
2¼oere0 tan djEij

2 ð4Þ

where P is in terms of watts per cubic meter. Equation (4)
is the practical formula for computing power dissipation in
materials and objects of uniform composition when ade-
quately described by the simple dielectric parameters.

Given the values of the dielectric parameters, one can
then calculate the penetration depth D, at which, for
plane-wave irradiation of a material, the fields are re-
duced by a factor of 1/e. The result is

D¼
0:225l

e1=2
r

. ½ð1þ tan2 dÞ1=2 � 1�1=2 ð5Þ

or for low-loss materials where tan do1

Dffi
0:318l

e1=2
r ðtan dÞ

ð6Þ

where l is the free-space wavelength of the microwave ra-
diation.

For low frequencies or small objects, the components of
electrical fields normal to a material boundary are related
by the following equation

Ei

Eo

����

����ffi
oe0

s
ð7Þ

where Ei and Eo are the internal and external fields, re-
spectively. The material is characterized by s, and the
outside volume is free space. If the applied field Eo is par-
allel to the surface, then the internal field is equal to Eo.
Thus, if the applied field is parallel to the long axis of a
body, the internal field is approximately equal to the ex-
ternal field. Otherwise, if the applied field is perpendicular
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Figure 1. Basic elements of a microwave power
system for processing of materials.
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to the long axis, the internal field, according to Eq. (7), is
much less than the external field even for moderate con-
ductivity of the order of 1 S/m.

The principal task in microwave heating problems is
the determination of internal fields in an object that
permit through Eq. (4) the determination of the heating
distribution over time. The dielectric parameters are key
data for such a calculation, particularly the dependence on
temperature. Standard methods for measurement of these
parameters are readily available [6]. The simplest tech-
nique, and often the preferred method, is that in which
rods or long slender samples of the material of interest are
placed in the central vertical plane of a rectangular wave-
guide through small access holes centrally located on top
and bottom walls [7]. This is also a method for uniform
heating of such a small sample, except for small volumes
near the top and bottom access holes. Classical perturba-
tion theory [7] permits the determination of e and tan d.
Considerable data for a wide range of materials at room
temperature and at various microwave frequencies are
found in the literature [8].

Table 1 lists such data for a few important materials at
2450 MHz, the most commonly used frequency for micro-
wave heating. Values of tan d well below 0.01 signify neg-
ligible absorption and heating, whereas values above

0.1 are considered good absorbers. Data on temperature
dependence of dielectric parameters are not widely avail-
able in the literature. The classic data from Bengtsson and
Risman [9] on temperature dependence for foods are re-
produced in Fig. 2. They illustrate some general properties
for heating of foods. The high value of e, in the range of
40–80, signifies substantial reflection at the boundary of
large food volumes of the order of 50%. For most foods, the
value of tan d decreases with temperature, following that
of water. This dependence is the basis for stabilization of
heating, which aids a trend to uniformity of heating. On
the other hand, a few foods such as ham that have signif-
icant salt content (ionic conductivity) show an increase in
tan d with temperature. This tends to trigger thermal
runaway at hot spots and nonuniform heating. When this
happens in a glass or even ceramic tray in an empty oven,
this can lead to dramatic melting at one spot. Although
data for foods are generally limited to below 1001C, the
temperatures of interest are much higher for oils and
nonfood objects. Interest in ferrite materials as browning
aids at a stable Curie temperature has been replaced by
the development of the susceptor [10], in which a very thin
(less than 100 Å) film of aluminum that is deposited on
suitable insulating dielectrics highly absorbs impinging
microwave radiation.

The calculation of absorption distributions in simple
geometries (e.g., spheroids) is amply described in the lit-
erature [5]. Only for very small spheres is heating uniform
and approximately uniform in long thin rods aligned with
the E field. At very high frequencies penetration and heat-
ing is superficial. In general, heating is nonuniform. For
frequencies in the resonance range and for some materials
and certain frequencies, dramatic hot spots are possible in
the center of objects. Figure 3 shows the visualization of
such a hotspot in a sphere of glue with a cloud point near
501C. This can lead to superheating and explosive phe-
nomena associated with such spherical objects. This is an
example where the geometry of the sample is the prime
factor determining temperature distribution in an object
rather than external field patterns or modal properties of
the applicators. Another such factor is the concentration of
field and heating at corners and cusps of objects to be
heated.

Table 1. Dielectric Properties of Foods and Other
Materials at 2450 MHz and 201C

Material e tan d

Distilled water 78 0.16
Raw beef 49 0.33
Paper 2–3 0.05–0.1
Wood 1.2–5 0.01–0.1
Alumina 7.8 0.001
Borosilicate glass 4.5 0.004–0.007
Neoceram 6.2 0.003
Plastics
ABS 2.85 0.006
Ultem 3.0 0.001–0.004
Polysulfone 2.1 0.006
Polypropylene 2.2 0.0005
Teflon 2.0 0.0004
Liquid crystal polymer 3.9 0.007
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Figure 2. Properties of foods near 2.45 GHz as
a function of temperature, where A represents
distilled water; B, cooked carrots; C, mashed
potatoes; D, cooked ham; E, raw beef; F, cooked
beef; and G, corn oil: (a) dielectric constants
and (b) load factors, e00 ¼ e tan d [9]. (From Ref.
9 with permission. r International Microwave
Power Institute).
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2. MICROWAVE APPLICATORS

Figure 1 depicts an applicator acting as a transducer or
coupling agent between the feed waveguide and the load
object. The simplest applicator may be a rectangular guide
with access holes on top and bottom walls [7] allowing thin
rods or tubes of flowing liquid to be heated. More special-
ized applicators include helices and slow-wave applica-
tors. These have been described by Metaxas and Meredith
[4]. Antennas and other applicators for heating limited
parts of the human body for diathermy or hyperthermia
are reviewed by Guy [11], who restricts the reader’s at-
tention to the multi-mode cavity because it is the basis of
most ovens and industrial machines that must handle
large quantities of material or a large variety of objects.
The engineering literature on waveguides is dominated by
papers on properties at low frequencies where one or
only a few modes can propagate. Considerable literature
also exists for the high-frequency limit where optical

properties come into the forefront. Little exists on the
properties of waveguides that influence the performance
of microwave heating systems.

A series of tests were conducted by the author on a
machined aluminum cavity of dimensions 7 ft long by 2 ft2.
The cavity was excited by various antennas at one end and
the transmitted signal was received at the other end with
the same or a different antenna. Measurements were
made of the incident, reflected, and transmitted signals
over a broad range of frequencies from 0 to 8 GHz. The
upper frequency limit corresponds to a factor of over 32
times the lowest cutoff frequency of the 2� 2-ft waveguide
or a transverse dimension of 16 free-space wavelengths. It
may be noted that the transverse dimension of most mi-
crowave ovens and industrial machines is approximately
three wavelengths.

Figure 4 shows transmission data when a 4-in. axially
aligned monopole is used at both ends of the 7-ft-long
wave-guide, over the frequency range of 0–1.8 GHz.

Figure 3. Samples of phantom material heat-
ed in a microwave oven, Sekusui Glue—R-500
(water and polyvinyl alcohol), cloud tempera-
ture of 511C.

CTR 1.0001 GHz
Ref 20 dBm 10 dB/ Atten 30 dB SWP 2 sec/

Span 200 MHz/ Res BW 3 MHz VF off

Figure 4. Transmission of microwaves
through a 7-ft-long section of waveguide (2�
2 ft), 0.0–1.8 GHz with axially aligned 4-in.
monopole antennas at each end. This antenna
preferably excites TM modes.
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Although the maximum transmission peaks reflect an in-
sertion loss of only 2–3 dB, there are occasional severe dips
in transmission. It can be shown that these occur at or
near the cutoff frequencies of transverse magnetic (TM)
modes, which tend to be excited by an axial monopole. Re-
flection measurements show that the low transmission is
associated not only with dissipative losses at cutoff reso-
nances, but also severe reflection losses just below cutoff.
One can see that according to the relation above for DB3l,
the typical microwave oven might correspond to about
1.5 GHz. One can see a large dip near that frequency that
can be related to mode indices of three and five. In fact, in
practical microwave oven work, it has been found that
when an antenna exciting TM modes is used in an oven
with transverse dimensions near such a cutoff relation, an
input impedance match cannot be achieved with ordinary
tuning elements. Quine [12] has shown that properties
near such TM mode cutoff resonances are related to the
blindspot phenomenon found in the radiation properties of
phased-array antennas. He shows that the application of
the image theorem for an antenna near a ground plane
clarifies the connection between a waveguide and a
phased array.

If a shielded loop antenna is substituted at the ends of
the cavity in place of the monopoles, the transmission data
shown in Fig. 5 are obtained. Absent are the severe trans-
mission dips at cutoff frequencies. The effects at cutoff fre-
quencies are greatly diminished when present. Data taken
above 2 GHz with this waveguide show the diminishing
effect of cutoff resonances as frequency increases, and the
increasing density of modes as a cavity with three mode
indices. Furthermore, although absorption by an object in
the guide is affected by its size-dependent cross section,
there is some suggestion that higher frequencies yield
more consistent absorption. One might speculate that this
results from the lesser prevalence of sizable coldspots in
field patterns at higher frequencies.

One can see that studies of such a waveguide can
yield valuable insights for understanding practical micro-
wave heating cavities. Location of the load object is an

important parameter. One can intuitively judge that the
location of objects near a conducting wall is not desirable.
In this case, if the space between the object and the wall is
less than a freespace wavelength, it can be shown [13] that
the only modal propagation in that interspace is of the
slow-wave or bound–wave variety that exhibits a large
propagation attenuation constant, a.

It is of interest to review the mode density of such cav-
ities as a function of frequency. A review of such mode-
counting exercises by Voss [14] shows that although the
increase of density with frequency will on the average fol-
low simple formulas, there are discrete regions where the
mode density is quite low and other regions where it is
much greater, for example, a factor of Z5 when consider-
ing a bandwidth of 50 MHz or more at 2.45 GHz. A typical
microwave oven cavity may be expected to show an aver-
age mode separation of approximately 4 MHz. Therefore,
in the ISM band of 2.4–2.5 GHz, one could conceivably
benefit from the mixing of up to 25 modes. In practice, any
such benefit is not exploited because a much smaller fre-
quency variation of the practical magnetrons is used.
There is enough frequency variation, however, to prevent
simple single frequency calculations to be of any direct
relevance to practical performance.

3. PRACTICAL MICROWAVE HEATING SYSTEMS

Most practical microwave heating systems employ a heat-
ing space confined by metal walls, that is, a cavity or
waveguide. The basic reason is related to efficiency, al-
though limitation of radiated leakage and out-of-band
noise is also a determining factor. Today all microwave
ovens operate at 2450 MHz.

Figure 6 shows an exploded view of a typical microwave
oven. Shown are the main features or components that
relate to power and efficiency. Not shown are the electronic
timer and control circuitry or the door interlock system.
The basic elements are the microwave power generator,
the magnetron, driven by an AC high-voltage power

CTR 1.0000 GHz
Ref 15 dBm 10 dB/ Atten 40 dB SWP 10 sec/

Span 200 MHz/ Res BW 100 kHz VF off

Figure 5. Transmission of microwaves
through a 7-ft-long section of waveguide (2�
2 ft), 0–18 GHz with shielded-loop antennas at
each end. This antenna preferably excites TE
modes.
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supply connected to the electricity source. The magnetron
is connected to a short section of low waveguide, which, in
turn, couples energy into the oven cavity either through
an antenna similar to a monopole, strip, or patch antenna
or through a simple waveguide aperture. Most ovens em-
ploy a randomizing element such as the rotation of an
antenna or a rotating stirrer (a scatterer) in the case of an
aperture coupling. Contemporary oven designs also in-
clude a rotating turntable for the load placement in addi-
tion to (or in a few cases the substitution for) the stirrer.
Moving conveyor belts also help smooth out heating
patterns, but they are employed almost exclusively in
industrial systems.

Practical microwave ovens dispense with a circulator
and means of monitoring reflection (Fig. 1). These ele-
ments, however, are almost mandatory in high-power in-
dustrial systems, which operate at powers of many tens of
kilowatts. Because the magnetron is not isolated from the
variable load by a circulator, it will exhibit significant
pulling, on the order of 10–20 MHz. The effect of the
changing load on the power and frequency of the magnet-
ron is shown in the Rieke diagram supplied by the tube
manufacturer. For maximum efficiency, this diagram
points the oven designer to the selection of a load imped-
ance of a matched load or somewhat into the sink region of
the diagram.

Because of the complexity of the situation, including
the need for accommodating any food load, the feed design
is optimized by empirical techniques. With water loads or
even actual food loads, the input impedance is determined
with a suitable reflectometer circuit [3,4]. Data obtained
are a Smith chart representation similar to that shown in
Fig. 7, where at a fixed frequency (e.g., 2450 MHz) the re-
curring path of the impedance locus is shown as the oven
stirrer goes through its cycle. Figure 7a shows the imped-
ance pattern for a large load of 2000 mL. It is desirable
that the pattern be located close to the center match point
or slightly into the sink phase of the magnetron (deter-
mined by appropriate techniques, [3,4]). This is done by

appropriate tuning techniques, for example, by adjusting
the length of the waveguide or adding a tuning post. Of
course, all of this was done at a single frequency, hopefully
to approximate the dominant frequency emitted by the
magnetron at full power. But the oven impedance is a
rapid function of frequency as well. For example, Fig. 8
shows a typical recorded impedance at a fixed position of
an antenna (or stirrer) over the frequency range of
2.4–2.5 GHz. Thus, the designer must examine a two-di-
mensional array of datasets or plots such as those of either
Fig. 7 or Fig. 8 and adjust for an optimum feed match over
the anticipated range of frequency and stirrer position.
Figure 7b shows the impedance plot at one frequency for
an empty oven as the stirrer rotates. The wildly gyrating
pattern is not susceptible to matching, of course; but its
importance lies in signifying that when an oven operates
with no load or light load (like popcorn), it will subject the
magnetron to an extreme of impedance variations. This in
turn leads to a wider range of frequency and noise emis-
sions, including frequency skips.

Exhaust air

Air flow
Cooling fan

Door

Viewing
screen

Capacitor

Diode

Magnetron

Waveguide

Strirrer

Exhaust air

Exhaust air

Feed box

Figure 6. Exploded view of a microwave oven showing power
components, microwave components, and cooling system; elec-
tronic control circuits are not shown.

(a)

(b)

Figure 7. Input impedance contour of a microwave oven at a
constant frequency as the variable element (stirrer) goes through
its cycle: (a) for 2000 mL water load; (b) for an empty cavity.
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Current magnetrons at 2.45 GHz may exhibit an effi-
ciency of 70%. Because of losses in the power supply and
losses in the feed and cavity, the net efficiency for a large
load may be of the order of only 50%. For smaller loads
down to 50 mL, there will be a further significant reduc-
tion of efficiency as shown in Table 2 taken from a typical
set of data for several current ovens. The dominant
causes for low efficiency at small loads are reduced
magnetron efficiency at unfavorable load phases and
reduced microwave circuit efficiency with significant
heating of metal walls and dielectric parts, such as
a tray.

Heating patterns, especially at 2.45 GHz, are notori-
ously difficult to replicate and optimize. An acceptable
variation in array tests is a 10–20% variation in temper-

ature rise values. The prediction of an even measurement
of heating patterns is a complex problem and no ideal so-
lution has been found. For very thin sheets, frequency di-
versity as provided by a traveling-wave tube (TWT) (e.g.,
2–4 GHz) yields dramatically improved uniformity [15].
For most applications however, TWTs remain unaccept-
ably high in cost.

Conveyor systems, by virtue of varying load position,
measurably and usually acceptably improve heating uni-
formity. Most high-power systems at 915 MHz utilize con-
veyors. On the other hand, circulators are used so that the
magnetron frequency is not pulled. There remains only a
few megahertz of frequency pushing, which is not a large
contribution to frequency diversity as an element in im-
proving uniformity.

Figure 8. Input impedance contour of a microwave oven at a constant position of the variable
element (stirrer) as frequency is swept from 2.4 to 2.5 GHz.
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4. POWER SOURCE PROPERTIES

Because the magnetron is almost exclusively the micro-
wave generator of choice for microwave heating systems,
it is important to focus on the properties of that tube and
its associated power supplies. These determine the
operating power spectrum from pushing and pulling
characteristics. Furthermore, the noise and moding char-
acteristics of the magnetron impacts on interference phe-
nomena and the ability to meet increasingly stringent
radiated and conducted noise limits imposed by regulatory
authorities. Figure 9 is a schematic depicting the main
electronic circuits and elements in a microwave oven. A
half-wave high-voltage power supply is indicated with
both filament and high-voltage secondary on the same
transformer. This reflects the fact that most microwave
ovens are cold-start. Thus, the magnetron current is a
rectified pulse of roughly half-sinusoidal shape with a rep-
etition frequency of 60 Hz and a pulsewidth of roughly
8 ms. The peak current is about 1 A for an average current
of 0.3 A for a 700–800-W oven.

The magnetron is known to exhibit high noise at currents
below 0.3 A, occasional discrete spurious sideband signals
for currents between 0.3 and 0.6 A, and is typically quiet
above 0.6 A [16]. The result is that the typical magnetron
radiates spurious noise and signals in 1 ms pulses during
the rise and fall of each pulse. Figure 10 depicts a full-wave
power supply that yields a current waveform of two rectified
half-waves per 60 Hz period and, therefore, lower peak cur-
rent for the same average current. This does little to reduce
magnetron noise. Note that in this supply there is a sepa-
rate filament transformer. This supply may be used in com-
mercial ovens. Figure 11 is a photo of several modern
magnetrons. Note the small size (approximately 4 in. max-
imum dimension) and the filter box that reduces baseband
radiation and emissions conducted to the powerline.

Figure 12 is an example of the radiated noise (peak sig-
nals) a few feet from a microwave oven when operating with
a light load. Peak levels approaching 100 dB/pW effective
radiated power are not uncommon in the range between 2.3
and 2.4 GHz. Because of the potential interference with
various wireless communications systems, there is activity
within CISPR (Special International Committee on Radio
Interference) to apply more stringent limits on noise radi-
ated from magnetron-powered systems [17].

Magnetrons can mode and produce spurious signals in
the 4–5 GHz range that have interfered with satellite

communication links. This can occur when there is insuf-
ficient cathode emission (as at the end of life) or even when
there is too much emission. This occurs because high
emission may strengthen spurious sideband oscillations
that can also cause moding. Figure 13 shows an example
of a recorded magnetron voltage-current trace during such
a moding event. Magnetrons in microwave ovens will ex-
hibit as much as 4–5 MHz pushing and up to 20 MHz of
frequency pulling.

In the higher power systems at 915 MHz for indus-
trial use, the magnetrons are always protected by a cir-
culator. Therefore, there is no pulling by load variations.

Table 2. Effective Power Levels for Various-Size Water
Loads in a Typical Microwave Oven (Three Different
Models): 1–2 Min Operation

Water
Measured Power Relative to Power at 1000 mL

Load (mL) Oven Aa Oven Bb Oven Cc

100 0.61 0.52 0.59
250 0.44 0.88 0.74
500 0.83 0.96 0.80
1000 1.00 1.00 1.00

aOven A power at 1000 mL: 673 W.
bOven B power at 1000 mL: 705 W.
cOven C power at 1000 mL: 754 W.
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Figure 9. Schematic diagram of a microwave oven showing half-
wave doubler power supply, interlock system, and electronic con-
trols. (Courtesy of Amana Appliances.)
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Furthermore, the high-voltge power supplies have a mod-
erate amount of filtering. There still might be a residual
ripple of 710% in anode current. This will yield as much
as 2 MHz pushing of frequency.

5. SAFETY CONSIDERATIONS

The greatest perceived risk from microwave heating sys-
tems is that of potential exposure to microwave energy
that leaks from the machines or ovens. Historically there
has been general agreement among health and safety
agencies in the United States (i.e., the FDA and OSHA)
that the voluntary consensus C95.1 standard [18] should
be the basis for assessment of potential exposure hazards.
Microwave ovens, however, are regulated by stringent
emission standards developed by the FDA—a limit of
5 mW/cm2 at any point 5 cm from the external surface of
the oven (when new, 1 mW/cm2). The conservative nature
of this limit as well as design techniques for screen and

door seals has been reviewed by the author [19]. In addi-
tion, multiple interlocks and monitor circuits as Figure 9
depicts, insure a very small probability of inadvertent ex-
posure if an access door is opened during operation of a
microwave oven. Similar safety procedures are followed
voluntarily for industrial systems.

Other potential hazards in high-power microwave
heating systems involve potential superheating and ex-
plosions (related to the hotspot phenomena; see Fig. 3). In
addition, there is the possibility of fires, which are some-
times related to hotspots but more often to arcing phe-
nomena. Safety considerations for industrial systems have
also been reviewed in more detail more recently [20].

When dealing with foodstuffs, there is some concern
that nonuniform heating (or cooking) in microwave sys-
tems (the defect of a coldspot in the heating pattern) will
result in insufficient killing of unhealthy bacterial or viral
agents on the surface of the food. This has led to some
unwise recommendations for extra high temperatures
when heating by microwaves. The most recent consensus

22
24

28

30

26

30
90

36

38

72

73

74

−
80

54

+
84

56

52

40

Figure 10. Schematic diagram of a full-wave doubler supply
with separate filament transformer sometimes used in commer-
cial products.

Figure 11. Photograph of some current cooker magnetrons for
microwave ovens.

CTR 2.5004 GHz
Ref –10 dBm 10 dB/ Atten 0 dB SWP 5 sec/

Span 100 MHz/ Res BW 100 kHz VF .3

Figure 12. Measured radiated noise from a
microwave oven with no load; spiral antenna
3 ft from the front of the oven.
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is that more emphasis should be placed on food standards
without relying on the heating of foodstuffs for food safety.

6. FUTURE ADVANCES IN MICROWAVE HEATING

Microwave heating is in its infancy as pointed out by
Kapitza [21]. Future expansion in large part awaits the
development of efficient and low-cost power sources at
various frequencies and power levels beyond what is now
available. Thus, in the future one expects such power
sources at 5.8 GHz, 24.125 GHz, and the millimeter-wave
ISM frequencies. In addition, the availability at power
levels down to 100 W, as well as high powers of many ki-
lowatts, will spur many new applications. At present,
many such applications are being explored [22] in the
fields of chemistry, ceramics, and materials processing. In
addition, there are applications to agriculture, pharma-
ceuticals, and various medical procedures.

In parallel with heating applications are important
nonheating power applications, such as microwave-pow-
ered lighting [23]. The list of research needs includes: (1) a
resolution of the efficiency versus noise tradeoff inherent
in magnetrons, (2) the achievement of successful computer
models [24] for characterizing real-life microwave heating
systems, (3) improved applicators of various types, (4) im-
proved door seals and suppression tunnels to meet noise
limits, and (5) the exploitation of pulse modulation tech-
niques for special interactions as in chemistry [25].
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MICROWAVE INTEGRATED CIRCUITS

NIROD K. DAS
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In this article a general overview and basic principles of
operation of a class of highly integrated analog devices
and circuits, used for applications in the microwave and
millimeter-wave frequency range, are presented. Al-
though there are subgroups of sister technologies that
evolved over the years, having different acronyms such as
MIC (microwave integrated circuits in hybrid form),
MMIC (monolithic microwave integrated circuits), and
MCMs (multichip modules), their basic principles of oper-
ation are similar, with their objectives and scopes rapidly
overlapping. The discussions in this article may be direct-
ed to a broad class of such integrated circuits, referred to
in general as microwave and millimeter-wave integrated
circuits, with ‘‘MMIC’’ as a generic acronym. Essential
building blocks of MMICs, such as the substrate material
and parameters, transmission line geometries, passive
and active devices, integrated antennas, integration ar-
chitectures, and packaging concepts, are explained at a
fundamental level for readers new to the subject. Funda-
mental design considerations and modern analytical and
computer-aided design tools for the design of MMICs are
introduced. Current trends and future directions of the
technology are also discussed. More knowledgeable read-
ers are referred to a selection of significant technical ar-
ticles for further reading.

As indicated, microwave and millimeter-wave integrat-
ed circuits refer to a special group of highly integrated
analog circuits, operating in the microwave and millime-
ter-wave frequency range. In this frequency range the
various circuit functions that were usually implemented
in the past using bulky metal waveguides and coaxial
lines, can now be implemented using printed microstrip
lines or other forms of planar transmission lines. These
planar circuits can also be fabricated together with semi-
conductor active devices on a single chip, employing a
technology similar to that used in microelectronic circuits.
As a result, quite complex microwave and millimeter-wave
circuits and systems have been realized in a compact, re-
liable, and cost-effective manner. In many ways, this class
of modern integrated circuits has opened the promise and
potential for microwave and millimeter-wave communica-
tion, much like what silicon digital integrated circuit tech-
nology has done for computers.

From a historical perspective, after the experimental
demonstration of electromagnetic waves by Heinrich
Hertz in 1888, and then the successful achievement of
transatlantic communication by Guglielmo Marconi in
1901, signal distribution and circuit components in the
microwave frequency range were implemented using rect-
angular metal waveguides. These waveguides were essen-
tially hollow rectangular metal pipes capable of guiding
microwave signals, and are sometimes referred to as ‘‘uni-
conductor waveguides.’’ They are so named because the
rectangular hollow waveguides use only one conductor,

which is fundamentally different from conventional signal
transmission in the very-low-frequency range using two
conductor transmission lines. Although the uniconductor
waveguides had the advantages of low-loss propagation
compared to two-conductor lines, due to their limited
bandwidth of operation, dispersion and, above all, their
bulky physical size, interest later shifted to ‘‘two-conduc-
tor lines,’’ such as coaxial lines, for microwave circuits.
However, due to the inconvenience of fabricating circuit
components in coaxial form, flattened versions of coaxial
lines were then introduced. Soon after, attempts were
made to implement two-conductor lines by laminating
metal strips on a hard dielectric surface in order to great-
ly simplify the fabrication process. The stripline and the
microstrip line were the candidates of choice. The geom-
etries of various waveguiding media used for microwave
applications leading up to the printed microstrip line are
shown in Fig. 1. A good discussion of the historical devel-
opments leading to MMICs is presented in Ref. 1.

Sometime in the 1960s, the concept of microwave inte-
grated circuits was introduced. Instead of building indi-
vidual microwave components separately and then
connecting them on a piece-by-piece basis, it was thought
cost effective to laminate or print an entire circuit on a
single dielectric substrate with individual components (fil-
ter, coupler, etc.), connected to each other in a continuous

Dielectric
substrates

Dielectric
substrates

Hollow rectangular
waveguide

Flattened
coaxial line

Stripline

Air

Microstrip line

Metalization

Coaxial line

(a) (b)

(c) (d)

(e)

Figure 1. Evolution of waveguide geometries (cross sections)
used for microwave circuits, from (a) hollow (uniconductor) met-
al waveguide, to (b) coaxial line, to (c) flattened coaxial line, to (d)
stripline, and currently to (e) microstrip line. Microstrip line is
now the most commonly used transmission line for MMICs. In-
terest in other forms of transmission lines, such as slotline and
coplanar waveguides, came later in order to meet specialized
needs.
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integrated fashion. Miniaturization of the circuit was pos-
sible by meandering the connecting microstrip lines. Also
by using high dielectric-constant substrates, the same
electrical size could be achieved while maintaining small-
er physical dimensions. The transmission-line compo-
nents were printed on a hard dielectric substrate by
photolithographic processes, and they constituted a major
portion of the circuit. Other passive components, such as
chip capacitors or chip resistors, and any active compo-
nents, such as diodes or transistors, were discretely
mounted on the circuit board. In this sense the MICs are
really ‘‘hybrid’’ integrated circuits. The substrate materi-
als commonly used include alumina, sapphire, low-loss
plastics (fiber-reinforced), and ceramics. Although such
MICs are much more cost-effective and compact, compared
with bulky waveguide circuits, the density of circuits that
can be implemented is strictly limited by the precision re-
quired in the manual placement of discrete components.
Small to moderately complex circuits are implemented in
this manner. Complexities could be increased, however, by
using double-sided or multilayered circuit boards.

It was natural, then, to try direct integration of micro-
wave semiconductor devices together with the printed
transmission line components on the same substrate
(i.e., in a ‘‘monolithic fashion’’), in order to implement ac-
tive as well as passive circuit functions. This generation of
integrated circuits was called MMIC (monolithic micro-
wave integrated circuits) [2]. The result was a dramatic
reduction in size, allowed increased circuit complexity, and
reduced cost. The substrate material needed for MMICs
must be a semiconducting material, such as GaAs or Si, on
which both active and passive components can be printed.
As a result, the fabrication cost is increased, while allow-
ing batch processing of significantly more complex and
compact circuits, compared to the hybrid MIC. A compre-
hensive discussion of monolithic microwave integrated cir-
cuits, specifically those based on GaAs material, is
available in Refs. 3 and 4.

As the acronyms suggest, the MIC and MMIC are
meant for applications in the microwave range. The basic
concepts of the technology are similar for applications in
the millimeter-wave range, except for the need to main-
tain tighter dimensional tolerance in the fabrication pro-
cess due to smaller wavelengths at these frequencies. A
more specialized category of monolithic integrated circuits
was then developed specifically for applications in a broad-
er frequency band covering the millimeter-wave range.
Though MMICs may generically refer to the microwave as
well as the millimeter-wave range, a different acronym,
MIMIC (microwave and millimeter wave monolithic inte-
grated circuits) is sometimes used to cover millimeter-
wave applications.

MICs, MMICs, and MIMICs are now rapidly taking on
new meanings and employing new materials, 3D integra-
tion, integration of antennas, optical and optoelectronic
components, high-speed digital circuits, and other special-
ized functions. Circuits and systems of greater complexity
may be implemented on a single chip or module, consisting
of multiple MMIC or MIMIC chips interconnected and
packaged together in a hybrid MIC form [called a multi-
chip module (MCM)] [1]. The entire circuit or system may

also be integrated through a batch process using multi-
level processing technology. With the objective merging of
these sister technologies, all related technologies for large-
scale integration of circuits and systems operating in the
microwave to millimeter-wave range are generally re-
ferred to as ‘‘microwave and millimeter-wave integrated
circuits’’—generically called by the common acronym
MMIC. The applications may even cover the lower radio
frequency (RF) range.

In the following sections the essential building blocks of
MMIC, such as the substrate material and parameters,
transmission-line geometries, passive and active compo-
nents, integrated antennas, integration architectures, and
packaging concepts are discussed.

1. THE SUBSTRATE

The choice of a proper substrate for MMICs is conditioned
by several factors, including dielectric constant, resist-
ivity, thermal characteristics, mechanical strength, and
fabricational tolerance. For hybrid MICs the required
characteristics are low-loss, low-cost, and mechanically
rigid insulating materials, such as alumina or soft-plastic
substrates. Alumina is a ceramic-type material with rela-
tive dielectric constant, er¼ 9.7. Teflon and similar types of
soft-plastic materials can provide er values ranging from 2
to 11. Usually the higher dielectric-constant substrates
are preferred because they reduce the wavelength of prop-
agation, which results in smaller-size circuits. However,
for higher-frequency applications (20 GHz or higher),
where the wavelength is already small and fabrication of
very small-sized circuit components is a problem, a high-
dielectric-constant substrate may not be desirable. Sub-
strates of lower dielectric constant may be more useful in
this high-frequency range. This results in increased wave-
length allowing the design of larger-size circuit compo-
nents, so that inaccuracies in dimensions during the
fabrication process can be better tolerated.

For monolithic microwave circuits, where active devices
have to be fabricated together with passive components,
the substrate will have to be a semiconductor. Si and GaAs
are the most common types of substrate materials in use.
Two factors become important in the selection of a semi-
conductor substrate for MMICs: (1) higher substrate re-
sistivity, in order to achieve low propagation loss and (2)
higher carrier mobility, in order for the active devices to
operate at higher frequencies. Si and GaAs, in their semi-
conducting states, cannot maintain high resistivity.
Therefore, the base substrate must be in an insulating
(or semiinsulating) state with higher resistivity levels, on
which the passive microwave circuits can be printed. Then
active devices are grown on the same base substrate in
isolated regions, using ion implantation or epitaxial tech-
niques. Table 1 lists the material parameters of various
substrates pertinent to MMICs. It is seen that the electron
mobility of GaAs is more than 5 times that of Si, and that
the semiinsulating GaAs has a much higher (100 times or
more) resistivity compared with that of Si, thus making
GaAs a better choice for MMICs [3,4]. However, compared
with GaAs, Si fabrication technology is much more ma-
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ture, owing to its extensive use in digital electronics. Also,
as discussed earlier, in modern MMICs it is desirable to
fabricate digital circuits for peripheral processing and
control functions together with microwave circuits. The
above situation makes it more compelling to try to use Si
for MMICs. In this pursuit, the higher propagation loss
due to lower values of resistivity of semiinsulating Si is a
major hurdle. This problem is overcome by using silicon-
on-sapphire (SoS) technology, where the base substrate is
made out of low-loss sapphire, instead of the lossy semi-
insulating Si. Even then, the SoS technology, due to lower
carrier mobility of Si, usually finds application at lower
frequencies (several gigahertz), leaving GaAs as the prin-
cipal choice for the millimeter-wave range.

Assuming a printed microstrip line as the transmission
line-of-choice for signal distribution in a MMIC, Fig. 2
shows the signal attenuation constant a for different

substrates as a function of frequency. A set of parameters
of practical interest to MMICs were chosen for these data,
assuming copper to be the conducting medium. As seen in
Fig. 2, the semiinsulating Si is the most lossy, SOS and
GaAs are comparable in their loss performance, whereas
alumina substrate provides the lowest loss. It turns out
that for SOS, GaAs, and alumina substrates, the loss is
dominated by the metal loss, not by loss in the substrate
material. For semiinsulating Si, however, the loss in the
substrate material contributes significantly to the total
loss.

Besides material loss in the substrate, the substrate
parameters influence the power lost to radiation in the
form of ‘‘surface waves’’ generated at various transmis-
sion-line junctions and circuits. The substrate thickness
and the dielectric constant are the governing para-
meters. Figure 3 shows the effective dielectric constant,
ee¼ ðl0=lÞ

2, of the fundamental and the first higher-order
surface-wave modes, where l0 is the wavelength in free
space, and l is the wavelength of the surface-wave mode
[5]. The fundamental mode propagates for all frequencies,
whereas the higher-order mode has a cutoff frequency. In
order to avoid excessive surface-wave loss, the cutoff thick-
ness (d¼dc) of the substrate at which the second higher-
order mode is excited is often used as a reference value for
design of the substrate thickness. As a general rule, up to
one-third of the critical value dc can be safely used and
will yield reasonable levels of surface-wave loss. This
amounts to maximum practical thicknesses of about
725 mm at 10 GHz, and 244 mm at 30 GHz, for GaAs, and
somewhat higher thicknesses for Si and alumina. These
thicknesses do not usually pose a manufacturing problem
for monolithic circuits, but can be an important consider-
ation for mechanical strength in hybrid MICs.

2. CHIP SIZE AND CIRCUIT COMPLEXITY

An estimate for the circuit complexity that one can
achieve in a MMIC of a certain size, at two selected
frequencies—3 GHz for lower-frequency and 30 GHz for
higher-frequency applications—is presented here. A Si
substrate is assumed for calculations, but the estimates
should be close for GaAs and alumina, since these
materials have similar dielectric constants. At 3 GHz, a

Si

GaAs
SOS

Alumina

0.8

0.6

0.4

0.2

0
0 10 20

Frequency (GHz)

α
(d

B
/c

m
)

Figure 2. Attenuation (a) in a microstrip line with different sub-
strate materials [semiinsulating Si and GaAs, indicated simply as
Si and GaAs, SOS (silicon-on-sapphire), and alumina] as a func-
tion of frequency. All lines have approximately 50O characteristic
impedance. Alumina substrate thickness H¼500m (for hybrid
circuits), and for all other substrates H¼100m. Resistivity of SOS
¼1014O cm; for semiinsulating GaAs¼107O cm; for semiinsulat-
ing Si¼103O cm; and for alumina¼1011O cm. Line width W: SOS
and semiinsulating Si, 80m; semiinsulating GaAs, 70m; alumina,
500m. Conducting medium is assumed to be copper.

Table 1. Properties of Semiconductors and Insulators Used in Microwave and Millimeter-Wave Integrated Circuits

Type of Substrate
Relative Dielectric

Constant (er)
Resistivity
(r, O cm)

Electron
Mobility mn, cm2/V

Thermal Conductivity k,
W/cm 1K

Semiconductor
Si 11.7 — 800a 1.45
SemiinsulatingSi 11.7 103–105 — 1.45
GaAs 12.9 — 4300a 0.45
SemiinsulatingGaAs 12.9 107–109 — 0.45
InP 12.6 — — —

Insulator
Alumina 9.7 1011–1014 — 0.37
Sapphire 11.6 41014 — 0.46
Soft-plastic PTFE/glass 2–10 41013 — 0.002–0.004

aAt 1017/cm3 doping.
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microstrip transmission line on Si has a guide wavelength
l ’ 4 cm. The distributed ‘‘subcircuits’’ are assumed to be
l=4� l=4 ’ 1 cm� 1 cm in size (these are typical dimen-
sions for distributed circuits) and therefore occupy most of
the substrate area. If a mixture of 20% distributed func-
tions and 80% lumped-circuit functions (of size 1 � 1 mm)
are used, a 2 � 2-in. substrate can accommodate about
120 circuits or, equivalently, about 60 circuit functions if a
factor of 2 is used to account for additional space required
between components, to avoid intercomponent coupling.
At 30 GHz, on the other hand, the distributed and lumped
circuits are comparable in size: l=4� l=4 ’ 1 mm�1 mm.
This will yield about 1300 circuit functions on a 2 � 2-in.
substrate, taking into account a factor of 2 for additional
intercomponent spacing. These figures are indicative of a
low level of integration density in MMICs, compared with
that achievable in digital integrated circuits. This fact
strongly motivates the use of multilevel integration by
stacking circuit layers with proper electrical isolation be-
tween layers. Although this stacked integration leads to
other constraints, it can potentially increase the effective
circuit density several times, while also allowing conve-
nient integration as well of other functions (digital, opti-
cal, antennas, etc.) on independent layers.

3. TRANSMISSION MEDIA

Figure 4 shows various configurations of printed trans-
mission lines that are used in MMICs [6,7]. Other
variations of these transmission lines with different ar-
rangements of the dielectric substrates or metal planes
are also useful. For example, the slotline or coplanar wave-
guide may be used with a conductor backplane for added
mechanical support and increased signal isolation [8,9].
Among the geometries in Fig. 4, the microstrip line is the
most commonly used transmission line for MMICs. How-
ever, under certain situations other geometries may be
more suitable. Table 2 compares the practical features of
various transmission lines. Specific technical details of the
transmission lines can be obtained for microstrip [10,11],
coplanar waveguide [12,13], and slotline [14].

In the following, basic design data are provided, and
important design considerations for MMICs are discussed,
based on requirements for the transmission line used. Mi-
crostrip line is assumed as the transmission line of choice.
Figures 5a–e present data for various useful transmission-
line characteristics for GaAs, Si, and alumina substrates.

Figure 5a shows variation of the characteristic imped-
ance Zc of a microstrip line as a function of W/H, while
keeping the substrate thickness H fixed, for different sub-
strate materials. Data are plotted for values of W/H
around 1, where the characteristic impedance is nominal-
ly 50O. The characteristic impedance reduces for larger
values of W/H, owing to an increase in the effective capac-
itance between the line and the ground plane. Figure 5b
shows the attenuation constant owing to material loss for
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Figure 3. Dispersion characteristics for the fundamental (TM)
and the first higher-order (TE) mode of a GaAs substrate with a
metallized ground plane on one side, used in MMICs. The cutoff
value of

ffiffiffiffi
er
p

d=l0 for the first higher-order TE mode is 0.26. The
dispersion characteristics for Si and alumina substrates are very
similar to that of GaAs, with the corresponding cut-off numbers
for the first TE modes equal to 0.261 and 0.264, respectively.

Microstrip line Coplanar waveguide

Coplanar striplineSlotline

Metalization

Substrate

Figure 4. Different configurations of printed transmission lines
(cross sections) currently used in MMICs. The slotline and copla-
nar waveguides may sometimes use a conductor backing under
the dielectric substrate for added mechanical support, but require
careful design [8,9,30]. Other variations of these transmission
lines with multilayer substrates are also useful.

Table 2. Characteristic Features of Common Printed Transmission Lines

Type of Line Zc (O) Loss Dispersion
Connect Series

Element
Connect Shunt

Element
Discontinuity

Radiation

Microstrip line 10–100 Low Low Easy Difficult Low
Coplanar waveguide (CPW) 20–150 Medium Medium Easy Easy Low
Coplanar stripline (CPS) 40–250 Medium Medium Easy Easy High
Slotline 60–250 High High Difficult Easy High
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Figure 5. Variation of (a) characteristic impedance Zc; (b) attenuation constant a; and (c) effective
dielectric constant ee¼ðl0=lÞ

2, as a function of W/H for the substrates of Fig. 2, but with frequency
¼10 GHz. Variation of a for semiinsulating Si and GaAs substrates (characteristics for SOS and
alumina are close to that of GaAs) as a function of substrate thickness H (with W selected for
different H to have Zc¼50O) at 10 GHz is plotted in (d). Frequency variation for the ee of (c) is
plotted in (e), in order to show dispersion behavior.

MICROWAVE INTEGRATED CIRCUITS 2777



the same parameters of Fig. 5a. As can be seen from
Fig. 5b, the loss increases sharply for smaller values of W/
H, making small values of W/H undesirable. In order to
maintain compactness of integration the upper limit of W/
H is restricted—a reasonable upper limit for W/H is 4. The
aforementioned constraints in W/H limit the range of Zc

values that can be practically attained to about 10–100O.
Figure 5d shows the variation of attenuation constant

for different values of substrate thickness H, while main-
taining a 50-O line (with properly adjusted linewidth W).
These data show that material loss sharply increases as
the substrate thickness is reduced. Therefore, the choice of
substrate thickness H below a certain limit is not desir-
able. It may be recalled that the upper limit for H is re-
stricted, in order to minimize excitation of substrate
modes.

The microstrip line, like other printed transmission
lines used in MMICs, does not support the TEM (trans-
verse electromagnetic) mode. This is so because the
material medium around the transmission line is not uni-
form—it is partly air and partly the substrate material. As
a result, the transmission line is dispersive. The effective
dielectric constants ee of microstrip lines on different
MMIC substrates are shown in Fig. 5c. As should be ex-
pected, the effective dielectric constant lies between 1.0
and er of the substrate material. The actual value depends
on the electrical ‘‘filling factor’’ of the substrate. This fill-
ing factor increases with increased W/H. This is because
as W/H increases, the fraction of the total electric field
confined in the dielectric material increases, allowing only
a small fraction to fringe out into the air medium. Figure
5e shows the dispersion behavior of ee for the same pa-
rameters of Fig. 5c, but keeping the linewidth W fixed.
Notice that the dispersion is stronger for the line on an
alumina substrate. This is because the alumina substrate
chosen for the data in Fig. 5e is much thicker than is the
case for Si or GaAs. Dispersion worsens for thicker sub-
strates. This is also a consideration that limits the sub-
strate thickness to smaller values.

Besides the restriction on the linewidth and substrate
thickness, it is important to consider the constraint on the
spacing between two adjacent lines. The lower limit of the
line-to-line separation determines the minimum level of
isolation that can be maintained between nearby circuits.
This consequently restricts the compactness of integra-
tion. Figure 6a plots the electric field of a 50-O transmis-
sion line on a GaAs substrate as a function of distance D
(normalized with respect to the linewidth W) from the
center of the transmission line in the transverse direction.
The field rapidly drops beyond the region below the line.
At a distance 4 times the linewidth W the field strength
drops to about 3% of its peak value. In order to achieve
this high level of isolation, one must, therefore, maintain a
center-to-center separation S between two lines of about 8
times the linewidth W (7W for edge-to-edge separation).
For a 10% field isolation the corresponding value for cen-
ter-to-center separation is about 4W. Figure 6b illustrates
how this field coupling translates to coupling of signal
power, as a function of edge-to-edge separation S between
lines. For S/W¼ 3 one can achieve better than about
25 dB isolation, which can be increased to about 30 dB

for S/W¼ 4. In most practical applications an S/W ratio
greater than 3 provides reasonable isolation.

4. PASSIVE COMPONENTS

Some of the passive components commonly used in
MMICs include (1) resistors, (2) capacitors, and (3) induc-
tors. These components can be implemented in lumped
form if their physical size can be maintained sufficiently
small (ol/10) compared to the operating wavelength l.
Otherwise, ‘‘distributed’’ behavior becomes more pro-
nounced, and therefore the components no longer operate
as normally expected. The lumped condition is more easily
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Figure 6. (a) Variation of the field strength of normal (to the
substrate) component of electric field of a 50-O microstrip line on a
100-m-thick GaAs substrate, sampled at the bottom ground plane,
plotted as a function of the distance D from the center of the line.
Width W of the line is 70m, and frequency¼10 GHz. (b) Level of
power that can be coupled from a signal line to a nearby line as a
function of edge-to-edge separation S between the lines. It is as-
sumed here that the signal line is matched to the source and ter-
minated by the characteristic impedance of the line. The coupled
line is also match terminated at both ends. Here the maximum
level of power that can be coupled between the lines, which occurs
when the line lengths are odd multiples of l/4, is plotted. Such
characteristics also generally apply to other substrates and fre-
quency, and are useful to determine the minimum separation one
must maintain between lines in an MMIC in order to maintain a
minimum level of isolation.
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satisfied at lower microwave frequencies (where l is
larger), making the use of such lumped components
more practical in this range. Except for resistances, the
inductive and capacitive elements can also be realized in
distributed form, using a transmission-line stub of a cer-
tain length. As a basic principle, however, the lengths of
such distributed components are proportional to the oper-
ating l. At a low operating frequency, where the operating
wavelength may be too large, the required large length of
the distributed components can make it difficult to imple-
ment in an MMIC. Therefore, the use of the distributed
elements in MMICs is limited only to the higher-frequency
range (where the wavelength is sufficiently small). In the
intermediate frequency range (around 10–20 GHz) a mix-
ture of lumped and distributed components may prove
useful.

Besides implementing simply inductances and capaci-
tances in distributed form, a variety of other circuit func-
tions, such as delay lines, couplers, resonators, and filters
can be implemented only in distributed form. Transmis-
sion-line segments are interconnected in a variety of ar-

rangements to achieve circuit functions that are useful in
many microwave applications. However, all such distrib-
uted-circuit elements are essentially transmission-line
metallizations, which can be fabricated in a MMIC simi-
lar to other metal interconnections. The various lengths
and widths of transmission-line segments required can be
designed using distributed-circuit theory [15,16].

In the following only lumped-circuit elements as used
in MMICs will be discussed. Figure 7 shows various con-
figurations of MMIC lumped components, some of which
may be relevant to hybrid-type integration, and others to
monolithic integration.

4.1. Capacitors

Figure 7a shows useful configurations of capacitance com-
ponents used in MMICs: (1) edge-coupled, (2) end-coupled,
(3) interdigitated, (4) end-coupled overlay, (5) overlay, and
(6) chip capacitance. Of these, (4) and (5) are relevant
only to monolithic integration, (6) only to hybrid MIC con-
figuration, and the others can be implemented in either
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Figure 7. Various configurations of lumped passive components used in MMICs. (a) Capacitors in
different forms: (i) edge-coupled, (ii) end-coupled, (iii) interdigitated, (iv) end overlay, (v) overlay,
and (vi) chip capacitor. (i)–(iii) are planar forms showing the top view of the metallizations, where-
as (iv)–(vi) are nonplanar components showing their side views. (b) Planar inductors in different
forms: (i) using a straight section of a high-impedance transmission line, (ii) meander-type line,
and (iii) spiral inductor with an overbridge connection. (c) Resistances in two forms: (i) film re-
sistance and (ii) chip resistance.
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monolithic or hybrid form. All capacitances shown in
Fig. 7a are essentially series-type circuit elements, but a
shunt-type capacitance can be realized by connecting a via
hole to one of the terminals. Up to about 1 pF capacitance
can be achieved using an edge-coupled or end-coupled de-
sign, with some higher values possible from an interdig-
itated configuration. Capacitance values in the range of
10–30 pF can be realized by overlay-type designs, which
are useful for RF-bypass or dc-blocking applications. Much
higher values can be implemented only in discrete chip
form, which can be used in hybrid MICs, but not in mono-
lithic form.

The edge-coupled, end-coupled, and interdigitated ca-
pacitors are implemented in MMICs as two metallized
lines with a suitable gap(s) maintained between them. No
additional dielectric film is required. In all other designs
in Fig. 7a an additional dielectric film is needed. In a
monolithic fabrication process such film capacitances are
realized by controlled deposition of dielectric films of re-
quired thickness. Some important considerations for the
dielectric films to be used include (1) dielectric constant of
the material (and hence the capacitance values that can be
achieved per unit area), (2) compatibility with monolithic
fabrication process, (3) microwave losses, and (4) break-
down field. The capacitance would exhibit some resistive
behavior in the microwave frequencies, due to (1) losses in
metal and dielectric film, and (2) radiation into the free-
space and/or substrate medium. Q factors of the order of
50–100 can be achievable in the X band (10 GHz). Distrib-
uted effects are always present, to some extent, resulting
in deviations from lumped behavior of the device. These
effects may be taken into account through the use of com-
puter-aided modeling and design.

4.2. Inductors

Figure 7b shows different configurations of MMIC induc-
tors: (1) using a high-impedance line, (2) a meanderline
type, and (3) a spiral type, among which the spiral type
allows a higher range of inductance that can be achieved.
All such inductors are implemented in a planar metallized
form, and, thus, can be used in hybrid or monolithic inte-
gration. In the spiral-type inductor one would need an
airbridge to connect to the center of the spiral. This would
require an additional fabrication step in monolithic form,
or could be manually established in a hybrid MIC. The
operation of all inductance elements is based on the pro-
duction of strong magnetic stored energy in the vicinity of
the device (equivalent to the operation of a coil in audio or
RF circuits). The goal here is to achieve high inductance
within a small physical space.

Unavoidable capacitive effects are also present in the
planar inductor design, due to edge coupling between lines
and the presence of the ground plane under the metal
lines. This is in addition to resistive effects owing to ma-
terial loss (metal and dielectric), as well as radiation.
Therefore, the planar inductor does not behave like an
ideal inductance, but needs to be treated as an R–L–C
resonant circuit, with a dominant inductive effect in the
operating frequency range. All the nonideal factors must
be carefully accounted for, requiring the use of accurate

computer-aided modeling tools. Inductance values on the
order of 10 nH can be achieved using planar spiral induc-
tors, with Q factors on the order of 50 in the X band. These
values are useful for RF isolation/bypass purposes. The
use of inductors requiring higher inductance values
should be avoided in MMICs.

4.3. Resistors

Figure 7c shows two general classes of MMIC resistors: (1)
the resistive film element and (2) the chip resistor. Chip
resistors find application only in hybrid circuits, while the
film resistors are convenient to implement in monolithic
circuits. The resistors are useful in resistive loading and
match termination elements. Resistances requiring high
power dissipation (e.g., in DC biasing) should be avoided
in MMICs.

The resistive film used in a film-type resistor can be
realized by the deposition of a lossy metal film or a semi-
conductor film. A lossy metal film of an appropriate ma-
terial can be deposited in the MMIC fabrication process, in
a manner similar to the fabrication of a film capacitance.
Important considerations for the choice of the lossy metal
film are: (1) sheet resistivity (which determines the resis-
tance per unit length), (2) thermal variation of resistivity,
and (3) compatibility with MMIC fabrication. The resis-
tive film may also be realized in an MMIC using a semi-
conductor process, similar to that used for active devices.
The doping level in the semiconductor controls the resis-
tance value, which can be realized using an epitaxial or
implantation technique. The use of metal films for resis-
tors is usually preferred over semiconductor films, owing
to nonlinearity behavior of the latter at high current val-
ues and poor thermal stability. Nonideal effects common to
both types of film resistors include additional capacitive
effects between the film and the ground plane, inductive
effects of the metal connection, and some radiative effects.
This results in frequency dependence of the performance,
which must be properly accounted for in the design
process.

4.4. Other Passive Elements

Besides the aforementioned passive circuit components,
other passive circuit configurations such as (1) junctions
between transmission lines, (2) transmission line bends,
(3) vias, and (4) open ends, which are frequently used in
MMICs, need to be considered. These are generally called
‘‘discontinuity’’ elements, whose presence is not desirable
but inevitable in MMICs. The discontinuity elements can
be modeled as R–L–C equivalent circuits, using a comput-
er simulation or some approximate theoretical approach.
Whenever possible, their unwanted effects should be min-
imized by proper design of the discontinuity itself, or
through compensation within the design of the rest of
the circuit.

It is desirable to integrate antenna elements together
with other microwave circuits in an MMIC. This approach
is particularly attractive in large integrated phased-array
radars, in order to avoid the complexity of fabricating the
circuits and antenna elements separately and then man-
ually connecting them. Although current applications of
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MMICs in the wireless communication industry are grow-
ing, large phased-array radars are still the major driving
force behind MMIC technology. The microstrip antenna
[17] is the most suitable candidate for such integration.
This is mainly because of the planar nature of microstrip
antennas, which can be fabricated with an MMIC process
in a manner similar to other metallizations. The basic ge-
ometry of the metallization structure of a microstrip an-
tenna, which can be connected to the rest of the MMIC by
a microstrip line, is shown in Fig. 8a. The radiation from
this microstrip antenna is along the broadside direction
(outward, perpendicular to the substrate). Sometimes it
may be preferable to have the antenna element radiate

along the endfire direction (along the substrate plane).
Figure 8b shows one such printed antenna configuration,
called a tapered-slot antenna [18]. The tapered-slot an-
tenna shown in Fig. 8b is fed by a slotline, and radiates to
the right along the plane of the substrate.

One of the drawbacks of integrating antennas with
MMICs is that it often occupies significant space on the
valuable semiconductor substrate. Another problem is
that since the MMIC substrate is normally optimized for
circuit functions in order to minimize radiation from the
circuit components, the same substrate cannot at the same
time be optimal for antenna radiation. Certain techniques
may sometimes be used to provide a compromise between

Microstrip antenna

Substrate
(bottom side
metalized)

Substrate
(bottom side not

metalized)

Microstrip
feed

Tapered slot
antenna

Top
metalization

Slotline
feed

Microstrip
feed

Microstrip
feed

Slot

Microstrip
patch antenna

Top view

Side view

Dielectric
substrate

Semiconductor
substrate
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Common ground

plane

(a) (b)

(c)

Figure 8. Geometries of printed antennas that can be integrated together with MMICs: (a) a
microstrip-line-fed printed antenna (shows top surface) for radiation normal to the substrate; (b) a
coplanar stripline-fed printed tapered-slot antenna (shows top surface), which radiates along end-
fire direction, (toward the right side along the substrate plane). In (a) and (b) the antenna and
microwave circuitry are printed on the same substrate, whereas (c) shows an aperture-coupled
microstrip antenna, where the antenna is printed on a different substrate layer, coupled to the
microwave circuit layer through an aperture on a common ground plane.
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both functions. In such a situation, a multilevel integra-
tion, as shown in Fig. 8c is desirable, where the antenna is
fabricated on a cheaper dielectric substrate, independent-
ly optimized for antenna radiation, retaining the valuable
semiconductor substrate only for circuit integration. The
common metal plane between the antenna and circuit lay-
ers serves as the ground plane for both. It may be noticed
in Fig 8c that the antenna and circuit layers are electri-
cally isolated from each other by the common ground
plane, while they are ‘‘electromagnetically’’ connected be-
tween each other only through a small slot etched on the
ground plane [19]. This idea can be naturally extended to
more layers, with possibly more than one antenna layer, or
an additional dielectric layer for distributed feeding cir-
cuitry, thus reserving the bottom semiconductor layer
mostly for active functions.

5. ACTIVE DEVICES AND PROCESSING

For hybrid-type integration there is flexibility gained in
using heterogeneous active components such as bipolar or
field-effect devices, and two- or three-terminal devices.
However, uniformity must be maintained in the type of
active device one might use in monolithic integration. In
the following the active device and fabrication process
used in monolithic MMICs will be discussed. Some early
forms of MMICs used two-terminal active devices, such as
Schottky and Gunn diodes. Modern MMICs use MESFETs
(metal semiconductor field-effect transistor) as a versatile
active component (20). MESFETs are convenient to fabri-
cate in an MMIC process, and are known to provide good
performance in implementing a large class of active cir-
cuits, including specialized amplifiers with low-noise,
high-gain, and broadband features, as well as mixers,
switches, oscillators, and phase shifters. The power levels
that can be achieved from a single MESFET amplifier or
oscillator are low to moderate. Power may be increased by
use of on-chip power combiners. However, operation of
MMICs should be limited to moderate power levels, to
avoid problems associated with heat dissipation. Power
outputs on the order of 10 W can be realized from a single
chip using power-combining techniques. For a detailed
theory of MESFETs one may refer to texts on semicon-
ductor devices [20–22]. Theoretical work and practical
techniques for the design of microwave active circuits
can be found elsewhere [15,23–25].

The MMIC fabrication process starts with a good-qual-
ity substrate wafer, followed by more than 30–40 individ-
ual processing steps. For GaAs MMIC, the substrate
material is semiinsulating GaAs, whereas in SoS (sili-
con-on-sapphire) MMIC the base material is sapphire. The
specific processing steps for the two cases are different,
though they more or less share a major set of common
processing techniques. Only the major processing tech-
niques will be briefly discussed. First, an active semicon-
ducting layer, which is needed for active device
fabrication, is formed on the substrate. There are two
techniques commonly used in forming the active layer: (1)
epitaxy and (2) ion implantation, which may be used in-
dependently or in combination. In the epitaxial technique,

a doped single-crystal semiconducting layer can be depos-
ited on top of a crystalline base substrate. An intermediate
high-resistivity buffer layer is used in the epitaxy process,
in order to screen out any diffusion of impurity atoms from
the substrate into the active layer. There are different
types of epitaxial growth processes: VPE (vapor-phase
epitaxy), MBE (molecular-beam epitaxy), and LPE (liq-
uid-phase epitaxy), each having different basic advanta-
ges and drawbacks. In the ion implantation technique, on
the other hand, the dopant atoms can be implanted di-
rectly onto a semiinsulating semiconductor substrate, us-
ing high-energy impurity ions. This process is quite
versatile, and even selective doping profiles at different
locations on the substrate may be possible. However, this
process requires a base semiconductor substrate with a
high state of purity. Therefore, if direct implantation is not
practical, an epitaxially grown ‘‘buffer’’ layer on top of
the primary substrate may be used as the implantation
medium.

Once the active layers are formed using one or a com-
bination of the above techniques, the active device areas
are isolated from the surrounding regions, leaving ‘‘me-
sas.’’ This is important for microwave circuits, in order to
reduce parasitic coupling to the active components. Mesa
isolation may be achieved by deep etching of the substrate
around the active area. The mesa-etching process may be
substituted by implantation of oxygen onto the epitaxial
layer surrounding the active device region. The oxygen
implantation creates the required high-resistivity barri-
ers. This process is called isolation implant, which essen-
tially uses the epitaxial deposition in combination with
selective ion implantation.

Next, ohmic contacts to the active areas are made to
provide source and drain contacts for the MESFET. The
standard approach involves alloying of Au (gold) or AuGe
(gold–germanium) onto the substrate. This results in a
heavily doped region under the contact, which facilitates
establishing the ohmic junction. The gate regions of the
MESFET are then processed. The gates are Schottky-type
contacts, which are formed by depositing Ti-Pt-Au (titani-
um–platinum–gold compound). Because the gate regions
are usually small (r1 mm), this calls for high alignment
accuracy in the lithographic patterning process. Some
form of lithography (optical or electron-beam) is needed
here, as well as in other fabrication steps, for accurate
definition of devices and the interconnection layout.

At this stage the active device processing is essentially
completed. The active devices are now subjected to on-wa-
fer DC and microwave tests. Wafers that do not meet pro-
cess control specifications are rejected, in order to avoid
any subsequent processing costs. Following this, the first
layer of metallization is deposited for external contacts,
transmission line interconnections, spiral inductors, and
distributed circuits. Then, thin films of appropriate resis-
tive or dielectric materials are deposited to form thin-film
resistors and capacitors. Resistors may also be realized
using semiconductor material in the initial epitaxial or
implantation process. Then a second layer of metallization
is deposited to connect thin-film capacitors, and to form
crossovers or other miscellaneous connections. The two-
level metallization process allows topological flexibility in

2782 MICROWAVE INTEGRATED CIRCUITS



the circuit layout. Some of the functionalities of the first-
and second-level metallizations may be interchanged as
needed.

The final steps in the MMIC fabrication involve back-
plating of the substrate, in order to provide the ground
plane for the circuit. The thickness of the substrate is
critical for maintaining correct values of characteristic
impedance of the transmission-line components. There-
fore, the back side of the wafer must be ‘‘thinned’’ in a
controlled manner. The entire backside is then metallized.
Ground connections from the bottom metal plane to the
circuits on the top surface are provided through ‘‘via
holes.’’ This is possible by the etching of through-holes at
required locations and then metallizing the inner surface
of the hole. Wet-chemical etching, reactive-ion etching
(RIE), or combinations thereof are used.

It may be mentioned that much of the technologies
used for MMIC fabrication have been adapted from well-
established techniques used in the silicon digital IC in-
dustry. Each processing step needs to be optimized for
MMIC application, however—particularly for GaAs
MMIC [4]. Figure 9 shows photographs of two integrated
circuits fabricated in hybrid and monolithic processes.

6. COMPUTER-AIDED DESIGN

It is virtually impossible to design complex MMICs
through an experimental trial-and-error procedure. Ex-
cept for a few simple MMIC components, analytical

formulas are not available for accurate design. This is ow-
ing to the complexity of electromagnetic interactions in
and between different MMIC components. Because of the
nature of MMIC fabrication, any ‘‘tuning’’ after fabrication
would also be quite difficult or impossible. From the above
considerations, computer-aided simulation and design
[26] play a critical role in the successful design of MMICs.

The computer-aided simulation tools for MMICs that
are currently available may be classified into four broad
categories: (1) purely circuit-based tools, (2) circuit 2D
tools, (3) circuit 2.5D tools, and (4) full EM-based tools or
3D EM tools. Purely circuit-based tools perform simula-
tions employing simple circuit theory, which requires the
user to provide an equivalent-circuit model for individual
components, valid for the microwave frequency range of
operation. As a result of the relative simplicity of the cir-
cuit theory used in simulation, such tools are computa-
tionally fast (particularly for linear circuits), but
electromagnetic interactions cannot be properly modeled.
This approach has only limited use, because accurate
equivalent-circuit models for MMIC components are often
not available. On the other hand, purely EM-based tools
can rigorously model all electromagnetic interactions in
an MMIC, and can handle arbitrary geometries of compo-
nents, package structures, and microstrip antennas. This
is accomplished by treating the entire chip as a 3D (three-
dimensional) electromagnetic system and, therefore, such
tools may be called ‘‘3D EM’’ tools. However, compared
with purely circuit-based tools, the 3D EM tools are often
computationally quite time-consuming. A suitable

(a) (b)

Figure 9. Photographs of commercially used hybrid and monolithic microwave /millimeter wave
integrated circuits: (a) A balanced amplifier operating in the 2–8 GHz frequency range, consisting
of printed Lange coupler, FETs and associated power supply and biasing circuits (film/chip resis-
tance, chip capacitance, and printed inductance) integrated in a hybrid MIC form. Actual size is 3

8

in. � 1
8 in. (Picture courtesy of Mini-Circuits, Brooklyn, NY.) (b) A GaAs traveling-wave MMIC

amplifier (7 dB gain, 18 dBm output power level) operating over a broad bandwidth of 2 GHz to
18 GHz, consisting of six stages of GaAs FETs, printed transmission lines, biasing film resistance,
capacitance and printed inductance, integrated in a monolithic MMIC form. Actual size 0.11 in. �
0.086 in. (Picture courtesy of MITEQ Inc., Hauppage, NY.)
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compromise between the purely circuit-based and purely
EM-based (or 3D EM) tools is provided by the circuit 2D
and circuit 2.5D tools, which are based on hybrid circuit
EM models. Compromise between speed and rigor is also
achieved, having subgroups among the 3D EM tools, de-
pending on the level of rigor, type, and size of geometries
the software tools can handle.

In the circuit 2D tools the parameters of the transmis-
sion lines are calculated by treating them as infinite-
length lines, which simplifies the problem to a 2D struc-
ture. An approximate ‘‘quasistatic’’ or a more accurate
‘‘full wave’’ approach may be used to this effect [6,15].
Coupling between nearby transmission lines can also be
incorporated via coupled-line analysis. However, electro-
magnetic effects of transmission line discontinuities, such
as junctions, bends, and open/short circuits, coupling
among lumped/distributed components, and the effect of

the surrounding package structure, are ignored. The cir-
cuit 2.5D tools, on the other hand, model the electromag-
netic effects of the discontinuities, in addition to the
transmission line parameters, but still fail to model the
electromagnetic interactions among components and
package. The term ‘‘2.5D’’ in circuit 2.5D tools appropri-
ately suggests that the rigor of EM modeling used here lies
somewhere between the circuit 2D and 3D EM tools.

The various commercial CAD tools that are currently
available mainly provide simulation capability, where the
operator needs to manually iterate the simulation proce-
dure to arrive at a final design. In addition to the simu-
lation, limited design capability may also be available in
some cases, where a final design with user-defined param-
eters can be reached, starting with an approximate design
specified by the user. However, owing to the excessive
computation needed in design algorithms, such design-
oriented tools are mostly circuit-based, with very limited
EM-modeling.

The EM-modeling required for different types of MMIC
CAD tools can be performed using a variety of numerical
techniques. The major techniques include (1) moment
method (MM), (2) finite-element method (FEM), (3) trans-
mission line matrix method (TLM), and (4) finite-differ-
ence method (FDM). The individual techniques have their
own advantages and drawbacks, and have specific
strength in being able to handle specific classes of prob-
lems. For example, the moment method may be suitable
for planar geometries, whereas FEM can be useful for
nonplanar components, such as film capacitors, via holes,
and so on. A comprehensive review of commercial EM
simulation tools currently available, their modeling tech-
niques, and scope of application, is presented in Ref. 27.
Major suppliers of product lines for MMIC CAD include
Hewlett-Packard Co. (HP-EESOF), Westlake Village, CA;
Ansoft Corporation, Pittsburg, PA; and Sonnet Software
Inc., Liverpool, NY.
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Figure 10. Conceptional sketch of a multifunctional MMIC con-
figuration with microwave/millimeter wave active and passive
circuits integrated together with printed antennas, optoelectron-
ics, digital circuits, and possibly other specialized functions, in
multiple levels. The next generations of MMICs may take such
forms in order to realize high-density, reliable, and multifunc-
tional integration on a single package.
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Figure 11. Geometry of a packaged microstrip line, in contrast to
a conventional microstrip line, which can be useful for avoiding
parasitic coupling between nearby components. Similar packaged
configurations for other types of printed lines are also possible.
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7. CURRENT TRENDS AND FUTURE DIRECTIONS

In current MMIC technology there is greater emphasis on
advanced interconnects and packaging of MMICs in the
form of multichip modules (MCM). In addition to compact,
highly integrated chips, future system applications will
require greater packaging density and increased function-
ality at the MCM level. The effect of the packaging struc-
ture is recognized to have a critical role in the overall
performance of MMICs. Packaging of multichip modules
in a ‘‘tile’’ architecture, interconnected in multiple levels
using layer-to-layer transitions, and between chip to sub-
strate or chip to chip using ‘‘solderless’’ connections, is an
attractive approach to achieve the high-density, low-cost,
and multifunctionality demands of the future. A sketch of
one such architecture is shown in Fig. 10. The multichip
modules may be fabricated similarly to the chip itself on a
larger substrate, using a common semiconductor process-
ing technique. The functional and fabricational concepts of
chips and MCM will therefore merge, expanding the scope
of MMICs to also include digital, optoelectronic, and other
functionalities. A review of current trends and future di-
rections of MMIC research and technology can be found in
Ref. 1.

In a multilevel architecture, particularly for applica-
tions in higher frequencies, there may be fundamental
problems owing to a nonconventional ‘‘power leakage’’
phenomenon. Under certain conditions power can leak
or couple from the printed transmission lines to the sur-
rounding substrate structure [28]. This can cause attenu-
ation of the signal along the transmission line, and also
result in undesired coupling to the surrounding structure.
Such problems should be carefully considered in advanced
MMIC designs. The undesired effects can be minimized or
eliminated by using shorting pins, properly designed mul-
tilayer substrate arrangement, or new types of transmis-
sion media [8].

Besides the nonconventional leakage problem, conven-
tional parasitic coupling between various planar trans-

mission line discontinuities may also be prohibitive at
higher millimeter and submillimeter frequencies, requir-
ing new techniques to achieve greater isolation between
components. Approaches to minimizing the parasitic cou-
pling, by placing components physically farther apart, will
not be desirable due to space limitations. Lines fabricated
in a ‘‘boxed’’ manner, with metal walls surrounding the
central line (see Fig. 11) may be useful. This can be
achieved in semiconductor processing using ‘‘microma-
chining’’ technology [29]. Ironically, this concept is equiv-
alent to a ‘‘flattened coaxial line,’’ which in the past was
rejected for use in MMICs because of perceived inconve-
nience in fabrication.

Another concern is the metallic loss experienced by
printed lines at higher frequencies. This loss can be sig-
nificantly reduced by using dielectric-type guides (see
Fig. 12), where a significant fraction of the field is con-
fined to a dielectric medium (which will have lower loss
than metals). However, the dielectric waveguides will not
be suitable for connecting to active devices that require
metal connections for their operation. A hybrid architec-
ture with combinations of metal lines and dielectric
guides, as schematically shown in Fig. 13, can solve this
problem. Designs combining the dielectric waveguide con-
cept, together with other ideas discussed above, may allow
us to meet diverse and fundamental challenges.
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MICROWAVE ISOLATORS

VERNON E. DUNN

Space Systems/Loral

Isolators are used extensively in microwave equipment to
prevent interaction between other components of the sys-
tem. This article describes the principles of operation of
the most common types of microwave isolators and typical
operating characteristics of these isolators. In addition,
references are provided for further information on the
theory of operation and design details.

An isolator is a two-port device that has low insertion
loss from port 1 to port 2 and high insertion loss from port
2 to port 1, as shown schematically in Fig. 1. An ideal iso-
lator is represented by the following scattering matrix,
which indicates that ideally the device is also perfectly
matched at the input and output ports:

S¼
0 0

S21 0

" #
where =S21=¼ 1 ð1Þ

Isolators find wide application in microwave systems elim-
inating interactions between components, for instance, as
in Fig. 2a, between a transmitter’s power amplifier and an
antenna. The output from the amplifier is transmitted
with low loss to the antenna, but energy reflected from the
antenna is absorbed by the isolator. Other typical appli-
cations are to reduce interaction between stages of ampli-
fication (Fig. 2b) or between a local oscillator and a mixer
(Fig. 2c).

An ideal isolator would have no insertion loss in the
forward direction, infinite loss in the reverse direction,
and a perfect match at the input and output. It would
maintain these characteristics over a wide frequency
range and would be able to handle high-power signals in
both the forward and reverse directions without limiting
or distorting the signal by generating nonlinear intermod-
ulation products. Practical, commercially available isola-
tors typically are expected to have less than 0.5 dB

21

Figure 1. Schematic representation of an isolator.
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insertion loss in the forward direction, greater than
20 dB loss in the reverse direction, and return loss
of the input and output ports greater than 20 dB over fre-
quency bandwidths up to an octave. If the isolator must
operate over a wider frequency range, some sacrifice in
insertion loss and isolation performance must be expected.
Conversely, better performance may be required for some
applications and is obtainable over narrow bands.

In a typical application illustrated in Fig. 3, the effect of
the less-than-ideal characteristics of the actual isolator
would be analyzed by considering the reflection at port b
resulting from the mismatch between the load and the
output impedance of the isolator. This reflected signal is
then attenuated by the isolation of the isolator, and the
resulting signal at port a is added vectorily to the reflec-
tion resulting from the mismatch between the source im-
pedance and the input impedance of the perfectly
terminated isolator. For example, if the isolator has an
insertion loss of 0.5 dB, isolation of 20 dB, and an input
and output return loss of 20 dB and the signal at port b is
totally reflected back to the isolator, the reflected signal
returning to the input port will be 20.5 dB below the in-
cident signal and will be added vectorily to the reflection
resulting from the input port mismatch, which is 20 dB
down from the incident signal. The resulting total return
loss will be between 14.2 and 45 dB depending on the rel-
ative phases.

Microwave isolators make use of the nonreciprocal mi-
crowave properties of a ferrite material biased by an ap-
plied direct-current (DC) magnetic field. Of the many
different approaches that have been devised to use these

properties to form practical devices, most are included in
the following general categories:

1. Terminated circulators

2. Faraday rotation isolators

3. Resonance isolators

4. Field displacement isolators

All these isolators differ from the ideal. In evaluating
these different types of isolators, important characteris-
tics that must be considered are forward and reverse in-
sertion loss and the frequency bandwidth over which
those values are obtained as well as the power handling
capability. Some approaches are more applicable to some
frequency ranges than others, and they differ in their ap-
plicability to different transmission media such as wave-
guide, coaxial line, or microstrip.

The following discussions describe the operation of
these different types of isolators and compare their char-
acteristics.

1. TERMINATED CIRCULATORS

Microwave circulators are described in detail in another
article of this encyclopedia and are devices with three or
more ports with low loss, for example, from ports 1 to 2, 2
to 3, and 3 to 1 as illustrated in Fig. 4a. Ideally they are
lossless and are described by

S¼

0 0 S13

S21 0 0

0 S32 0

2

664

3

775where =S13=¼ =S21=¼ =S32=¼ 1 ð2Þ

Terminating port 3 of a three-port circulator (Fig. 4b) in a
matched load results in an isolator between ports 1 and 2.

Isolator

(a)

AntennaTransmitter

Isolator

(b)

(c)

AmplifierAmplifier

Isolator MixerOscillator

Figure 2. Typical isolator applications: (a) isolating transmitter
from antenna; (b) isolating two stages of an amplifier; (c) isolating
local oscillator from mixer.

Load
a b

Figure 3. The total reflected signal at a is the vectorial sum of
the reflection resulting from the mismatch of port a plus the sig-
nal reflected at b reduced by the isolation of the isolator.

1

(b)

2

1

3

(a)

2

Figure 4. Connecting a matched load to port 3 of a three-port
circulator forms a two-port isolator.
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The isolation depends on the match between the termina-
tion and port 3 of the circulator.

The circulator may be constructed in any of the many
forms described elsewhere, such as waveguide, stripline,
microstrip, or lumped constant, and at frequencies from
UHF to millimeter wavelengths. In addition to being com-
patible with the wide variety of transmission media, the
terminated circulator approach has a significant advan-
tage over other types of isolators in that the nonreciprocal
function performed by the circulator is entirely separated
from the problem of dissipating the energy of the signal
propagating in the reverse direction. Thus, in applications
where a large amount of reverse power must be dissipat-
ed, a high-power load, with external cooling if necessary,
can be provided; or in low-power applications, a miniature
termination such as a chip resistor can be integrated with
the circulator to form a compact device.

The successful development of junction circulators in
many forms and over a wide frequency range has resulted
in the terminated circulator being the most common type
of ferrite isolator.

2. FARADAY ROTATION ISOLATOR

The Faraday rotation isolator (1) was one of the first types
of microwave ferrite devices. Its operation can be de-
scribed with reference to Fig. 5. The Faraday rotator sec-
tion consists of a ferrite rod at the center of a circular
waveguide with its axis parallel to that of the waveguide.
A DC magnetic bias field is applied along the axis of the
ferrite rod. It is a property of the Faraday rotator that, if
the input to the rotator section is a signal in the TE11 mode
of circular waveguide, the orientation of the E field will
rotate as the signal propagates through the rotator as
shown. This Faraday rotation can be demonstrated theo-
retically by considering the linearly polarized field in the
circular waveguide section to be composed of two count-
errotating circularly polarized modes. The magnetized fer-
rite can be shown to present a different microwave
permeability to the two counterrotating modes, which
therefore propagate with different velocities, resulting in
the rotation of the total field pattern [2].

To make an isolator from this Faraday rotator, rectan-
gular-to-circular waveguide transitions are placed at the
input and output with matching provided to the ferrite-
loaded section. Resistive cards are placed across the cir-
cular sections of the guide at both the input and output.
An incoming signal from port a will go through the rect-
angular-to-circular waveguide transition transforming to
the TE11 mode in the circular guide with the E field per-
pendicular to the resistive absorber. Thus the signal is
transformed with low loss to the ferrite-loaded section.
The ferrite-loaded portion of the guide is terminated at the
point where the E field has been rotated by 451, where it
passes another resistive absorber oriented perpendicular
to the E field and enters the transition back to the rect-
angular guide. Thus, the signal passes with low loss to the
output port b.

On the other hand, if a signal is applied to port b, it
again passes with low loss to the ferrite-loaded section,
where it is rotated so that at port a it is oriented with the E
field parallel to the resistive absorber. The signal is then
attenuated by the absorber.

The Faraday rotation isolator was one of the first mi-
crowave ferrite devices to be introduced, but it suffers from
several performance limitations. The rotation in the basic
device of Fig. 5 is frequency-dependent, so the isolator is
narrowband. In addition, the rotator is inherently a low-
power device because of its geometry. The ferrite and the
absorber are thermally isolated so that the power that can
be handled, especially in the reverse direction, is limited.
Techniques have been developed to increase the band-
width over that of the basic device [2,3]. For example, di-
electric loading, ridged waveguide, and cascading of
stagger-tuned sections have been used to produce accept-
able performance over bandwidths of several gigahertz at
X band, but because of its limitations the Faraday rotator
has largely been superseded by the other isolator ap-
proaches discussed here.

One version of the Faraday rotation isolator that still
finds application was described by Barnes [4]. In this ap-
proach, instead of using a circular waveguide loaded by a
ferrite rod, the conducting waveguide walls are eliminat-
ed, and the ferrite rod is increased in diameter so that the
ferrite becomes a dielectric waveguide. The high dielectric
constant (typically between 12 and 15) of the relatively
large ferrite rod confines most of the energy to the ferrite.

The details of this type of isolator are described in de-
tail by Barnes [4]. The rotator consists of a short length of
ferrite rod suspended in a nonconducting housing by plas-
tic supports and is coupled to the input and output rect-
angular waveguides by dielectric tapers that protrude into
the waveguides. The attenuator films that provide the re-
verse loss are deposited metal films sandwiched into the
tapered dielectric waveguides.

Barnes shows that, because the dielectric rod guide
with approximately 95% of the energy confined to the fer-
rite behaves much like an infinite ferrite medium, the
Faraday rotation is less dependent on frequency than in a
ferrite-loaded metal waveguide. Figure 6 shows the per-
formance reported by Barnes for a 50–60-GHz isolator,
along with the performance of a ‘‘conventional’’ Faraday
rotation isolator. Because of its broadband performance

Faraday rotator

Rotator

E field at
output of
rotator

Output
b

Output
a

E field at
input of
rotator

Resistive
card

Rectangular-
to-circular
waveguide
transition

Circular-to-
rectangular
waveguide
transition

Figure 5. A Faraday rotation isolator.
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and low magnetic bias field requirement, this approach
has proved to be useful for broadband millimeter wave-
length isolators.

3. RESONANCE ISOLATORS

The resonance isolator makes direct use of the phenome-
non of ferromagnetic resonance, characterized by the pre-
cession of the magnetization vector in a ferrite about the
direction of an applied DC bias field [2]. In an unperturbed
state, the direction of the magnetization vector of the fer-
rite is aligned with an applied bias field. Any disturbance,
such as a momentary magnetic field applied perpendicular
to the bias field, will cause the magnetization to precess
about the direction of the bias field, as illustrated in Fig. 7.
After the perturbation is removed, the precession will de-
cay at a rate that depends on the magnetic losses of the
material, until the magnetization is again aligned with
the DC field.

The frequency of the precession, the ferromagnetic res-
onance frequency, is proportional to the DC field. In an

infinite ferrite medium

f0¼ gHdc ð3Þ

where, in the commonly used units, g is 2.8 MHz/oersted.
In the case of a finite ferrite element such as a plate or rod,
the demagnitizing factor of the sample must be taken into
account to relate the applied bias field to the internal field
that determines the resonant frequency. For readily
achievable magnetic fields, this resonant frequency is in
the microwave region. Microwave signals near the reso-
nant frequency with magnetic fields perpendicular to the
bias field will interact strongly with the ferrite magneti-
zation. In particular, circularly polarized fields in the
plane perpendicular to the bias field will interact strong-
ly if the sense of polarization corresponds to the direction
of the resonant precession but only weakly if the sense of
circular polarization is opposite to the direction of the
precession.

Now consider a rectangular waveguide operating in the
fundamental TE10 mode. Figure 8 shows the magnetic
field of this mode, looking down on the broad face of the
guide. At point A in the guide, the magnetic field will be
circularly polarized in the counterclockwise direction for a
signal traveling from left to right and in a clockwise di-
rection for a signal traveling from right to left. If a ferrite
is placed in the waveguide at this point and biased by a DC
field, as shown in Fig. 9, the ferrite will interact strongly
with a signal in the waveguide with a frequency near the
ferromagnetic resonant frequency when the direction of
propagation is such that the sense of circular polarization
corresponds to direction of the ferromagnetic precession.
The interaction will be weak for a signal traveling in the
opposite direction. By proper design, the parameters such
as the dimension and location of the ferrite, ferrite mate-
rial properties, and bias field can be chosen so that, at
frequencies near the ferromagnetic resonance frequency,
excellent isolator performance can be achieved.

In principal resonance isolators can be constructed in
any transmission line where circularly polarized radiofre-
quency (RF) magnetic fields exist. For example, they have
been built with various degrees of success in dielectric-
loaded coaxial line, finline, dielectric waveguide, and im-
age line; however, by far the largest application of the
resonance isolator approach is in rectangular and ridged
waveguide where extensive analysis and optimization has
resulted in devices with very attractive properties.
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H b M

Figure 7. When perturbed from the steady state, the magneti-
zation M will precess about the bias field Hb at the ferromagnetic
resonant frequency.

Waveguide
walls

A

Hrf Hrf

Figure 8. At point A the RF magnetic field for a signal traveling
from left to right in the fundamental mode of the rectangular
waveguide will be circularly polarized in the counterclockwise
direction.
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Of the possible geometries illustrated in Fig. 10, Fig.
10b has demonstrated advantages over Fig. 10a. Placing
the ferrite in a thin strip along the broad waveguide wall
allows efficient dissipation of the heat produced in high-
power operation. In addition, the magnetic fields are more
nearly circularly polarized in the configuration of Fig. 10b
than in Fig. 10a, and experiments of Weiss [5] have shown
Fig. 10b to have a superior ratio of isolation to forward
insertion loss. This ratio of isolation to forward insertion
loss is a figure of merit used to compare different isolator
configurations. The figure of merit for Fig. 10b was deter-
mined by Weiss to be 75 compared with 14 for Fig. 10a.
Further improvement can be achieved with dielectric
loading as illustrated in Fig. 10c. The dielectric concen-
trates the energy in the vicinity of the ferrite and increas-
es the figure of merit to 150.

Resonance isolators in rectangular waveguide have
been developed to give good performance over a full wave-
guide bandwidth (e.g., 30 dB isolation, 1 dB forward loss,
and 1.15 VSWR over 8.2–12.4 GHz, or 12.4–18 GHz).

Such resonance isolators are large and heavy because
of the permanent magnets required to bias the ferrite to
ferromagnetic resonance at microwave frequencies (ap-
proximately 1.5 kg in the case of the previously mentioned
8.2–12.4-GHz and 12.4–18-GHz isolators). This becomes a
serious problem at higher frequencies. Because the DC
field required to bias the ferrite to resonance is propor-
tional to frequency, at millimeter wavelengths this field
becomes quite large, on the order of 1.5–3.5 T or more.
In order to minimize the size and weight of millimeter

wavelength resonance isolators, devices have been devel-
oped making use of magnetoplumbites, often called hex-
agonal ferrites [6]. Such materials have a strong
anisotropy field. All ferrite materials exhibit a certain
amount of magnetic anisotropy because, in the individu-
al crystallites that make up the material, the crystalline
structure produces a preferred direction for the orienta-
tion of the magnetic moment vector. In a typical polycrys-
talline ferrite, however, these microscopic crystallites are
randomly oriented with respect to each other, so that in
the bulk material the effect of the anisotropy of the indi-
vidual crystallites averages out, resulting in an isotropic
material.

The materials most useful for resonance isolators are
the so-called uniaxial compounds that possess a large an-
isotropy field along the C axis of the hexagonal crystals.
By special processing used to produce the ferrite material,
for instance by pressing the slurry of the appropriate ma-
terial in the presence of a large magnetic field before fir-
ing, it is possible to produce a material in which the
individual crystallites are oriented in a particular direc-
tion. This results in a large anisotropy field that in some
ways is indistinguishable from an externally applied bias
field. In this way, it is possible to make self-biased mate-
rials, or materials that require very little applied field to
bias them to resonance at millimeter wavelengths.

Such an isolator is illustrated in Fig. 11. Thin slices of
the hexagonal ferrite material are bonded to the dielectric
slab, which serves to concentrate circularly polarized mag-
netic fields in the ferrite. In order to achieve wide band-
width, the isolator may consist of a cascade of several
sections of ferrite materials with different anisotropy fields
and dielectric characteristics. Additional small permanent
magnets can be used to achieve the correct resonant fre-
quencies for the different sections. Figure 12 shows the
performance of an isolator of this type weighing only 160 g.
Materials have been developed enabling such isolators to
be built at frequencies to 110 GHz.

4. FIELD DISPLACEMENT ISOLATORS

Field displacement isolators can be of many types but are
all based on the fact that, in a transmission line loaded by
a magnetically biased ferrite, the field pattern may exhibit
nonreciprocal behavior by being distinctly different for the
two directions of propagation. An isolator can then be built
by judiciously locating dissipative material in an area
where the fields are intense for one direction of propaga-
tion but weak for the other.

Hb

Ferrite

Figure 9. In this basic resonance isolator, the ferrite will interact
strongly with a signal in one direction but not with one in the
opposite direction.

Ferrite

(a)

(b)

(c)

Dielectric

Figure 10. Three different configurations for a resonance isola-
tor in rectangular waveguide.

Ferrite a

Permanent magnets

Ferrite b

Dielectric
slab

Figure 11. A resonance isolator using hexagonal ferrites.
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Figure 13 illustrates an early type of isolator based on
this principle [7]. As in the resonance isolator, a ferrite
slab is introduced into the rectangular waveguide, and a
DC magnetic field is applied across the narrow dimension
of the waveguide; however, in this case the bias field is less
than that required for ferromagnetic resonance. With an
appropriate choice of dimensions, ferrite properties, and
magnetic bias, the resulting field pattern for the two di-
rections of propagation can be as shown with a concentra-
tion of electric fields at one surface of the ferrite in one
direction and minimal electric field at that surface for the
other direction of propagation. If a sheet of resistive ma-
terial is placed at this surface of the ferrite, it will dissi-
pate energy for one direction and have very little effect on
the other. An isolator of this type can produce, for exam-
ple, isolation of greater than 30 dB over the 5.9–6.4 GHz
band with a forward loss of less than 0.25 dB [8]. The iso-
lator of Fig. 13 was one of the earliest types of microwave
ferrite devices, but it has largely been supplanted by the
other types of isolators.

One more recent type of field displacement isolator that
has significant unique advantages, particularly in regard
to broadband operation, is the peripheral mode, or edge-
guided, isolator. This device uses the edge-guided mode
analyzed by Hines [9]. Circulators and isolators using this
mode of propagation were patented by Anderson [10].

The analysis by Hines revealed that in a stripline, or
microstrip transmission line, with a wide center conductor
and ferrite as the dielectric medium, and with a magnetic
bias field perpendicular to the ground plane(s), a mode of

propagation exists in which the energy concentrates to-
ward one edge of the center conductor. The fields of this
mode in stripline are illustrated in Fig. 14. The fields are
similar to transverse electromagnetic (TEM) modes except
for their displacement to one side or the other of the center
conductor, depending on the direction of the bias field with
respect to the direction of propagation. Hines has shown
that for a very wide center conductor in comparison to the
ground-plane spacing, with a weak bias field, sufficient
only to saturate the ferrite, this mode of propagation is
free of dispersion and has a constant characteristic im-
pedance over all frequencies.

Because the energy is concentrated at one edge of the
center conductor, an isolator can be constructed by placing
lossy material along one edge of this conductor. One di-
rection of propagation will be unperturbed by this mate-
rial, while a signal in the opposite direction can be
strongly absorbed. Such an isolator is illustrated in Fig.
15. In the idealized case, this isolator would have infinite
bandwidth. In practice, the bandwidth is limited by low
field losses at low frequencies, by higher-order modes at
high frequencies, and by the difficulties in matching at the
input and output to or from a conventional stripline or
coaxial line. Nevertheless, very broadband isolators can be
achieved using this approach. Hines reported the results
shown in Fig. 16 for a basic microstrip configuration and
in Fig. 17 for the case of added capacitive loading along the
low-loss edge. Thus the approach yields performance ac-
ceptable for some applications over a multioctave band.

The isolators described in this article are those that
have found significant application in microwave systems.
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Figure 13. A field displacement isolator in a rectangular
waveguide.
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Figure 14. Fields in a ferrite-filled stripline as analyzed by
Hines [9]. (Copyright r 1971 IEEE.)
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Figure 15. A broadband isolator using the edge-guided mode of a
microstrip transmission line on a ferrite substrate.
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In recent years development of microwave isolators has
continued with most effort being devoted toward develop-
ment of isolators compatible with newer types of trans-
mission lines, particularly for application at millimeter
wavelengths. For example isolators have been developed
for use with finlines [11,12], image lines [13], and quasi-
optical transmission lines [14]. These isolators will become
important as these transmission media find application.
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MICROWAVE LIMITERS

ROGER KAUL

U.S. Army Research Laboratory

A microwave limiter is designed to allow low-power sig-
nals to pass through it, while attenuating high-power
signals. Stated another way, microwave limiters are pow-
er-dependent attenuators that prevent intense microwave
energy from interfering with susceptible microwave com-
ponents in the latter stages of a cascade.

Most limiters operate by reducing the impedance of a
transmission line when the incident power is above the
threshold power level, reflecting or absorbing the incident
power. Although, in most cases, a limiter reflects the ma-
jority of the intense incident power back toward the power
source on the transmission line, where a circulator, an
isolator, or a hybrid coupler may divert or absorb it, a mi-
crowave limiter may also be designed to absorb the inci-
dent power in the same manner as a microwave switch.

In most applications, microwave limiters (sometimes
referred to as receiver protectors and terminal protection
devices) are located near the antenna port. However, lim-
iters have also been used in intermediate-frequency chan-
nels, where signals from a number of channels are
combined to create an intense signal (e.g., the intermedi-
ate frequency circuit of a phased-array radar). In radar
applications, the term ‘‘duplexer’’ is sometimes used to re-
fer to the front-end receiver protection circuitry.
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Figure 16. Measured performance of a microstrip isolator
similar to that of Fig. 15 [9]. (Copyright r 1971 IEEE.)
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Many microwave limiter technologies have been inves-
tigated since the midtwentieth century. The common tech-
nologies are identified in Table 1. The solid-state limiter,
which was first designed using the varactor diode, today
employs the Si p–i–n (or PIN) diode, because of the p–i–n’s
lower capacitance per unit area resulting in better ther-
mal characteristics, in addition to the fact that it requires
no external power supply. Also shown in the table is the
fact that a MESFET-based, MMIC-compatible microwave
limiter is being developed for integration with the low-
noise amplifiers common in MMIC designs. Furthermore,
although gaseous limiters are widely used in high-power
radars as receiver protectors, ferrite limiters have not
found the same wide use.

1. SOLID-STATE LIMITERS

At radiofrequencies, it is common to place back-to-back
signal diodes (e.g., 1N914) shunted to ground across the
input transmission line of a radio receiver, as shown in
Fig. 1a. When the peak voltage on the line exceeds the
forward conduction voltage (typically, 0.7 V) the transmis-
sion line voltage is clipped. Below the threshold voltage,
the diodes appear as shunt capacitors across the line. The
high capacitance of the IN914 prevents the extension of
this design to microwave frequencies, where the capacitive
reactance becomes very low, yielding an undesirable im-
pedance discontinuity, shunting the transmission line that
must be tuned out to retain a small voltage standing-wave
ratio (VSWR) at low line voltages. The additional reac-
tance narrows the bandwidth of the transmission line,
which may be unacceptable.

1.1. p–i–n Diode Limiter

The p–i–n diode has a lower capacitance for a given cross-
sectional area than other diode designs, because the dis-
tance between the pþ and nþ regions is separated with
the i (intrinsic) region, whereas in other signal diodes,
only the depletion region separates the two highly doped
regions. The i-region thickness of a p–i–n diode is typically
in the 1–200 mm range, whereas other diode depletion re-
gions are typically less than 2mm. A good measure of the
i-region thickness (h) is the reverse breakdown voltage (Vb)
at a few microamperes. Several relations are used, includ-
ing Vb¼ 36 h0.81 [1] and the simpler rule of thumb Vb¼ 20 h
for hZ5, where Vb is in volts and h is in micrometers.

Since the capacitance of a parallel-plate capacitor is
inversely proportional to the separation distance of
the charged plates (represented by pþ and nþ charge

regions), the p–i–n diode has significantly lower capaci-
tance per unit area at zero bias than a signal diode. This
feature allows the p–i–n diode to be a high reactance con-
nected in shunt across a transmission line even at micro-
wave frequencies, yielding low insertion loss. The feature
also provides more volume than a signal diode for dissi-
pating heat from intense incident pulses.

The i region changes the terminal current–voltage
relationship, as compared to other minority-carrier
(e.g., signal) or majority-carrier (Schottky) diodes. Varac-
tor diodes have carrier distributions similar to thin
i-region p–i–n diodes. For this reason, varactor diodes
were used as limiter diodes until the special doping
profile of the p–i–n was developed. Leenov [2] studied
the p–i–n diode configuration and determined that, at
frequencies lower than the inverse transit time of the
i region, the diode rectifies with a low series resistance.
At very high frequencies, the charge distributions at
the edges of the i region oscillate with the applied termi-
nal voltage; however, since carriers do not have time
to transit the i region, the current is primarily a dis-
placement current and the diode impedance remains
high. Leenov found that, when excited with a sine wave,
the diode resistance is

R¼
10�4kT

qðD=2pf Þ1=2
Z0

Pi

� �
h O ð1Þ

where k is Boltzmann’s constant (1.38� 10�23 W � s/K), T
is the absolute temperature (K), q is the electron charge
(1.6� 10–19 C), D is the diffusion coefficient (15.6 cm2/s for
Si), Z0 is the impedance of the transmission line in ohms,
and Pi is the incident power in watts. Garver [3] uses
Eq. (1) to show that the attenuation a provided by a single
diode across a transmission line is

a¼ 10� log
ðq=kTÞ2DZ0Pi

8� 10�8pfh2
dB

The attenuation is proportional to the log(1/fh2) for a given
impedance and p–i–n device material. At higher frequen-
cies, the h must be reduced, resulting in a higher shunt
capacitance per unit area for the diode and increased low-
power level attenuation or bandwidth limiting. To com-
pensate for this effect, the cross-sectional area of the diode
is reduced. Brown [4] showed that the device thickness
should be less than about 25 mm at 0.1 GHz to 2.5mm at
10 GHz in order to avoid high spike leakage, high power
absorption during the transition from the high-impedance
diode state to the low-impedance diode state, and low in-
sertion loss at low signal levels. Spike leakage is the mo-
mentary power that passes through the limiter before the
diode’s impedance reduces, thus reflecting the incident
power back toward the source. Fast-risetime, incident
pulses will appear to have a ‘‘spike’’ of leakage power at
the output of the limiter.

Since the performance of the p–i–n diode depends on the
ability of carriers to transit the i region, transient effects
occur that are dependent on frequency and other param-
eters (e.g., i-region doping density). For example, Fig. 2
shows the voltage–time waveform of a limiter consisting of

Table 1. Common Microwave Limiter Technologies

Technology Common Implementations

Solid-state p–i–n diode
MESFET

Gaseous Waveguide
Stripline

Ferrite Filter
Stripline
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20-mm Si p–i–n diodes closely spaced in shunt with a 50-O
transmission line as shown in Fig. 1a with lffi 0 at four
incident voltage amplitudes. Note that this circuit is shown
only to present the concept; actual limiters might use thin-
ner i-region diodes arranged in another configuration (see
Figs. 1b–1f). All these circuits allow rectified current
to flow through both diodes. Leenov [2] showed that a
DC current is much more efficient in lowering the
p–i–n diode’s impedance than an RF current. Unless this

rectified current is allowed to flow in a low-impedance cir-
cuit (typically less than 5O), the p–i–n diode resistance
may not be reduced to a few ohms (typical). The voltage–
time waveforms on the left in Fig. 2 are the incident volt-
age at 1.1 GHz, and the waveforms on the right are the
voltage following the dual-diode limiter. The p–i–n diodes
do not clip the incident wave as would a high-speed signal
diode; rather, their impedance is reduced by injection of
carriers into the i region. At the lowest incident voltage Vi,

Z0 Z0Z0 Z0

Z0

Z0

Z0 Z0Z0 Z0 ZwZwVb1 Vb2

dc bias

C

L

 Z0 delay line

Schottky
diode

To antenna
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RjCj

3 dB hybrid coupler

l
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(f) (g) 
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Figure 1. Diode limiter equivalent circuits.
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the attenuation (insertion loss) of the limiter is
20 log10ðVo=ViÞ � �1 dB, where Vo is the output voltage.
As the Vi is doubled, the Vo tends to show an initial trans-
mission transient (termed ‘‘spike leakage’’), followed by a
relatively constant output voltage (termed ‘‘flat leakage’’).
It requires tens of nanoseconds for the two diodes to lower
their impedance below the Zo of the transmission line.
However, the spike leakage period would be much more
rapid if the i region were thinner or the 20-mm diodes were
excited at a lower frequency. The amount of energy in this
period (i.e., the integral of the power–time profile) is the
spike energy that may destroy susceptible microwave de-
vices in cascade with the limiter. As a rule of thumb, low-
noise, microwave amplifiers will be destroyed if the spike
energy exceeds 1mJ, and destruction of microwave mixers
will occur at the 10mJ level. If the spike energy must be
reduced, the second limiter diode with a thinner i region is
located with a quarter-wavelength behind the first limiter
diode as shown in Fig. 1a with l¼ 1

4 wavelength.
A commercial limiter using three p–i–n diodes shunting

a soft-substrate, 50-O transmission line is shown in Fig. 3.
The thinnest p–i–n diode is located near the output re-
ceiver port, of the limiter and activates first, setting the
threshold for limiting. The 10-turn coil allows the rectified

current to flow through the diode(s). The standing wave
reflected from the thinnest diode excites the middle diode,
and the thickest diode is activated at higher incident pow-
er levels. At signal levels below threshold, the bandwidth
(defined by VSWR � 1:6 : 1) of this limiter design is
2–8 GHz, with an insertion loss less than 1.3 dB. The lim-
iter is specified to sustain a 3 W continuous incident power,
with 0.1 W output level. The input–output curve measured
at 2 GHz for the commercial limiter (shown in Fig. 4) con-
firms the flat leakage level at 0.1 W, and the insertion loss
at less than 1 dB at the low end of the operating band. The
input 1 dB compression point was measured to be 11 dBm,
and the input third-order intercept was 18 dBm at 3 GHz
and was 15 dBm at 7 GHz. During pulsed operation, the
unit will sustain a 1000 W pulsetrain, with a 1 ms length
and a 1% duty cycle. The recovery time (defined as the
time to return to low insertion loss after the high incident
power is removed) is specified as less than 1 ms.

1.2. Spike Leakage

The data in Fig. 2 show that the peak spike leakage power
increased and the duration of the spike decreased with
increasing incident voltage. The measured spike energy

Z 0 = 50 Ω

30

15

0

−15

30

15

0

−15

15

0

−15

15

0

−15

15

0

−15

15

0

−15

15

0

−15

30

15

0

−15

30

A
m

p
lit

u
d

e
 (

V
)

0 20 40 60 80 0 20 40 60 80 100

Spike
leakage
period

Recovery
time

Flat leakage

Vi Vo

Time (ns)Time (ns)

(b)(a)

100

Figure 2. Incident and output voltage–time waveforms for a p–i–n diode limiter.

MICROWAVE LIMITERS 2795



for 1.5 and 5-mm i-region diodes is shown in Fig. 5. Calcu-
lations supporting these results (1) show that a slightly
p-doped (1015 cm�3) intrinsic region would exhibit less
spike leakage than does the usual n-doped (1014 cm� 3 or
less) intrinsic region. This result arises because a higher
density of the lower mobility holes yields a lower imped-
ance i region than in the usual case with the n-doped
i region

1.3. Diode Limiter Circuits

Figure 1 shows many configurations of diode limiter cir-
cuits. Figure 1a has been discussed previously. Figure 1b
is a single-diode circuit in which the rectified current flows
through the inductor. Note that since the diode’s imped-
ance is lowered at high signal levels throughout the cycle,
the single diode does not rectify the positive or negative
peak voltages on the transmission line; if that were the
case, the maximum isolation would be only 3 dB. The in-
ductor’s reactance XL should be high at the operating fre-
quency, but have a low inductance at frequencies
associated with buildup of the rectified current to allow
the rectified current to build up rapidly, thereby reducing
spike leakage.

In waveguides, the p–i–n diode is mounted parallel to
the electric field lines in the lowest-order mode on an in-
ductive post. The equivalent circuit in Fig. 1c shows the
reactances of the post in shunt with the waveguide im-
pedance Zw. For self-activated limiter operation, the low-
pass filter for inserting the DC bias is not needed. The

limiters shown in Figs. 1a–1c reflect most of the incident
power back toward the source. If this reflected power is
undesirable (e.g., an application in which a limiter is used
for stealth purposes), a nonreflective limiter (i.e., a power-
dependent attenuator, as shown in Fig. 1d) may be re-
quired. A nonreflective design developed by Glenn et al.
[5] is self-activating but does not provide the same amount
of isolation that reflective limiters provide. The nonreflec-
tive design is parallel-resonated by the L and C at high
signal levels, for added isolation. Nonresonant, nonreflec-
tive circuits using resistors are possible; however, resis-
tors provide only moderate levels (10–15 dB) of isolation.

Where spike leakage is a significant problem at high
power levels, the delay-line limiter (Fig. 1e) rectifies a
sample of the large signal and applies a DC bias to the
p–i–n diode, lowering its impedance before the intense
signal arrives. The delay line may be implemented in a
low-loss coaxial cable yielding an approximate 3 ns delay
per meter.

Figure 1f shows the duplexer application for a pulsed,
monostatic radar receiver protector. At normal receive
signal levels, the balanced duplexer design employs two
3 dB, 901, hybrid couplers to split the input signal between
two diode limiters. Since the limiters are in their high-
impedance state, the signals are recombined at the output
into the receiver input. If an intense receive signal is
present, the p–i–n diodes conduct, and the signal is re-
flected back into the transmitter’s circulator stage, where
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Figure 3. Sketch of a multistage p–i–n diode limiter.
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it is absorbed in the matched load. During transmit,
the p–i–n diodes are low impedance and reflect the pow-
er out of the antenna port. If the antenna VSWR is high,
the transmitter power is rereflected by the diodes and is
absorbed in the load of the three-port circulator. This du-
plexer circuit uses all passive components. If desired, the
p–i–n diodes can be externally biased during the trans-
mitter’s pulse. If a DC path for the rectified p–i–n diode
current is not available through the 3-dB hybrids, one
must be provided via shunt inductors or other bias
circuitry.

In Fig. 1, all diodes assume no package parasitics.
These package parasitics (see Fig. 1g) can have a signif-
icant effect at microwave frequencies. The p–i–n diode is
represented by the variables Cj and Rj, where Cj is small
(typically less than 1 pF) and Rj is large at low signal lev-
els. At high signal levels, Rj is small (typically 1–2O),
thereby shunting Cj. Rs represents the series contact re-
sistance of the diode and the resistance of the inductive
bondwire Ls to the diode chip. Cp is the package capaci-
tance. Additional details of limiter design in microstrip
and waveguide configurations are found in White [6] and
Garver [3].

1.4. Unexpected Effects

Some limiters exhibit a hysteresis effect when operated
CW, or with long pulses, as sketched in Fig. 4. The sudden
increase in the isolation above an input power threshold is
retained as the input power is reduced, until the input
power equals the value marked A in Fig. 4. If the power is
increased again, the original input–output curve is re-
traced and the threshold can be observed. However, if the
input power is not reduced to point A, the lower input–
output curve is followed, and a threshold cannot be ob-
served. A plausible explanation, based on space-charge
effects, is given in Ward et al. [1]; however, the hysteresis
effect needs further experimental investigation.

When connected to high-Q circuits (e.g., filters), limit-
ers may exhibit the nonlinear dynamic effects (chaos) of
period doubling and noisy behavior. This behavior was
first observed with a limiting filter that utilized a p–i–n
diode as a capacitive reactance at the output of a micro-
wave filter structure developed by Tan [7]. Unexpected
signal generation by a limiter appears to be avoidable
above 1 GHz by using i-region thickness exceeding 3mm
and a circuit Q less than 100. Further experiments and
analyses are needed to fully understand and alleviate this
device–circuit interaction.

1.5. Limiter Burnout Levels

The CW burnout level of a commercial p–i–n diode limiter
is usually only a few watts. It is recommended that the CW
power specification not be exceeded since the diode may be
operating above its maximum junction temperature or the
mounting solder could melt. The same power limitation
applies to pulse lengths long compared to the thermal re-
sponse time of the diode.

Most limiters are also specified for pulsed operation
with 1ms pulselength at 0.1% duty cycle (1000 pps). In
general, these ratings are conservative and can usually be
exceeded by 3 dB.

Table 2 shows the burnout level results of a limited
number of experiments in 50-O coaxial circuits for p–i–n
diode limiters with varied-thickness i regions. Damage
was observed in three stages: (1) reverse current increases
causing reduced reverse breakdown voltage, (2) as the di-
ode impedance became lower the insertion loss increased,
and (3) eventually fusing occurred and the diode became
an open circuit, ceasing its limiting action.

GaAs p–i–n diode limiters have been fabricated and
their performance has been measured. There appears to
be little advantage to using GaAs, since its lower thermal
conductivity cannot transfer the heat generated in the di-
ode to the heatsink as effectively as Si can. However, for
GaAs monolithic microwave integrated circuit (MMIC) de-
vices, where high volumes make the specialized assembly
of Si technology expensive, GaAs p–i–n devices may be a
viable alternative. Fabrication of the GaAs i region is usu-
ally an additional process in manufacturing GaAs MMIC
devices, incurring higher cost and possibly leading to low-
er MMIC yields. The reliability of GaAs p–i–n diode lim-
iters have been questioned. GaAs limiters designed for
high-power, high-duty-cycle, pulsed operation have de-
graded and become lossy after a few thousand hours
of operation. However, majority-carrier GaAs devices
(e.g., MESFETs) do not appear to exhibit this form of
degradation.

1.6. MESFET Limiters

MMICs are finding increasing application in today’s de-
signs when uniform performance and high quantities can
justify the relatively high nonrecurring design engineer-
ing costs. Use in applications such as phased-array radars
and high-volume consumer products is typical. In these
applications, low-noise devices with relatively small phys-
ical dimensions are used, resulting in a susceptibility to
burnout due to incident short single- or multiple-pulse

Table 2. Single-Pulse Damage Levels for p–i–n Diode Limiters

i-Region Thickness Pulselength Frequency (GHz) Damage Level (kW) Damage Observed

0.5 10 ns 2.7 30 Vb reduced 1 V
1 1ms 9.4 0.2 Vb reduced to 12 V
1 1ms 3.3 1.1 Vb reduced to 25 V
2 10 ns 2.7 135 Vb reduced to 10.5 V

No damage up to
5 10 ns 2.7 4330 300 kW
10 1ms 9.4 10 Vb reduced to 9 V
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energies from 0.1 mJ to 10 mJ. (Most devices can sustain a
CW incident power up to 0.1 W without degradation.) A
MESFET limiter that operates as a switch has been built
using standard MMIC technology, to allow its fabrication
along with the circuit that it must protect. This cost-effec-
tive approach avoids the requirement for employing mixed
technologies (e.g., using an Si limiter with a GaAs MMIC,
or adding an i-region fabrication step to the GaAs fabri-
cation process).

The GaAs MESFET limiter circuit in Fig. 6 shunts the
transmission line to ground when the gate voltage allows
current from drain to source. Note that the location of the
drain and source change each half-cycle, based on the in-
stantaneous polarity at the limiter’s terminal connected to
the transmission line. The MESFET is operated in a bidi-
rectional mode, since no dc bias is required on the trans-
mission line. The R–C voltage divider network that biases
the gate is high impendence (typically, 40Zo O), thereby
shunting the line. This bias port (Vg) may be used as a
switch in applications for which the presence of the high-
power incident pulse is known a priori (e.g., the transmit-
ter’s pulse in a phased-array radar). When Vg is grounded,
a depletion-mode MESFET exhibits low impedance across
the transmission line, protecting the front end when not in
use. An enhancement-mode version of the MESFET lim-
iter has been developed [8]. It operates in a similar fashion
to the p–i–n diode limiter and requires no external bias in
the low-loss state.

When the gate is backward-biased (backbiased) at
small signal levels, the MESFET represents a small ca-
pacitance, consisting of the drain-to-gate and gate-to-
source capacitances in series, in parallel with the drain-
to-source capacitance. These capacitances are proportion-
al to the gate width for a given MESFET technology. When
the gate is not backbiased, the saturated drain-to-source
current (Idss) and the drain-to-source resistance are also
proportional to the gate width. As a result, the designer
performs a tradeoff of the amount of shunt MESFET ca-
pacitance allowed across the transmission line, to the peak
current that the MESFET can pass (which, in turn, sets
the power limit rating) in order to determine the gate
width of the MESFET. A typical design (e.g., using a 1 mm
gate width) will have an insertion loss less than 1 dB at
10 GHz and sink 0.2 A peak. The insertion loss decreases
at lower frequencies because the MESFET’s capacitive re-
actance shunting the transmission line increases. Larger

MESFET widths allow more current with increased inser-
tion loss.

Simple limiter circuits have been refined for specific
applications by Vasile [9] and Podell and Stoneham
[10].

2. GASEOUS LIMITERS

Gaseous limiters are able to operate over a wide range of
incident power levels from a few watts to megawatts. For
this reason, gaseous limiters are the technology of choice
for the highest-power applications throughout the micro-
wave spectrum. Most gaseous limiter designs have a few
percent bandwidth and are suitable for radar receiver
protector applications. However, a new TEM design has
low insertion loss over several octaves of bandwidth.

Gaseous limiters use the breakdown of a gas in a high
electric field to change the impedance across a transmis-
sion line. The typical high-power waveguide design shown
in Fig. 7 places a quartz tube filled with a noble gas (typ-
ically Ar) across the waveguide gap at the point of the
highest electric field. The capacitance of the posts is can-
celed by the inductance of the iris in the waveguide. These
two reactances limit the bandwidth to a few percent. Oth-
er designs use waveguide windows to contain the gas in
the post region. The window design has a lower lifetime
because of the increased absorption cross section of the gas
(or gas cleanup) with the metal (typically Ni) walls, re-
sulting in reduced gas pressure and performance. Because
the quartz absorption cross sections are several orders of
magnitude smaller than those made of metals, gaseous
limiters using quartz gas reservoirs have useful lifetimes
usually exceeding 20 years.

At electric field intensities below the arc threshold, the
posts and iris appear to be a resonant circuit across the
waveguide. The gaseous pressure, mixture, and electric
field intensity in the presence of ‘‘seed’’ electrons set the
threshold for the arc. When the arc occurs, the increased
conductance across the posts presents a severe mismatch
to the waveguide impedance, resulting in significant
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Quartz envelope
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Figure 7. Cross section of a gaseous limiter in waveguide.
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Figure 6. Schematic of a simple MESFET limiter.
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reflected power. The arc absorbs about 7% (10%, worst
case) of the incident power, resulting in heat that must be
conducted through the quartz tube to the walls of the
waveguide posts. Because quartz has a high melting point,
pulsed operation with hundreds of kilowatts incident is
possible. The gas pressure and mixture is adjusted ac-
cording to the Paschen curve (see discussion of gas-dis-
charge tubes) for the desired arc threshold. The seed
electrons are provided by a radioactive source or a small
microwave oscillator. The tritium source (typically
100 mCu) emits electrons with a half-life of 12.6 years.
Since only a few electrons are needed to initiate the arc,
the tritium is useful for three half-lives. The tritium is
positioned to irradiate the gas between the posts. Goldie
and Patel [11] used a small microwave oscillator that con-
tinually excite enough gas molecules to provide the ‘‘seed’’
electrons. When Ar is used for the gas the threshold is
several watts, with a recovery time of several milliseconds.
If the Ar recovery time is too long, a chlorine–oxygen mix-
ture may be used in which the electrons and ions recom-
bine faster (typically within 100 ns), and the arc loss is
lower, but the arc threshold is higher (10 W to 20 W). If the
flat leakage of the gaseous limiter is too great, p–i–n lim-
iters may be cascaded to remove the spike leakage and
lower the flat leakage to an acceptable level.

The wideband gaseous limiter operates on the same
principle as the narrowband device. Patel et al. [12] con-
figured a suspended, 50O, stripline with the gas mixture
surrounding the transmission line. Units with 6–8 W
threshold and 50 W of average power have been built.
The device operates over a 30% bandwidth primarily lim-
ited by coax-to-stripline transitions at the ports.

3. FERRITE LIMITERS

Ferrites [e.g., yttrium iron garnet (YIG)] are used for tun-
able filters and other applications. These filters are nar-
rowband devices in which the magnetic spin vectors
(magnetic dipoles) of the ferrite are oriented by an exter-
nally applied magnetic field (typically, 100 Oe) that can be
varied to change the resonant frequency of the filter. The
spins on the lattice sites are also coupled to the magnetic
field of a microwave signal. If the strength of the signal’s
magnetic field exceeds a threshold, energy from the signal’s
magnetic field is coupled to the spin vectors of the fixed
lattice ions, thereby creating spin waves. These spin waves
are able to transfer energy to heat the lattice, removing
energy from the incident microwave signal. The process is
nonlinear, with respect to incident microwave magnetic
field strength, and yields substantially different perfor-
mance as a microwave limiter. Lax and Button [13] stated
that limiting thresholds vary from –25 dBm to 50 dBm.

Carter and McGowan [14] developed a limiter consist-
ing of a ferrite slab mounted against the narrow wall of a
waveguide with a 1500 Oe externally applied magnetic
field. This ferrite limiter was able to dissipate 10 kW in-
cident pulses. The insertion loss over the 8.9–9.5 GHz
range was less than 1 dB. The threshold power and flat
leakage power levels were 28 W. At 10 kW incident power,
the spike energy was 3 mJ with a spike power level of

2.9 kW. The recovery time was less than 20 ns, which is
much shorter than that of a gaseous limiter. The threshold
and flat-leakage power levels were reduced to o30 mW
with the addition of a varactor (thin i-region p–i–n diode)
limiter behind the ferrite limiter.

Because of their tunability by varying the externally
applied magnetic field by at least an octave, ferrite filters
can be used as frequency-selective limiters. They have the
ability to attenuate a signal at a frequency selected by the
magnitude of the external field, while providing minimal
attenuation at nearby frequencies. Adam and Stitzer [15]
determined that the bandwidth of the limiting frequencies
(typically 50 MHz) is related to the linewidth of the spin-
wave coupling. A frequency-selective limiter will attenu-
ate an intentional jamming signal, while an electronic
warfare receiver is able to listen to signals on nearby
frequencies.

A stripline configuration of the frequency-selective lim-
iter was developed by Adam and Stitzer [15] using single-
crystal YIG in place of the usual microwave dielectric
material, as shown in Fig. 8. The limiting threshold was
about 20 dBm. The ultimate limiting capability of this
technique appears to be in the 15–20 dB range. By cas-
cading limiter, amplifier, limiter, and so on, they demon-
strated that an incident power range of 60 dB could be
compressed to a dynamic range of less than 5 dB.

Ferrite limiters require a significant amount of periph-
eral support, since they require an external magnetizing
field; their insertion losses are usually high (except in the
waveguide configuration), necessitating an external am-
plifier; they are sensitive to temperature variations; and
they are large and heavy, when compared to other tech-
nologies. For these reasons, they have been used only in
applications that require tunability.

4. OTHER LIMITER TECHNOLOGIES

4.1. Multipactor

Experimentation has been taken place using numerous
other technologies, with mixed success. A summary of
some of the technologies appears in Table 3.

The multipactor takes advantage of secondary electron
resonance (multipacting) to provide low impedance across
a waveguide. The multipactor is usually configured as the
first stage of a two-stage limiter, since it limits the power
to only several watts. The second stage is a p–i–n diode
limiter, with a flat leakage of less than 100 mW.

50 Ω Stripline

Stripline outer
 metalization

Low-loss epoxy

Direction of
external
magnetic

field

Gadolinium gallium
substrate

Single-crystal  YIG

Figure 8. Cross section of a frequency-selective limiter.
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Multipacting is an electron avalanche phenomenon op-
erating in a vacuum. The multipacting region allows elec-
trons in an alternating electric field to flow across a gap in
less than a one-half cycle of the field. Both surfaces of the
gap are coated, so that the secondary electron emission
coefficient d is greater than 1. The incident electric field
accelerates the electrons toward one of the gap surfaces.
As these initial electrons Ni strike the surface, the RF field
changes sign, and the secondary electrons dNi are
accelerated toward the opposite surface. The speed at
which the multipactor ignites is N¼Nid

2tf, where t is the
time and f is the frequency (in hertz) of the electric field.
Electron multiplication continues until a space charge in
the gap inhibits additional electrons from being emitted
from the gap’s surfaces. At 10 GHz, the saturated electron
density of 3� 1010 electrons/cm3 is achieved in 0.6 ns. The
impinging RF field is reflected by the lower impedance in
the gap region and is absorbed by conversion to heat in the
electron cloud.

The multipactor gap consists of low-Q resonators in a
combline filter configuration. An electron source emits
enough electrons (Ni) into the gaps to cause the multipli-
cation to begin on the first few cycles of RF. A supply
of oxygen is leaked into the gap region so that the metal
oxides continue to have a coefficient d, since prolonged
electron bombardment of the surface reduces the oxides
to the metal with low d. To counter this leak of oxygen,
a small ion pump is required. The pump maintains a
vacuum pressure suitable to enable the electrons to be
accelerated across the gap without colliding with the
oxygen molecules. Clearly, the multipactor is a more com-
plex limiter than the others discussed here. Therefore, it
has found only limited application where biases for the ion
pump are already available. The multipactor operates
within the bandpass of the combline filter, while the fil-
ter protects the receiver’s front end from intense signals
out of band. Measured performance of a 9.6-GHz multip-
actor had a 12% bandwidth (VSWR o1.6:1), would atten-
uate a 50 kW pulse to a 50 mW flat leakage with a 2 mJ
spike energy, and had a recovery time of less than 15 ns.
Below threshold, the insertion loss was 1.5 dB, due to the
combline filter [16].

4.2. Bulk Window Waveguide Switch Array

This switch array (or the monolithic diode array) was de-
veloped by M/A-COM Semiconductor Products, Burling-
ton, MA, as a low-loss millimeter-wave switch for use in
waveguide applications. The switch consists of a matrix of
Si p–i–n diodes grown monolithically onto an insulting Si

substrate. The substrate acts as a carrier, which is at-
tached to a waveguide flange with suitable contacts to ap-
ply bias to the switch. The few attempts to operate the
switch array as a self-activated limiter have not been suc-
cessful, apparently because the i region could not be de-
signed thin enough at millimeter-wave frequencies to
allow the microwave energy to lower the impedance of
the p–i–n diodes. However, with external bias, the switch
array has sustained operation at 1 kW pulse and 20 W
levels at 94 GHz, with a low signal-level insertion loss of
only 1 dB [17].

4.3. Electrooptic

The electrooptic limiter uses a coplanar waveguide trans-
mission-line configuration on an electrooptically active,
semiinsulating semiconductor as the switched medium.
When illuminated with photons that have sufficient ener-
gy to excite electron–hole pairs, the coplanar transmission
line becomes lossy and absorbs most of the incident power.
This limiter design is complicated because it requires an
intense light source (e. g., a laser) to create enough elec-
tron–hole pairs to provide the level of conductivity modu-
lation of the substrate. The light source is activated above
a threshold established by external circuitry coupled to
the coplanar line, similar to the delay-line limiter shown
in Fig. 1e. An implementation of this limiter design in
semiinsulating Si yielded more than 30 dB isolation at
1.7 GHz, with over 100 mW of optical power. The isolation
bandwidth was 25%. With no optical illumination, the
same limiter had a high insertion loss of 6.5 dB, which was
probably due to the high series resistance of the center
conductor of the coplanar transmission line.

4.4. Superconductor

High-Tc superconductor (HTSC) films with a supercon-
ducting-to-normal transition at 86 K have been fabricated
that show a surface resistivity change of 105. Gaidukov et
al. [18] fabricated a two-element filter in a 8.0–12.4-GHz
rectangular waveguide. The filter used resonant irises
spaced a quarter-wavelength apart, fabricated with
HTSC film strips across the opening of each iris. In the
superconducting state, the film strip appears as a reso-
nant inductor across the iris, with an insertion loss of
E1 dB. The 3 dB bandwidth is E1 GHz. In the normal
state, the film strip is resistive, reducing both the Q and
the resonant frequency of the iris, and yielding over 20 dB
of isolation. When operated at 65 K with 0.8ms pulses, the
limiting began at 50 mW, and the pulseshape was unaf-
fected by the limiter up to 0.5 W. With increased power

Table 3. Other Limiter Technologies

Technology Performance Status

Multipactor Excellent, requires external biases Implemented in waveguide configurations
Bulk Window switch array Excellent millimeter wave switch Limiter performance untested, difficulty making thin i region
Electrooptic Fair, requires laser and optics Relatively high insertion loss
Superconductor Fair, 50 ns turnon Demonstrated at 10 GHz
Field emitter array limiter Unknown Needs fabrication on low-loss substrate
Varistor paint Unknown Initial attempts failed
Temperature-dependent resistor Fair Only analyzed to date

2800 MICROWAVE LIMITERS



levels, the pulseshape showed more attenuation later in
the pulse, due to the heating of the HTSC film with a time
constant ranging from 0.1 to 0.5ms. The insertion loss in-
creased about 5 dB during a pulse. If the HTSC film strips
are heated with an external current, the dual iris assem-
bly can be used as a switch.

4.5. Field Emitter Array

Field emission from a cathode incorporating a matrix of
TaSi2 rods with final tip radii of curvature in the range of
1–10 nm has been measured at DC. Kirkpatrick et al. [19]
showed that the parameters of the Fowler–Nordheim
relation depend on the magnitude of the electric field at
the tip. The emission is fast enough to be useful at micro-
wave frequencies, when configured as a suspended 50-O
microstrip (cathode) above a ground plane (anode). The
TaSi2 rods are mounted in an insulating Si substrate. For
the limiter application, Glenn et al. [20] used a configu-
ration similar to that shown in Fig. 8, with a vacuum re-
placing the YIG and a microstrip-to-ground plane spacing
of 40 mm. When the electric field at the tips exceeded a
threshold, electrons were emitted that shunted the trans-
mission line, thereby operating as a limiter. As expected,
the device worked with a DC threshold voltage of E200 V,
providing limiting above 400 W on a 50-O transmission
line. The device showed a high insertion loss at 1 GHz,
which was attributed to losses in the Si substrate.

Two other limiter circuit technologies have been pro-
posed, but have not been demonstrated to date: varistor
paint and temperature-dependent resistor. The first tech-
nology uses the coplanar waveguide configuration with a
varistor paint, shunting the center conductor to the co-
planar ground planes. Initial attempts to build this device
failed because the fringing electric field from the coplanar
line was too low to activate the varistor paint.

The second technology is a highly temperature-depen-
dent resistor (e.g., tungsten) with a small thermal mass, in
series with a transmission line. The limiter could be used
in series with, or in place of, the bondwire of a susceptible
microwave component. However, experimental results in-
dicated that the shunt capacitance of the temperature-de-
pendent resistor was too high, reducing the current
heating in the resistor.

5. FUTURE ACTIVITIES

While p–i–n diode limiter technology is rather well devel-
oped, several investigations still remain to be conducted.
These investigations include: determining why input–out-
put power hysteresis occurs for continuous and long-pulse
operation; experiments to determine whether a slightly p-
doped i-region diode will have lower spike leakage than do
present designs; and determining why GaAs p–i–n devices
appear to degrade with intense pulses.

MESFET limiters must be designed to carry higher
pulsed currents to enable operation above 100 W, without
the requirement for a large gate width. Also, limiters must
be developed using the low-noise PHEMT technology, to
make them compatible with the amplifiers they must
protect.

Although self-activated, high-power, millimeter-wave
limiters are not presently available, the monolithic diode
array concept appears to be the most likely to have low
insertion loss, if the thickness of the i region can be re-
duced. Furthermore, the monolithic diode array does not
increase the loss at low signal levels, due to the distribu-
tion of the carriers at the pþ–i and the nþ–i transitions.
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1. INTRODUCTION

During World War II, intense research and effort in the
radar development program brought about the radiofre-
quency (RF) spectrum extension beyond the usual appli-
cations in radiocommunications. Shorter wavelengths
induced specific design of reduced dimension laboratory
equipment, in order to generate, convey, transmit, and
detect higher-frequency signals. By convention, the
RF/microwave region ranges between 30 MHz and
300 GHz, since shorter than 1 mm wavelengths require
equipment too small to be easily realized.

Voltage, current, and impedance concepts lose their
conventional meanings when operating wavelength is ap-
proximately equal to the dimensions of the structures un-
der test, and the behavior of propagating electromagnetic
waves must be analyzed in terms of electric and magnetic
fields. However, as there is no simple and direct way to
measure these quantities, it is necessary to resort to indi-
rect methods.

Until the 1960s, microwave measurements were car-
ried out by instruments such as

* microwave cavities, for wavelength measurements
* power sensors, for power measurements
* standing-wave-ratio meters (slotted lines) and wave-

guide bridges, for impedance measurement

All the techniques were based on scalar measurements
combined with precision mechanical measurements (e.g.,
probe displacement in a slotted line). Vector quantity, such
as impedance measurements, were indirectly carried out
by making different scalar measurements along a slotted
line.

In the 1960s, another type of microwave power mea-
suring instrument was introduced, based on the principle
of superheterodyne conversion: the spectrum analyzer.
This instrument, which has evolved to have wider bands
and dynamic ranges and to perform math and calibration,
exploits the principle of converting each microwave signal
frequency component to an intermediate frequency (IF),
where the signal can be more easily detected.

At the same time, the first scattering parameter mea-
surements were performed with the most popular micro-
wave instrument: the vector network analyzer (VNA); this
instrument is based on subsampling or mixing techniques,
to downconvert the microwave signals to an IF frequency,
where they can be detected in both magnitude and phase.
From the first scalar versions, the instrument evolved into
vector measurements, with faster acquisition times and
higher (up to 130 dB) dynamic ranges. Up-to-date instru-
mentation can include a PC microprocessor plus operating

system and perform automatic measurements as well as
the required calibrations.

In the following sections, power, spectral, and network
analyzer measurements are described. A final section is
dedicated to advanced microwave measurements.

2. POWER, SPECTRAL AND NOISE MEASUREMENTS

Since the beginning of the microwave years, the main
techniques for microwave measurements were based on
power meters. Those instruments evolved from traditional
bolometer-based systems to diode-based power sensors for
peak power measurements; furthermore, the dynamic
range increased to 70 dB, from the initial 40–45 dB. Pow-
er measurements are also used as primary microwave
standards with calorimeters, to correlate microwave pow-
er to basic standard units [4,17].

A power meter is typically based on a main unit and
one or more power heads; the heads are generally specified
with respect to the bandwidth and the power range, while
the main unit contains the interface circuits, the head bias
control, and, more recently, math and calibration func-
tionalities.

The core of a power head can be a thermistor, placed on
a low-frequency resistive bridge, as shown in Fig. 1. The
system measures the RF power through a DC substitution
technique by keeping constant the total dissipated power
(RFþDC), on the thermistor. Since the value of the
thermistor resistance changes with the temperature (i.e.,
the dissipated power), the bridge becomes unbalanced as
more RF is injected. The feedback network acts on the
bridge DC voltage supply arm to reduce the amount of DC
dissipated power and to keep the bridge balanced. In this
way, the change of DC voltage corresponds to the amount
of RF power injected, and its measurement, usually done
with a digital conversion system, provides an accurate
measurement of the RF power. Since a change of external
temperature may induce the same effect as an RF signal,
an identical (and within the same environment) bridge is
used, so that a temperature compensation is also applied.

Ordinary power heads are calibrated through a refer-
ence chain to the National Power Reference Standard,
generally based on a microcalorimeter [61]. An alternative
way to measure microwave power is given by the spectrum
analyzer, which measures the power of each frequency
component of an input signal and is based on a superhet-
erodyne conversion.

A simplified scheme is shown in Fig. 2; the local volt-
age-controlled oscillator (VCO) sweeps over frequency, so
that the portion of the input signal which has fin¼ fVCO �

fIF is converted to the IF frequency, then detected and
passed to elaboration or display. The sweep of the local
oscillator is chosen to cover the desired spectrum of the
input signal, while the band of the IF filter determines the
frequency resolution of the spectral measurement and is
thus called resolution bandwidth (RBW). If two adjacent
frequency components of the input signal are within the
RBW, they are combined together at the filter output and
their measurement becomes misleading, as shown in
Fig. 3. A large RBW may introduce unacceptable error
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especially in measurements such as intermodulation dis-
tortion.

The RBW is also linked with the measurement speed,
since the filter settling time fixes the minimum time re-
quired to have a stable output, and thus the maximum
change rate of the mixer output. For this reason if a better
resolution is required, specifically, a narrow IF band, a
slower VCO speed is set.

Another effect of RBW is linked to noise floor. Thermal
noise generally prevails over other noise sources, and its
contribution is constant versus frequency (white noise).
The revealed noise power is thus proportional to RBW. A
reduction of a factor 10 on RBW implies a reduction of
10 dB in noise floor.

Unfortunately, noise floor cannot be reduced by rising
the value of the input attenuator, since noise main contri-

butions are introduced right after the first converter. Fur-
thermore the RF attenuator reduces the signal-to-noise
ratio (SNR) of the measured signal. Thus, in order to max-
imize the SNR, it’s preferable to work with the minimum
RF attenuation that gives the minimum distortion of the
mixers.

Spectrum analyzers are widely used for noise measure-
ments. The measurement of network properties in terms
of noise is especially felt in receiving systems, when
noise becomes comparable to signal. To increase the
SNR, a reduction of the noise introduced by the receiver
components is required. For this purpose, reliable noise
measurements are necessary, to characterize the receiver
components.

The most popular quality factor for noise performance
is the noise figure. It is defined for two port devices [34] as

pre-selector or
lowpass

filter

input
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RF input
attenuator

mixer
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oscillator
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reference

IF gain IF
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Figure 2. Simplified diagram of a spectrum ana-
lyzer with superheterodyne detection.
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the ratio of SNR input to SNR output

F¼
Si=Ni

So=No
ð1Þ

where Si, Ni and So, No are the input and output signal
and noise powers.

Any receiver component, such as an amplifier, adds its
own noise to the output. Thus noise figure becomes

F¼
Si=Ni

So=No
¼

NaþGaNi

GaNi
ð2Þ

where Ga is the amplifier gain ðSo¼GaSiÞ and Na is the
noise power added by the amplifier, and the overall output
noise power becomes No¼NaþGaNi. If the noise can
be represented as thermal noise, then the noise output
power is:

No¼NaþGakbBTi ð3Þ

where kb is Boltzmann’s constant, B is the equivalent
bandwidth, and Ti is the temperature of the noise source
at the input of the amplifier. The noise figure is then

F¼
NaþGakbBTi

GakbBTi
ð4Þ

Noise figure meters determine the noise added by a
DUT (device or design under test) by comparing it to the
noise present at the input. Generally, they switch a solid-
state noise source on and off to generate two equivalent
noise temperature points (Tc and Th) and measure the
corresponding two noise power outputs with a tuned
receiver with a fixed RBW. As shown in Fig. 4, Na is

computed by extrapolating the straight line to the Ti¼ 0
point. The added noise can be then transformed in an
equivalent input noise temperature (see Fig. 4) Te with
Na¼GakbBTe. Finally, with Eq. (4) or

F¼ 1þ
Te

Ti
ð5Þ

the noise figure F is presented to the user.

3. NETWORK ANALYZER MEASUREMENTS

In the 1960s, the basic principle for network analysis was
introduced in an innovative instrument called a vector
voltmeter [15], which is able to measure a microwave sig-
nal in both magnitude and phase.

The idea was the conversion to an intermediate fre-
quency (IF), where the use of ordinary AC voltmeter and
phasemeter is possible, of a test and a reference micro-
wave signal, with a synchronous conversion. This is
achieved through a subsampling process [7], where a
strobe signal, formed by a series of very narrow pulses
spaced by the sampling period ts, samples an input signal,
having period TðtscTÞ, as shown in Fig. 5a. In the fre-
quency domain the strobe signal is again a series of pulses,
spaced by fs¼ 1=ts, while the input signal is generally a
sinusoidal one. The process is called subsampling since
the sampling frequency is well below the Nyquist one, and
the technique can be applied if the input is sinusoidal or
with a periodic pattern; thus the microwave signal has an
effective bandwidth well below the sampling frequency.

The microwave signal is acquired when the equation
fIF¼ fin � nfs is satisfied for a certain n value, where nfs is
the strobe signal nth harmonic. By a proper choice of fs
through a PLL (phase-locked loop) technique, the IF fre-
quency can track any change of the input frequency.

By subsampling two microwave signals at the same
frequency with two identical sampling pulses, the IF sig-
nals keep the same magnitude and phase relationships

IF  filter

ff1 f

f f

displayspectrum

RBW

RBW

f2

f1 f2

Figure 3. Errors introduced by large RBW in intermodulation
distortion measurements. On the left side of the figure, the input
signals f1, f2 and RBW filter spectra are sketched, while on the
right side the corresponding spectrum analyzer displays are
shown for a correct RBW configuration (top) and in an erroneous
configuration (bottom).
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Figure 4. Noise introduced by an amplifier (Na) is measured ex-
trapolating two measurement points corresponding to Tc and Th.
The situation can be modeled with a noiseless amplifier plus an
additional noise source, with equivalent temperature Te.
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existing between the original waves, but at a much lower
frequency, so that they can be easily measured in ampli-
tude and phase with ordinary instrumentation [7].

The block scheme of the vector voltmeter is shown in
Fig. 6. A PLL technique adjusts the frequency of a voltage-
tuned local oscillator (VTLO) that triggers the samplers as
explained above. The frequencies out of IF band are re-
jected by the narrowband IF filter. Therefore, the system
becomes frequency-selective and reaches great perfor-

mance in terms of dynamic range, reduction of noise,
and resolution. Finally, the two sampled signals are mea-
sured with low-frequency A.C. voltmeter and phasemeter,
or digitally acquired through S/H (sample-and-hold) and
A/D (analog-to-digital) converting circuits.

The phase-locked sampling process is equivalent to a
heterodyne conversion with mixers, but with a basic ad-
vantage—it does not require a microwave frequency local
oscillator to downconvert the input signal, but it only

t
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RF

IFIF filter

fin
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LO
RFIFIF filter
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Figure 5. Comparison between sub-
sampling process in time domain (a)
and frequency domain (b) and mixing
process in time domain (c) and frequen-
cy domain (d).
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Figure 6. Block scheme of a vector voltmeter based on sub-sampling techniques.
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needs a low-frequency pulsed VTLO. As a drawback, the
sampler philosophy requires a PLL to tune the VTLO;
thus the phase lock is reached after a finite amount of time
and it requires a stable reference signal, or it can be lost.

This measurement principle, joined with the introduc-
tion of high-directivity, low-loss broadband directional
couplers, which separate the forward and reverse travel-
ling waves along a transmission line, formed an alterna-
tive system to a direct measurement of reflection
coefficients (in amplitude and phase) rather than the clas-
sic slotted-line standing-wave ratio meter. As shown in
Fig. 7, a directional coupler is used to pick up the forward
and reverse traveling waves from the mainline through its
coupled arm where the reference and test inputs of a vec-
tor receiver are connected. In this way a direct reading of
the reflection coefficient is easily obtained.

From the basic reflectometer, an extension of the S-pa-
rameter measurement system, termed a vector network
analyzer (VNA), follows immediately.

The VNAs were introduced in the late 1960’s [5,38,53]
for one-port and two-port device characterization in coax-
ial environment and since the mid-1970s they became a
fundamental testset for all microwave laboratories. While
the lower frequency ranges span from 30 kHz to 100 MHz,
the upper frequency of commercial systems extended, at
the beginning, up to 12 GHz, afterward to 18 GHz, and to-
day it reaches 110 GHz.

A complete VNA is a very complex system, which usu-
ally includes

* A microwave synthesized source
* Dual reflectometer testset based on directional cou-

plers or directional bridges and switches to separate
and select incident and reflected waves at the device
ports

* A multichannel microwave receiver where the sepa-
rated signals are downconverted

* A central unit for intermediate frequency (IF) detec-
tion, A/D conversion, data processing, and presenta-
tion [18].

A simplified block scheme of a two-port network analyzer
is shown in Fig. 8.

This system allows very broadband measurements
with hundreds of frequency points or limited measure-
ment bands with extremely high-frequency resolution
(useful for testing high selectivity devices).

Normally, VNAs have coaxial (for very broadband ap-
plications) or waveguide measurement ports while
DUTs can have leads on microstrip, on-chip contacts, on-
wafer ports, and so on. Such mechanical and/or electrical
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Figure 7. Reflectometer system.
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Figure 8. Block scheme of two-port network
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discontinuities from one transmission line to the other re-
quire accurate studies of the interface between the mea-
surement equipment and the device to reduce the
measurement errors, since they can be only partially cor-
rected by a calibration procedure.

3.1. Calibration of Network-Analyzer-Based Systems

Network analyzer measurements are affected by different
kinds of errors and uncertainties, generally classified as

* Random uncertainties
* Drifts
* Systematic errors

Random uncertainties are due mainly to noise and con-
nector repeatability effects, while drifts are typically due
to temperature, but the effects of systematic errors over-
whelm all the others by at least an order of magnitude. For
such reasons the use of an appropriate calibration tech-
nique is mandatory for useful VNA based measurements.
Typical causes of systematic errors are

* Directional couplers imperfections (directivity, port
mismatch, frequency variation of the coupling coeffi-
cient)

* Mismatch errors due to adapters and cables
* Coaxial configuration switches losses and mismatch
* Crosstalk

The traditional way to handle such errors was to de-
velop different models based on flowgraph representation
of each error effect. The first studies in this field began
right after the introduction of vector network analyzers in
the 1960s [5,15,63], but it was only with the introduction
of microprocessor controlled VNA, like the HP8510, that
the so-called calibration procedures became common and
widely used. Here, a brief overview of how an error re-
moval procedure is organized and the limitations of the
today available techniques will be given.

Modern calibration procedures are based on a system-
atic model of errors that overcomes the traditional ap-
proach. The actual VNA is viewed as an ideal system
without systematic error followed by a linear network,
called error box, which models the influence of the sys-
tematic errors altogether, as shown in Fig. 9.

This error model is the basis of all calibration tech-
niques available today, where the various solutions vary
according to how they handle identification of the error
box parameter. However, the whole approach works if, and
only if, the actual VNA can be seen as a perfect linear re-
ceiver; otherwise the entire process of error coefficient
computation and correction fails, since the error box is
everywhere assumed as a linear network (i.e., the rela-
tionships between raw and corrected parameters are lin-
ear equations). This is a typical case for the current
systems with 4100 dB of dynamic range, but for accurate
measurements of a highly isolated device, it is mandatory
to check for proper power levels at each port, in order to
quantify the amount of nonlinearity errors [50].

To compute the error box parameters, calibration tech-
niques use a set of precise components called standards.
Each standard is modeled through electromagnetic simu-
lation or through low-frequency measurement of scaled
devices. A typical model for an open standard is given in
Fig. 10.

The model parameters are stored inside the VNA and
their electrical responses computed during the calibration
procedure. The error box parameters are obtained from
comparison of the modeled responses and the actual stan-
dard measurements.

Different calibrations are normally classified respect to
the degree of the standard knowledge they require:

* Calibrations based on well-known standards such as

Short (circuit)/open (circuit) load thru (through)
(SOLT)

Offset shorts (short circuits)
* Self-calibrations such as

Thru reflect line (TRL)

Line reflect match (LRM)

Short (cirucit)/open (circuit) load reciprocal
(SOLR)

These techniques are only few of the various calibration
algorithms available today; furthermore, although origi-
nally obtained separately, [2,26–28,31,32,39–41,45,52,64],
they are all special cases of a more general theory derived
for one- and two-port VNAs [56]. Description of the algo-
rithm is beyond the scope of this section; instead, the focus
will be on the differences in terms of accuracy, required
standards, and applicability.

The most widely adopted calibration for the two-port
VNA is the SOLT, an acronym obtained from the required
standards: a short (circuit), an open (circuit), a load, and a

Zoff

αoff

loff

Copen=

=C0+C1f+C2f 2+C3f 3

Figure 10. Typical model of coaxial open standards. The nonlin-
ear capacitance depends on frequency. The line parameters
(length loff, characteristic impedance Zoff, and losses aoff) are
evidenced in the scheme.

port 1 error
box
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b1

a2

b2

device
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port 2 error
box

Eb1 Eb2SDUT

am1

bm1

am2

bm2

ideal network analyzer

Figure 9. Error box model of VNA systematic errors.
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direct port connection, called a ‘‘thru.’’ This technique has
been applied since the early years of automatic VNAs, and
the corresponding standards are available in almost every
environment (e.g., waveguide, coaxial, on-wafer). All VNA
manufacturers as well as other independent companies
have these standards in their catalogs; this procedure is
also available in every VNA firmware. The main draw-
backs of SOLT are

* Perfect knowledge of all standards is required.
* A large number of standard connection and measure-

ments are needed.
* A direct port connection (i.e., the thru) is mandatory.

The degree of measurement accuracy following the cali-
bration procedure is strongly contingent on the

* Number of standards implied during the calibration,
* Degree of their knowledge,
* Quality of the interconnections.

The SOLT ideally requires a perfect knowledge of all the
standards used, and this condition obviously cannot be
achieved.

Other calibration techniques, as TRL or LRM, do not
require a complete set of fully known calibration stan-
dards, and for this reason they are called ‘‘self-calibra-
tions.’’ In particular, the TRL technique is based on the use
of one direct connection (i.e., the thru), one reference
transmission line of unknown length (i.e., the line), and
an unknown reflection, measured at both VNA ports. Since
the direct port connection cannot be considered standard
and the reflection is unknown, this technique requires
only the knowledge of the line reference impedance.

Furthermore, it has been proved [44] that TRL allows
an accurate definition of the scattering parameters in
terms of traveling waves referred to the line reference im-
pedance, which is easy to correlate to the line mechanical
properties. For this reason, TRL is commonly used as a
reference calibration technique at metrology laboratories.

The only significative drawback of TRL is the working
bandwidth, which is limited below the resonant frequency
of the line. At this frequency, the line does not introduce
any phase shift and is undistinguishable from the thru
connection (zero length, for definition), thus invalidating
the calibration. To overcome this problem, a set of lines of
varying lengths is normally used, and their measure-
ments combine to achieve a broad frequency coverage [45].

Another very popular self-calibration method is the line
reflect match (LRM) technique. It uses a fully known one-
port matched load to substitute the line of the TRL algo-
rithm and is particularly useful for on wafer applications,
where probe movement is difficult. Very high-precision la-
ser trimmed resistors are normally used as match stan-
dards, offering constant resistance and low parasitic
effects up to 50 GHz.

To close this brief overview on the most recent calibra-
tion techniques, it’s worth noting the short/open load re-
ciprocal (SOLR) [31], which requires three fully known
one-port standards and an unknown, but reciprocal, two-
port device. This technique avoids the use of a fully known

two-port device, such as the thru, which is compulsory in
all other calibrations. Thus SOLR is very useful in many
situations where the direct port connection cannot be
achieved or substituted with an accurate two-port device,
such as when the DUT ports have the same gender or
when they are too far apart.

More recently, rather than describing the standards
through electrical models, a precharacterization tech-
nique has been used. The standards are measured in a
certified laboratory with TRL-calibrated VNAs, and data
files substitute the standard electrical models.

This approach is widely used for the so called electronic
calibrator module, generally a pin (positive–intrinsic–neg-
ative) diode network that presents a precharacterized se-
ries of electrical states that simulate the different
standard insertions. The user connects only the electron-
ic calibrator to the VNA, while a computer changes the
impedance shown by the module at its ports and measures
them through the VNA, as they would be different stan-
dard connections. The error boxes are computed using a
SOLT-adapted algorithm [25,60,66], where the standard
parameters are substituted by the previously measured
data files.

3.2. Time-Domain Reflectometry

The technique of time-domain reflectometry (TDR) was
introduced in the early 1960s as a simple way to charac-
terize the position and type of a reflection along a line,
using an oscilloscope. In particular, using a step generator
and sampling the reflected waveform with an oscilloscope,
the impedance of simple discontinuities could be calculat-
ed [58].

While the traditional TDR was useful as a qualitative
tool, it has some limitations affecting its accuracy and
utility:

* Limited risetime
* Sampling scope jitter
* Poor dynamic range
* DC path needed

Common TDR systems based on sampling scope and
step or pulse generator, such as the one sketched in
Fig. 11, are still commonly used, especially for digital
bus characterization. After the introduction of VNA and
digital signal processing, it was clear that the reflection
coefficient as a function of time could be easily obtained by
the inverse Fourier transform of the network reflection
coefficient as a function of frequency, which is normally
measured by the VNA. This technique, called synthetic
TDR, is now widely adopted in every VNA and is used in
many fields, from cable discontinuity detection to parasitic
interconnection modeling.

The use of frequency-domain data, followed by data
processing, has several advantages over the traditional
TDR, in particular

* Exact knowledge of the step or pulseshape and equiv-
alent bandwidth
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* Vectorial error corrected data that avoid spurious
reflections from cables and interconnections

* High dynamic range

Different types of excitation can be easily computed,
and the time-domain network response is normally shown
on the VNA screen; furthermore, the use of sophisticated
signal processing tools, such as time-domain gate function
and frequency-domain windows, allow one to greatly in-
crease the technique capabilities. For example, by gating
the time-domain response of a particular discontinuity
and retransforming the data into the frequency domain,
accurate modeling of interconnections and launchers can
be obtained [11,12,58].

3.3. Multiport and Differential Measurements

The VNA is currently evolving from the basic two-port in-
strument toward a more sophisticated multiport system.
Typical currently available multiport VNA has 4 ports,
while 8 or even 12 ports are available at low-frequency
bands. Applications of such VNAs span from the television
distribution systems up to bus characterization of differ-
ential digital circuits.

In this latter case the traditional definition of scatter-
ing parameters has been extended to the differential
S parameters [14], which are obtained as the difference
between the traditional single-ended lines and allow one

to better highlight the behavior of microwave systems
where the signal flows on coupled lines rather than on a
single-ended ones. This technique is very promising in the
digital marketplace, where the bus speed is reaching the
microwave field and the crosstalk effects need to be pre-
cisely controlled and simulated.

4. ADVANCED MICROWAVE MEASUREMENTS

The more recent technological advances require the evo-
lution of microwave measurements to very complex setups
that can perform different types of characterization simul-
taneously and can extract more and more information for
the new modeling and designing needs. Nonlinear tech-
niques for active devices will be briefly described in the
following text.

4.1. Nonlinear and Load-Pull Measurements

When the devices work under a strong nonlinear state, the
models and best operating conditions cannot be often pre-
dicted by linear analysis or measurements, since input
and output matching networks (as well as bias point)
influence the performance of any transistor or power am-
plifier. Therefore, a traditional way to characterize a
transistor for power amplifier applications consists in
effectively trimming the load ðGLÞ and the source ðGSÞ

reflection coefficients seen by the device under nonlinear
conditions, to meet the required amplifier specifications
[21]. In this case of power amplifiers, transistor nonlin-
earities play a fundamental role and the optimum loading
conditions may be significantly different from the linear
case, where S parameters are used to compute the best
loading conditions.

Measurement setups that allow one to change the load-
ing conditions are often referred as load- and source-pull
systems [21,24]. Load-pull application examples are high
power amplifier, mixer [43], and oscillator design [36],
while source-pull systems have important applications
in low-noise amplifier design, where the best noise figure
and, in general, the transistor noise parameters are
found by applying different source impedance values
[3,16,22,42].

A simplified scheme of a generic real-time load source-
pull system is shown in Fig. 12. To obtain a variable load,
passive networks with manual or automatic variable ele-
ments can be used (slug tuners, solid state tuners, etc.)

input
load

port 2

am1 m1 m2 m2

ΓS

port 1 port 3

microwave
source

b

output
loada1

b1

a2
b2

ab

Γin

at
bt

Γout

ΓL

Γt

VNA

Figure 12. Real-time load/source-pull setup.

step
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display
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t

r

reflection
discontinuity
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Figure 11. TDR system based on sampling scope and pulse gen-
erator (a) and typical time-domain pulse response (b).
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[1,46,55,62]. The alternatives are active loads, which elec-
tronically synthesize the required reflection coefficients by
properly amplifying, phase shifting, and combining micro-
wave signals [10,59].

In the simplest load-pull implementation, the device is
driven by the microwave source at a single frequency, and
its performance is measured while physically changing GL

or GS. Vector measurement techniques with VNA allow
real-time determination of the load and source reflection
coefficients, as well as input and output power, through
the dual directional couplers, shown in Fig. 12.

A very popular and less expensive technique exploits
power meters, connected to the system through directional
couplers, at the input and output of the DUT. Since no
vectorial real-time correction is possible in this case, the
measurements rely on the accuracy of directional coupler
and tuner precalibration. For this reason, VNA-based sys-
tems are faster and have lower uncertainties than do pow-
er-meter-based systems, as has been demonstrated in
Ref. 33.

4.1.1. Harmonic Measurements. Load-pull measure-
ments are inherently for single-frequency or small-band-
width applications; nevertheless, nonlinear devices
produce harmonics, and the loading conditions at harmon-
ic frequencies may significantly affect device performance,
as proved by theory [57] and experiments [30]. Harmonic
source- and load-pull systems allow one to change GS and
GL values at a discrete set of frequencies (typically two or
three), while measuring device performance over the en-
tire spectrum of interest. A typical application is the
design of high-efficiency solid-state amplifiers and trans-
ceiver output stages [6,54]. The introduction of harmonic
tuners [47,48] has provided a compact and economic solu-
tion for harmonic source load-pull testsets. However, like
any other passive tuner, harmonic tuners cannot offer
highly reflective terminations at higher frequencies, due

to losses; a good solution is, again, the active load, realized
by combining, with power splitters and combiners, more
single-frequency active loads [37,48,51].

4.1.2. Intermodulation Set-ups. By driving the device
with two tones or with digitally modulated signals, inter-
modulation or adjacent-channel power ratio (ACPR) are
traditionally measured to evaluate the linearity charac-
teristics of the transistor. A typical application is the pow-
er amplifier design for CDMA- and WCDMA-based
telecommunication systems, where the phone and base
station performance is more sensitive by amplitude dis-
tortion than in previous access technologies based on con-
stant-envelope modulation schemes.

Like all the other device characteristics, intermodula-
tion distortion depends on the loading conditions; there-
fore, load-pull systems have evolved to integrated load-
pull and intermodulation measurement capabilities, as
shown in Fig. 13 [23].

4.2. Time-Domain Waveform Measurements

The growth of strongly nonlinear devices for wireless ap-
plications (mobile units and base stations), has compelled
the development of another measurement philosophy:
time-domain waveform measurements. This technique
can provide important information for both device model-
ing [35,49] and design [9,13]. For example, if the wave-
forms at the input and output of the device are directly
accessible, the effects of the harmonic terminations [8] or
of the envelope impedance [65] can be studied directly in
the time domain.

Time-domain waveforms are commonly measured by
sampling oscilloscopes, which are based on microwave sig-
nal subsampling, as sketched in Fig. 5. The IF filter is not
a narrow-, bandpass filter one as in the VNA, but a low-
pass filter, and IF signal spectra become exact copies
of the microwave signals. The magnitude and phase

f1microwave
auxiliary
source

port 2port 1 port 3
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b1

a2
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bt

isolators
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VNA

Figure 13. Load-pull system for intermodulation mea-
surements [23].
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Figure 14. Simplified block scheme of
a time-domain waveform receiver.
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relationships between the spectral components are main-
tained and are measured by A/D conversion and FFT of
the IF signals, as shown in Fig. 14 [19,20].

Calibrations can be performed in the frequency do-
main, after fast Fourier transform (FFT); then, corrected
measurements are displayed again in the time domain,
after an inverse fast Fourier transform (IFFT) [29]. The
main drawbacks of waveform measurements is the low
dynamic range and speed.
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MICROWAVE MIXERS

R. S. TAHIM

RST Scientific Research, Inc.
New York

1. INTRODUCTION

Mixer as a component is found in almost all kinds of mi-
crowave and millimeter-wave systems that include vari-
ous communication systems, interferometer systems,
phased arrays, sensors, and radar systems. Microwave
mixers form a highly mature technology [1]. However,
there are still interesting and new circuits that continue to
be developed in order to make the microwave/millimeter-
wave systems more efficient. A number of microwave
systems are extremely vital to the defense applications
involving the collection and distribution of information
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both to and from the forward-deployed troops and between
the command centers and the troops in the field. Wide-
band radar systems that incorporate wideband mixers are
needed in large-scale surveillance, tracking targets, iden-
tification, and reconnaissance applications. Therefore, the
U.S. military has placed significant emphasis on the de-
velopment of wideband microwave and millimeter-wave
transceiver systems for both radar and data transmission
systems at high frequencies. Such wideband systems are
needed for transferring high-value data such as videos,
high-resolution images, and radar, optical, and computer
data that military personnel need to carry out the military
operations more efficiently and effectively.

Radar and the wireless telecommunications industry
have also established itself as one of the strongest growth
areas in the commercial sector side. Although vigorous
expansion is expected to continue in the established wire-
less applications, the next major growth areas in the wire-
less revolution have already begun to emerge. As a result,
variety of new applications are envisioned in such areas as
homeland security, intelligent highway systems, autono-
mous landing systems, mobile satellite communications,
intersatellite links, tracking and data relay, direct conver-
sion receivers, ultra-wide-band (UWB) systems, advanced
security systems, and local multipoint distribution sys-
tems. In most of these applications, low-noise receivers
that include high-performance microwave mixers are
desirable.

In all RF, microwave, and millimeter-wave systems
there are two major parts: the transmitter and the receiv-
er. In a microwave communication system, the transmit-
ter and receiver systems are installed at different
locations. The message is sent from the transmitter to
the receiver using the antennas. In a radar system, the
transmitter and the receiver are located very close togeth-
er. The transmitted signal is reflected by a target or the
targets to the receiver; thus the information about the
target (range and velocity) is obtained by the radar. Along
with the development of communication and radar sys-
tems for military applications, another highly interesting
area called electronic warfare (EW) has also emerged over
the years. In EW applications, the receivers are used to
intercept signals of limited information from a hostile
transmitter, while a jamming transmitter is used to gen-
erate false information or noise to mask the true signal
received by the possible hostile radar receiver.

2. MIXER OPERATION

In the microwave systems for both radar and communica-
tions, the incoming signal at microwave frequency (fs) is
downconverted in a mixer to generate a low intermediate
frequency (fIF), which is further processed to generate the
baseband signal in order to retrieve the required informa-
tion or data. Frequency down-conversion is accomplished
by utilizing the properties of a nonlinear impedance ele-
ment of the mixer, which is simultaneously interacting
with the receive signal (fs) and a usually a much stronger
signal at fLO generated by a local oscillator. In the mixer
conversion process, information about the frequency,

amplitude, and phase of the original signal is preserved.
Therefore, we find the mixer as a component in almost all
kinds of microwave systems that include various commu-
nication systems, interferometer systems, phased arrays,
radars, and all kinds of instruments such as frequency
upconverters, modulators, frequency synthesizers, spec-
trum analyzers, and network analyzers.

3. MIXERS IN MICROWAVE/MM-WAVE SYSTEMS

Microwave mixers in a communication receiver and radar
system play a critical role in the data transfer and the
identification of the targets. Figure 1 is a basic block di-
agram of a wireless communication system, which gener-
ally consists of two transceivers, each transmitting and
receiving the microwave signals. In the modern telecom-
munication systems, a receiver consists of a low-noise-am-
plifier (LNA) followed by a mixer circuit.

A monopulse receiver topology consisting of low-noise
amplifier and microwave/millimeter-wave mixers is
shown in Fig. 2 [2]. In the receiver system, the signal
fs from the antennas is first amplified in the low-noise
amplifier before being downconverted using a balanced

Transceiver Transceiver

TX

RX TX

RX

Modulator/demodulator Modulator/demodulator

Data interface Data interface

Figure 1. Schematic of a microwave communication system.
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Figure 2. A monopulse receiver topology with four slot-ring
antennas.
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mixer to the IF frequency band. A low noise and a highly
stable local oscillator source or a dielectric resonator os-
cillator (DRO) is generally used as the local-oscillator (LO)
source to drive the mixer (frequency downconverter).

A system block diagram of a typical radar system il-
lustrating the use of a microwave mixer in the system is
shown in Fig. 3. In the radar receiver, the returned echo is
mixed with the stable oscillator frequency to obtain the
Doppler shift frequency [3]. The Doppler frequency is
passed through a set of Doppler filters to determine the
target velocity. The return signal is also compared with
the reference time in a time comparator to determine the
target range. In the system, the exciter provides the local
oscillator power to the downconverter (mixer) to generate
the desired intermediate frequency (IF).

In the receiver, as long as the amplifier gain before the
mixer is sufficiently high to mask the contribution of the
mixer noise figure, the overall noise figure of the receiver
is determined mainly by the amplifier noise figure. How-
ever, at millimeter-wave range, the way to obtain high
gain for the amplifier is to cascade several amplifiers. In
such a case, either the cost or the complexity of the circuit
is increased. In order to achieve a low receiver noise figure
in the system, it is more desirable to use the mixer in the
receiver front end as a first element and to minimize the
mixer conversion loss to achieve the low receiver noise
figure.

The receiver and mixer parameters in the microwave
communication system, are related as [4]

S=N¼ ðGTPTÞðGR=TSÞðep=kDf Þðl2=½4pR�2Þ ð1Þ

where

GT ¼ transmit antenna gain
PT ¼ input power to antenna
GR ¼ receive antenna gain
TS ¼ effective noise temperature at receiver input
k ¼Boltzmann constant¼ 1.379�10� 23

¼ � 228.6 dB
(W/Hz �K)

Df¼B¼ bandwidth of receiver

The receiver noise figure in the system in which mixer
is used in the front end is given by [5]

F¼LcðNrþFIF � 1Þ ð2Þ

where Lc is the total conversion loss (including frequency
conversion loss, diode series resistance loss, and the mis-
match losses) in the mixer, then FIF is the noise figure of
the IF amplifier followed by the mixer and Nr is the diode
noise ratio.

4. MIXER CONFIGURATIONS

Seven basic types of mixers have been developed for var-
ious applications:

1. Single-ended mixers

2. Single-balanced mixers

3. Double-balanced mixers

4. Subharmonically pumped mixers

Time Pulse
modulator

Stable
oscillator

Up-
converter

Amplifier Circulator

Antenna

Mixer

IF
amplifier

Coherent
oscillator

Doppler
mixer

Time
comparator

Doppler
filters

Range Velocity
Figure 3. Microwave mixer in Doppler radar
system.

2814 MICROWAVE MIXERS



5. Image-rejection mixers

6. Image-enhanced mixers

7. Quadrature mixers

The single-ended mixer is the simplest mixer configura-
tion using one mixer diode. However, microwave mixer
configurations using two or more Schottky diodes are
quite common and have proved to provide substantial ad-
vantages in terms of operating bandwidth, intermodula-
tion, spurs, LO noise cancellation, high dynamic range,
low intermodulation, and so on [6,7]. At high microwave
and millimeter-wave frequency bands, subharmonically
pumped mixer designs are preferred because the LO fre-
quency requirement in subharmonic mixers is roughly
half that required in the fundamental mixer design. The
two-diode mixer also provides substantial AM local oscil-
lator noise suppression [7]. The noise associated with the
LO sources (used in the frequency downconverter), when
translated at the IF frequency band during the conversion
process, can be a source of problems in the receiver. An-
other important property of subharmonically pumped
mixer is the strong attenuation of downconverted local
oscillator noise available at the IF output.

5. MIXER PARAMETERS

High-performance mixers in the microwave and millime-
ter-wave receivers form an important part in the current
telecommunications, meteorology, and electronic warfare
systems. Important mixer parameters that determine its
usefulness in such microwave and millimeter-wave sys-
tems are

* Conversion loss
* Operating bandwidth
* Local-oscillator power requirements
* Isolation between the RF, LO, and IF ports
* RF and IF impedance match
* Intermodulation
* LO noise cancellation
* Dynamic range

The conversion loss of a microwave mixer is defined as the
ratio of the IF output power to the signal input power.
Conversion loss measures the efficiency with which mixer
converts RF energy to the IF energy and is one of the most
important mixer parameters. Conversion loss Lc is ex-
pressed in the form

Lc¼LoLp ð3Þ

where Lo includes the intrinsic conversion loss arising
from the conversion process within the nonlinear resis-
tance of the diode plus the signal loss associated with the
impedance mismatch losses at the RF and IF ports. Lp is
the parasitic loss associated with the parasitic elements of
the diode, such as junction capacitance Cj, the spreading
resistance Rs, and series inductance Ls.

The junction capacitance Cj, series resistance Rs, and
other parasitic reactance Ls are shown in Fig. 4 for the
diode equivalent circuit, and they are frequency-depen-
dent. Their effect on controlling the mixer performance
such as operating bandwidth and the conversion efficiency
becomes much stronger at high microwave and millime-
ter-wave frequencies [8].

Since Cjpd2 and Rspd� 1, where d is the diameter of
the junction, d should be reduced as the operating fre-
quency is increased. Reducing the size of the junction area
of the diode increases the current density through the di-
ode and consequently may increase the intrinsic conver-
sion loss of the mixer [9].

In addition to the parasitic losses, the conversion loss
depends on the losses in the RF circuitry surrounding the
mixer, the quality of the nonlinear device, the mismatch
between the RF circuit and the diodes and the bias level to
the diodes. When no energy is dissipated at the idler fre-
quencies, the fundamental limit on the conversion loss of a
mixer is 3 dB [10]. The discrepancy between the measured
mixer loss and the predicted loss is shown to have three
main causes and is generally divided into the following
three parts:

L1 mismatch loss due to impedance mismatch at RF
and IF ports

L2 diode parasitic losses due to junction capacitance
and series resistance

L3 intrinsic junction loss of the diode

The overall conversion loss L is the sum of three losses:

L¼L1þL2þL3 ðall in dBÞ ð4Þ

The conversion loss is a very important mixer parameter,
especially in the receivers without RF amplifier in front of
the mixer, since the first component at the input of a re-
ceiver has the most influence on the noise figure of the
receiver. In a mixer circuit, in which the 2fLO–fs frequency
product lies close to the RF signal, the conversion loss can
be further improved by extracting the power associated
with 2fLO–fs signal [11] by remixing this signal with LO to
generate more IF power.

Lp

Rs

Cj

Cp

G

Figure 4. Equivalent circuit of a mixer diode.
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When the signal power approaches the same power
level as the local oscillator, the mixer becomes saturated;
specifically, the output IF power no longer increases lin-
early with the input power. Since the mixer is a three-port
device, isolation between RF and LO ports, isolation be-
tween RF and IF ports, and isolation between LO and IF
ports is very important. Isolation is the measure of circuit
balance within the mixer. Poor isolation between the RF
and LO means that a LO signal can reach the RF port and
power can radiate through the receiving antenna [12]. In
receivers, where LNA forms the front end, the poor isola-
tion between the LO and RF can result in signal distortion
because the FET devices in the amplifier also exhibit non-
linear characteristics. Isolation between the mixer ports
becomes a problem in a multichannel receiver in which a
single LO is used to feed a number of mixers [13].

In the resistive mixer operation, the signal level in a
mixer is significantly lower than that of LO power and
does not therefore perturb the LO-pumped conductance
waveform. Under such conditions, no harmonics of
signal are generated. However, if the RF and LO signal
powers are at sufficiently high level, the harmonics and
inter-modulation products are generated according to
7mfRF7nfLO, where m¼ 0,1,2,y and n¼ 0,1,2,y, al-
though a filter is used at the mixer output to allow only
fIF to pass. In case the intermodulation frequency product
falls within the IF frequency range, it must be � 40 dBc
below the actual IF signal level.

In a wireless system, which must operate in severe in-
terference environments, microwave receivers are espe-
cially susceptible to intermodulation frequency products
generated in mixers. Spurious signals or distortion in mix-
ers continue to be problems in virtually all microwave
systems. Mixers are frequently the dominant components
in establishing the system’s distortion performance. Inter-
modulation (IM) products are undesirable mixer generat-
ed output products exiting the mixer from any port. Any
RF frequency that satisfies the following equation can
generate spurious responses, spurs, in a mixer

mfRF -- nfLO¼ � fIF ð5Þ

where fIF is the desired IF frequency.

6. MIXER DESIGN TOPOLOGIES

Although single-ended mixers occasionally are used, most
practical mixers are balanced mixers incorporating more
than one Schottky mixer diode. Balanced mixers require
baluns or hybrids, which largely determine the bandwidth
and overall performance of the mixer. Thus, they have
been the subject of considerable research interest. As a
result, a number of balanced mixer configurations have
been developed for various applications. A few of these
design configurations are:

Planar balanced mixer

Crossbar balanced mixer

Finline balanced mixer

Subharmonically pumped mixer

In spite of the maturity of FET circuits, diode mixers are
still widely used in microwave circuits, because diode mix-
ers have an important advantage over FETs and bipolar
devices. The Schottky barrier diode is inherently a resis-
tive device and as such has very wide bandwidth. The
bandwidths of diode mixers are generally limited primar-
ily by the bandwidths of baluns, not the diodes [14]. FETs
have high-Q gate input impedance, causing difficulties in
achieving flat wide bandwidth as compared to the mixer
designs using Schottky mixer diodes. Diode mixers usual-
ly have 5–8 dB conversion loss, while active mixers usually
can achieve at least a few decibels of gain. More recently, a
number of design topologies for the balanced mixers
have been developed for various applications. Many of
these design topologies provide state-of-the-art perfor-
mance in terms of bandwidth, conversion loss, and other
parameters.

Marchand baluns have been found to be quite useful for
planar mixer designs and can achieve a 10–1 bandwidth.
Figure 5 shows the mixer design topology using Marchand
balun [14]. Planar mixers using microstrip transmission-
line couplers operating up to W-band frequency ranges
have also been developed [15].

Figure 6 shows the configuration of broadband micro-
wave integrated circuit crossbar mixer. In the crossbar
mixer RF and LO signals are coupled (using waveguides)
to two Schottky mixer diodes orthogonally. Such configu-
ration provides the necessary isolation between the RF
and LO ports. Such design configurations also provide
very broadband performance. Crossbar mixers have been
developed in high-microwave and millimeter-wave fre-
quency spectra [16,17].

The two-diode subharmonically pumped mixer design
topology on suspended substrate strip transmission line is
shown in Fig. 7. Two Schottky mixer diodes are shunt-
mounted with opposite polarities. Two lowpass filters are
used to separate the signal frequency at os¼2op7oIF, the
LO frequency op, and the IF frequency oIF.

Quadrature mixers are important in many communi-
cation systems and in direct-conversion receivers. A quad-
rature mixer typically consists of a pair of balanced mixers
with the input signal split into in phase and quadrature

Figure 5. Planar mixer using Marchand balun.
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parts, resulting in the in-phase and quadrature signals
translated to the intermediate frequency.

A planar microstrip subharmonically pumped mixer
circuit layout is shown in Fig. 8 [18]. In this design, the
short-circuited stub (SC) I does not impede the pump sig-
nal but shorts the RF signal to the ground. The open stub
(OC) II, on the other hand, short circuits the pump signal
without affecting the RF signal. The SC stub and OC stubs
are l/4 in length at LO frequency. Two antiparallel pair of
Schottky mixer diodes are connected between the LO and
RF ports as shown in Fig. 8. The conversion loss of har-
monic mixers is about 0.5–1 dB higher than that of a con-
ventional balanced mixer [18].

7. CONCLUSIONS

Although mixer design is often viewed as a mature tech-
nology, there seems to be no end to the supply of new ideas
for mixer circuits. Mixer parameters are generally deter-
mined by the system designers who are constantly
researching for high performance, low-cost, manufactur-
ability and integratable designs. This is particularly true
of mixers for wireless and other modern communication
systems and radar systems where distortion is a major
concern. As a result, there are continual developments in
mixer technology. These include new circuits, new devices
and device technologies.
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MICROWAVE OSCILLATORS

JONGHOON CHOI
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Ann Arbor, Michigan

Oscillators are an integral part of receiving and transmit-
ting systems used for communication, radar, and other
applications. Any oscillator circuit consists of an active
device and a resonant circuit that determines the frequen-
cy of oscillation. The active device can be either a two-ter-
minal negative-resistance device such as Gunn diode,
IMPATT (impact avalanche transit time) diode, resonant
tunneling diode (RTD), and so on, or a transistor with ap-
propriate feedback to cause instability. In general, an os-
cillator can operate at a fixed frequency, or its frequency of
operation can be tunable. The frequency tuning can be
achieved either mechanically or electronically. An oscilla-
tor is usually characterized by its frequency of operation,
output power, noise, long-term frequency stability, and
DC-to-RF efficiency.

1. MODELING OF MICROWAVE OSCILLATORS

An oscillator consists of linear circuits and active devices,
and its operation relies on the nonlinear behavior of the
active devices. In order to accurately characterize an os-
cillator, it has to be analyzed using linear and nonlinear
circuit analysis techniques. An oscillator can be analyzed
using either the feedback model or the negative-resistance
model. These two analysis models are identical; however,
the negative-resistance model is the most commonly used
approach in the design of microwave oscillators. The pop-
ularity of the negative-resistance model is due to its sim-
plicity and the fact that it can be related to device and
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circuit reflection coefficients since they can be measured
accurately at microwave frequencies. In the negative-re-
sistance model, the oscillator is divided into two parts, the
active device and the embedding passive circuit. In a sim-
plified oscillator analysis, the active device is assumed to
operate under small-signal conditions. This type of anal-
ysis can provide some information about startup condi-
tions for oscillation and predict the approximate frequency
of oscillation. In order to accurately determine the oscil-
lation frequency, output power, stability, and spectral pu-
rity of an oscillator, large-signal analysis of the oscillator
circuit must be performed. Usually simplified large-signal
models for active devices can provide valuable insight into
the operation of oscillators.

1.1. Oscillator Design Using One-Port Negative-Resistance
Devices

Figure 1 shows the simplified block diagram of an one port
oscillator circuit. The small-signal impedance of the neg-
ative-resistance device and the embedding circuit imped-
ance can be denoted as Zd¼ �Rdþ jXd and Zc¼Rcþ jXc.
For a series-resonant circuit, assuming that current I is
flowing through the circuit, we obtain

I½ZdþZc� ¼ 0 ð1Þ

which results in

ZdþZc¼ 0 ð2Þ

The startup conditions for oscillation for a series resonant
circuit are given as follows:

�RdþRco0 ð3Þ

XdþXc¼ 0 ð4Þ

This means that the magnitude of the device negative re-
sistance must be larger than the overall circuit losses in
order for oscillation to build up. The startup of oscillation
is initiated either from noise present in the circuit or from

transient introduced during power turnon. As the oscilla-
tion amplitude builds up, the device enters into its non-
linear region, where the device negative resistance drops
and eventually becomes equal to the overall circuit loses.
At this point the oscillation amplitude reaches its steady
state.

For a parallel-resonant circuit, the steady-state oscil-
lation condition is given in terms of active device and cir-
cuit admittances Yd and Yc, respectively as

YdþYc¼ 0 ð5Þ

The startup conditions for a parallel-resonant circuit are
given by

�GdþGco0 ð6Þ

BdþBc¼ 0 ð7Þ

where Yd¼ �Gdþ jBd and Yc¼Gcþ jBc.
The steady-state oscillation condition can be written

in terms of device and circuit reflection coefficients Gd and
Gc as

Gd � Gc¼ 1 ð8Þ

Voltage-controlled devices such as the Gunn diode should
be connected to a parallel-resonant circuit, and the appro-
priate startup conditions for oscillation should be satis-
fied. Current-controlled devices such as IMPATT diode are
placed in a series-resonant circuit for proper operation. In
this case startup conditions for oscillation for a series-res-
onant circuit should be met. The startup oscillation fre-
quency can be different than the steady-state oscillation
frequency. This is because the large-signal device imped-
ance is a function of the voltage (or current) amplitude
across (through) the device. As the oscillation amplitude
builds up, the device impedance varies until it reaches its
final value. However, for high-Q circuits, the steady-state
oscillation frequencies are very close to the startup fre-
quency of oscillation. It should also be mentioned that the
startup condition for oscillation is a necessary but not
sufficient condition for having an unstable circuit [1–3].
(Nyquist or root locus analysis can always be used to
determine the circuit instability.)

1.2. Oscillator Design Using Two-Port Devices

The block diagram of a two-port oscillator circuit is shown
in Fig. 2. Most microwave transistors are conditionally
stable within a limited range of frequencies. By plotting
the input and output stability circles on a Smith chart, one
can graphically determine the range of impedances for
unstable operation. When designing microwave oscilla-
tors, the input port of the two-terminal device can be ter-
minated with a purely reactive load that lies in the
unstable region of the Smith chart. This is shown in
Fig. 2 as ZT. This will result in the output impedance
(Zout) looking into the device to render negative real parts
(|Gout|41). The load impedance ZL must be chosen to
satisfy the startup conditions for oscillation. In practice,

I

Zd Zc

ΓdΓd

Figure 1. Simplified block diagram of a one-port oscillator.
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the load impedance is determined by Eqs. (9) and (10) in
order to achieve maximum power

XLðooÞ¼ � XoutðooÞ ð9Þ

RLðooÞ¼
jRoutðA;ooÞjA¼ 0j

3
ð10Þ

where A is the amplitude of i(t), oo is the oscillation
frequency, RL and XL are the real and imaginary parts
of the load impedance (ZL), and Rout and Xout are the
real and imaginary parts of the output impedance
(Zout).

When a microwave oscillator is designed according to
this procedure, the measured oscillation frequency will
usually deviate from the design frequency by several per-
centages. This is because the design procedure is based on
the small-signal, linear S parameters that do not consider
the fact that Rout and Xout are functions of the oscillation
amplitude.

The steady-state oscillation condition for a two-port os-
cillator in terms of the transistor’s S-parameter load and

source reflection coefficients is given by

1

GT
¼S11þ

S12S21GL

1� S22GL
ð11Þ

1

GL
¼S22þ

S12S21GT

1� S11GT
ð12Þ

If the oscillation conditions are satisfied at one port, they
are satisfied at all other ports [4,5]. If the oscillator is sta-
ble at the desired frequency of operation, it can be made
unstable by using series (ZF in Fig. 2) or shunt feedback.
There are a total of six configurations: three for series
feedback and three for shunt feedback as shown in
Fig. 3 [6].

1.3. Oscillator Design Using Large-Signal Analysis

The large-signal design approach, called device-line mea-
surement, can be applied to one-port oscillator design in
order to achieve better accuracy compared to the oscillator
design using small-signal S parameter [7]. For the large-
signal oscillator design, a nonlinear model for the active
device and a nonlinear simulation technique such as
the harmonic balance are needed to predict the large-
signal S parameters and the output power.

Starting with a two-port network (Fig. 2), one first ter-
minates one of the ports with a proper impedance (ZT)
such that the impedance of the resulting one-port network
(Zout) has a negative real part, or equivalently, the mag-
nitude of its reflection coefficient (Gout) is larger than uni-
ty. A test source is then connected to the aforementioned
one-port negative-resistance network, as shown in Fig. 4,
to determine its large-signal reflection coefficient. It
should be mentioned that the device-line measurement
system requires the internal impedance (Zs) to prevent the
measurement circuit from oscillating. Therefore, Rs,
which has a larger value than the magnitude of the real

ZLZT ZF

ΓoutΓinΓT ΓL

i(t)

Figure 2. Block diagram of a transistor oscillator.
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part of the output impedance (|Rout|), should be inserted
next to the test source. By varying the amplitude of the RF
signal at the design frequency, the large-signal depen-
dence of Gout can be measured. Since |Gout| is larger than
unity, due to the negative resistance Rout (A, oo), the add-
ed power (Padd), as given in the following equation, is
therefore positive

Padd¼PavðjGoutj
2 � 1Þ ð13Þ

where Pav is the available power of the source.
When the load impedance (ZL) is selected to satisfy the

steady-state oscillation condition, specifically, GoutGL¼ 1,
the designed oscillator can generate the same power as the
added power (Padd) that the one-port negative resistance
device generated as determined by Eq. (13). On the basis
of the large-signal output reflection coefficient, the load
impedance ZL is determined as follows:

XLðooÞ¼ � XoutðAo;ooÞ ð14Þ

RLðooÞ¼ � RoutðAo;ooÞ ð15Þ

The device-line measurement technique can be used to
maximize the output power of an oscillator. By varying RF
source power at the design frequency, the point where the
added power is maximized can be found. At this power
level, one can measure the large-signal output reflection
coefficient and design the load impedance on the basis of
Eqs. (14) and (15). Furthermore, a more accurate estimate
of oscillator frequency is obtained using this technique.

1.4. Injection Locking of Microwave Oscillators

Injection locking of a microwave oscillator is accomplished
by applying a small signal to the free-running microwave
oscillator, provided the frequency of the small signal is
close enough to the free-running frequency of the oscilla-
tor. Through injection-locking a free-running microwave
oscillator to a low-noise low-power source, the free-run-
ning frequency is locked to the injection signal frequency,
thereby improving its frequency stability and phase
noise. It has been shown that the phase noise of the

injection-locked oscillator is reduced to that of the exter-
nal locking source near the carrier frequency; however, it
approaches that of the free-running oscillator far from the
carrier frequency [12].

The effect of the injection signal can be studied by add-
ing a small current source in parallel with the equivalent
circuit for a free-running microwave oscillator as shown in
Fig. 5. Suppose that the injected and the free-running os-
cillator signals are represented by ii(t)¼ Ii(t) exp j[oitþ
fi(t)] and v(t)¼V(t) exp j[ootþf(t)], respectively.

The circuit equation for this injection-locked oscillator
is given by

C
dvðtÞ

dt
þ ½G�Gd�vðtÞþ

1

L

Z
vðtÞdt¼ iiðtÞ ð16Þ

where �Gd is the negative conductance of a nonlinear
active device. Using the assumption that the amplitudes
of v(t) and ii(t) are very slowly time-varying signals, and
dividing the real and imaginary parts of Eq. (16), the am-
plitude and phase equations for the injection-locked oscil-
lator can be obtained by

dVðtÞ

dt
þ

G�Gd

2C
VðtÞ¼

1

2C
IiðtÞ cos½fðtÞ � fiðtÞ� ð17Þ

dfðtÞ
dt
þoi � oo¼ �

1

2C

IiðtÞ

VðtÞ
sin½fðtÞ � fiðtÞ� ð18Þ

When this system reaches the steady state, the first term
in Eq. (17) with the time derivative goes to zero and can be
further simplified:

G�Gd¼
IiðtÞ

VðtÞ
cos½fðtÞ � fiðtÞ� ð19Þ

Assuming that the device negative conductance is not a
function of frequency, the left side of Eq. (19) goes to zero
because G�GdE0. Also, the right side of Eq. (19) is close
to zero because the amplitude of the injected signal is
negligibly small compared to the amplitude of the free-
running oscillator (|Ii(t)|5|V(t)|). Ultimately, the left
and right sides of the amplitude equation [Eq. (17)] be-
come balanced in the steady state. On the other hand,
the phase equation [Eq. (18)] has a more significant mean-
ing in the injection-locking process. In the steady-state

G

Free running oscillator equivalent circuit

−Gd CLii (t)

Injected 
signal

Figure 5. Equivalent circuit of an injection-locked oscillator.
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Figure 4. Device-line measurement setup.
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condition, Eq. (18) can be simplified to

oi � oo¼
oo

2Q

IiðtÞ

IðtÞ
sin½fðtÞ � fiðtÞ� ¼ � om sinf ð20Þ

where Q is the external quality factor (Q¼ooC/G).
The following condition must be satisfied for the phase

difference f in Eq. (20) to be real:

�om � oi � oo � om ð21Þ

This condition indicates that when the injection signal
frequency remains within the locking range, the steady-
state solution for the phase equation can be obtained and
the injection-locking behavior is realized.

The locking bandwidth can be expressed as

Dolock¼ 2om¼
oo

2Q

ffiffiffiffiffiffi
Pi

Po

s

ð22Þ

where Pi and Po are the injection signal power and the
free-running oscillator output power, respectively. Equa-
tion (22) shows that one can decrease the oscillator circuit
Q and increase the injection signal power in order to in-
crease the locking bandwidth.

Through injection locking, the oscillator’s free-running
frequency is locked to the injection frequency and the
phase difference between the free-running signal and the
injection signal is determined by Eq. (20).

2. NOISE IN OSCILLATORS

The spectral purity of an oscillator is degraded by the
random fluctuations of its amplitude, frequency, and
phase. Noise generated in the active device and passive
components modulates the signal produced by the oscilla-
tor. The sources of random sideband noise in an oscillator
include thermal noise, shot noise, and flicker (1/f) noise.
These noise sources result in amplitude and phase noise in
oscillators. In general, the output of a noisy oscillator can
be represented by

vðtÞ¼ ðAþaðtÞÞ � cosðootþfðtÞÞ ð23Þ

where A and oo are deterministic amplitude and frequen-
cy and a(t) and f(t) are random amplitude and phase
noise, respectively. In practice, amplitude noise can be
dramatically attenuated by an amplitude-limiting mech-
anism of oscillators. In case an oscillator has large ampli-
tude noise, amplitude noise can be easily eliminated by
placing a limiter at the output of the oscillator. Therefore
phase noise plays a dominant role in the spectral purity
performance of oscillators. As shown in Fig. 6b, the exis-
tence of phase noise broadens the frequency spectrum of a
noisy oscillator output around the carrier frequency,
whereas the frequency spectrum of an ideal oscillator out-
put is represented by a delta function (Fig. 6a).

Phase noise of the oscillators in radio receivers and
transmitters limits the performance of the communi-
cation system. Phase noise of the local oscillator in a ra-
dio receiver downconverts the adjacent channels into
intermediate frequency (IF), thereby limiting the receiv-
er’s immunity to nearby interference. In a radio transmit-
ter phase noise can overwhelm the nearby weak
channels.

Normally, phase noise is measured as the ratio of noise
power (Pn) in one sideband contained in a specified band-
width (B) at an offset frequency (Do) compared to the car-
rier output power, referred to here as Ps. Such a power
ratio is usually expressed as decibels below carrier per
hertz (dBc/Hz).

To explain the behavior of phase noise, several models
for phase noise can be considered. The most general model
for phase noise in oscillators was described by Leeson [13].
This model is constructed using an oscillator consisting of
a feedback amplifier and a resonator, under the assump-
tion that the oscillator is a linear and time-invariant (LTI)
system. When we consider only white noises such as ther-
mal and shot noise, the noises decrease with frequency
offset as a result of the filtering effect of the resonator in
the oscillator. Therefore, phase noise is given by

LðDoÞ¼ 10 log
2kT

Ps

oo

2QLDo

� �2
" #

ð24Þ

where k is Boltzmann’s constant, T is the absolute tem-
perature, and QL is the loaded quality factor of the reso-
nator. However, since flicker (1/f) noise in active devices is
upconverted to the oscillation frequency by means of

Frequency+∆�

B

Power

Ps

Pn

(a) (b)

�o �o �o
Figure 6. Output spectrum in (a) noiseless and
(b) noisy oscillators.
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nonlinear modulation mechanism in practical oscillators,
Eq. (24) is modified into the final form of Leeson’s
formula as

LðDoÞ¼ 10 log
2kTF

Ps
1þ

oo

2QLDo

� �2
( )

1þ
Do1=f 3

jDoj

� �" #

ð25Þ

where F is the excess noise measure (empirical constant)
and Do1=f 3 is the corner frequency between 1/f2 and 1/f3

regions. Leeson’s formula [Eq. (25)] can be graphically de-
picted as seen in Fig. 7. The effect of flicker noise is dom-
inant near the carrier frequency, leading to the decrease of
phase noise with offset frequency at 9 dB/octave up to the
1/f3 corner frequency. From the 1/f3 corner frequency to oo/
2QL, phase noise shows a decreasing slope of 6 dB/octave.
Also, Leeson’s model suggests the following methods to
reduce phase noise of an oscillator:

1. Use a high-Q resonator because phase noise is in-
versely proportional to Q2.

2. Increase the signal output power.

3. Select an active device with low flicker noise and low
noise figure.

Even though Leeson’s LTI model provides valuable in-
sights into microwave oscillator designs in an engineering
perspective, it cannot explain several phase noise phe-
nomena such as flicker noise upconversion. To overcome
this limitation, many approaches based on linear time-
varying (LTV) models have been investigated. More
recently a LTV model in conjunction with the concept of
impulse-sensitive function based on the fact that phase
fluctuation varies according to where the impulse noise is
injected into a free-running oscillator has been introduced
[14]. For microwave oscillators with distributed compo-
nents, a perturbation theory for phase noise behavior was
proposed, based on the solution of the Langevin equations
describing the stochastic behavior [15]. A unifying theory
for phase noise derived an exact nonlinear equation for
oscillators in the presence of deterministic and random
perturbations, which led to a general mathematical solu-
tion for phase noise representation [16].

3. OSCILLATOR TYPES

3.1. Gunn Oscillators

The Gunn diode [17] is a negative-resistance device that
operates on the basis of transfer of electrons between two
valleys in the conduction band of a semiconductor mate-
rial. For this reason it is also referred to as a transferred-
electron device (TED). A Gunn device may be described as
a bulk of GaAs that exhibits negative resistance when DC
bias is applied. In this respect the Gunn diode is not pre-
cisely a diode since it does contain any junctions. Gunn
diodes are capable of producing from a few milliwatts to a
few watts with efficiencies up to 15–20%. The operation
frequency of Gunn diodes reaches 100 GHz. Gunn diodes
have a good phase noise performance. The equivalent of
the Gunn diode chip can be described by a parallel RC
circuit where the value of R is negative. Gunn diodes ex-
hibit a negative resistance at low frequencies as well as
RF frequencies. Precautions must be taken in order to
avoid parasitic oscillations due to resonances introduced
by the bias circuit. This can be achieved by rendering the
bias circuit lossy at low frequencies in order to stabilize it.

The Gunn diode oscillator can be made in waveguide,
coaxial, and microstrip lines. The most widely used Gunn
oscillator circuit is an iris-coupled waveguide cavity oscil-
lator. This circuit has high stability and low phase noise
because of its high Q. Furthermore one can mechanically
or electronically tune the oscillation frequency. Figure 8
shows the iris-coupled waveguide cavity Gunn oscillator.
The resonance frequency of the waveguide cavity is deter-
mined by the distance between the iris to the effective
backwall and should be a half-wavelength. The effective
backwall is in between the diode’s post and the physical
backwall. If the diode’s post is near the cavity’s sidewall,
then the effective backwall is very close to the physical
backwall. By adjusting the diameter and the position of
the diode’s post with respect to sidewalls, optimum im-
pedance match to the cavity resonator can be achieved. In
order to mechanically tune the frequency of the cavity, a
dielectric rod can be inserted into the cavity resonator.
The electronic tuning of oscillation frequency can be ac-
complished by mounting a varactor diode inside the cavity
using another post. By adjusting the varactor bias, the

Diode post

Gunn diode

�/2

Effective back wall
Waveguide cavityIris

Figure 8. An iris-coupled waveguide cavity Gunn diode
oscillator.
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Figure 7. Phase noise spectrum of Leeson’s model.
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oscillation frequency is tuned. This is a simple method for
frequency-modulating such an oscillator.

3.2. IMPATT Oscillators

The term IMPATT is an acronym for impact avalanche
transit time. IMPATT diode is used in the design of solid-
state microwave and millimeter-wave oscillators with an
operating range of frequencies from several gigahertz to
4200 GHz. The IMPATT diode exhibits negative resis-
tance due to 1801 phase delay of the current with respect
to the voltage. This phase delay is due to (1) the finite de-
lay between the applied RF voltage and the current due to
avalanche breakdown and (2) the subsequent transit of
carriers through a drift region. One version of IMPATT
operation was first proposed by Read in 1958 [18]. The
first demonstration of an IMPATT oscillator was reported
by DeLoach [19]. The two most commonly used versions of
IMPATT diodes are the single-drift region and double-drift
region. IMPATT diodes produce from 0.5–4 W with effi-
ciencies usually greater than 10% (r30 GHz) and 4%
(r100 GHz). IMPATT diodes differ from Gunn diodes in
several respects: (1) the output powers of IMPATTs are up
to 10 times higher than Gunn diodes, (2) IMPATT diodes
are more efficient than Gunn diodes, (3) the operating
voltage for the IMPATT is higher than that of the Gunn
diode (20–100 V for an X-band IMPATT as compared to
r10 V for an X-band Gunn), (4) IMPATT diodes are nois-
ier than Gunn diodes, and (5) the circuit design using
IMPATT diodes is more difficult because their negative
resistance is about one order of magnitude lower than that
of Gunn diodes.

The IMPATT diode is a current-controlled device and
therefore requires a current source for bias. The IMPATT
diode equivalent circuit consists of a series RC circuit,
where R is a negative number. Since IMPATT diode is a
current-controlled device, it is usually placed in a series-
resonant circuit for stable oscillations. Usually a radial
line (Fig. 9a) or a coaxial line (Fig. 9b) quarter-wave trans-
former is used to match the low negative resistance of the
IMPATT to a waveguide cavity.

3.3. Dielectric Resonator Oscillators

Microstrip resonators have a limited Q on the order of 100.
In order to reduce the phase noise of oscillators, it is nec-
essary to increase the resonant circuit’s Q. A low-cost
technique to increase the resonator’s Q is to couple a
dielectric resonator to a microstrip circuit. Typical dielec-
tric resonators have a cylindrical geometry with a dielec-
tric constant between 10 and 100. The TE01d of the
cylindrical dielectric resonator can be coupled to a micro-
strip line by placing it on top of the substrate close to the
microstrip line. The distance between the resonator and
the microstrip line determines the coupling factor. The Q
of dielectric resonators is on the order of several thousand.
The resonance frequency of a dielectric resonator can be
adjusted by placing a movable metal plate on top of the
dielectric resonator. Figure 10 shows different configura-
tions of dielectric resonator oscillators.

3.4. Electronically Tunable Oscillators

In order to construct electronically tunable oscillators, ei-
ther a varactor diode is connected to the resonator, or an
yttrium iron garnet (YIG) sphere is used to construct the
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waveguide
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transformer

�/4
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Figure 9. IMPATT diode oscillators in waveguide using (a) a
radial-line transformer and (b) a coaxial-line transformer.
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Figure 10. Dielectric resonator oscillator circuits using (a) series
feedback and (b) shunt feedback.
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resonator. In varactor-tuned oscillators, by changing the
reverse bias voltage across the varactor, the varactor ca-
pacitance and thereby the resonance frequency can be
tuned. The tuning range is dependent on the varactor’s
capacitance ratio Cmax/Cmin. This ratio is largest for
hyperabrupt varactor diodes. The frequency tuning limit
of a varactor tuned oscillator is determined by [4].

omax

omin
¼

ffiffiffiffiffiffiffiffiffiffiffi
Cmax

Cmin

s

ð26Þ

A typical varactor-tuned oscillator circuit is shown in
Fig. 11.

Another technique for construction of an electronically
tunable oscillator is to make the resonator by using a
magnetic material. Single-crystal yttrium iron garnet is a
magnetic material that resonates at microwave frequen-
cies when subjected to a DC magnetic field. The resonance
frequency is directly proportional to the applied magnetic
field; hence a linear frequency tuning over wideband can
be achieved by adjusting its biasing DC magnetic field.
The YIG resonator consists of a RF coupling loop, an elec-
tromagnet, and a YIG sphere. YIG is a low-loss material,
and YIG resonators can provide Q factors as high as sev-
eral thousand. YIG tuned oscillators are commonly used
in sweep generators. The frequency tuning range of the
YIG oscillators is determined by the bandwidth over
which the active device provides negative resistance. Fig-
ure 12 shows a diagram of a YIG tuned oscillator. YIG
tuned oscillators with oscillation frequencies as high as
60 GHz have been reported [20].

3.5. MMIC Oscillators

Because of their low cost, improved reproducibility, and
small size, many oscillators have been implemented using

monolithic microwave integrated circuit (MMIC) tech-
nique. Table 1 compares the different types of RF/micro-
wave oscillators reported in more recently published
scientific papers in terms of active device, resonator
type, operation frequency, output power, and phase noise.
In the design of MMIC oscillators, important figures of
merit are phase noise, DC-to-RF efficiency, and the tuning
range for phase-locked loop applications. To satisfy
these goals, the choice of active devices is crucial. Each
device has different characteristics such as the 1/f corner
frequency, forward gain, and cutoff frequency (fT), which
can produce oscillators with varying degrees of perfor-
mance.

In most cases, practical MMIC oscillators have been
implemented with GaAs MESFET or silicon bipolar tran-
sistor. The GaAs MESFET can operate at high frequencies
(up to millimeter-wave frequency) because of its high cut-
off frequency. In addition, it has higher gain and higher
output power than does the silicon bipolar transistor.
However, the high 1/f noise corner frequency of the
GaAs MESFET (around 10–100 MHz) degrades the noise
performance of oscillators significantly. Therefore, many
designs for low-noise oscillators are based on the silicon
bipolar transistor because of its low 1/f noise corner.

Since the high-electron-mobility transistor (HEMT)
has the advantages of high electron mobility and high fT,
it presents high power capability at high frequencies and
low-noise characteristics. Therefore, HEMT MMIC oscil-
lators show good performance at extremely high frequen-
cies of 70–200 GHz.

The heterojunction bipolar transistor (HBT) is a bipolar
transistor with a structure similar to that of a silicon bi-
polar transistor; however, HBT consists of different semi-
conductor materials, while the BJT contains only silicon.
The heterojunction structure enables the HBT to operate
at higher frequencies than the silicon BJT. In addition, the

Table 1. Recently Reported Integrated Microwave Oscillators

Year [Ref.] Active Device Resonator Type Frequency (GHz) Output Power (dBm) Phase Noise (dBc/Hz)

2000 32 SiGe HBT LC 4.63–4.90 �13 �100 at 100 kHz
2000 32 Si BJT LC 5.59–5.94 �9 �90 at 100 kHz
2000 33 GaAs MESFET LC 11.25–11.8 11.5 �91 at 100 kHz
2000 34 CMOS LC 1.1–1.45 4 �119 at 600 kHz
2002 35 SiGe HBT Sapphire resonator 4.85 — �133 at 1 KHz
2002 36 SiGe BJT LC 43.6–47.3 5.6 �108 at 1 MHz
2003 37 CMOS LC 5.86–6.02 �4 �110 at 1 MHz
2004 38 InGaP-GaAs HBT LC 12.71–13.54 0 �113.8 at 1 MHz
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Figure 12. Diagram of a YIG-tuned oscillator.
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MICROWAVE OSCILLATORS 2825



HBT presents intrinsic characteristics of low 1/f noise cor-
ner, which makes it a good candidate for low-noise oscil-
lators at microwave frequencies. Additionally, the
capability of generating high negative resistances over a
wide frequency range makes this device suitable for the
VCO design. Currently, SiGe HBTs have been actively re-
searched because of reduced fabrication costs, higher in-
tegration levels, and the compatibility with lower
frequency circuits on the same chip.

The advances in CMOS processing technology begin to
challenge GaAs devices and bipolar transistors in com-
mercial circuits with the benefit of cost-effective mass pro-
duction. Reducing the minimum channel length leads to
the increase in fT, which makes CMOS an attractive can-
didate for microwave oscillators. However, the major chal-
lenges in the oscillator design using silicon technology
including silicon BJT, SiGe HBTs, and CMOS, lie in the
difficulty in implementing good passive elements, such as
on-chip inductors and high-Q resonators. This is due to
the fact that silicon substrates exhibit frequency-depen-
dent losses. Therefore, the development of high-Q on-chip
inductors is one of the active research topics in the oscil-
lator design. Many topologies such as the optimized one-
layer inductor, the series–parallel stacked inductor, the
differential inductor, and the 3D micromachined solenoid
inductor have been proposed in order to increase circuit Q.
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1. INTRODUCTION

It has been known since nineteenth century that a me-
chanical system or an electric circuit in which there is a
parameter that varies periodically with time may oscillate
under certain conditions. The first use of this periodic
variation to amplification, frequency changing, or har-
monic generation was investigated in the 1940s, but real
progress in the parametric amplification dated from the
development in the mid-1950s of semiconductor diodes in
which the barrier capacitance could be modulated at mi-
crowave frequencies. Since then, there has been a contin-
ual and tremendous increase in the amount of theoretical
and experimental work devoted to parametric amplifiers
[1–11]. This is because of their ability to maintain a low
level of noise that is inevitably introduced at each stage of
analog signal processing. A typical microwave receiver of
the early 1960s consisted of a silicon point-contact diode
mixer followed by a vacuum-tube amplifier. The addition
of a parametric amplifier (or paramp, as it was popularly
called) ahead of the mixer gave an order of magnitude im-
provement in sensitivity of the receiver.

The question arose at that time as to why the para-
metric amplification allows noise levels lower than with
the usual type of amplifier. To answer this fundamental
question, it should be remembered that an amplifier con-
sists of both passive elements and active energy sources
and that the whole is terminated by two ports, one receiv-
ing the signal to be amplified and the other delivering the
amplified signal. In the ordinary type of amplifier, the en-
ergy sources consist of DC sources that are incorporated
into a network of passive elements that may be linear or
nonlinear. The essential condition for such a system to act
efficiently as an amplifier is the inclusion of a nonlinear
and/or electrically controlled resistive element to provide
an energy transfer from the source to the signal [11].

Unfortunately, its operation is accompanied by a back-
ground noise that is an inevitable result of its dissipative
character. In order to obtain an amplifier with a low noise
level, the energy must no longer be supplied to the net-
work directly from DC sources, and so other methods of
energy transfer must be envisioned. One of these methods
is to employ AC sources. It has been shown [1,4,6,8] that if
a nonlinear reactance is incorporated in the network, a
system of this kind may be used efficiently as an amplifier.
In such a parametric amplifier a nonlinear reactance does
not generate any noise, provided it is free from loss.

The first practical realization of the principle of trans-
ferring energy from a ‘‘pump’’ source at a high frequency to
a signal at a lower frequency was based on a nonlinear
inductance [2,3,7], with the nonlinearity depending on the
properties of ferrite materials. Unfortunately, large levels
of pump power were required to provide the necessary
nonlinearity. With pump levels in the kilowatt region and
relatively high loss in the reactance, this type of amplifiers
had only very limited applications.

Capacitive parametric amplifiers depend on the non-
linear capacitance–voltage characteristic of semiconductor
diodes. The diodes, which are specially made for the pur-
pose, are called varactor diodes or more simply varactors.
When used in a parametric amplifier, the varactor junc-
tion is biased in the reverse direction to prevent current
flow across the junction and thus suppress ‘‘shot’’ noise
associated with the current, leaving only thermal noise
present in series resistance of a real diode. The effective
noise level of the amplifier depends on both the signal and
pump frequencies as well as on the properties of the diode,
and, as it is thermal in origin, the noise level also depends
on the temperature of the diode. Thus, it can be lowered by
cooling the amplifier.

Varactor parametric amplifiers could be operated at
convenient temperatures from room temperature, through
liquid nitrogen temperature, down to liquid helium tem-
perature, and offered versatility of system design. These
amplifiers gained popularity because the improvement in
sensitivity they offered outweighed the complications they
introduced (the requirement for a low-loss ferrite circula-
tor and a high-power, high-frequency pump oscillator—
coupled with a reputation for being touchy to operate) [12].
Among uncooled amplifiers, the parametric amplifier was
the most sensitive amplifier in existence in the 1960s. The
noise level of a cooled paramp was not as low as that of a
maser, but the paramp was much smaller and much less
costly and did not require a liquid helium cryostat to op-
erate. The wideband ultra-low-noise paramps [5,6,9] had
been the key devices that had brought commercial and
military communication satellite systems into existence.
They also dominated in radio astronomy receivers
throughout the world, opening new horizons in explora-
tion of our universe. The growth in technology of the wide-
band paramps in the late 1960s had been exceptionally
rapid. The microwave parametric amplifier evolved from a
relatively high noise temperature device (250–300 K) with
narrow bandwidth of 25–50 MHz to one capable of opera-
tional noise temperature as low as 12 K in cryogenically
cooled mode and as low as 50–120 K in an uncooled mode
and 1 dB bandwidth in excess of 500 MHz. In the early
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1970s, Peltier cooled paramps were the configuration of
the day.

In the early 1980s parametric amplifiers were chal-
lenged by gallium arsenide field-effect transistor
(MESFET) amplifiers. With their simplicity and cost
advantages, the MESFETs were encroaching on the pre-
viously exclusive property of the paramps, eroding their
monopoly. Rapid improvement in GaAs MESFET technol-
ogy and development of the high-electron-mobility tran-
sistor (HEMT) resulted in lower intrinsic noise, and thus
less noisy amplifiers, leaving paramps behind in the race
for the highest sensitivity [13] and finally displacing them
at microwave frequencies. But the elegance and refine-
ment of the parametric amplification are still fascinating,
and the technique might emerge in its classical form at the
terahertz region of the electromagnetic spectrum where
there are no active semiconductor devices but there are
many powerful far-infrared lasers to pump contemporary
submillimeter-wave varactors [14]. More recently optical
control in optoelectronic devices and nonlinear interaction
between optical and microwave signals in semiconductor
devices have gained much interest because of potential
application in signal switching, mixing, and frequency
modulation. Parametric amplification plays an important
role in increasing sensitivity of such devices employing
semiconductor photodetectors [15,16].

2. PRINCIPLE OF OPERATION

In a parametric amplifier, the energy at one (signal) fre-
quency is increased by supplying energy at a second
(pump) frequency. The basic idea is illustrated in Fig. 1.
Considering the simple resonant circuit of Fig. 1, it is as-
sumed for the purpose of illustration that the plates of the
capacitor can be separated mechanically [2,17]. Let us as-
sume that prior to a time t¼ 0, the circuit has been in-
duced to oscillate at its resonant frequency. Suppose that
when the charge in the capacitor is reaching its first max-
imum after t¼ 0, separation of the plates is suddenly in-
creased, thereby decreasing the capacitance. Because of
the electric field, this separation requires mechanical
work to be supplied. The relation between charge q, ca-
pacitance c, and voltage v on a capacitor is, of course,
q¼ cv. Thus, if the plate separation is increased and the
capacitance thereby decreased, in a time short enough for
q to be considered essentially constant, the voltage and
also the stored energy qv/2 must both be suddenly in-
creased. If, at the next zero of voltage across the plates, the
original separation is suddenly restored, this does not
change the stored energy of the circuit since the field is
then zero. If the whole sequence is then repeated every
half-cycle, the voltage and energy may also be increased
every half-cycle, giving a buildup of the voltage across the
capacitor and the energy stored in the circuit (thus also
the charge in the capacitor). This buildup will continue
until the energy added by separation of the plates exactly
equals the energy dissipated in the circuit. It should be
noted that the plates are moved (or ‘‘pumped’’) at twice the
resonant frequency and that the phase of the pumping is
important. A variable-capacitance amplifier operating

exactly on this principle, in which a signal is supplied at
the resonant frequency fs with the pump frequency fp¼

2fs, is called a degenerate amplifier.
Nondegenerate parametric amplifiers, which do not im-

pose this restriction on pump frequency or phase, can be
constructed by connecting a second tuned circuit across
the variable capacitance. This circuit is known as the
idler, and its frequency fi is tuned to fp� fs. Operation of
such an amplifier can be explained in much the same way
as above for the single resonant circuit; interested readers
may refer to Ref. 17.

In practical circuits a semiconductor junction is used as
an electronically variable capacitance instead of a me-
chanically controlled parallel-plate capacitor. The wave-
form changing such a capacitance is sinusoidal (rather
than rectangular) and is produced by a special generator
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Figure 1. Illustration of basic parametric amplifier principle.
The separation of the plates forming the capacitor is increased
(thus the capacitance is decreased) so fast that the charge q re-
mains constant, giving buildup in voltage v¼q/c and stored en-
ergy qv/2. Original separation is then restored at the moment
when q¼0. The whole sequence is repeated every half-cycle.
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(called a pump) pumping energy to the nonlinear capaci-
tance. The theoretical power flow into and out of an ide-
alized lossless nonlinear reactance is described in terms of
two generalized equations known as the Manley–Rowe
relations, which can be written as

X1

m¼ 0

X1

n¼�1

mPmn

mf1þnf2
¼ 0

X1

n¼ 0

X1

m¼�1

nPmn

mf1þnf2
¼ 0

ð1Þ

where Pmn represents, algebraically, the power flow into
the nonlinear reactance at the frequencies mf1þnf2.
These equations are a result of only the nonlinear varia-
tion of the reactance and are independent of the shape of
its characteristic and of the driving power levels. The
spectrum of signals at the nonlinear reactance is illustrat-
ed at Fig. 2. If we consider a typical case of three-frequen-
cy amplifiers (however, more frequencies may be used in
some specific applications)—f1, f2, f3, where f3¼ f1þ f2—
then, provided f15f1þ f2, the general Manley–Rowe equa-
tions can be simplified to

P1

f1
þ

P3

f3
¼

P2

f2
þ

P3

f3
¼ 0 ð2Þ

This equation and Fig. 2 can be used to understand the
operation of some of the different types of parametric am-
plifiers (nonlinear capacitance is assumed here to be loss-
less).

Let f1¼ fs be the signal frequency and power be sup-
plied from an external source at frequency f2¼ fp. Since
pump power P2¼Pp is supplied to the capacitor (Pp40),
then P3o0 represents power leaving the reactance at the
frequency f3¼ fpþ fs; hence P1¼Ps40. It follows that the
device is absolutely stable and has the maximum power
gain equal to f3/f1¼1þ fp/fs. This type of amplifier is called
an upper-sideband (noninverting) upconverter.

Now, let f1¼ fs be the signal frequency but let power be
supplied from the pump at the frequency f3¼ fp. Hence, P3

¼Pp40 and both P1¼Pso0 and P2o0; so the reactance
can deliver energy at frequencies f1¼ fs and f2¼ fp� fs. If
the power is extracted at the frequency f2, the device is
called a lower-sideband (inverting) upconverter. The term
inverting is used because the input signal spectrum is in-
verted at the output in this mode of operation.

If, as stated, the nonlinear capacitance is pumped at
the frequency f3¼ fp, that is, P3¼Pp40 and P1¼Pso0

and P2o0, but the output is at the frequency f1¼ fs, then
the negative sign of P1 indicates that the capacitor emits
more power than that fed from the generator at f1¼ fs. It
should be noted that the power supplied from the varactor
to the signal source is independent of that supplied by the
source itself; thus infinite gain is possible and the device is
able to oscillate. It indicates that the pumped varactor
presents a negative resistance to the signal source. Hence,
with this frequency arrangement the signal power can be
amplified at the same frequency, in contrast to the previ-
ous cases. The powers P1 and P2 are strongly dependent on
the pump power and the external impedances. When the
input and output frequencies are the same at f1¼ fs, power
at f2¼ fp� fs is simply dissipated in the circuit and is un-
used. It justifies the name idler used traditionally for this
frequency. The idler signal is an inevitable byproduct of
this type of amplification, and suppressing it would also
suppress the desired amplification of the signal. The sep-
aration of the idler and signal frequency is an important
factor determining design and properties of this single-
port (or reflection type) amplifier—the closer the idler to
the signal, the more difficult it is to separate them by fil-
tering. If the signal and idler frequencies are separated far
enough so that the signal circuit does not pass the idler,
the amplifier is called a nondegenerate amplifier. In the
opposite case, if the signal circuit passes both the signal
and idler bands and the input termination is common to
both, that is, fi¼ fp � fs � fs, the amplifier is said to be de-
generate.

3. VARACTOR DIODES

The most convenient nonlinear reactance element is a
semiconductor diode specially designed to provide large
variation of diode junction capacitance as a function of the
applied (reverse) pumping voltage. Varactors may be clas-
sified into two broad groups, depending on the method of
fabrication: the junction varactors, widely used at micro-
wave frequencies, and the Schottky barrier varactors, gen-
erally used at millimeter waves and in high-performance
amplifiers. Both groups are extensively discussed else-
where in this encyclopedia, so only brief descriptions are
given here and only problems specific for parametric am-
plifiers applications are discussed.

A typical junction varactor is made on an n-type silicon
or gallium arsenide wafer, with a highly doped conducting
substrate on which is grown a lower doped epitaxial layer.
A suitable p-type dopant is then diffused into the epilayer
to the obtain pþ region and to form the pþ -n junction.
Ohmic contacts are made to a small circular area on the
top of the wafer for the anode and to the bottom of the
wafer for the cathode. Most of the epitaxial layer is then
etched away, except the portion that is under the top con-
tact. In this way a mesa of the desired diameter is formed.
Diodes fabricated in this manner are called diffused epit-
axial varactors.

A Schottky barrier varactor diode consists of a circular
metallic contact pad (usually platinum) deposited on a
lightly doped n-type layer epitaxially grown on a heavily
doped GaAs substrate. The epitaxial layer is conductive
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Figure 2. Spectrum of signals at a nonlinear reactance. Input
signal spectrum (fs and its vicinity) appears at both sides of the
harmonics nfp of the pumping signal.
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except in the vicinity of the metal–semiconductor inter-
face, where an insulating depletion zone is formed. Deple-
tion-layer thickness, and thus the capacitance, varies with
the biasing voltage applied to the metal–semiconductor
junction.

Simple, but justified by relatively low operating fre-
quencies, varactor models are used in the analysis and
design of parametric amplifiers; the reader is referred to
Ref. 14 for advanced modeling of varactor diodes. A typical
equivalent circuit of a microwave varactor is shown in
Fig. 3. The reverse-bias junction is modeled in this simple
circuit by a voltage dependent capacitor Cj(v) and series
resistance Rs. The terms Lp, Cp, and Cs are linear parasitic
inductance, capacitance, and stray capacitance, respec-
tively. The dependence of the junction capacitance on the
applied reverse voltage v is given by

CjðvÞ¼Cj0 1�
v

f

� ��W
ð3Þ

where f is the barrier potential and Cj0 is the zero-bias
capacitance. The exponent W depends on the doping profile
of the epitaxial layer of the varactor. For Schottky diode
varactors with uniform epitaxial layer doping, it is close to
1
2. For pþ -n-junction varactors the W factor varies from 1

3 for
a linearly graded diffused junction up to 1

2 for an ideal
abrupt junction. Other doping profiles (e.g., hyperbolic)
have also been used in hyperabrupt varactors to obtain
larger capacitance variation and thus higher values of the
W factor (W in excess of 1 have been reported). However, the
performance of the parametric amplifier depends not only
on the capacitance change DCj but also on the series re-
sistance Rs of the varactor. Unfortunately, hyperabrupt
varactors have high series resistance (DCj/Rs is lower than
for other varactors), which excludes their use in high-per-
formance amplifiers.

In Schottky barrier varactors the series resistance is
dominated by the contribution from the undepleted epit-
axial layer. For parametric amplifiers, a breakdown volt-
age of a few volts is sufficient and this allows relatively
high doping and a thin epitaxial layer, thereby reducing
the series resistance. In diffused epitaxial varactors there
are additional sources of parasitic resistance, namely, the
resistance of the diffused pþ -region and the resistance of
the ohmic top contact. The pþ -region resistance becomes
large at cryogenic temperatures, causing serious degrada-
tion of diode performance. Similarly, silicon diodes cannot
be used in cooled amplifiers because of series resistance

increase and carrier freezeout below 40 K [14]. Hence gal-
lium arsenide Schottky varactors have been the best
choice for cooled parametric amplifier applications
because of their low, relatively temperature-insensitive
resistance.

3.1. Varactor Figures of Merit

Efficient varactor operations require the reactance of the
junction capacitance to be much larger than the diode se-
ries resistance. It places an upper frequency limit on the
usefulness of a given varactor, and figures of merit quan-
tify this limit.

The static cutoff frequency fc gives an indication of loss
and is defined as that frequency at which the capacitive
reactance of the junction at zero bias becomes equal to the
series resistance:

fc¼
1

2pRsCj0
ð4Þ

For varactor applications the diode is characterized by the
dynamic cutoff frequency defined as

fcd¼
1

2pRs

1

Cj;min
�

1

Cj;max

� �
ð5Þ

where Cj,min and Cj,max are the values of Cj at the reverse
breakdown voltage and at the zero bias voltage (or at 1 mA
forward current), respectively.

Correspondingly, the quality factors at a specified fre-
quency f0 are given as Q¼ fc/f0 and for a pumped abrupt
junction as Qd¼ 0.25 fcd/f0.

In an amplifier, the capacitance is modulated by the
application of microwave power at the pump frequency fp

and thus varies periodically in time. Hence Cj(t) can be
expanded into Fourier series

CjðtÞ¼C0 1þ
X1

n¼ 1

2gn cos 2pnfpt

 !
ð6Þ

where C0 and gn are the Fourier coefficients. The values of
gn, in particular that of g1, determine parametric amplifier
performance. In most practical cases higher terms may be
ignored and only C0 (the average value of the pumped
capacitance) and g1 need to be considered. The diode
capacitance modulation coefficient g1 is, of course, a func-
tion of the voltage developed across the diode at pump
frequency, but will have a maximum attainable value,
termed nonlinearity factor, given by

g¼
Cj;max � Cj;min

2ðCj;maxþCj;minÞ
ð7Þ

When g is referred to, it is usually this maximum value
that is intended.

For parametric amplifier applications the most useful
quantity to characterize the diode is the pumped figure of
merit, defined as

M¼ gfc0 ð8Þ

Cp

Cs

LpRs
Cj(v )

Figure 3. Equivalent circuit of a varactor. The reversed-bias
junction is represented by a voltage-dependent capacitor Cj(v) and
a series resistance Rs. Lp, Cp, and Cs are parasitic inductance,
capacitance, and stray capacitance, respectively.
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where

fc0¼
1

2pRsC0
ð9Þ

is the pumped cutoff frequency. A high pumped figure of
merit indicates a low attainable noise of the amplifier.

4. NONDEGENERATE PARAMETRIC AMPLIFIER

As mentioned above, several three-frequency amplifier
configurations are feasible. Of these, the negative-resis-
tance nondegenerate parametric amplifier with a varactor
diode providing a suitable nonlinear capacitance has
achieved the most success as a practical low-noise pa-
ramp. A lumped-circuit analog of the microwave amplifier
is used to obtain some insight into the operation of this
type of amplifier. The model, shown in Fig. 4, consists of
three resonant circuits coupled by a varactor that may be
represented by the equivalent circuit of Fig. 3. So that the
properties of the nonlinear element, rather than these of
the resonant circuits, can be emphasized, it is assumed
that the resonant circuits are ideal, and this is taken to
mean that at certain frequencies they are pure resistanc-
es, while at all other frequencies they are very high im-
pedances and, therefore, virtually open circuits.

With these assumptions, the behavior of the amplifier
at the frequency f1¼ fs can be described in terms of a neg-
ative resistance < (voltage developed across < is out of
phase of the current flowing through it), which appears in
the equivalent circuit of the amplifier at this frequency. Its
value is given by [1,8]

<¼ �
g2

osoiRTiC
2
0

ð10Þ

where RTi¼RsþR2 is the total series resistance at the
idler frequency fi¼ f2.

The transducer power gain is taken as the ratio of pow-
er dissipated in the load resistance RL to the available
power from the signal source (internal resistance Rg) and

is given by

Gp¼
4RgRL

ðRgþRLþRsþ<Þ
2

ð11Þ

clearly, for high gain RgþRLþRsE|<|.
In common with all other negative-resistance amplifi-

ers, the negative-resistance parametric amplifier is ex-
tremely sensitive to small changes in the value of < and
changes in source and/or load resistance when it is oper-
ated under high-gain conditions. In practice <may change
as a result of fluctuations in the pump power and frequen-
cy, and control circuits have often been employed in con-
junction with klystron pump sources in an effort to
minimize such fluctuations. The popular approach was
to control the attenuator in the pump line to maintain a
constant varactor bias. Frequency fluctuations were han-
dled in critical applications by locking the pump to a stable
reference. The introduction of Gunn oscillators as pump
sources resulted in a considerable improvement in stabil-
ity, making stabilization schemes unnecessary in most
cases [12].

4.1. Operation with a Circulator

Nonreciprocal devices such as circulators are used to sep-
arate the amplified output from the input and to protect
the amplifier against changes in impedance at the input or
at the following stage of the receiver. An ideal circulator is
a circuit element that directs energy from one port to the
next port without loss and prevents transmission in the
opposite direction. This passive component obtains its
nonreciprocity from the presence of a central ferrite struc-
ture placed in a DC magnetic field.

Early paramps used three-port circulators, but most
recent designs incorporated five-port circulators to in-
crease immunity from the effect of source impedance vari-
ation and to provide greater isolation between adjacent
stages in multistage amplifiers. (For stability, the gain was
usually limited to 20–25 dB for a single-stage device. If
higher gain was required, a number of 10–15-dB stages
were connected in cascade.)

Knowing that the variation of the varactor’s junction
capacitance is completely controlled by the pump, it is
then possible to concentrate entirely on that variation,
and omit details of the source that produced it. The circuit
of Fig. 4 can therefore be redrawn as in Fig. 5, leaving out
the pump circuit; the capacitance is then specified as Cj(t),
emphasizing in this way the time variation. The signal
source and the load are connected to the amplifier via a
three-port circulator.

4.1.1. Power Gain. The power gain of the amplifier–cir-
culator combination can be seen to depend on the ratio of
the powers entering and leaving the amplifier. Since
the circulator has a characteristic impedance Z0 to which
it should be matched, source and load resistances will
have the same value, and the circuit available gain will
equal the transducer gain. The required power gain is
therefore equal to the square of the magnitude of the
voltage reflection coefficient G and, since Rg¼RL¼Z0, is

Tuned to fi = f2

Tuned to fs = f1

Tuned to fp = f3

C2

C1

L2

L1

RL

V

L3

C3

Input

Idler
circuit

Output

Signal
source

Pump

Figure 4. Lumped-element model of a microwave nondegenerate
parametric amplifier. Three ideal resonant circuits tuned to sig-
nal, fs¼ f1, idler, fi¼ f2, and pump, fp¼ f3, frequencies are coupled
by a varactor represented by the equivalent circuit of Fig. 3.
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given by

Gp¼GG	 ¼
RsþRL �<

RsþRLþ<

����

����
2

ð12Þ

With the use of a circulator, the input loop of the amplifier
effectively contains only one of two resistors, Rg or RL. For
high gain, that is, RLþRsE|<|, Eq. (12) can be rewritten
as

Gp¼
4R2

L

ðRLþRsþ<Þ
2

ð13Þ

Comparing the expressions for power gain with and with-
out the circulator (setting Rg¼RL and remembering that
Rs5RL), it can be seen that the use of a circulator has in-
creased the power gain 4 times for the same gain stability,
where instability of gain results from changes in <.

4.1.2. Noise Temperature. In low-noise amplifiers, it is
more convenient to express noise performance in terms of
effective noise temperature (or, in short, noise tempera-
ture), which is related to the noise figure F by the equation

Te¼T0ðF � 1Þ ð14Þ

where T0¼ 290 K is a standard temperature.
The effective noise temperature of the parametric am-

plifier depends on the thermal noise contributions from all
the resistances in the circuit (shot noise is not present in
the reverse-biased junction). Neglecting contributions oth-
er than that from the varactor itself, the noise tempera-
ture of a negative-resistance reflection-type parametric
amplifier can be calculated in this limiting case from the
following equation [5,7,8]

Tea¼T 1�
1

Gp

� � fc0

fi

� �2

g2þ 1

f 2
c0

fsfi
g2 � 1

ð15Þ

where T is the diode physical temperature and Gp is the
amplifier power gain. It is possible to calculate the pump
frequency fp,opt at which the parametric amplifier noise
temperature has its minimum value. This is given by

fp;opt¼ fs 1þ
fc0

fs

� �2

g2

" #1=2

� gfc0¼M ð16Þ

and the optimum noise temperature for large gain be-
comes

Tea;opt¼T
2fs

gfc0
¼

2fsT

M
ð17Þ

Thus, it is apparent that for good amplifier performance a
diode should combine high cutoff frequency with a marked
capacitance variation, even at low temperatures, in order
to achieve low noise temperature.

If we now add contributions from losses in the signal
and idler circuits, the circuit behavior of the circulator-
type amplifier (where RL¼Rg), is then described by the
noise temperature

Tea¼
T1R1

Rg
þ

TdRs

Rg
þ

fs

fi

j<j

Rg

TdRsþT2R2

R2þRs

� �
ð18Þ

where < is the negative resistance given by Eq. (10), Rg is
the generator resistance in the signal circuit and R1 and R2

represent losses (other than Rs) in signal, f1¼ fs, and idler,
fi¼ f2, circuits. T1, T2, and Td are the temperatures of R1,
R2, and Rs, respectively. In practical amplifiers tempera-
tures are usually equal, that is, T1¼T2¼Td¼T and the
amplifier is designed to have, as far as possible, R1 and R2

negligibly small in comparison with Rs. Then, at high gain,
that is, j<j � RgþRs, the noise temperature is given by

Tea¼T
RgþRs

Rg

fp

fi
� 1

� �
ð19Þ

For many applications cooling is not necessary. Adequate
low-noise performance can be achieved using simple cir-
cuits with diode of moderate cutoff frequency. If lower noise
temperatures are required, it is necessary to use higher
idler frequencies, and this is possible only if a diode of suf-
ficiently high cutoff frequency is used. When cooling is nec-
essary to lower the noise temperature, it must be
remembered that any loss in the path between the signal
source, such as an antenna, and the parametric amplifier
may considerably degrade the overall noise temperature.
If the loss of the circulator is A¼ 10 log(L), then the noise
temperature of the circulator–amplifier cascade is calcu-
lated from

Te;c�a¼Te1þ
Te2

G1
¼ ðL� 1ÞTþLTea ð20Þ

If, for example, a circulator with A¼ 0.41 dB transmission
loss is ahead of a low-noise, Te¼ 100-K amplifier, then at
room temperature, T¼ 290 K, the receiver has noise

Eg

Rg

Rs Ri

C1

Cj(t )

L1

RL = Rg = Z0

L2 C2R1 R2

fs

f1 = fs f2 = fi

Z0

fs

Input

Output

Circulator

Figure 5. Equivalent circuit of the nondegenerate parametric
amplifier employing a circulator to separate the amplified output
from the input. The pumped varactor is represented by a capac-
itance Cj(t) periodically varying in time and series resistance Rs.
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temperature Te,c–a¼ 0.1 Tþ 1.1 Tea¼ 139 K. When the am-
plifier is cooled down to temperature 20 K, its noise tem-
perature lowers to, say, Tea¼10 K. Leaving the circulator
uncooled will increase the overall noise temperature 4
times to Te,c–a¼ 40 K. It is thus obvious that both the cir-
culator and the amplifier must be cooled down to obtain
low-noise performance of the receiver (Te,c–a¼ 13 K in this
illustrative example).

4.1.3. Bandwidth. Much effort has been spent in devis-
ing ways of obtaining the broad bandwidth essential in
some applications—see Ref. 9 for a thorough review of ad-
vanced techniques used for the purpose. Because the
bandwidth of an amplifier depends on its gain (decreases
with increase of gain), the gain–bandwidth product is used
to characterize the amplifier performance. It can be shown
[8] that for a negative-resistance amplifier operated in
conjunction with a circulator, the gain–bandwidth product
may be derived as

G1=2
p B¼ 2

1

Bs
þ

1

Bi

� ��1

ð21Þ

where Bs and Bi are the unpumped signal and idler circuit
bandwidths, respectively. Both signal and idler circuits
should therefore be as broadband as possible to give the
amplifier a good gain–bandwidth product.

Since the signal circuit is loaded externally by the
source resistance, whereas the idler has no external load-
ing, the latter will tend to be a high-Q circuit limiting the
bandwidth. The resistance present in the idler has already
been fixed at the diode resistance Rs, and any increase in
this will degrade the amplifier performance. Therefore, in
order to optimize the bandwidth of the idler circuit, it is
necessary to keep the reactance of the idler circuit as low
as possible. (The bandwidth of a series-tuned circuit is
given by the R/L ratio.) This can be achieved by confining
the idler power to the varactor encapsulation. From Fig. 3
it can be seen that there is the possibility of a series
resonance, associated with Lp, C0 (the average value
of the pumped junction’s capacitance), Cs, and Rs at the
frequency given by

o2
si �

1

LpðC0þCsÞ
ð22Þ

neglecting the effect of Rs. The resonant frequency fsi can
be arranged to be the idler frequency of the amplifier, but
in order to use the series resonance in this way, a return
path for the current must be provided (e.g., by a lumped
circuit or a length of transmission line). An elegant solu-
tion to this problem uses two antiparallel connected di-
odes. When sufficiently excited, the idler current will
circulate around this structure and will not propagate to
any other part of the amplifier. A further development of
this idea has seen the production of suitable diodes in one
encapsulation. Another approach is to mount the diodes
back to back across the pump waveguide with signal line
entering through the sidewall and contacting the junction
between them (crossbar configuration).

For parametric amplifiers with a high idler frequency it
is more convenient to use the parallel resonance of the
encapsulated diode (which is actually a series resonance
for the idler currents) to form the idler circuit. Such an
amplifier uses a single diode and can be further refined by
modifying the series resonance to support the signal
frequency.

Careful attention to the design of the idler circuit
leaves the bandwidth of the signal circuit as the main
limitation on the overall bandwidth of the parametric am-
plifier. An estimate of the maximum attainable bandwidth
under these conditions may be made putting Bi5Bs in Eq.
(21) to yield

G1=2
p B ’ 2Bs ð23Þ

If the signal circuit is now designed for the minimum pos-
sible Q-factor associated with the source resistance, then
the added inductance must just resonate the diode capac-
itance at the signal frequency (i.e., single-tuned circuit).
Then under the high-gain condition, it is found that

G1=2
p B ’ 2gfs

gfc0

fp � fs

� �
¼ 2g2fc0

fs

fi
ð24Þ

The result suggests that high-quality diodes are impor-
tant in securing large gain–bandwidth products, and that
there must be a tradeoff between effective noise tempera-
ture and bandwidth in selecting the pump and, therefore,
the idler frequency.

Considerable improvement in the overall gain–band-
width product can be achieved by introducing a filter
structure in place of a simple single resonant circuit. Im-
provements of over 5 times have been reported with little
increase of noise temperature. For a maximally flat
design, the limiting bandwidth should be given by
B log(Gp)¼ const, but in practice the use of more than
two or three compensating elements leads to practical dif-
ficulties in tuning the device.

5. OTHER PARAMETRIC AMPLIFIER CONFIGURATIONS

5.1. Degenerate Parametric Amplifiers

In the degenerate parametric amplifier, the pump fre-
quency is approximately twice the signal frequency. The
signal and idler passbands overlap, and instead of idler
circuit being terminated inside the amplifier, it is effec-
tively terminated in the input of the amplifier. The ab-
sence of a separate idler circuit makes construction of such
an amplifier much simpler than the corresponding non-
degenerate version. The additional advantages are a low
pump frequency and a wider bandwidth. Therefore,
degenerate amplifiers were finding applications in some
early broadband radiometers and more recently in milli-
meter-wave paramps.

The phase-coherent degenerate amplifier in which the
pump frequency is exactly twice the signal frequency is by
its nature a single-frequency device since no departure
from coherence with the pump is allowed [1,4,8]. To
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achieve the required frequency relationship, in practice it
would be necessary to synchronize the pump frequency to
the second harmonic of the signal frequency with special
phase-locked loop (PLL) circuitry. It can be shown [1] that
the gain of the amplifier changes with changes in phase of
the pump signal, rending the use of this amplifier imprac-
ticable in the majority of potential applications.

Even if phase relations are loosened and the signal fre-
quency is only approximately equal to the idler frequency,
care must be taken in using the amplifier. It should be
noted that the degenerate amplifier is not suitable for di-
rect use with frequency-modulated signals, since when fs

increases in frequency, then fi¼ fp� fs, which is present at
the same terminals, decreases in frequency. The signal fed
into a degenerate amplifier may be amplitude-modulated,
although if the amplifier has the idler frequency only ap-
proximately equal to the signal frequency, beats between
the two waveforms can cause interference. A cascade
of the degenerate paramp followed by a parametric con-
verter pumped synchronously at 0.5fp was used to over-
come both difficulties (1).

The major disadvantage of degenerate amplifiers be-
comes apparent when we consider that a signal entering
receiver appears in both idler and signal responses of the
amplifier and the output contains both the signal and its
image (also noise from both responses adds at the ampli-
fier output). When coherent communication signals are
involved, this double response is unacceptable. In radiom-
eter applications, where the signal takes the form of
broadband noise, this type of amplifier has good sensitiv-
ity, since the signal is received equally in both the signal
and idler bands. In general, the use of degenerate ampli-
fier must be judged carefully considering the nature of the
signal, single- or double-sideband operation at the input
and the output of the amplifier, and the nature of the de-
tector employed in the receiver. A detailed discussion of
this subject can be found in Refs. 4, 10, and 11.

5.2. Multiple-Idler Parametric Amplifiers

To circumvent some of the disadvantages of the three-fre-
quency paramps, many other frequency combinations had
been proposed for parametric amplifiers in the hope that
an improved performance would outweigh the disadvan-
tages of (usually) increased complexity. If more than one
idler frequency is used, it is possible to use a pump fre-
quency lower than the signal frequency. In the 2-idler
case (the so called four-frequency paramp), the usual
restriction

fi¼ fp � fs > 0 ð25Þ

is replaced by

fi1¼ fs � fp > 0 ð26Þ

for the first idler, and

fi2¼ ðfp � fi1Þ¼ 2fp � fs > 0 ð27Þ

for the second idler. Therefore 1
2 fsofpofs is required

for efficient operation (negative resistance at signal
frequencies fpofso2fp). Note that if fp is chosen as 2

3 fs,

then the two idler frequencies will both be equal to 1
3 fs.

The lack of adequate pump generators was the main rea-
son to use four-frequency paramps at millimeter waves.
However, more complex microwave construction usually
resulted in higher losses and hence poor noise perfor-
mance and, therefore, multiple-idler paramps found only
limited applications [9].

5.3. Traveling-Wave Parametric Amplifier

Up to now parametric devices utilizing essentially reso-
nant structures have been considered. Such circuits suffer
from previously discussed drawbacks; some of them can be
minimized by resorting to nonresonant propagating cir-
cuits. A variety of configurations are possible, each with its
own characteristics. Perhaps the simplest is the case
where all the three traveling waves—signal, idler, and
pump—have positive phase and group velocities. This was
exploited in amplifiers taking the form of a transmission
line periodically loaded with varactor diodes. It was diffi-
cult in practice to satisfy phase requirements for all the
signals, and some experimental amplifiers provided sepa-
rate pump feeds for each diode [10]. For frequencies below
1.5 GHz, experimental amplifiers had usually the form of
stripline with diodes between the central and outer con-
ductors [1,7]. For higher frequencies, the diodes were
mounted across rectangular waveguide or a series of cou-
pled cavities [10].

In practice, because of the difficulties of providing a
considerable number of identical diodes and the experi-
mental difficulties of providing the correct phase charac-
teristics at the three frequencies, the performance of
traveling-wave amplifiers was worse than that achieved
with much more simple and requiring much less pump
power single-diode devices. Therefore, traveling-wave
parametric amplifiers have never been developed beyond
the experimental stage and have never left the laboratory.
A distributed varactor was needed for success in this field.
However, it appeared at the end of the 1970s in a form of
nonlinear transmission line employing distributed
Schottky barrier varactors [14]. It was too late—paramet-
ric amplifiers were just giving way to new technology of
GaAs field-effect transistor amplifiers.

6. ILLUSTRATIVE EXAMPLE

There were many species of microwave parametric ampli-
fiers, and a wide range of amplifiers design were available
(see Refs. 4–6, and 9–11 for detailed and complete design
theories and practical considerations). The choice was de-
pendent on the particular application. In many applica-
tions, the lower limit of background noise in the system
was determined by thermal noise entering the antenna
from the terrestrial surroundings, and for such applica-
tions relatively simple uncooled parametric amplifiers
were commercially available. For reception of the weak
signals from communication satellites or interplanetary
probes, however, extremely low system noise temperature
was essential and a whole range of specialized cooled am-
plifiers was developed offering noise temperatures as low
as 12–15 K (comparable with masers).
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Bandwidth and operating frequency requirements
were widely diversified. Paramps were made to amplify
signals up to the millimeter-wave frequencies (60-GHz
paramps are reported in Ref. 9). For some terrestrial com-
munication and radar requirements, with several MHz
bandwidth were routinely manufactured. Satellite com-
munication systems required 500 MHz bandwidth, and
specially designed paramps were developed for such
systems.

A 3.25-MHz nondegenerate parametric amplifier [12]
has been selected as a representative example to illustrate
the elegant design and refinement of microwave construc-
tion. The amplifier designed for spectral line radio astron-
omy covers the frequency range 3.1–3.4 GHz with an
instantaneous bandwidth of 40 MHz. A section drawing
of the amplifier is shown in Fig. 6. Description of the am-
plifier is rewritten here with permission of John Wiley &
Sons, Inc.:

The varactor diode is mounted in the E-plane of a reduced-
height waveguide which couples pump power from a 22 GHz
reflex klystron to the varactor. A short length of high-imped-
ance coaxial line series resonates the diode mean capacitance
at the signal frequency. A three-element low-pass filter iso-
lates the pump and idler from the input line while the pump
waveguide is cut off at the idler frequency, confining the idler
to the vicinity of the varactor and the idler cavity. The idler
circuit contains a tunable cavity coupled to the varactor by an
iris. The position of this iris was chosen to optimize the pump
coupling to the varactor. The idler frequency is determined by
the combination of the package parasitic reactances, the cou-
pling, and the tunable cavity, which consists of a micrometer-
adjustable noncontacting short circuit in a cylindrical tube.
The pump and idler blocking filter forms part of a quarter-
wave.

transformer in the input coaxial line, which is used to
transform the characteristic impedance of an external cir-

culator to the value required to obtain a desired gain
[RL in Eq. (13)].

No external bias is provided, the varactor being pumped until
self-bias is developed.

The amplifier gain was set to 20 dB and, from noise mea-
surements of uncooled receiver, its effective noise temper-
ature was estimated to be 60 K.
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MICROWAVE PHASE SHIFTERS

JOSEPH F. WHITE

JFW Technology, Inc.

1. SCANNING ARRAY ANTENNA APPLICATIONS

Mechanical motion necessary for antenna scanning was
perceived to be slow and unreliable. For this reason the
microwave industry developed an intense interest in
phased-array antennas, primarily for military but also

for commercial applications. The antenna’s radiated wave-
front would be steered by thousands of individual radia-
tors, roughly one for each half-wavelength square area of
the radiating aperture. Each radiator would be controlled
by a solid-state (either semiconductor or ferrite) phase
shifter, having low insertion loss and 0–3601 of phase shift.
For computer control the phase shift would be accom-
plished in binary bits. Thus a 3-bit phase shifter would
have a 1801, a 901, and a 451 section and these could be
used to provide 0–3151 control in 451 steps (the last step to
3601 is not needed, being equivalent to 01 in the steady
state). The antennas would be more expensive, both be-
cause of their need for numerous control elements (a cir-
cular aperture 30 wavelengths in diameter requires about
2500 elements) and the fact that, since a phased array
provides only about 7451 of steering, four separate aper-
tures are needed for 3601 azimuthal coverage. But they
would be fast and nearly failsafe, since a failure of a few
elements would result in but ‘‘graceful degradation’’ of the
system.

Ideally time delay (Fig. 1) is used to steer an array of
antenna elements, and a two-dimensional array uses total
time delay equal to that required for both azimuth and
elevation steering. When time delay is used, the steering
is frequency-independent, very desirable for a broadband
antenna. However, the time delay required, equivalent to
70% of the antenna width for 451 beam steering along ei-
ther of the antenna’s steering axes, can amount to thou-
sands of degrees of control. Instead, phase control is used.
The requisite time delay is first calculated by the beam-
steering computer and then all integer wavelengths
dropped. The residue in degrees is then provided (to with-
in one-half of the least significant bit) as a command to the
binary bit phase shifter. In some cases, groups of adjacent
phase shifters (subarrays) may employ time-delay steer-
ing to enhance antenna bandwidth performance.

Over the last four decades there has been a keen com-
petition between the rival technologies, semiconductor
and ferrite, to achieve the phase control. The semiconduc-
tor devices and their circuitry are generally faster switch-
ing and inherently reciprocal (having the same phase shift
on transmit as receive), a useful antenna property. Being
switches, their phase control is essentially temperature
invariant, and the circuits more easily reproduced. Driver
circuits, which interface the microwave control circuit to
the array antenna beam steering computer, are very sim-
ple for the semiconductor phase shifter. However, semi-
conductors are discrete and small switching ele-
ments, and thereby limited in their peak power-handling

(N  + 1) (N − 1) (2) (1)(N )
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Figure 1. A linear phased array steered with time delay.
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capacity. Furthermore, their insertion losses increase with
frequency.

Ferrites are a controllable propagation medium for mi-
crowaves and thus have more volume and a higher power-
handling capacity. Properly designed, they have low losses
at higher microwave frequencies and, for certain circuit
configurations, can be made reciprocal, even though prop-
agation through the medium itself is nonreciprocal. Con-
siderable attention must be given to the ferrite’s flux
driver circuitry to achieve reproducible binary phase con-
trol from unit to unit and over temperature and bias sup-
ply voltage changes. In fact, taking its driver circuit into
account, a ferrite phase shifter typically includes more
semiconductors than does a semiconductor phase shifter.

This section treats the semiconductor phase shifter.
While they could be built using a variety of semiconduc-
tors, diodes, and bipolar and field-effect transistors, the
principal development was with silicon pin diodes because
of their relatively low cost, high microwave Q, and inher-
ent inertia to changes in characteristics with applied mi-
crowave (RF) excitation. To appreciate this requires some
description of the pin diode.

2. THE PIN DIODE

Generally, semiconductor pn junctions have rapid re-
sponse to an applied voltage and even can be used to rec-
tify an RF signal for detection purposes. However the pin
has a high resistivity (intrinsic), undoped region between
its p and n zones. The result is that holes and electrons
which are injected from the p and n zones under forward
bias move by diffusion into the i region, where they serve
as mobile charge not unlike electrons in copper, rendering
the i region conductive to an applied RF signal. Electrons
and holes can combine with one another, resulting in car-
rier death, but to do so they must give up energy equal to
the energy difference between the valence and conduction
bands (the bandgap). For silicon this is 1.1 electronvolts,
and such a drop in energy requires an energy emission, if
performed in one step, of a photon of visible light. We do
not observe silicon to be glowing with such light emission,
because such a transition is very unlikely. Put another
way, the lifetime of an electron–hole pair is long, tens of
microseconds for the resistivities obtained in practical di-
odes. The ‘‘staircase’’ of energy steps resulting from impu-
rities and stresses in an otherwise ideal silicon crystal
produce a far more likely energy transition between
bands, consequently lower carrier lifetime.

The charge storage in a pin’s i region is equal to the
product of the lifetime and the forward bias (Fig. 2). Thus,
for example, a 1000 V breakdown pin diode might have a
5 ms lifetime and be biased with a current of 100 mA, re-
sulting in a stored charge of 0.5 mC. When a 1 GHz sinu-
soid having a peak current of 50 A is applied to the diode,
it causes a peak-to-peak charge movement of less than
0.025 mC, less than 5% of the charge stored by the bias.
The result is that the diode appears to be a low value of
resistance throughout the entire RF sinusoid.

The same diode, when operated at a reverse bias of –
100 V, is able to sustain, without conduction, an applied

RF sinusoid of 1000 V peak. This is because the diode re-
quires a microsecond or more to establish a conducting
state in the i region, much longer than the 0.5 ns forward-
going voltage duration of a 1 GHz sinusoid.

Well-made pin diodes enjoy a bulk breakdown voltage
of about 10 V/mm (250 V/mil) of i-region width. It is this
bulk breakdown that determines the pin’s ability to sus-
tain RF voltage. Conduction due to impact ionization in
the i region can occur rapidly, even within an RF half-
cycle.

Ryder [1] has likened the bias on a pin diode to the
‘‘large signal’’ and the RF as the ‘‘small ac component,’’ the
truth of which is evident from the relative magnitudes of
the charges related to each. The result of this remarkable
behavior is that the pin can control tens of kilowatts of RF
power, using only fractions of a watt of bias power.

Using the charge control approach for determining the
RF properties the RF resistance, Ri, of the pin under for-
ward bias is found to be [2, p. 62]

Ri¼W2=ð2mAPti0Þ ð1Þ

where, in the pin diode’s i region, W¼ the i region thick-
ness; mAP¼ the ambipolar mobility (the effective average
velocity per unit applied electric field of the holes and
electrons); t¼ the average lifetime of holes and electrons;
and i0¼ the forward bias current.

For the pin used in the example of Fig. 1, W¼ 100 mm
(4 mils), mAP¼ 610 cm2/V (in silicon), t¼ 5ms, and a suit-
able bias current is 0.1 A, resulting in an RF resistance of
only 0.16O. To Ri must be added the ohmic contributions
of the p and n regions of the diode, as well as the contact
resistances of the diode package. Even so, the total for-
ward-biased resistance RF is usually 0.5O or less. Inter-
estingly, Ri is not dependent on i-region diameter D,
directly. However, indirectly it is, since smaller diameter
diodes have lower t, because carriers, on average, are

0.5 ns

f = 1000 MHz

Diode bias current

Stored charge = Q = 0.1 A × 5 × 10−6 s
= 0.5 �C

> (charge) <
=

50 A × 0.5 × 10−9 s 
0.025 �C

VAVB

VF V

100 mA

I

50A

1000 V

Figure 2. Example comparing charge stored in a pin diode by the
bias to the charge movement due to a high-level RF signal.
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closer to the i-region boundaries at which recombination
can more readily take place.

PIN diode area A does relate to the junction capaci-
tance, CJ, which follows the parallel plate formula fairly
closely.

CJ¼ eRe0A=W ð2Þ

At low frequencies, say, 1 MHz, a C change between zero
and reverse bias voltage is observable; however, at RF, it is
the minimum capacitance that is experienced due to the
dielectric relaxation of the i region [2]. With the high di-
electric constant of silicon (eR¼11.8), there is little fring-
ing of the electric field.

In series with this capacitance is a resistance RR (not
necessarily equal to RF), which is determined by measure-
ment. An RF figure of merit for the pin is the switching
cutoff frequency FCS, given by

FCS¼ 1=ð2pCJ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
RFRF

p
Þ ð3Þ

As will be described later, the FCS value permits a predic-
tion of the minimum insertion loss to be obtained in a
phase shifter, switch, or duplexer circuit, even before the
circuit configuration has been specified [2, Chap. 5]. The
RF equivalent circuit of the pin chip in its two bias states
is shown in Fig. 3. Package capacitance and inductance
must be added for a complete packaged diode. For our
sample diode, having a junction diameter of 0.49 mm
(19 mils), CJ¼ 0.2 pF.

When suitably soldered either into a package or onto a
good heat sink, it is found that the junction temperature
rise of our sample diode is about 151C per watt of power
dissipated in the junction. Equivalently stated, its ther-
mal resistance, y¼ 151C/W. In pulsed RF power applica-
tions there may be insufficient time during the pulse for
thermal equilibrium to be reached. The junction temper-
ature may rise linearly and the diode i region, small as it
may seem, must sink the heat dissipated until it can flow
out through the thermal resistance path (Fig. 4). The heat
capacity HC of the i region is given by

HC¼ ðspecific heatÞ� ðdensityÞ� ðvolumeÞ ð4Þ

which, for a silicon pin¼ (0.74 J/g-1C)� (2.43 g/cm3)�
(pD2W/4).

For our sample diode, having D¼ 49 mm (19 mils) and
W¼ 100mm (100 mils), HC¼ 34 mJ/1C. This is indeed
a small heat capacity, yet it implies that, for a given

temperature rise, the pin could dissipate nearly 7 times
as much power for 1 ms as it could sustain with continuous
dissipation. Furthermore, this HC calculation is conser-
vative, because it ignores the heatsinking capacity of the
bondwires and the p and n portions of the diode that are in
intimate contact with the i region. The product of HC and
y gives the thermal time constant, tT, from which the tem-
perature rise, DTJ of the i region can be estimated for any
pulselength, t, of power dissipation, PD. Thus

tT ¼ ðHCÞðyÞ ð5Þ

DTJ¼PDyð1� et=tT Þ ð6Þ

The temperature rise is shown graphically in Fig. 5. For
the sample diode the minimum tT is 500ms. If a safe tem-
perature rise is considered to be 100 1C, then the diode
could dissipate 6.6 W continuously, 16 W for 500ms, 66 W
for 50ms, and so forth. Following the pulse, the diode cools
during the interpulse periods with the same thermal time
constant (Fig. 6).

This same reasoning could be applied to develop a more
complete thermal model of the diode, which includes its
thermal surroundings. Figure 7 shows a more represen-
tative model of the diode, with its thermal elements and

(High power
loss element)

Forward
bias

Reverse
bias

RF RR

CJ GR

Figure 3. pin-diode chip equivalent circuit. T

W

P+

Minimum
heat sink

model

N+

W

A DD

A

Figure 4. pin model used for heatsinking calculation.
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Figure 5. General pulsed temperature-rise profile of a pin diode,
using the minimum-time-constant model.
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that of the packaging materials. Generally, however, the
simple conservative model is sufficient to estimate the
maximum temperature rise to be expected from a given
pulsed power dissipation.

A representative listing of a wide range of pin diodes is
shown in Table 1. Given these parameters, it is possible to
estimate most of the performance of a variety of RF phase
shifter, switch, and duplexer circuits, even before the cir-
cuits themselves are specified.

3. LOADED LINE PHASE SHIFTER

A diode phase shifter is a device whose primary function is
to change, by means of a control bias, the propagation

phase of a microwave signal. Most switches, attenuators,
limiters, and duplexers introduce phase shift, although
seldom by design. Moreover, since any reactance placed in
series or shunt with a transmission line introduces phase
shift, the possibilities for phase shift networks are unlim-
ited. However, adding the requirement that the device has
minimum insertion and reflective losses reduces the se-
lection of practical circuits.

Most think of switching between circuit paths as a di-
rect means of phase shift (Fig. 8). Actually this is a
switched time-delay circuit, producing phase shift that is
linearly proportional to frequency. This might seem all the
more desirable, since it could lead to broadband array an-
tenna steering. However, in practice, the switching be-
tween paths is accomplished with limited isolation of the
nonselected path. Figure 9 shows how the loss can in-
crease dramatically when the OFF arm resonates.

While time delay circuits have a place, they are not ef-
ficient. All the RF power must be switched between paths
and four diodes minimally are required to do this. The in-
sertion loss is the same for all bits, whereas in a phase
shifter circuit, only two diodes are required per bit and the
diode loss is much less for small phase shift bits. Accord-
ingly, we shall omit further discussion of time-delay cir-
cuits and proceed to phase shifters (which, generally, do
not have linearly increasing phase change with frequency).

Initially it was thought that very high power phase
shifters would be required. In fact, the author conducted a
Navy-sponsored project, whose objective was a 100 kW
peak power phase shifter—an objective that was met and
applied to a high power array! The key to the development
was the recognition that, since numerous diodes would be
required for very high power, each contributing a small
amount of the total phase shift required, a circuit lightly
coupling the diodes to the propagating wave was needed.

The solution was the transmission phase shifter
(Fig. 10), in which pairs of diode-switched susceptances
load the transmission line. The spacing of the suscep-
tances, about 901, is selected to cause mutual cancellation
of their reflections. The magnitude of the susceptances is
made small (less than 0.4 Yo), and so the diodes are sub-
jected to relatively small RF currents and voltages, pro-
ducing low dissipation in each diode. This enhances both
power-handling and insertion-loss performance.

This loaded line section has an equivalent circuit [2, p.
410] consisting of a uniform line section of new character-
istic admittance YE and electrical length yE, related to the
loaded line’s admittance Yo and electrical length y by

cos yE¼ cos y� ðB=YOÞ sin y ð7Þ

YE¼YO½1� ðB=YOÞ
2
þ 2ðB=YOÞ cot y�1=2 ð8Þ

Consider Eq. (7) first. If the line loading susceptance is
somehow switched by the pin diode between equal-mag-
nitude and opposite-sign susceptors, B1 and B2, then the
electrical length of the loaded line is described by the vec-
tor diagram in Fig. 11.

Notice from Fig. 11 that when y¼ 901 the sine of the
phase shift Dj/2, produced by each of the equal suscep-
tances Bi, is equal to the normalized susceptance term
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Figure 6. Sample estimate of pin junction temperature during a
train of power dissipating pulses.
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Table 1. Typical Parameters of Available PIN Diodes

Offered by the M/A-COM Division of AMP Inc. in Burlington, MA.
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BZo(Zo¼ 1/Yo). Then, approximating the sine by its angle,
the total phase shift in radians obtained by switching be-
tween B1 and B2 is given by

Djffi ðB2 � B1ÞZO ð9Þ

For example, if the normalized susceptances switch be-
tween plus and minus 0.2, then the phase shift is 0.4 ra-
dians, near 22.51, a 16th of a wavelength. The respective 4
bits of a phase shifter can be made up of one, two, four, and
eight such sections in cascade.

But, the reader may ask, suppose that the individual
reflections from each section, although small in them-
selves, combine when 15 such sections are cascaded to
produce very large reflection and with it high mismatch
loss.

Such is not the case. Referring to Eq. (8) and applying
the values y¼ 901 and |BiZo|¼ 0.2, gives YE¼0.98Yo.
This is true for either positive (capacitive) or negative
(inductive) line loading. Thus, even as the phase length of

the section changes, its characteristic admittance does
not. Nor is its value very different from Yo. Accordingly,
an arbitrarily long cascade combinations of such sections
would not result in a VSWR larger than 1.04, provided
that there are no line sections intervening between the
phase shift sections. Even this small mismatch could be
further compensated by installing a quarter-wave line of
admittance 1.02Yo at each end of the phase shifter cas-
cade. This inherent match of the loaded line phase shifter
is one of its most useful attributes.

It now remains to design the line loading circuits, such
that a two-state diode can yield the 70.2 normalized
susceptance switching. The first circuit approach used
shunt stubs, whose length was varied by pin-diode switch-
es (Fig. 12). The diodes were similar to the 0.2-pF, 4-mil I
region model described in Table 1. The linelengths a1 and
a2 were adjustable. The phase shift was proportional to a1

while the average of the two lengths was adjusted to con-
trol the transmission match. With 51 of phase shift per
stub pair, a level of 140 kW peak power was sustained with
0.001 duty cycle, 5m-sec-long pulses at 1300 MHz. There
were eight sections in the experimental model and the
results are shown in Fig. 13.

The maximum powers listed are those that cause or
nearly cause burnout, usually occasioned by voltage
breakdown of the pin diodes in the reverse biased state.
For pins, as well as all semiconductors, reliable operation
requires a rating that impose only 50% of this maximum
voltage stress on the semiconductor. Since power is related
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Figure 10. Switched transmission phase shifter section, also
called the loaded line phase shifter.
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Figure 11. Graphical representation of the loaded line phase
shifter’s change in electrical length caused by switching the load-
ing susceptances.
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Figure 8. Schematic for switched delay line phase shifter.
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to the square of voltage, this means devices need be rated
at one-fourth the power level, which would cause imme-
diate failure.

For microwave phase shifters this is especially useful in
the event of a short-circuited output, which could nearly
double the voltage stress on its diodes. Such a short can
result from an arc over or damaged radiating element,
even a disconnected output. Indeed, a customary accep-
tance test for a high-power-control device is operation
into a short-circuited load, which is varied through all
phases. Given this derating, very high reliability of pin
phase shifters is experienced, as is necessary in an array
antenna.

While it is true that no practical phased array could
radiate such levels (a 2500-element array using 35 kW

phase shifters would radiate 87 MW peak power), this
result is significant, because single-pole double-throw
switches can be constructed by installing such phase shift-
ers between 3 dB hybrid couplers, allowing, for example,
the full output power of a radar to be switched between
alternate antennas.

The loaded line approach was extended to 3 GHz in a
circuit in which the diode’s own capacitance terminates
the quarterwave shunt stub. Switching between forward
and reverse bias changed between –j50O (the diode has
about 3 pF capacitance) and its forward resistance of 0.5O.
Adjusting the shunt stub impedance produced as much as
451 phase shift per pair and a maximum RF peak power of
70 kW [2, p. 429]. This phaser was used in the U.S. Safe-
guard system, of which only a prototype system was built.
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Figure 13. L-band measurements of phase shift, insertion loss,
and ultimate peak power capability of the switched stub, loaded
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4. LUMPED-ELEMENT PHASE SHIFTERS

If the quarterwave section of line in the loaded line section
is replaced with a diode switchable reactance (Fig. 14), the
lumped-element, highpass–lowpass p circuit is obtained,
which can yield up to 1801 of phase shift. A similar tee
configuration [2] is also practical. These circuits are ad-
vantageous in integrated circuit applications, because
they employ a minimum of switching elements and no
space-consuming distributed elements.

For modest power levels, the most common diode phase
shifter configuration is the reflection circuit, employing a
3-dB, 901 coupler (Fig. 15). The coupler can be realized in
numerous ways, three of which are shown in Fig. 16. The
operation of the coupler is to convert the pair of variable
phase reflection circuits containing pin diodes into a
matched two-port network, having the reflection angle
change of the terminations.

This operation can be explained based on the coupler’s
operation. Consider the backward-wave (hybrid coupler)
circuit at the bottom of Fig. 16. Power enters the coupler at
port 1 and divides evenly to exit at ports 2 and 4. The wave
exiting port 4 has an additional 901. On encountering the
reflective circuits at ports 2 and 4, all energy reenters the

coupler, but due to the second 901 phase difference in the
signals on this second pass, they cancel at the input
(port 1), but add perfectly at the normally decoupled port 3.

This operation requires perfectly even power split and
901 phase difference. The backward coupler (but not the
other types shown) has the remarkable property that the
901 phase difference prevails at all frequencies [2, p. 194].
Of course, the power split varies with frequency, being
equal at only one frequency (or two frequencies if the de-
sign is overcoupled at the center frequency). Nevertheless,
more than octave bandwidth (Fig. 17) with modest VSWR
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Figure 15. The reflection phase shifter circuit employing a cou-
pler to achieve matched two-port transmission.
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can be obtained with a single coupled line section, even
more bandwidth with multistage couplers.

As was true of the loaded line circuit, there are numer-
ous ways to configure the pin in a reflection circuit to yield
any desired phase shift. However, regardless of what con-
figuration is used, if the circuit is designed to present to
the pin its maximum sustainable RF voltage VM in the
reverse biased state and the maximum sustainable RF
current IM in the forward-biased state, Hines [3] showed
that the maximum power PM sustainable when the circuit
yields a phase shift Dj is as shown in Table 2. Similarly, if
the circuit is designed such that the fraction of incident
power dissipated (PD/PA) is the same in both forward bias
and reverse bias, then the minimum for this ratio is that
shown in Table 2.

Generally, the choice of circuit that would provide the
maximum power stresses to the diode is not the same

choice that would produce equal power dissipation in its
two states, but the two limits are very useful for estimat-
ing what performance limits a practical circuit might in-
cur. Furthermore, since phase shifter bits are usually
designed for low loss, the average of the losses in the
two bias states is about equal to the minimum value spec-
ified in Table 2. The loss so calculated is for pin dissipation
only. Circuit losses add to this value; but, as will be shown,
a practical 3-bit, L-band phase shifter can be made with
less than 1 dB of total insertion loss.

If the series resistance of the pin is about the same in
both bias states (RF¼RR), an equal loss phase shifter can
be made by installing the pin at the 3 dB outputs of the
coupler with a series inductance whose reactance magni-
tude is half that of the pin’s capacitive reactance. By in-
stalling a quarterwave transformer between coupler and
diode termination (Fig. 18), the phase shift can be adjust-
ed to any desired value, allowing use of the same pin and
series inductance for all bits (Fig. 19).

The method for constructing the backward-wave cou-
pler [2] reflection phase shifter is shown in Figs. 20 and
21. A three-layer dielectric stripline sandwich is em-
ployed, wherein the center dielectric is used for the cou-
pled lines. Using this approach, a 3-bit phase shifter was
designed for use in the Cobra Dane radar built for the U.S.
Air Force by the Raytheon Company on Shemya Island,
near the western tip of the Aleutian Island chain. To min-
imize losses, the outer dielectrics were removed, resulting
in air stripline in the transformer and diode regions. The
operating bandwidth was approximately 1200–1400 MHz,
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Figure 18. The loss-equalized phase shifter termination with
series inductor and quarter-wave transformer to adjust phase
shift value.

Figure 19. The reflection coefficients seen at the
coupler for loss-equalized 1801, 901, and 451
phase shift bits.
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and the required power-handling capacity was to be 1 kW
peak, with evenly spaced pulses of up to 2000ms and 0.05
duty cycle.

The schematic diagram for the unit is shown in Fig. 20.
Four separate phase shifters and a Wilkinson equal-phase
power divider were housed in a single assembly to reduce
costs and interface connections. Figure 21 shows the diode
mount detail, and measured performance is shown in Fig.
22. A photograph of the completed assembly is shown in
Fig. 23.

The diode used for all bits was the 3-pF, 1800-V bulk
breakdown pin listed in the first column of Table 1. The
individual phase shifter section, tested with –200 V bias on
all diodes, sustained 4.1–4.8 kW peak power before burn-
out, and therefore could be rated for 1 kW operating level.
The insertion loss of each phase shifter, including both pin
diode and circuit losses, was 0.7 dB. About 16,000 phase
shifters were installed in the Cobra Dane antenna array,
which radiates approximately 16 MW peak and 1 MW of
average power. At the time of installation the array was
operated 20 h per day, resulting in nearly 2 million device
hours daily.

In separate projects, pin phase shifters of 3- and 4-bit
designs were implemented at S, C, and X bands [2, Chap.
6]. C-band phasers find use in the scanning-beam micro-
wave landing system (MLS), for which a worldwide stan-
dard exists. Generally, higher-frequency diode phasers
have progressively higher insertion loss and lower peak

power capacity. At X band, the 4-bit design had 2 dB of
insertion loss and a burnout power of about 1000 W with
1 ms pulselengths and 0.001 duty cycle.

5. CONSTANT PHASE SHIFT WITH FREQUENCY

Frequently there is a need for a phaser whose phase shift
is constant over a considerable bandwidth. Schiffman [2,4]
observed that when the backward wave coupler has ports
2 and 4 connected to each other (Fig. 24), an allpass net-
work results, having a dispersion characteristic (an elec-
trical length that does not increase linearly with
frequency) that can be adjusted with the coupling coeffi-
cient (Fig. 25).
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Figure 20. The 4-to-1 power divider and phaser assembly.
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Table 2. Limits of Power Handling and Insertion Loss (PD/
PA) for Transmission and Reflection Phase Shifters

Power Loss

Reflection circuit PM¼
VMIM

4 sinðDf=2Þ
PD
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� f
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A switched-path phase shifter (Fig. 26), which alter-
nates between a Schiffman section and a uniform trans-
mission line of appropriate length, can be made to have
a nearly constant phase shift over an octave bandwidth
(Fig. 27).

6. VARACTOR DIODE, CONTINUOUS PHASE SHIFTER

The varactor diode, lacking a wide I region, consists only
of a pn junction, whose capacitance at RF frequencies is

variable over a 5–1 or wider range with the application of a
reverse bias. Such a variable reactance can be used in
place of the pin in the reflection phase shifter circuit, to
provide phase control that varies continuously with ap-
plied bias voltage. Of necessity, the continuous phase

Figure 23. Photograph of the Cobra Dane 4-to-1 divider and
highpower phase shifter assembly.
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shifter is limited to low power, below 1 W, since the var-
actor capacitance can change at the RF rate. In fact, var-
actors are used as the nonlinear element in frequency
multipliers.

For varactor phase shifters, a figure of merit F applies
[2, p. 486], relating the number of degrees of phase shift
per decibel of loss to the cutoff frequency of the varactor, fc
¼ 1/2pRCMIN, where CMIN is the minimum capacitance
obtained at a reverse bias just before the breakdown volt-
age, VB; M is the ratio of the capacitance at zero volts to

that at VB; and f is the frequency of operation.

F¼ ðfc=f Þð1� 1=MÞð6:6
=dBÞ ð10Þ

This equation applies when the loss is small, below 1 dB.
Thus a varactor having a junction capacitance which var-
ies from 10 to 2 pF in series with a 2.6O resistance
(Fig. 28) has a cutoff frequency of 159 GHz and could yield
3231/dB at 1 GHz. Circuit losses must be added to this
value.

Generally, higher loss is obtained as a result of the
tuning effect of the varactor’s series inductance and the
circuit reactance employed to transform the reflection co-
efficient into a range which covers both the upper (induc-
tive) and lower (capacitive) halves of the Smith chart
(Figs. 29 and 30).

The varactor phase shifter experiences little variation
with temperature, typically only a 1% change in total
phase shift over a 501C temperature change. Even this
small change may be attributable to circuit changes and
possibly could be reduced further. However, variations in
RF power beyond one watt produce significant changes,
particularly near zero bias, at which the applied RF volt-
age swings into the forward conducting region (Fig. 31).

7. THE FET AS A SWITCHING DEVICE

Actually, any electronically switched device can be used as
the control element in a phase shifter as long as it has
sufficient Q to provide acceptably low insertion loss. The
considerable strides made in the development offield effect
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Figure 28. Representative varactor diode capacitance and cir-
cuit termination for a varactor continuous phase shifter.

Figure 29. Phase shift (change in reflection co-
efficient angle) and loss (departure from unity
reflection coefficient magnitude) of varactor cir-
cuit in Fig. 28.
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transistors (FETs) both for microwave power generation
and switching [12–18] have two important implications for
semi-conductor phase shifting.

First, phase shifting for array antennas can be per-
formed at low power levels with subsequent amplification
by FETs and other solid-state devices to the required out-
put level at the array antenna radiating element. With
this approach the achievement of lowest insertion loss is
less critical. Of course, the amplification generally will be
nonreciprocal, requiring that switching be performed be-
tween transmission and reception modes.

Second, the phase shifter can be realized using FET
elements for switching instead of pin diodes. FET switches
have a inherent advantage when compared to pin diodes
in that the FET has a third (gate) terminal to which bias is
applied, simplifying the design of the microwave circuitry
in which bias blocking otherwise is needed for two termi-
nal control elements.

FETs can be modeled as a lossy capacitor in the non-
conducting state and a resistor in the conducting state,

essentially the same equivalent circuit format used for the
PIN diode. As a result, most of the formation developed for
the pin can be used directly with FETs. The FET switched
phase shifter can be reciprocal, as is the pin phase shifter.

Acknowledgment

The contents of this article have been excerpted, with per-
mission, from the author’s text, Microwave Semiconductor
Engineering [2]. The author thanks Randy Rhea and Gary
Breed for this opportunity. The phase shifter development
described took place at M/A-COM, formerly Microwave
Associates, and now a division of AMP, Inc., located in
Burlington, Massachusetts. Much of the development of
both the pin and varactor diodes, as well as the circuits to
exploit them, was sponsored by the U.S. Government
through its Air Force, Navy and Army research agencies.

BIBLIOGRAPHY

1. R. Ryder, Bell Telephone Labs, Murray Hill, NJ, in a talk giv-
en at the NEREM Conference in Boston, MA, circa 1970.

2. J. F. White, Microwave Semiconductor Engineering, Noble
Publishing, Tucker, GA (originally published under the title
Semiconductor Control, Artech House, Norwood, MA, 1977;
later republished under the current title by Van Nostrand
Reinhold Co., New York, 1982, and translated with permis-
sion into Japanese).

3. M. E. Hines, Fundamental limitations in RF switching and
phase shifting using semiconductor diodes, Proc. IEEE

52:697–708 (1964).

4. B. M. Schiffman, A new class of broadband microwave 901
phase shifters, IEEE Trans. Microwave Theory Tech. MTT-
6:232–237 (1958).

5. C. H. Grauling and B. D. Geller, A broadband frequency
translator with 30 dB suppression of spurious sidebands,
IEEE Trans. Microwave Theory Tech. MTT-18:651–652
(1970).

6. W. J. Ince and D. H. Temme, Phasers and time delay elements,
in L. Young, ed., Advances in Microwaves, Vol. 4, Academic
Press, 1969, pp. 1–189.

0
0

.2

.4

.6

.8

1.0

1.2

1.4

1.6

1.8

2.0

20

40

60

80

100

120

140

160

180

200

220

240

908070605040

Bias (.V)

3020100
0

90807060

Calculated
Measured

5040

Reverse bias (.V)

302010
P

ha
se

 s
hi

ft
 (

°)

In
se

rt
io

n 
lo

ss
 (

dB
) Calculated

Measured

Figure 30. Calculated and measured phase
shift and insertion loss at 1 GHz for the var-
actor termination of Fig. 27.

−20

8070

15 W PK

0.1 mW

5 W PK

1 = 1.2 GHz

605040
Bias voltage

302010
−10

0

10

20

30

40

50

60

70

80

90

P
ha

se
 s

hi
ft

 (
°)

Figure 31. Typical variation of phase shift with RF input power.

2848 MICROWAVE PHASE SHIFTERS



7. I. Bahl and P. Bhartia, Microwave Solid State Circuit Design,
Wiley, New York, 1988, Chaps. 8, 13.

8. J. F. White, Semiconductor Control Devices: PIN Diodes, in K.
Chang, ed., Handbook of Microwave and Optical Components,
Vol. 2, Wiley, New York, 1990, Chap. 4.

9. A. I. Sreenivas and R. Stockton, Semiconductor control devic-
es: Phase shifters and switches, in K. Chang, ed., Handbook of
Microwave and Optical Components, Vol. 2, Wiley, New York,
1990, Chap. 5.

10. S. Yngvensson, Microwave Semiconductor Devices, Kluwer,
Norwell, MA, 1991, Chap. 9.

11. K. Chang, Microwave Solid State Circuits and Applications,
Wiley, New York, 1994, Chap. 8.

12. A. Mallet-Guy et al., Modeling and performance of a sub-
nanosecond high isolation DC-18 GHz monolithic SPST with
driver, IEEE MTT-SInt. Microwave Symp. Digest, 1991, Vol.
1, pp. 193–196.

13. H. Takasu et al., GaAs FET switch model for X-band MMIC
phase shifter design, 1994 IEEE MTT-S Int. Microwave
Symp. Digest, 1994, Vol. 3, pp. 1413–1416.

14. M. J. Schindler and T. E. Kazior, High power 2–18 GHz
MMIC TR switch, Appl. Microwave Mag. 90–94 (summer
1991).

15. F. McGrath et al., Multi gate FET power switches, Appl. Mi-
crowave Mag. 77–86 (summer 1991).

16. T. Tokumitsu, I. Toyoda, and M. Aikawa, Low voltage, high
power T/R switch MMIC using LC resonators, IEEE Micro-

wave Millimeter-Wave Monolithic Circuits Symp. Digest, June
1993, pp. 27–30.

17. A. Ehoud et al., Extraction techniques for FET switch mod-
eling, IEEE MTT-S Trans. Aug. 1995, pp. 1863–1867.

18. K. Purnell et al., GaAs MESFET, passive element, MMIC
phase shifter, IEEE Int. Microwave Symp. Digest, 1996, Vol.
2, pp. 1197–1200.

MICROWAVE PHASE SHIFTERS 2849

Next Page



MICROWAVE PHOTONICS: TECHNOLOGICAL
EVOLUTION AND ITS APPLICATIONS

AFSHIN S. DARYOUSH

Drexel University
Philadelphia, Pennsylvania

1. INTRODUCTION

The last two decades of the twentieth century witnessed
significant advances in IC technologies and proliferation of
commercial fiberoptic communication techniques, and mi-
crowave photonics has emerged as a new discipline. It is
envisioned that microwave photonics systems will be em-
ployed in many civilian and military systems. Although
optical control of microwave devices and circuits was ini-
tially considered as one of the most promising applications
of microwave photonics, now its most widely used appli-
cations are for optical distribution and processing of
information in telecommunication systems, such as radio-
over-fiber, as shown for a wireless local-area network in an
office environment. In this figure, personal computers (PCs)
are networked together through this hybrid wireless–fiber-
optic networks in applications such as radio-over-fiber
(ROF). The digital data from the PC is upconverted by a
millimeter-wave (MMW) stable carrier and are then radi-
ated by an omnidirectional antenna. The modulated re-
ceived RF signal is then downconverted to the coded digital
signals using the same stabilized MMW local oscillator
(LO). The coded digital signal is then networked to other
users through a high-speed fiberoptic network at data rates
well above 100 Mbps (megabits per second).

An important component of a personal communication
services (PCS) for the portable PC or PDA is the use of the
low-power-consuming frequency translation circuits,
which up- and downconverts the information without any
degradation in its spectral purity. Frequency stability of
the local oscillators used in the MMW wireless communi-
cation, and the clock recovery circuits used in the decision
circuits, are critical in accurate data retrieval Fig. 1.

This evolution could not be realized without technolog-
ical advances in optical sources/amplifiers, passive com-
ponents, modulators, and detectors. The presentation in
this article follows the assumption that the reader has a
general understanding of these technologies (please re-
view for fundamentals of optics and device physics aspects
of photonics the books by Saleh and Tiech [1] and Bhatta-
charya [2] respectively) and discussions in here are pri-
marily on subsystem-level implementations of analog
fiberoptic links for distribution of data and local oscilla-
tor, RF signal processing, analog-to-digital conversion,
and medical imaging.

2. LIGHT INTERACTION WITH DEVICES AND CIRCUITS

From the early beginning of optical control of TRAPPAT
(trapped plasma avalanche triggered transit) and IMPATT
(impact avalanche transit time) in 1970, optical control of
semiconductor devices has provided the promise of remote
control along with isolation of optical source other electrical
sources. Over time a number of techniques have been
developed to control performance of a number of devices
and circuits using optical interactions. Various optically
controlled microwave subsystems have been demonstrated
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since the early 1980s, such as optically tuned antennas [3],
phase shifters [4], oscillators and filters [5], switches [6],
and amplifiers [7]. Although these techniques are intrigu-
ing, they have not yet found significant applications. More
recently, spurred by rapid developments in fiberoptic-based
networks (MAN and LAN), the chip-level integration of
photonic and microwave components for high-performance
optical receivers have attracted attention. PIN-amplifier
configurations, such as PIN-HEMT [8], have been reported,
and more recently high-performance PIN-HBT combina-
tions have been realized by Gutierrez-Aitken et al. [9].
The three-terminal microwave devices are preferred to
perform photodetection and control functions in the receiv-
er front end [10,11]. This configuration enhances receiver
performance by reducing parasitics, requires less pre-
amplification due to intrinsic gain of transistors, and has
lower power consumption and less costly fabrication.

Key to these developments and related applications in
communications and control of microwave systems is un-
derstanding of the optical properties of microwave devices
[12] in transistors. In particular, photoresponse of HBT,
MESFET, and HEMT could be unified and a comparison is
made in terms of inherent photodetection mechanism,
gain, sensitivity, and bandwidth.

2.1. Static Analysis

Table 1 summarizes various effects that contribute to the
photoresponse of the HBT, MESFET, HEMT, and compar-
ison of these devices to the PIN photodiode. (The perfor-
mance of the PIN photodiode is considered as the
baseline.) For the PIN photodiode, the photoresponse cur-
rent is determined by the photogenerated electron–hole
pairs in the intrinsic region and no current gain is expe-
rienced. The light level directly controls the photocurrent
in a linear fashion. On the other hand, in HBT, in addition
to photogenerated electrons at the collector depletion re-
gion, there is an increase in the effective base current due
to the drift of photogenerated holes from the collector de-
pletion region to the base. This source of this term is a
change in the current injection rate due to change in base
voltage and hence it is termed the internal photoconduc-
tive effect; since this increase occurs under constant bias
current, it results in current gain. The photoresponse of
the HBT is linear with optical power. On the other hand,
the photoresponse in both field-effect transistors (ME-
SFET and HEMT) is attributed to three mechanisms
[13]. The photogenerated carries collected at the gate yield
a photovoltage Vphx, when passing through an external
resistor. Thus the external photovoltaic increases in gate

bias, which opens the channel and results in a photocur-
rent of Ipvx¼ gmVphx. The internal photovoltaic effect re-
sults in Ipvi¼ gmVph, where for MESFET [14] Vph is a
light-induced modulation of the channel height and in the
case of the HEMT, Vph represents a shift in the quasi-Fe-
rmi level [15]. The photoconductive effects Ipc are very
small and are neglected. The optical responsivity of mi-
crowave semiconductor transistors is compared in Fig. 2.
At low illumination the logarithmic response of FET de-
vices provides large gain. However, photoresponse satu-
rates rapidly, which limits their dynamic range. The HBT,
which has relatively large dark current but low noise [16],
performs best at moderate and high illuminations.

2.2. Dynamic Response

The frequency response of a PIN is limited by the carrier
transit time, where a shorter intrinsic region yields a fast-
er response, but this behavior is at the expense of quantum
efficiency for vertical devices. (Traveling-wave photodiodes
are designed to simultaneously meet high power-handling,
speed, and efficiency requirements.) The speed of the HBT
is governed by sum of different time constants associated
with the charging time of the base–emitter junction, the
base transmit time, the charging time of the base–collector
junction, and the transit time across the collector depletion
region. The optical response of the HBT is fast since these
time constants are the same as those that determine the
HBT ultra-high-speed response, whereas for FET devices
the external photovoltaic effect is very slow because
of the long charging time of the gate external circuit.
The MESFET’s dynamic response is dominated by the

Table 1. Sources of Photodetection Mechanisms in Popular Microwave Semiconductor Transistors and Comparison to PIN
Photodiode as Baseline

Ipvi Ipvx Ipc Ipci Ipd

Gain Speed Gain Speed Gain Speed Gain Speed Gain Speed

PIN — — — — — — — — None Very fast
HBT — — — — — — Moderate (linear) Fast None Very fast
FET Large (log) Slow Large (log) Very slow Small Fast — — — —
HEMT Large (log) Slow Large (log) Very slow Small Fast — — — —
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dynamics of the internal photovoltaic effect, which is de-
fined by the RC time constant of substrate resistance and
the epitaxiallayer–substrate junction capacitance [16]. For
the HEMT, on the other hand, the RC time constant,
determined by the buffer resistance and the change in
electron concentration in the 2DEG (two-dimensional elec-
tron gas) channel [14], defines the speed. It is important to
note that the speed of the photoresponse of the FETs is
independent of their microwave speed.

The measured and calculated frequency response for
these devices is depicted in Fig. 3. At low frequencies FETs
perform well, but the intrinsically slow photovoltaic effect
yields a small gain–bandwidth product. The speeds of the
HBT and the PIN are comparable. Note that increasing
the coupling of efficiency of the HBT from 1% to 10%,
which is a feasible task, will reduce the link insertion loss
by 20 dB, thus superseding that of the PIN. Using devices
with larger b (e.g., 250 instead of 25) will also give addi-
tional advantage to the HBT.

A publication by Madjedi et al. on the nonlinear behav-
ior of high-temperature superconducting film as photo-
mixer has provided an opportunity to generate terahertz
signals using the kinetic inductive photoresponse [17].
These new applications maintain interest in interactions
between light and microwave circuits.

3. FIBEROPTIC LINK DEVELOPMENT

Fiberoptic (FO) links are employed for distribution of fre-
quency reference as well as data communications in dis-

tributed systems, where these links need to provide RF
signals with high dynamic range and low phase noise de-
gradation. The information is distributed by intensity
modulation of light using an either directly or externally
modulated laser (see Fig. 4) and is detected primarily di-
rectly since the evolution of optical amplifiers. The FO link
gain and noise performance will impact signal-to-noise
performance, while the nonlinearity of various elements
in the optical system will contribute to a limited dynamic
range. The nonlinear phase and amplitude variation with
input RF power will result in AM-AM and AM-PM con-
version. Moreover, in dense wavelength-division multi-
plexed systems, where channel capacity increases by
multiplexing various colors of light, stimulated Raman
scattering in optical fiber could introduce distortion and
channel interference.

First, analytical expressions are presented for gain,
noise figure, and dynamic range, and sources of phase
noise degradation in directly and externally modulated
FO links are presented. Next, fiber nonlinearity is intro-
duced in a dense WDM system. Finally, the performance of
a multifunction circuit, realized on the basis of a long
Fabry–Perot laser structure that is monolithically inte-
grated with an electroabsorption modulator, where effi-
cient transmission of data and carrier signals with high
SFDR (spurious-free dynamic range) and low phase noise
degradation are achieved, is reviewed.

3.1. Directly Modulated FO Link

The gain of a fiberoptic link can be calculated in terms of
microwave scattering parameters using the signal flow
diagram (SFD) technique [18]. The transducer gains of the
optical transmitter and optical receiver are derived sepa-
rately and then combined to yield the gain of the complete
link. The link gain is expressed as

G¼
Pout;Tx

Pav;Rx
¼GTX� jHLj

2�GRX

¼
jS21Dj

2jS21Lj
2ð1� jGlasj

2ÞðZLKLLKDZDÞ
2

j1� GlasS22Lj
2j1� GSDS11Dj

2

When a directly modulated semiconductor laser diode is
employed in the optical transmitter, the SFD is obtained
by considering the forward-bias junction resistance of the
laser diode to be the port 2 termination of a two-port net-
work consisting of the microwave impedance-matching
circuit and driving circuit combined with the other device
parameters of the laser. Whereas a reverse-biased p-i-n

MESFET 
& 

HEMT

PIN

HBT

HEMT
Photoconductive response 
cut-off

Electric characteristics - 1/�ec

1 10 100 1000 10000 100000

Frequency (MHz)

0

−10

−20

−30

−40

−50

−60

−70

−80

−90

Li
nk

 G
ai

n 
(d

B
)

Figure 3. Frequency response of microwave devices. Measured
data are represented by discrete points and theory by solid lines.
The optical coupling efficiencies were calculated to be less than
1% for the HBT, 4% for the MESFET and HEMT, and 60% for the
PIN diode.

Optical link

RF / Optical 
modulator

Optical 
source

RF 
input

RF
� � �

RF

RF
output

Photo-
Detector

opt Intensity 
modulation

Direct 
detection

Optical fiber

(S N )out(S N )in

Sin,a
Sout

Figure 4. Overall structure of a fiberoptic link.
Note that for the directly modulated system the
optical source is internally modulated whereas in
the externally modulated link the electrooptic
property is used to perform intensity modulation
in a Mach–Zehnder modulator.

MICROWAVE PHOTONICS: TECHNOLOGICAL EVOLUTION AND ITS APPLICATIONS 2853



photodiode is employed in the optical receiver, the SFD is
obtained by considering the junction resistance of the di-
ode to be the port 1 terminating load to a two-port network
consisting of the microwave impedance-matching circuit
and the other device parameters of the detector. The link
current transfer function HL is defined as the ratio of de-
tector current to RF current across the laser. This is a
measurable quantity that is a function of the electrooptic
device quantum efficiencies as well as optical attenuation
and coupling efficiency, where ZL is the laser diode exter-
nal quantum efficiency, ZD is the detector responsivity, L is
the optical attenuation in the fiber, and KL, KD are the
laser-to-fiber and fiber-to-detector coupling efficiencies, re-
spectively. Nonlinear fiber performance due to stimulated
Brillouin and Raman scattering processes for long-fiber-
length L is ignored for the moment, but this issue will be
discussed later.

The four contributions to the noise power of the directly
modulated fiberoptic link. The total noise power at the
output of the detector is the sum of all these individual
noise powers:

Nout¼NRINþNshotþNth;TxþNth;Rx

¼NRINþNshotþNth

The dominant term is the laser RIN (relative intensity
noise) noise power, which is expressed as

NRIN¼RINðf ÞðIb � IthÞ
2
ðZLKLLKDZDÞ

2

�
jS21Dj

2

jð1� GSDS11DÞj
2

BZ0

The next dominant noise source is shot noise of the detec-
tor, including dark current noise

Nshot¼ 2e½ðIb � IthÞðZLKLLKDZDÞþ Id�

�B
jS21Dj

2

jð1� GSDS11DÞj
2

Z0

followed with the thermal noise of the transmitter:

Nth;Tx¼ 4kTaBðZLKLLKDZDÞ
2 RefYth1g

�
jS21Dj

2

jð1� GSDS11DÞj
2

Z0

Finally we obtain the thermal noise of the detector:

Nth;Rx¼ 2kTaBð1� jGinj
2Þ

The only noise source at the input of the link is the ther-
mal noise in the transmitter circuitry: Nin¼ kTaB. The
noise figure of the fiberoptic link is defined as

NFlink¼
ðSNRÞi
ðSNRÞo

¼
Pin �Nout

Pout �Nin
¼

1

Glink
�

Nout

Nin
ð1Þ

3.2. Externally Modulated FO Link

The small-signal gain of an externally modulated fiberop-
tic link is derived using the SFD technique as was applied
to direct modulation. When a Mach–Zehnder interfero-
metric modulator is employed in the optical transmitter to
impress a microwave signal on the optical carrier in a sin-
gle-mode fiber, the transmitter SFD is obtained by consid-
ering the capacitance CM across the modulator terminals
to be the port 2 termination of a two-port network con-
sisting of the microwave impedance-matching circuit and
other device parameters in the equivalent circuit of the
modulator. The output power of a fiberoptic link depends
on the amplitude of photocurrent Idet generated in the de-
tector, which is in turn proportional to the RF voltage VM

across the capacitor CM. This gain is represented as

G¼
pLKDZDPin;opZ0

2Vp

� �2

�
jS21Mj

2jS21Dj
2j1þGMj

2

j1� S22mGMj
2j1� S11DGSDj

2

where Vp is bias voltage required for 100% optical modula-
tion and Pin,op is the optical output of the modulator. Figure
3 compares the achievable gain of directly and externally
modulated fiberoptic links. Note that a higher gain is
achieved when optical source and detector with efficient
light coupling and responsivity are employed. Finally, gain
of the externally modulated FO link monotonically increas-
es as the optical power squared. Four noise sources con-
tribute to the output noise power of the link. The dominant
term in the case of large input optical power is the shot
noise followed by excess RIN noise of the laser. The shot
noise of the detector, including dark current, is expressed as

Nshot¼ 2e
ZopZDPin;op

2

� �
þ Id

� �

�B
jS21Dj

2

j1� GSDS11Dj
2

Z0

The excess noise of the laser is related to optical source RIN
noise, which could be significantly lower than that for the
semiconductor laser diode:

Nexcess¼ RIN
ZopZDPin;op

2

� �
� 2e

� �

�
ZopZDPin;op

2

� �
B

jS21Dj
2

j1� GSDS11Dj
2

Z0

The thermal noise sources of the transmitter and of the
detector are presented respectively as

Nth;Tx¼ kTaB
pZopZDPin;opZ0

2Vp

� �2

�
jS21mj

2jS21Dj
2j1þGMj

2

j1� GMS22mj
2j1� GSDS11Dj

2

Nth;Rx¼ 2kTaBð1� jGinj
2Þ
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The total noise power at the output of the detector is
the sum of all these individual noise powers. As in the
direct-modulation case, the noise power at the input to
the external modulation link is simply kTaB. Therefore the
noise figure is given by Eq. (1). Note that the total shot
noise increases as optical power; therefore the signal-to-
noise ratio increases as optical power increases in the
externally modulated links. However, the challenge is to
develop high-speed high-power-handling-capability photo-
detectors.

Figure 5 depicts comparison measured and analytical
calculated gain results of directly and externally modu-
lated fiberoptic links. The optical power can be high in
externally modulated fiberoptic links when a solid-state
laser is employed as an optical source. A low-Vp Mach–
Zehnder (MZ) modulator and operation in the quadrature
point of Vb¼Vp/2 (i.e., f¼901) along with a high-power-
handling-capability photodiode allows for the highest re-
ported gain for FO links. Naturally a higher responsivity
(i.e., ZL and ZD) laser diode and photodiode result in a
lower insertion loss.

3.3. Dynamic Range

Spurious-free and compression dynamic range are directly
related to linearity of the optical modulator (i.e., laser
diode in the case of directly, and MZ modulator in the
externally modulated FO links). The third-order intercept
point and 1 dB compression point for the directly modu-
lated are calculated [18] on the basis of the optical
modulation index m:

Pin;int¼
m2

intðIb � IthÞ
2
j1� S22LGLasj

2Z0

jS21Lj
2ð1� jGLasj

2Þ

Pin;1 dB CP¼
m2

1 dB CPðIb � IthÞ
2
j1� S22LGLasj

2Z0

jS21Lj
2ð1� jGLasj

2Þ

In a similar fashion, the third-order intercept point and
1 dB compression point are derived for externally modu-

lated fiberoptic links as follows:

Pin;int¼
8V2

p j1� S22mGMj
2

p2Z0jS21mj
2j1þGMj

2

Pin;1 dB CP¼
0:9504542V2

p j1� S22mGMj
2

p2Z0jS21mj
2j1þGMj

2

Using the derived relationship for intercept and compres-
sion points, spurious-free and compression dynamic range
are calculated using the following expressions:

SFDR¼
2

3
� 10 log10

Pout;int

kTaGNF

� �
dB �Hz2=3

CFDR¼ 10 log10

Pout;1 dB CP

kTaGNF

� �
dB �Hz

3.4. Fiber Nonlinearity

WDM optical systems are employed in radio-over-fiber
and optically controlled phased-array antenna architec-
tures. In pushing these systems to the limits of transmis-
sion capability, aspects such as fiber nonlinearities need to
be understood. These aspects include the nonlinear fiber
phenomena of SRS (stimulated Raman scattering) [20],
SBS (stimulated Brillouin scattering) [21], and XPM
(cross-phase modulation) [22]. These nonlinear effects be-
come noticeable particularly in WDM subcarrier-multi-
plexed (SCM) systems that may cover many closely packed
video channels cover long distances. These nonlinearities
result in optical power transfer to higher and lower optical
frequencies. Each nonlinear effect creates a distortion lev-
el that becomes intolerable above the acceptable threshold
level. Threshold requirements are based on electrical non-
linear distortion requirements, composite second-order
(CSO) and composite triple (or third-order) beat (CTB)
(particularly CTB), which have been determined in pub-
lished works such as Refs. 23 and 24.

Figure 6 shows the SRS crosstalk level for a two-chan-
nel WDM system, while the fiber length is varied and for
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9.4 nm channel spacing, and input power of 4 dBm, a dis-
persion of 17 ps nm� 1 km� 1, and a subcarrier frequency of
152 MHz. The two curves in the figure represent the high-
and low-dispersion fibers. The more dispersive fiber gen-
erates lower XT due to the walkoff effect. As is expected,
the crosstalk level begins to increase as the fiber length
increases. However, the XT level reaches a peak value and
then decreases as the length is increased further. As the
length is increased beyond 70 km, eventually the SRS lev-
el reaches a steady-state value. This behavior shows a si-
nusoidal dependence of crosstalk on fiber length for
dispersive fiber but a monotonic increase for the disper-
sion-shifted fiber. The importance of this result is that,
due to the walkoff effect, the crosstalk level for a length of
fiber may not increase as the fiber length increases.
Hence, the crosstalk level can be reduced or increased de-
pending on the fiber length. In comparison of the mea-
surement and simulation (Model 1: Wang et al. model [24]
and Model 2: Phillips–Ott model [25]), the maximum error
is less than 5%. Measurement results of the SRS crosstalk
while increasing the RF frequency from 50 to 725 MHz in
steps of 50 MHz is depicted in Fig. 7. Also included in the
figure is a simulation of Phillips–Ott model [25]. As de-
picted in Fig. 7, the SRS crosstalk level changes as the

frequency is increased, following a behavior similar to a
sinc function (i.e., sin x/x) squared fashion.

3.5. Phase Noise Degradation

The FO distribution link contributes residual phase noise
to the reference signal, which is a function of operation
frequency. This impact is significant mostly in the directly
modulated fiberoptic links where the RIN of the optical
source is far stronger than the externally modulated FO
links. Moreover, directly modulated fiberoptic links are
preferable to externally modulated links because of their
lower cost than. The phase noise of the reference signal
could be degraded if residual phase noise were too close to
the signal noise floor level. Therefore, an appropriate se-
lection of reference frequency is necessary to avoid signif-
icant degradation after passing through the FO link. For
example, as shown in Fig. 8, to generate a 12-GHz local
oscillator (LO) at front end, a reference signal at frequency
of 100 MHz (UHF), 4 GHz (C band), and 12 GHz (X band)
can be sent through FO link. Since the phase noise con-
tributions for FO links are different at these frequencies,
an optimum frequency for reference signal can be found to
have the least phase noise degradation due to the FO link.
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The optical spectra of a modulate optical signal are ex-
pressed as Popt{1þm cos(omtþ dfm(t))þnRIN(t)} cos (ooptt
þfopt(t)þ dfopt(t)), where Popt is the averaged optical
power and m is the optical modulation index at modulat-
ing microwave carrier om. The focus of present work is
dfm, the residual phase noise added to the microwave
carrier from the laser diode noise source. nRIN is the rel-
ative intensity noise; oopt is the optical frequency; fopt

is the optical phase signal due to side modes and modu-
lation, and dfopt is the phase noise of the optical signal.
Since most fiberoptic links for antenna remoting appli-
cations use intensity detection, only the noise signals in
optical intensity affect the microwave carrier signal,
namely, dfm and nRIN. The nRIN could contribute to the
FM noise of the reference signal through nonlinear AM/
PM conversion [27].

The laser diode SSB phase noise of the nth harmonic of
the modulating signal Lout has contributions from three
noise terms: (1) the input reference signal phase noise,
Lin, (2) the low-frequency noise of the laser diode upcon-
verted to the carrier frequencyLup; and (3) the RIN noise
at the offset microwave carrier LRIN. This behavior is
quite analogous to microwave systems [28]. Therefore at
angular offset carrier frequency of O,Lout can be approx-
imately expressed as [29]:

Lout;noðOÞ¼n2Lin;oðOÞþn2Lup;oðOÞþLRIN;noðOÞ ð2Þ

The factor of n is the harmonic order of the modulation
signal, if any nonlinearity of the laser diode is exploited to
generate the nth harmonic [28]. (If the fundamental fre-
quency is employed, then n¼ 1.) The subscript o indicates
the modulation frequency. The upconversion factor of low-
frequency RIN to phase noise is the dominant noise
source. Calculation of this upconversion factor depends
on the derivative of the RF phase with respect to the RF
derive amplitude and is Cup;o¼

1
2 ð@yðoÞ=@PoÞ

2P2
o, which y is

phase of optical signal at the modulating frequency o. The
dependence of phase on the optical output power in a di-
rectly modulated system is a bit more complicated than in
an externally modulated system since the nonlinear be-

havior is dependent on modulation index of laser diode
and the relationship of its operation frequency compared
to the relaxation oscillation frequency. This process is
nonlinear and at certain frequencies results in AM-PM
compression. The results are related to modulation index
through the a parameter, which is a function of modula-
tion frequency and averaged optical power [18].

Since RIN noise in semiconductor laser diodes is strong
up to 100 MHz because of mode partition noise, it is pre-
dicted that the spectral purity of the UHF reference signal
is greatly degraded, resulting in a higher FM noise. More-
over, the X-band modulating signal is close to the relax-
ation oscillation frequency where RIN is peaked. The best
frequency for reference signal distribution through DMFO
link is the C-band signal as depicted in Fig. 9, where the
phase noise of the 12-GHz LO signal is generated from the
reference signal through the abovementioned DMFO link.
Clearly, the signal generated from a C-band signal has the
best phase noise performance. The signal from UHF ref-
erence degrades greatly because the residual phase noise
of the FO link is higher than the reference phase noise at
offset frequency higher than 100 Hz.

3.6. Monolithically Integrated Mode-Locked Laser

A monolithic version of a laser with external cavity is re-
alizable using semiconductor fabrication process and re-
ported by a number of researchers. Figure 10a shows a
schematic drawing of the monolithic laser with an inte-
grated EA (electroabsorption) modulator. Stacked struc-
ture consisting of two MQW layers, a MQW
(multiquantum well) for laser diode (MQW-LD) and a
MQW for EA modulator (MQW-MD) are employed. The
Fabry–Perot (FP) cavity length for our experiment is
cleaved approximately for a length of 2170mm. This total
length is composed of a 1970-mm-long gain section, a 150-
mm-long modulator, and a 50-mm-long separation region.
The facet of the modulator section is coated with high-re-
flectivity film (RE85%). The facet of the gain section is as
cleaved. The laser is mounted in a high-frequency pack-
age. The schematic diagram of the long FP laser with in-
tegrated EA modulator is shown in Fig. 10b.
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The gain section of the laser diode is forward-biased at
different bias currents, and the EA section is reverse-
biased by different voltage levels. A resonance peak is
observed that is associated with the longitudinal mode
separation in the long FP laser. The longitudinal-mode
separation is calculated as Df¼ c/2nLE19.3 GHz, where c
¼ 300 mm �GHz is the speed of light in free space, nE3.5
is the index of refraction of the waveguide, and
LE2.17 mm is the FP cavity length. This resonant fre-
quency has a frequency tuning sensitivity of E1 MHz/mA.
The optical oscillations are stabilized using an injection-
locking process [27], where a single oscillation peak that
appears as the gain section is modulated by a frequency
reference of PmZ–1 dBm at fm¼ 19.258 GHz. The familiar
one-sided injection-locking spectra are observed outside
the injection-locking range and the close-in to carrier
phase noise is significantly reduced within the locking
range. The measured close-in to carrier phase noise de-
gradation at 100 Hz offset carrier is depicted in Fig. 11,
where 31 and 6 dB degradation are measured for the
injected power of Pm¼ þ 0.5 dBm in the resistively and
reactively-matched modules respectively. However for

injected power level of þ 4.5 dBm, a close-in to carrier
phase noise identical to the reference source is measured
for the reactively matched case Fig. 11.

The resonance frequency could also be stabilized using
fundamental mode locking by modulating the EA section
by a synthesized source. The close-in to carrier phase
noise are measured and comparison is made against the
reference signal from an HP83640A source. The results
are summarized in Table 2 for different laser operation
points. As indicated, a very small phase noise degradation
is observed; however, the results for Vm¼ � 1 V are better
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Table 2. Phase Noise Degradation of LO Signal as
Function of Various Offset Frequencies and Laser
Operation Points

LðOÞðdBc=HzÞ D(dB)

fm (GHz) Vm (V) O¼100 Hz O¼1 kHz O¼100 Hz O¼1 kHz

19.13400 �4.5 �75.4 �81 2.6 2.4
19.29469 �2.5 �77.0 �82 1.0 1.1
19.29406 �1.0 �77.6 �82 0.4 0.4
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than the results for Vm¼ –4.5 V for the same laser current
of Ib¼ 140 mA.

Since this stabilized signal has much cleaner close-in to
carrier phase noise than does the free-running oscillation,
it could be employed as the LO signal. The laser diode’s
gain section is forward-biased (Ib¼140 mA), and the EA
modulator section is reverse-biased (Vm¼ � 1 V). This op-
erating point is selected because of the efficient mode-lock-
ing process while maintaining the least amount of phase
noise degradation of the carrier signal. The laser diode
optical output is collimated to a single-mode optical fiber
using a polarizing collimator with an overall fiber coupling
efficiency of 12%. The optical fiber output is connected to
an optical receiver integrated with RF analyzer, which
automatically dis-embeds the calibrated optical receiver
response from the measurement and displays it in the op-
tical domain. The electrical domain power levels, in dBr,
are easily calculated by multiplying the depicted optical
domain results, displayed in dBm, by a factor of 2.

Next the gain section of this laser is modulated by
S-band signals (2.2 GHz750 MHz). Strong nonlinearity
of the mode-locked laser at the LO signal of 19.3 GHz
upconverts the S-band signals to 17.1 and 22.5 GHz as
shown in Fig. 12. The data modulation power level is
changed over a wide range. An optical conversion loss is
defined as the ratio of the generated mixed RF signal
(19.372.2 GHz) to the IF signal (2.2 GHz). The optical
conversion loss is as low as 1.4 dB, resulting in an electri-
cal conversion loss of 2.8 dB. The optoelectronic conversion
loss for the lower sideband (LSB) at 17.1 GHz is higher
than the upper sideband (USB) of 22.5 GHz by 1.3 dB
(i.e., 2.6 dB electrical) [31].

On the other hand, a modulation loss greater than
51 dB is measured when the gain section is directly
modulated by the RF signal at 17.1 GHz. The spurious-
free dynamic range (SFDR) of this optoelectronic
mixer is also evaluated. The intermodulation distortion
(IMD) measurements are conducted for two modulating
tones that are 5 MHz apart (e.g., f1¼ 2.200 GHz and

f2¼ 2.205 GHz). Both tones are upconverted by a stable
LO signal of 19.360 GHz and IMDs of the upconverted
RF signals are measured at LSB and USB frequencies.
Based on the mode-locked laser IMD and RIN noise mea-
surement results for the upconverted RF tones, SFDR
LSB and USB RF signals are E88 dB .Hz2/3 and
89 dB .Hz2/3, respectively.

4. FIBEROPTIC DISTRIBUTION FOR PHASED-ARRAY
ANTENNAS

One of the simplest methods antenna remoting is based on
the concept of direct replacement of the electrical inter-
connects by FO links. However, there are challenges as-
sociated with reliability of optical components, cost of
system integration, and the architecture employed for
achieving the best attributes possible.

4.1. Device Innovations and Reliability

A vast number of research work reported in the literature
have focused on the device improvements to meet the per-
formance requirement of commercial fiberoptic communi-
cation. Performance of sampled directly and externally
modulated fiberoptic links operating at S band is rendered
in Table 3 (circa 1995), where the best performance is
achieved for DFB laser monolithically integrated with the
EA modulator. The performance of the mode-locked laser
is quite acceptable for many telecommunication systems.
(The results of the MZ modulator may appear worse than
what is reported in the literature, but in this case a semi-
conductor laser with optical power of only a few mW is
used as a source.) Monolithically integrated EA modulator
with sampled grating DBR laser (SGDBR) [32] has been
developed where SFDR of 120 dB .Hz2/3 is achieved over
a large tuning bandwidth. However, the harsh military
and space environment imposes additional burdens on the
performance of lightwave technology components.
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4.2. Packaging Requirements

As indicated in the gain expressions of directly and exter-
nally modulated fiberoptic links, a dB improvement in the
optical coupling improves insertion gain by 2 dB. However,
mechanical tolerances of optical fibers and sources are in
submicrometer range, hence making the low-cost integra-
tion of optical components with optical fibers challenging
at the least. Moreover, this process has to be done in a cost-
effective manner. Another important aspect of the light
coupling is that reflection has to be minimized since any
optical feedback introduces modulation of the dynamic
response, which resembles the transmission characteris-
tics of FP resonators. Therefore, optical isolators combined
with angle polished fibers are required to reduce the light
feedback level below 50 dB in certain applications. Another
important aspect is temperature control of semiconductor
devices to avoid any sensitivity to temperature in harsh
environments of space. Finally, directly modulated fiber-
optic links or externally modulated systems using EA
modulators experience input impedance that corresponds
to high-reflectivity coefficients (i.e., approximately short
for a laser diode and open for an EA modulator). To avoid
high reflection loss, impedance matching circuits are
needed to be developed, which is not easy to accomplish
over a large fractional bandwidth. Figure 13 depicts a
designed structure of monolithically integrated optical

source with an EA modulator [33], which is used for dis-
tribution of both LO signal and data signal. This structure
is also based on cascading a number of lasers with a mono-
lithically long FP cavity in series, hence increasing the
forward PN junction resistance, while maintaining the
same RF current modulating all the gain sections. In es-
sence, since the input impedance of laser diode (i.e., a for-
ward-biased p-n junction) is about 4O, by series
combination of the impedances, a level closer to 50O is
achieved.1 Moreover, a lower Qex factor is obtained, which
simplifies the matching circuit design. Finally, the fiber
coupling is achieved cost-effectively by combining a num-
ber of lensed fibers mounted on a silicon V groove. This
process will enable packaging of a large number of laser
diode sources.

4.3. Architecture Innovations

In large-aperture phased-array antennas or ROF systems,
the RF signal could be downconverted to the IF signals for
further processing at the centralized receiver. This archi-
tecture, shown in Fig. 14, is the conventional one. The
challenges for implementation of optically controlled
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Figure 13. Conceptual representation of an optimized optical transmitter using eight series-
mounted laser diodes with monolithically integrated external optical cavity coupled to the lensed
fibers using a Si V-groove fiber alignment system.

Table 3. Comparison of Various Components Off the Shelf (COTS) Fiberoptic Links at S-Banda

Directly Modulated FO Links Externally Modulated FO Links

Mode-Locked Laser Ortel DFB Laser DFB/EA Modulator Sumitomo MZ Modulator

Frequency 2.2 GHz 2.5 GHz 2.2 GHz 2.5 GHz
Gain(dB) �8 �44 �12 �40
IP3 (dBm) þ17 þ27 þ14 þ23
Noise floor (dBm/Hz) �142 �151 �151 �151
SFDR (dB .Hz2/3) 101 86 103 90

aNote the MZ modulator is based on DFB laser as optical source.

1A similar approach is currently pursued in quantum cascade la-
sers, although the latter is a unipolar device. For more informa-
tion, see, for example, the paper by Faist et al. [34].
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phased array using this architecture are (1) a high-dy-
namic-range fiberoptic links are required at ultrahigh fre-
quencies, (2) phase and frequency control must be
maintained in the distribution network all the way to
the central processor, and (3) as will be shown later, a
higher resolution for a true time-delay device is required.
On the other hand, the T/R-level data mixing architecture,
shown in Fig. 15, provides a great opportunity to perform
downconversion of the RF signals to IF and avoid the lim-
itations encountered in the CPU-level data mixing. Addi-
tional requirements are: (1) the need for stabilized LO at
each element to coherently down-or upconvert the re-
ceived RF or IF signals, (2) increase in the number of op-
tical links, and (3) the requirement of phase control in
addition to TTD to obtain a squint-free radiated beam.
Nonetheless, experimental comparison of a 2� 4 MMIC-
based C-band phased-array antenna was conducted,
where a superior dynamic range was measured for T/R-
level data mixing architecture over CPU level 1 [35].
These apparent limitations were avoided using a cascad-
ed ILPLL oscillator [36], a self-oscillating mixer [37], and
an optoelectronic mixer using MLL [38]. The most impor-
tant advantage of T/R-level data mixing is its reduction in
the number of resolution bits required in real-time-delay
devices to generate a squint-free-beam. This issue is high-
lighted next.

Figure 16 depicts radiation pattern of a 25-element lin-
ear phased array (with l/2 separation) designed for oper-
ation at center frequency of 33 GHz with bandwidth of
3 GHz (i.e., each graph is composite of three simulated
graphs at frequencies of 31.5, 33, and 34.5 GHz). The sim-
ulation results are for CPU-level data mixing. The re-

quired time delay is achieved using a switched delay line
TTD (real-time-delay device) with minimum time resolu-
tion of 10 ps. As this simulation result indicates as the
beam is pointed away from broadside, sidelobe levels in-
crease to only � 6 dBc, and the mainbeam decreases by
2 dB. On the other hand, Fig. 17 depicts the simulated
performance of the same phased array when it is con-
structed on the basis of T/R-level data mixing. This struc-
ture employs a 2p analog phase shifter based on the
concept of cascaded oscillators [36] along with a TTD
with a time resolution of 30 ps (i.e., decreasing the time
delay number of bits by factor of B4). As this figure clearly
indicates, no reduction in mainbeam peak level or increase
in sidelobe levels is observed for any scan angles. In fact,
the sidelobe levels are compatible with the expected the-
oretical level of 13.6 dB for a uniform array.

5. MICROWAVE PHOTONIC SIGNAL PROCESSORS

One of the most significant advantages of microwave pho-
tonics is not the antenna remoting concepts, but rather
the opportunity to perform signal processing in the optical
domain. The primary figure of merit is the time–band-
width product, which could exceed 104, hence leading to
significant rejection and filtering using various delay
lines. A few realizations of signal processors using micro-
wave photonic techniques are discussed next.

5.1. Memory Loop

Fiberoptic-based memory loops are used for recirculation
of the incoming RF pulses. The simplified schematic dia-
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gram of a fiberoptic-based recirculating memory loop is
shown conceptually in Fig. 18. This system consists of four
basic elements: a switch, an electrical amplifier, a fiber-
optic time-delay element, and a gain equalizer. The gain
equalizer is composed of a YIG tunable filter and an at-
tenuator. The RF input pulse is routed through the switch
to the time-delay device. The switch closes the loop and
thus controls the recirculation. As the signal reenters the
microwave circuit, it is amplified and rerouted through
the fiber. As a result, a pulsetrain is obtained that has a
pulse repetition interval corresponding to one recircula-
tion time through the loop.

The number or recirculations is not limited by disper-
sion, and for higher recirculation the following steps are
established (1) reducing the insertion loss and noise figure
of the fiberoptic link and (2) flattening the frequency
response of the closed-loop system. Using a 1-km optical

delay line over 2–4 GHz with an insertion loss of � 11 dB
(flatness of 4 dB) and a spurious-free dynamic range of
87 dB �Hz2/3, a short electrical pulse has recirculated for as
long as a millisecond. The spectral purity of the recircu-
lated signal is evaluated, and the spectral purity of the
output pulses is as shown in Fig. 19 after 10, 20, and 35
recirculations. The phase noise degradation is measured
for offset carrier frequencies of 10, 50 and 100 Hz.

Since the frequency response of the open loop is not, in
practice, flat over the bandwidth, to enhance the perfor-
mance of the memory loop, a gain equalizer is required.
The amplification of the recirculating signal can be real-
ized in either the electrical [39] or the optical domain. For
broadband microwave signal processing, however, where
the incoming signals in the frequency range of 2–18 GHz
are analyzed, pulse recirculation in the optical domain is
preferable to that in the electrical domain.

The maximum number of recirculations in the loop in
terms of the characteristics of the system components can
then be numerically evaluated as a function of gain flat-
ness C. In particular, the maximum number of recircula-
tions nmax is limited to the maximum number allowable by
NFTmax and the open-loop noise figure NFB as follows [39]:

NFTmax �
1

2
ðNFB � 1Þ

1

Cn

1� Cn

1� C
þn

� �

The implication of nonflat frequency response of the delay
unit is that the noise will increase at a faster rate at fre-
quencies where open-loop gain is greater than unity.
Therefore, the nonflat frequency response and high noise
figure of the delay element will restrict the maximum time
delay attainable by the memory loop. Naturally, to over-
come the nmax limitation, while achieving long total time
delays of nt, one could increase the unit time delay t, but
the long unit delay will produce a void in the time domain
for the short input pulses.

5.2. Advanced Optical Signal Processing Techniques

The use of passive optical components such as optical
isolators, array waveguide grating, superposed array
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Figure 16. Simulated radiation pattern of 25-radiating-element
linear multibeam phased-array antenna based on a CPU-level
data mixing architecture where a real-time-delay line with 10 ps
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grating, and spatial light modulators provides for a num-
ber of signal processing techniques, such as interference
mitigation [40–42] and adaptive waveform generation
[43]. The basic principle of these techniques is based on
translating spectrum to time using dispersive fibers or
delay lines. As the number of taps increases, increased
resolution in frequency domain can be observed. On the
other hand, using mode-locked pulses with short sampling
periods will increase the time resolution. As the tap
weights and unit time delay are adjusted, an arbitrary
waveform in time domain is generated that corresponds to
the desired transfer function. Figure 20 depicts the struc-
ture of a tunable filter, where a tunable filter with a Q as
high as 800 is demonstrated [44]. Although discrete grat-
ing arrays are simpler for design implementation, but su-
perposed arrays are quite practical for sampling
bandwidth in the terahertz range [44].

Moreover, tapped delay lines are employed in combina-
tion with positive and negative optical amplitude to adjust
transfer function and shape of the transversal filter. High-
birefringence materials combined with a polarizer are em-
ployed to create all-optical transversal filters. Figure 21
depicts the shape of filter impulse response. The desired
impulse response is converted to the desired bandpass fil-
ter. Moreover, notch filters could be developed using RF
interference in the optical fiber while the other frequen-
cies are transmitted through without much attenuation.
Interference mitigation by 50 dB is experimentally
demonstrated at 75 MHz [44].

6. OPTICAL ADC TECHNIQUES

Another application of microwave photonics is in the de-
velopment of the analog-to-digital converter (ADC). Opto-
electronic devices have demonstrated ultrafast switching
speed, and mode-locked solid-state lasers have achieved
high-speed and accurate optical pulses as low as 10 fs.
With capability of sampling electrical signals of resolu-
tions of subpicoseconds, implementation of optical ADC
has long intrigued many researchers because of the

following advantages: (1) optical sampling has time jitter
that is about two orders of magnitude lower than that of
an electronic clock, (2) optical sampling decouples the
electrical clock signal used for optical sampling from the
sampled electrical signal, and (3) an optical sampled or
quantized signal is easy to distribute by fiber and to re-
motely control. Also, many photonic ADC approaches also
produce output as Gray codes directly, eliminating the
need for additional encoding circuits. However optical
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quantization is generally limited to resolution of a few
bits, and this remains a major challenge. There are two
approaches to quantize the information after sampling by
optical signal: (1) hybrid opticelectronic ADC, where elec-
trical quantizers are employed; and (2) all-optical ADC,
where optical quantization is implemented.

6.1. Hybrid Opticelectronic ADC

Hybrid Opticelectronic ADC, also called ‘‘optically assis-
tant ADC’’, employs optical sampling followed by electron-
ic quantization. It attempts to combine advantages of both
optical and electronic ADC technologies: high-speed rate
of optical sampling and high resolution of electronic quan-
tization. But the speed of electronic devices is much lower
than the optical sampling rate. So the sampled optical
signal has to be downconverted to a lower speed and chan-
neled to parallel electronic quantizers. For example,
100 Gsps sampled pulses can be split into eight channels
in time domain, and the pulse rate in every channel is
12.5 Gsps. Most optical sampling transducers are imple-
mented with Mach–Zehnder modulators [45], where the
output intensity of the MZ interferometer is a function of
the applied voltage

Iout¼ Ii cos2 j0

2

� �
�

pV

2Vp

� �� �

where j0¼ 2pnL=l0, the optical distance of a branch, and
Vp is the half-wave voltage, defined as the applied voltage

at which the phase shift changes by p. Optical sampl-
ing operates in a small range around Vp, the output is
approximately linearly proportional to applied voltage V.
To extend the linear range of MZ modulator, a number
of linearization approaches were demonstrated. In pho-
tonic ADC, the linearization can be implemented in
digital domain by directly inverting the transfer function
in DSP.

The key issue in hybrid optoelectronic ADC is to chan-
nelize high-speed sampled optical pulses and ensure that
channels match in both amplitude and time. Based on ap-
proaches of channelization, three major schemes are pro-
posed: (1) time interleaving [46], (2) WDM channelization
[47], and (3) time stretching [48]. The optical sampling
and time interleaving is employed by Juodawlkis et al.
[46] to implement an ADC with bandwidth up to 505 Msps
by using 1–8 optical demultiplexers and 14-bit electrical
quantizers. A dual-output LiNbO3 MZ modulator is used
for linearization processing and a 65 dB SFDR and 47 dB
SNR, corresponding to an effective resolution of 7.5 bits.
The sampled optical pulses are split into eight channels by
optical time-division demultiplexers, which are composed
of three stages of 1� 2 switches controlled by 505-MHz
driving signals. Therefore the 16 parallel high-resolution
electronic quantizers are operating at 63 Msps [47]. To
achieve an interleaving SFDR of 80 dB, the converter-to-
converter gains must be matched to B0.01%, the offset
must be matched to B0.01% of the signal amplitude, and
the converter-to-converter crosstalk must be less than one
part in 104.
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On the other hand, using optical dispersive compo-
nents, a multiwavelength optical wave is smeared (for
continuous spectrum) or split (for discrete wavelengths) in
time, and borrowing a concept from WDM communication,
the sampled optical signal can be channelized in both
wavelength and time domains. The RF signal is sampled
by the WDM pulses and then channelized by a WDM
demultiplexer. Clark et al. demonstrated a 100-Gsps pho-
tonic ADC based on the time- and wavelength-interleaved
scheme [47] using a mode-locked fiber laser (MLFL) that
generates 12.5 GHz pulsetrain, and a 100-GHz sampling
optical pulse is obtained by 8� multiplexer. The pulses
propagate through different fiber delays and attenuators,
which then are recombined in the WDM. The delay fibers
and attenuators can be adjusted for time matching and
amplitude equalizing, respectively. The time-interweaved
pulsetrain is then demultiplexed into eight channels ac-
cording to wavelengths. The resulting parallel pulses are
then quantized by 412.5-Gsps quantizers, but an 8-bit
ADC operating at only 781 Msps has been achieved with
SNR 22–26 dB, which corresponds to about 4 bits.
The resolution of wavelength-channelized ADC is still
limited since it faces difficulties similar to those encoun-
tered by the time interleaving ADC. The time uncertainty
and amplitude uniformity between channels are difficult
to control.

Bhushan et al. demonstrated a record ultrafast sam-
pling rate of 130 Gsps using the time stretching approach
[48]. The idea behind this ADC is similar to wavelength-
channelized ADC, but in the time-stretched approach an
RF input signal modulates a broadband optical continuous
wave (CW) other than that sampled by optical pulses with
discrete wavelengths. The detected analog optical signal is
sampled and quantized by electronic ADC. Figure 22
shows a limited time application of time-stretch prepro-
cessing, where a passively mode-locked fiber laser with
20 MHz repetition rate followed by a 17-nm filter is used to
generate broadband short pulses. The optical pulse prop-
agates through a dispersive fiber of length L1 and is dis-
persed in time to yield a time aperture of 0.8 ns. The wave
is then modulated by the RF signal to be converted. The
modulated wave is sent to another piece of dispersive fiber
of L2 to be stretched in time domain. The ADC obtains a
stretch ratio of M¼ 16.2 by correct choice of either L1 or
L2, where the stretched signal is detected and digitized by
a single 8-Gsps electronic ADC of an oscilloscope. So the

effective sampling rate is about 130 Gsps (8 Gsps� 16.2)
with SNR B45 dB, corresponding to 7.5 bits of resolution.

On the other hand, for continuous signals in time, a
parallel architecture must be used in order to preserve the
information. In this process an arrayed waveguide grating
(AWG) is employed to sample a portion of the optical spec-
trum, and since each optical wavelength corresponds to a
different propagation time delay, the filter performs sam-
pling in time. Then each segment is time-stretched by the
same factor M prior to entering a slow electronic ADC;
however, both time alignment and amplitude in balance
between various arms of are crucial importance.

6.2. All-Optical ADC

There are quite a few ways to implement optical quanti-
zation, but probably the best-known photonic ADC is
based on a patent from 1977 [49]; a revised design called
‘‘optical folding-flash’’ ADC was patented in 1995 [50].
Figure 23 shows a block diagram of a 4-bit optical folding-
flash ADC. The geometric scaling of Vp or electrode length
is eliminated by a parallel–serial combined configuration.
This scheme uses identical electrode length but sets DC
bias at different points on the interferometer transfer
characteristic curve. The resulting transfer function of
MSB-2 and LSB branch is obtained by multiplying the
functions of all stages at different bias, showing doubled
frequency compared to the previous bit. However, this
scheme also presents some additional challenges: (1) the
MSB is susceptible to high noise levels because of
the slowly changing slope at the digital edges, and (2)
the transit-time limitation is still not eliminated; more-
over, the hardware complexity increases exponentially in
terms of interferometer number as 2(b–1)

þ 1 and strongly
relies on accurate bias.

Another way to quantize an optical signal is to exploit
variable electroabsorption semiconductor modulators
demonstrated by Hayduk [51]. The quantization is
achieved using an architecture that relates the received
analog voltage to an optical intensity, which is based on
the same concept as the electronic flash ADC, in which
2N
�1 comparators with different threshold values are

used. The use of passive materials in this flash photonic
ADC architecture with no external voltage requirement
gives this module very low power dissipation. The authors
claim that the ADC has the potential to operate at more
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Figure 22. Time-limited signal converted by time
stretching ADC [45]. (Courtesy of Prof. B. Jalali
from UCLA.)
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than 100 Gsps combined with a resolution as high as
12–14 bits. But this scheme is susceptible to amplitude
fluctuation and unbalanced energy splitting. A similar
idea is also employed in all-optical ADC quantization us-
ing photodetectors with different sensitivities [52].

In the two ADC schemes mentioned above, the RF signal
is sampled and quantized by optical amplitude. However,
the amplitude errors strongly depend on source fluctuation,
device linearity, and loss along the optical link. So it is dif-
ficult to build a construct high-resolution all-optical ADC
based on optical amplitude. An all-optical ADC operating in
spectrum domain is demonstrated by Zmuda et al. [53], as
shown in Fig. 24. The input signal is sampled by a tunable
laser and quantized by processor filters with binary behav-
ior. The output wavelength of the tunable laser is modulat-
ed by the applied electrical field, so the electrical amplitude
is represented as wavelength in spectrum domain. The
postsampled light is processed by a parallel optical filter
array. If the spectrum line falls into the passband, the out-
put is represented as ‘‘1’’; otherwise a ‘‘0’’ will be read. Each
filter has periodic equally spaced passband and stopband
and organized in a Gray code manner.

The major challenges for this scheme are the filter de-
sign of sharp transition and tunable laser. A 4-bit optical
ADC using Bragg grating filters and a ring cavity tunable
laser is proposed and analyzed. Because of the conver-
gence time limitation of the Fabry–Perot cavity, only 4 bits
of resolution can be achieved at 10 Gsps. Moreover, the
performance of Bragg grating filters (see Fig. 25) show
limited resolution. The authors proposed a folding circuit
to enhance its resolution, where a Mach–Zehnder inter-
ferometer performs the optical folding circuit and a first-
or second-order linearization circuit corrects the nonlinear
folded signal. Thus, two low-resolution ADCs are coupled
with the folding circuit to achieve MþN bits of resolution.
The author claimed that the ADC would be able to operate
at conversion speeds in excess of 10 GHz with up to 10–12
bits of resolution. However, it is not clear how the upper
M-bit ADC achieved the additional 6–8 bits. But it indi-
cates a promising way to perform analog-to-digital con-
version in spectrum domain.

7. NEAR-IR OPTICAL SPECTROSCOPY

Near-infrared (NIR) spectroscopy is a new, noninvasive
technique employed to analyze living tissue. In NIR spec-
troscopy, the main aim is to extract the optical properties
(absorption and scattering) of the living tissue. Absorption
information is used to characterize the concentration of
biological chromophores, such as hemoglobin (in oxy and
deoxy forms), which in turn indicates the physiological
changes in blood. Scattering data provide information on

(a)

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0

0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0

0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0

E C' D'

B

A D

B'

E C

MSB

MSB-1

MSB-2
A

C′

B′ B LSB

(b)

(c)

MSB

MSB-1

MSB-2

LSB

−Vx 0 Va Vx

−Vx
Vx

0 Vx
Vin

Input buffer
vx

B

I0

pulsed 
laser

Figure 23. Optical folding-flash ADC [47]. a) various bias points
of all optical ADC, b) realization of MZ modulators for quantiza-
tion, c) the received signal.

Tunable 
wavelength

source S
pl

itt
er

MACH-ZEHNDER
PROCESSOR FILTERS 

∆L

PD

PD

PD

PD

PROCESSOR FILTERS
Delay equalizer

c
VREF

c
VREF

c
VREF

LSB

c
VREF

MSB

Photodetector 

Sign bit

Vin(t)

Comparator

Figure 24. Optical ADC using tunable laser and
filters [53].

2866 MICROWAVE PHOTONICS: TECHNOLOGICAL EVOLUTION AND ITS APPLICATIONS



composition, density, and organization of tissue structures,
such as cells and subcellular organelles [54,55]. Therefore,
NIR techniques provide information about disease-related
functional and structural changes. More specifically, it has
been shown that physiological changes such as ischemia,
necrosis, and malignant transformation can produce im-
portant perturbations in tissue optical properties [55]. The
importance of the NIR spectrum lies in the fact that in this
region tissue absorption is much lower than in other parts
of the spectra (see Fig. 26). Apart from tissue information
content, this region is attractive since NIR instruments are
inexpensive to construct and are easily portable. These
features render NIR instruments as an attractive alterna-
tive to other techniques, such as MRI (magnetic resonance
imaging). Moreover, NIR light is not an ionizing radiation;
therefore, it can be used as a usual clinical monitoring of
patients in radiation therapy.

The modulated NIR could be employed for greater spa-
tial and temporal information and could be explained on the
basis of the following physical principle. When photons en-
ter a turbid (multiply scattering) medium, the photons scat-
ter randomly in all directions, diffuse through the medium,
and are absorbed during this diffusion process. When source
detector separation is large enough and scattering domi-
nates the absorption, the diffusion theory provides a very
suitable approximation for photon transport

1

c

@Fðr; tÞ
@t
�Dr2Fðr; tÞþmaFðr; tÞ¼Sðr; tÞ

where F is the fluence rate (W/cm2), c is the speed of light in
the tissue, S is the source term, ma is the absorption, and D
is the diffusion constant, which is related to the reduced
scattering constant m

0

S by D¼ 1=ð3m
0

SÞ. In an infinite medium
for a point source, the photon diffusion wave (PDW) can be
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expressed analytically as

Fðr; tÞ¼
S

4pD

expðikrÞ

r

where k is the complex wavevector (i.e., k¼ krealþ

ikimag) and is described as combination of modulating
frequency, diffusion, and absorption coefficients as k¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ma=Dþ io=ðc .DÞ

p
. The backscattered PDW has phase

lag and amplitude attenuation relative to the source as

Ylagðr;oÞ¼ kimag:r

Aattðr;oÞ¼ expð�krealrÞ=ð4pDrÞ

Figure 27 shows the solution of amplitude attenuation
and phase shift of photon diffuse waves with respect to
frequency (up to 1 GHz) for breast tissue with optical
absorption and scattering coefficients properties of ma¼

0:05 cm�1; m
0

S¼ 10 cm�1. NIR techniques are also being
used for brain imaging as seen in Fig. 28 [57,58]. The

image on the left is obtained from MRI. The image on the
right is obtained from diffuse optical tomography.

The NIR technique uses continuous-wave (CW), time-
domain, and frequency-domain instruments according to
their applications and information content. CW systems
are very inexpensive but suffer from limited resolution.
Frequency-domain (FD) instruments are more compact
and cheaper, and FD algorithms are easier to handle than
those of the time-domain techniques; hence FD instru-
ments are more attractive. In FD photon migration con-
cept is also easier. When light is modulated by frequencies
in the megahertz region, diffuse photon density waves
(PDW) are generated, propagating with a wavelength of
several centimeters [59–62]. At the detector one measures
the amplitude decay and phase shift data of these waves
(see Fig. 27). Amplitude and phase data are used to map
the optical absorption and scattering properties of the me-
dium. Optical constants in turn are used to obtain hemo-
globin concentration, blood volume, and oxygen
saturation. Greater accuracy of the extracted results is
achieved when a frequency-swept mode is employed, and
as the modulation frequency increases to the microwave
region, a higher spatial resolution is attained.

8. CONCLUSIONS

This article provides a personal perspective of microwave
photonics and its evolution toward a mature field. From its
fundamental beginning of light interaction with semicon-
ductor devices and circuits, the goal has been to take ad-
vantage of isolation between optical and electrical
systems. Moreover, the injection photogenerated elec-
tron–hole pair influences the dynamics of microwave de-
vices, leading to the development of novel devices. Light
interaction with microwave devices and circuits has seen a
new resurgence, particularly in applications dealing with
integrated optical detectors with microwave functions.
HBT (heterojunction phototransistor)-based devices
seem to provide high gain and speed performance.

Figure 28. Brain activation image: MRI image is shown on the
left, and the image from diffuse optical tomography is depicted on
right. (Courtesy of Prof. Britton Chance of University of Pennsyl-
vania.)
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Fiber-fed phased-array antennas and wireless commu-
nications have been the second driver for the microwave
photonics. The performance of analog fiberoptic links is
analyzed in terms of link gain and dynamic range for data
signal distribution; performance of FO links are also an-
alyzed in terms of AM/PM conversion employed in remot-
ing of the frequency reference to stabilize the distributed
local oscillators. Moreover, distortion induced by SRS in
dense WDM systems is discussed. Fiberoptic links based
on direct modulation could meet cost–performance re-
quirements for many applications, even though monolith-
ically integrated EA modulators are becoming very
attractive. Another innovation is in the design of multi-
function circuits, such as the monolithically, integrated FP
laser with EA modulator, where simultaneous transmis-
sion of frequency reference of data signals is accomplished.
The optical oscillation in this novel device could be stabi-
lized as a LO signal using either injection locking or mode
locking. The achieved close-in to carrier phase noise of the
stabilized LO signal is lower in the case of injection lock-
ing than mode locking for the same modulating power
level. However, the nonlinear behavior of the mode-locked
laser provides opportunity for efficient optoelectronic mix-
ing of LO and data signals, while maintaining a very high
SFDR. This multifunction circuit creates the possibility of
generating a RF signal from the frequency reference and
data signals, thus bypassing the need for integration with
electrical mixers in up/downconversion.

Among the technologies that are unique to microwave
photonics is the issue of optical signal processing, which
could lead to very large time–bandwidth products, hence
resulting in high frequency selectivity. Memory loop de-
vices, transversal filters, and tapped delay lines are at-
tractive solutions that command unique advantages over
the electrical signal processing techniques. Moreover, the
optical ADC is considered another important advantage
over electrical systems because of its lower timing jitter,
hence achieving a high resolution ADC at the Gsps level.
This technology is critical in the development of digital
receivers for software radiocommunication systems. Fi-
nally, new applications for microwave photonics are
emerging in the medical imaging using the photon densi-
ty wave. The RF modulated light at microwave frequency
at wavelengths associated with absorption peaks of oxy-
and deoxyhemoglobin provides a higher spatial resolution
with function imaging of the biological tissues. This tech-
nique is currently being pushed for clinical applications to
medical imaging of brain, breast, and skin tissues.

There many innovations in the field of microwave pho-
tonics that, because of space limitations in this article,
impossible to cover here. However, the author wishes to
recommend as further reading a number of special issues
of IEEE Transactions on Microwave Theory and Tech-
niques that are dedicated to reviews of the latest innova-
tions in microwave photonics as further reading.
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1. INTRODUCTION

A power amplifier (PA) is a system component whose main
task is to increase the power level of the signal at its input
up to a predefined level. As contrasted to low-level ampli-
fiers, often specified in terms of small-signal gain, the ab-
solute output power level is the PA main feature. This
characteristic on one hand forces the selection of the active
devices composing the PA on the basis of their output pow-
er capabilities; on the other hand, in order to fully exploit
such capabilities, the devices are typically operated under
large-signal regimes, forcing the exploration of nonlinear
operating regions. A PA is therefore an intrinsically non-

linear system component, whose large-signal operating
conditions often lead to detrimental effects on the output
signal, resulting in a distorted replica of the input. More-
over, the linear approximation underlying small-signal
amplifier design techniques is no longer strictly valid and
hence does not allow their direct application to PA design.
Dedicated methodologies therefore have to be adopted,
even if preliminary and first-guess simplified approaches
are often employed. The present contribution is aimed at
addressing the microwave power amplifier design and
performance. Radiofrequency (RF) or other approaches at
lower operating frequencies (below 1 GHz) are therefore
not covered in detail, except where explicitly stated.

Microwave PA system applications span a broad range
of areas [1], including telecommunications, radar [2–4],
electronic warfare, heating [5,6], and medical microwave
imaging [7–12], which represent only a few examples.
Given such extremely diversified fields, PA specifications
differ greatly on operating, technological, and design
requirements. Examples of such differences range from
traveling-wave-tube (TWT) amplifiers in satellite pay-
loads to solid-state amplifiers for personal wireless com-
munication handsets, from microwave heating tubes to
amplifiers composing hyperthermia apparatuses.

The large differences in system applications are reflected
back into the technologies adopted for realization of the
PA active module. The early days of the microwave era
were characterized by an extensive, widespread use of
vacuum-tube devices [13–16] for both generation and am-
plification of microwave signals. If microwave electronics
may be dated back to the pioneering work of H. Hertz and
J. C. Bose [17–20], a major push toward high-power mi-
crowave generation and use came from the World War II
military application in the radar field, with the introduc-
tion and use of the cavity magnetron by British research-
ers and the klystron as a high-power source in 1939/40.
The klystron evolved in Stanford University toward a high
average power amplifier, leading to modern applications
involving clustered cavity klystron and traveling-wave
tubes [21–23].

In such a scenario, solid-state devices and related am-
plifiers are relatively recent players, being the first GaAs
MESFET, with good performance at X band, commercially
available since the early 1970s, despite the device intro-
duction in the early work of Stuetzer and Shockley [24,25].
The technology rapidly advanced and, in the 1970s, the
development of techniques for semiconductor crystal
growth such as molecular-beam epitaxy (MBE) permitted
optimized p-n-junction structures to be realized, allowing
a series of two- and three-terminal devices to be fabricated
with frequency operation ranging from a few gigahertz
well into the millimeter-wave region [26–28]. To the two-
terminal device category can be assigned IMPATT transit-
time and Gunn transferred electron devices, which have
been and are still used for both frequency generation and
amplification, as negative-resistance amplifiers, in the
millimeter-wave frequency region. The broader and
much more frequently adopted category of three-terminal
active devices includes the already mentioned metal semi-
conductor field-effect device (MESFET), the high-electron-
mobility transistor (HEMT; demonstrated by Mimura in
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1980 [26]) with its pseudomorphic (PHEMT) and meta-
morphic (MHEMT) variants, the heterojunction bipolar
transistor (HBT; introduced by Kroemer in 1957 [29]), and
finally, due to the more recent major advances of high-fre-
quency silicon technology, MOS and bipolar silicon tran-
sistors, including laterally diffused MOS structures
(LDMOS, [30,31]) and silicon–germanium (SiGe) HBTs
[32,33] as key representatives. Nevertheless, the ‘‘work
horse’’ technology for microwave power amplification is
indeed based on III–V technologies, mainly of the GaAs
type. The latter technology is capable of providing, as the
output of a single device, output power levels close to
50 dBm [34] with operating frequencies approaching W
band. In the upper frequency range, InP solutions are
more appropriate, even if they provide very limited output
power levels.

Even if ‘‘combined device’’ concepts utilizing both solid-
state and vacuum-tube devices have been proposed, the
former are generally utilized for low–moderate power out-
put while the latter is indeed necessary whenever high
power and high frequency of operation are addressed as
schematically indicated in Fig. 1.

Performance of the given device type may be readily
demonstrated to exhibit a well-known behavior if consid-
ered in their frequency limit region, i.e. following the law:

P . f 2 � const ð1Þ

where P and f represent output power and the operating
(narrowband) frequency, respectively.

The single solid-state device output can be combined
utilizing a series of different techniques, and therefore
solid-state power amplifiers with output powers compara-

ble to the ones of a vacuum-tube source (i.e., in the kilo-
watt region) may be obtained in the microwave frequency
region (up to X band). On the other hand, practical limi-
tations arise from the systematic application of combining
techniques as operating frequency increases, thus impos-
ing the use of vacuum-tube sources.

The increase in solid-state single-device performances
will therefore lead to new device concepts and new devel-
oping technologies. Among the latter ones, SiC [35] and
GaN wide-bandgap semiconductor technologies are actual-
ly being explored; whereas SiC MESFET and HEMT have
demonstrated 4–5 W/mm output power density throughout
X band [36], nitride-based components are extremely prom-
ising, setting a new upper limit to device performance in
the range of 20 W per millimeter of device periphery, as
compared to the 1–2 W limit of GaAs FET-based technolo-
gies and the 2–4 W of the HBT ones [37–39]. Even if exper-
imentally demonstrated in the microwave range, such
performances are expected to be exported to higher oper-
ating frequencies, well into the millimeter-wave spectrum.

The more recent trends toward increasingly high
power densities, pushed mainly by radar and electronic
warfare applications, is the latest development of the
tremendous growth experienced by the high-frequency
semiconductor industry. In fact, since the early 1990s,
mobile and personal communications systems, ranging
from cellular telephony to wireless LAN, with the corre-
sponding demand for high-quality radiolinks, is posing
a major challenge to high-frequency technologies and
subsystem performances, especially in the microwave fre-
quency region.

The demand for portable apparatuses, whose main cha-
racteristic is battery duration and overall size, logically
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translates into a low-power electronic system. Since the
PA in the transmitter section clearly represents the main
source of supply power consumption, such feature is di-
rectly transferred to its specifications. A difficult tradeoff
is therefore demanded of the PA designer, balancing
among the contrasting goals of high transmitted power,
low power consumption, and, for many telecommunication
systems, linear operation. Given the widespread diffusion
of many telecom applications, all of the abovementioned
specifications have to be fulfilled keeping unit cost to a
minimum. Such goals and the resulting compromise may
vary depending on the type of radiolink to be established
and overall system specifications, but their challenge
has heavily influenced industrial, technical, and research
directions in the PA field since early 1990s.

As a consequence, the high-frequency semiconductor
industry has finally moved toward high-volume produc-
tion. In particular, the search for an high output power is
pushing, from the technological point of view, toward the
design of active devices with high power densities, simul-
taneously exhibiting high reliability, and reproducibility,
and at a reasonable cost. Six-inch wafers are currently
adopted for high-volume production in GaAs, as compared
with the former prototyping 3- or 4-in. low-volume pro-
ductions, with a corresponding increase in reproducibility,
wafer uniformity, and yield, at a lower cost. As a conse-
quence, many beneficial effects on PA performance in
terms of process maturity and stage performance have
been realized. From the device side, GaAs FET discrete
packaged power devices are actually produced and com-
mercialized, allowing high output power (r40 W in S
bands in partially matched conditions or 4100 W direct-
ly in push–pull configuration for base-station applications
[34]) even in X or Ku band (420 W in internally matched
configuration in 14–14.5 GHz range [34]).

Where intrinsic difficulties of material growth and re-
sulting quality are encountered, metamorphic solutions
have been proposed, allowing the growth of high-quality
materials on a solid and reliable bulk substrate; this is the
case for high-indium-content devices and structures uti-
lizing GaAs wafers. The inherent volume and cost advan-
tages are evident, with minor performance degradation;
the latter is due mainly to quality of the transition be-
tween materials, gradually accommodating the lattice
mismatch, which can be appropriately optimized.

2. BASIC DEFINITIONS AND PERFORMANCE PARAMETERS

Regardless of the specific application, a PA may be ulti-
mately considered, from the energy perspective, as a com-
ponent converting DC power from supplies (PDC) into
microwave power (Pout), driven by an input power (Pin).
This process is schematically depicted in Fig. 2.

The effectiveness of this conversion process is usually
described in terms of the amplifier’s efficiency Z, or con-
version efficiency, defined as the ratio between output RF
and supplied DC power:

Z �
Pout

PDC

. 100 ð%Þ ð2Þ

Efficiency is often further specified as ‘‘drain efficiency’’ or
‘‘collector efficiency,’’ in the case of a solid-state PA based
on field-effect or bipolar transistor respectively.

Amplifier efficiency is in one of the key parameters in
specifying overall system performances; as noted above,
for a given amount of output power required by system
specification for the PA, the efficiency actually fixes the DC
power budget and hence the supply power. A reduced sup-
ply power resulting from high-efficiency performance is a
key goal of mobile apparatuses, typically battery-operat-
ed, whose operating time depends strictly on the trans-
mitting section power requests.

Moreover, since practical and physical constraints
impose an actual efficiency lower than the theoretical
maximum of 100%, high-efficiency performances imply in
turn a low power dissipated on the power-amplifying de-
vice, therefore reducing actual size and weight of the
eventually required heatsinks. On the other hand, for
a given available DC power, high-efficiency performance
allows higher transmitted power with a corresponding
increase in overall system capabilities.

As frequency increases, however, the PA gain decreas-
es, as a result of its active constituents gain rolloff behav-
ior. Considering the input–output transfer characteristics
of the PA, its power gain is defined as

G �
Pout

Pin
ð3Þ

and usually expressed in logarithmic units [decibels(dB)].
The contribution to the output power coming directly from
the input drive cannot be neglected since it constitutes, at
microwave frequencies and beyond, a significant portion
of the total amount. As a consequence, defining the added
power Padd, that is, the net increase in the signal power
from the PA input to its output, we obtain

Padd � Pout � Pin¼Pout . 1�
1

G

� �
ð4Þ

Power-added efficiency (PAE or Zadd) is defined as the ratio
between the added power and the supplied DC power:

Zadd �
Padd

PDC
¼

Pout � Pin

PDC
¼

Pout . 1�
1

G

� �

PDC

¼ Z . 1�
1

G

� �
ð5Þ

dc power 
Pdc

r f output power
Pout

r f input power 
Pin

PA

Figure 2. Energetic schematic representation of PA operation.
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An alternative definition of Zadd, less frequently used in
common practice, is [40]

Zadd �
Pout

PDCþPin
¼ Z .

1

1þ
Z
G

ð6Þ

i.e. the ratio of output power to the total input power fed
into the amplifier (RF plus DC; see Fig. 2). The two def-
initions (5) and (6) practically converge for high-gain am-
plifiers, while giving substantially different results for
low-gain amplifiers, especially when hardly driven into
compression (note that the conventional Zadd definition
may lead to negative results). If nonconstant envelope sig-
nals have to be treated by the PA, an average efficiency
can be introduced [40,41], defined as in (2), where the
quantities in the expression are replaced by input and
output powers averaged over an envelope period and
weighted by the envelope probability density function.

The conversion from DC to RF power implies that a
fraction of the supplied power is actually dissipated on the
active power device. The main contribution to the latter is
spent at the active device output, and is given by

Pdiss;out �
1

T
.

Z

T

v tð Þ . i tð Þ .dt ð7Þ

where v(t) and i(t) are the device output voltage and cur-
rent, integrated over a period (T) of the RF signal. To in-
crease the conversion efficiency, as will be discussed later,
a possible strategy consists in the minimization of such
dissipated power, namely, in the proper shaping of device
output voltage and current waveforms.

For cascaded (matched) PAs, as depicted in Fig. 3, the
overall efficiency Ztot is easily computed by

Ztot¼
Pout

PDC;1þPDC;2
¼

Z2

1þ
PDC;1

PDC;2

¼
Z2

1þ
Z2

Z1
.G2

ð8Þ

Since the DC supply power for the final stages (PDC,2) is
usually much higher than the driver supply (PDC,1), over-
all efficiency is dominated from the former amplifier. On
the contrary, for a low-gain final amplifier, the driver’s ef-
fect also becomes crucial for overall conversion efficiency.

Regardless of the definition adopted for Zadd, its maxi-
mization is to be achieved at the nominal drive level for
the PA, that is, while the latter is delivering the specified
output power. In such operating conditions, the amplifier
is typically driven into compression, thus leaving its
almost linear region and exploring the nonlinear active-
device physical limitations, as depicted in Fig. 4, where a
typical Pin–Pout power sweep is plotted.

From the power sweep in Fig. 4, a commonly used com-
pression level figure of merit, Pout,–1 dB, can be derived,
defined as the output power corresponding to a deviation
of 1 dB from the ideal linear behaviour. The corresponding
input power level, Pin,–1 dB, usually marks the border be-
tween ‘‘highly nonlinear’’ and ‘‘almost linear’’ operating
conditions.

The peak drain/collector or power-added efficiency
usually occur at higher drive levels, corresponding to
2–4 dB PA gain compression (Fig. 5). In such a region
the active-device behavior is therefore highly nonlinear,
and correspondingly design methodologies for high effi-
ciency operation must cope with such intrinsic deviation
from linearity.

PAs are normally classified into ‘‘operating classes’’
where the device output current conduction angle a (i.e.,
the fraction of the RF signal period where a nonzero cur-
rent is flowing) is considered in detail, and where the clas-
sification in Table 1 holds.

The classification above is typically adopted regardless
of the PA drive level, in order to simply indicate the bias-
ing region of the active device, as determined by its qui-
escent supply conditions (Fig. 6).

Even for class A or B PAs, for which the conduction
angle is fixed by definition, if the drive level is increased

Pin

Pdc,1

G1 G2

Pdc,2
Pout

Figure 3. Cascade connection of two PAs.
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Figure 4. Sample Pin–Pout power sweep (a) and corresponding
amplifier gain (b); P� 1 dB can be derived from both.
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Figure 5. Typical power-added efficiency in a PA as a function of
input drive.
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up to compression regions (i.e., if the amplifiers are over-
driven or saturated), a variation of current conduction an-
gles occurs. It is clear that the two definitions may lead to
misleading interpretations. Nevertheless, above all in
communication systems characterized by non-constant-
envelope transmitted signals (as in the case of QAM or
in digital cellular communications with GSM and NADC
standards), the transmitter has to satisfy tight require-
ments, not only in terms of efficiency but also linearity and
signal spectral purity.

Several indicators of PA linearity are used, depending
on the system specifications and modulation schemes that
are adopted. In order to introduce and define them, a sim-
ple third-order approximation of the PA transfer charac-
teristic is usually assumed

y tð Þ¼A . x tð Þþ k2 . x
2 tð Þþk3 . x

3 tð Þ
� 	

ð9Þ

where x(t) and y(t) are the input and output signals to the
amplifier, respectively (they may be regarded as normal-
ized voltages or currents), A is the small-signal voltage (or
current) gain, and k2,k3 are the first two coefficients of a
McLaurin expansion of the PA transfer characteristic,
truncated to the third order. Please note that the approxi-
mation above, relating the output signal to the instan-
taneous input value, actually describes a memoryless
system, and therefore memory effects cannot be account-
ed for using this description.

If a single-tone excitation is assumed for the input
signal, with amplitude X and frequency f

x tð Þ¼X . cos 2 . p . f . tð Þ¼X . cos o . tð Þ ð10Þ

the corresponding input power Px (on a unitary normaliz-
ing resistor) is

Px¼
X2

2
ð11Þ

Output power at frequency f(Py) and large-signal gain G
are easily obtained as

Py;f ¼A2 . 1þ
3

2
. k3 .Px

� �2

.Px

¼Glin . 1þ
3

2
. k3 .Px

� �2

.Px

ð12Þ

G¼
Py;f

Px
¼Glin . 1þ

3

2
. k3 .Px

� �2

ð13Þ

where Glin¼A2. Since usually k3 is negative, the previous
derivation accounts for large-signal gain compression,
namely, decrease from the ideal linear constant value
(Glin above).

In the same way, from the single-tone excitation, har-
monic generation at 2f and 3f arise, leading to a corre-
sponding output power at harmonic frequencies Py,2f and
Py,3f, given by

Py;2f ¼
Glin . k

2
2

2
.P2

x Py;3f ¼
Glin . k

2
3

4
.P3

x ð14Þ

therefore justifying the increase in harmonic power by n
dB per dB of input power increase, where n is the order of
the harmonic under consideration, as in Fig. 7.

The harmonic distortion (HD) due to the nth output
harmonic component is therefore easily defined by

HDnf �
Py;nf

Py;f
ð15Þ

resulting in the approximated expressions for second- and
third-harmonic distortion (HD2f, HD3f) in the simple cubic
memoryless model [9]:

HDy;2f ¼
Glin . k

2
2

2
.Px HDy;3f ¼

Glin . k
2
3

4
.P2

x ð16Þ

Similarly, a total harmonic distortion (THD) is defined
summing up all harmonic distortion components in the

A
AB

B
C

Id

C

B

AB

A

Id
(A)

Vds (V )

0.6

0
0 14

Figure 6. Class of operation defined as out-
put current conduction angle (left) or simply
by the device quiescent bias point (right).

Table 1. Classification of PAs in Terms of Output Current
Conduction Angle a

Operating
Class

Current
Conduction
Angle (a)

Dependence on
Drive Level Bias

A a¼2p No Midway between
Device Pinchoff
and Saturation
Regions

AB poao2p Yes Above pinchoff
B a¼p No Device pinchoff
C aop Yes Below pinchoff
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output signal:

THD �
X

n�2

Py;nf

Py;f
ð17Þ

The quantities above are typically measured in decibel
over the carrier power (dBc).

The model (9) is indeed an instantaneous model, that
is, a memoryless description of the PA input–output char-
acteristics. Real-world amplifiers are dynamic systems
with memory, whose nonlinear behavior affects not only
the amplitude but also the phase of the output signal. In
fact, if the input signal to the PA is assumed to be

x tð Þ¼X tð Þ . cos 2 . p . f . tþj tð Þ½ � ð18Þ

the output signal may exhibit nonlinear phenomena in
both amplitude and phase

y tð Þ¼G X tð Þ½ � . cos 2 . p . f . tþj tð ÞþF X tð Þ½ �

 �

ð19Þ

giving rise to the AM/AM compression and AM/PM con-
version effects (Fig. 8), described by a nonlinear relation-
ship between input and output amplitudes (which actually
represents the amplifier’s output power compression) and
a phase that depends on the input signal drive level:

G X tð Þ½ �OA .X tð Þ F X tð Þ½ �Oconst ð20Þ

In particular, the AM/PM conversion effect represents a
change in the phase of the output that depends on the in-
put drive level; this effect is potentially dangerous not only
in communication systems, giving rise for instance to dis-
torted QAM constellations, but also in phased-array ap-
plications where the phase of each signal exiting the
respective PA actually determines the active antenna
pointing characteristics. Nevertheless, the PA description
in terms of its AM/AM and AM/PM characteristics leads to
a narrowband model; it is valid until the amplitude and

phase modulating signal frequencies are much lower than
the carrier one. Regardless of its applicability to narrow-
band operation of PA, the AM/AM compression–AM/PM
conversion model has been widely adopted, also forming
the base for blackbox (or behavioral) modeling of PA op-
eration. Such a behavioral model may be derived from
Volterra analysis [42,43] or directly from experimental
data [44]. The Volterra series approach may also be gen-
eralized to extend the model validity to broadband oper-
ation of the PA [45].

Resorting to the memoryless PA model (9), a two-tone
test may be performed, attempting in this way to simulate
the simultaneous treatment of two different signals and
therefore their mutual interaction caused by the nonlin-
ear PA. Much in the same way, this test may give insight
on a narrowband signal, whose components (the tones in
the test) may interfere, leading to a distorted output. This
is clearly an approximation since the two signals are in
reality much more complex than a simple sinusoid; on the
other hand, the two-tone test is simple enough to be easily
carried out experimentally. The input signal in this case is
given by two closely spaced tones at frequencies f1 and f2
(f1of2) with amplitudes X1 and X2, respectively:

x tð Þ¼X1 . cos 2 . p . f1 . tð ÞþX2 . cos 2 . p . f2 . tð Þ

¼X1 . cos o1 . tð ÞþX2 . cos o2 . tð Þ
ð21Þ

In such a two-tone test, the frequency spacing (f2–f1) is
much lower than the single frequencies, to replicate a
narrowband excitation. By inserting an input drive such

1

2 3

Pout
(dBm)

Pin (dBm)
Py,2f

Py,f

Py,3f

Figure 7. Output power in a single-tone test at fundamental
frequency (red), second- (green) and third- (blue) harmonic com-
ponents.
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Figure 8. Typical AM/AM compression and AM/PM conversion
curves for a PA.
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as that described above into the PA truncated expansion, a
series of output frequency components results, which are
grouped in Table 2, by the term in the expansion (linear,
quadratic, or cubic) from which they originated.

The terms in Table 2 are plotted as a function of fre-
quency in Fig. 9. From Table 2 and Fig. 9, a series of con-
clusions can be drawn. Firstly, the interaction between the
two input frequencies does create, in the nonlinear PA, a
series of frequency components that are not present if the
PA is separately excited by the single frequencies. In fact,
while DC, harmonic components, and compression terms
are already generated from the single-tone excitation, in-
termodulation frequencies and ‘‘capture’’ terms arise from
the interaction between the two tones. The latter contri-
butions, giving rise to out-of-band and in-band compo-
nents, actually have a power rising as 3 dB per dB increase
of the single tone’s power (Table 2). In particular, the cap-
ture term (often referred to as ‘‘suppression’’ term) tends
to decrease power output at a given fundamental frequen-
cy (say, f1) proportionally to the square of the power of the
other (f2) fundamental frequency; this phenomenon is par-
ticularly effective for high drive levels, and may eventu-
ally lead to the cancellation of one of the signal
components at the PA output, thus justifying the ‘‘sup-
pression’’ denomination.

Moreover, if signal purity is concerned, harmonic
contributions (at DC, second, and third harmonic of each
input excitation) together with second-order intermodula-
tion and the terms at 2f2þ f1 and 2f2þ f1 (all in blue in
Fig. 9) are far away from the useful part of the output
signal (at f1 and f2, in green in Fig. 9), and are therefore

easily eliminated by simple filtering. Other contribu-
tions, much closer to the desired input replica, cannot be
filtered out; from the simple derivation above, they consist
in frequency terms located at 2f2� f1 and 2f1� f2 (com-
monly referred to as third-order intermodulation com-
ponents, giving rise to intermodulation distortion, (IMD)
and at the input signal frequencies f1 and f2 (in-band
distortion, given by the compression and suppression/
capture terms).

Considering one of the two third-order intermodulation
components and sweeping the input tone’s power, the
third-order intercept point (IP3) is defined as the output
(IP3out, or input, IP3in) power level at which the third-or-
der IMD component level equals the ideal linear output
power of the PA. Such definition is graphically depicted in
Fig. 10. Even if both useful output signal power and IMD
power tend to saturate for some input drive level, the IP3
definition consists in the ideal extrapolation of both output
signal components (black and blue lines, respectively, in
Fig. 10), ideally rising by 1 and 3 dB per dB increase in
input drive respectively, and in the search for their inter-
cept (the IP3). On the basis of such construction, it is clear
that the resulting input drive level (IP3in in Fig. 10) is well
into the PA nonlinear operating region and is by far
beyond typical PA operating drives. Similar intercept
points can be defined (even if seldom used) by extension
for higher-order intermodulation products, such us IP5
(for fifth-order distortion, located at 3f2� 2f1) or IP7 (for
seventh-order distortion, located at 4f2� 3f1).

Resorting to the power-series expansion (9), it can be
demonstrated that the IP3 output power level (IP3out) can

Table 2. Output Components in a Two-Tone Test Grouped by Originating Term in Truncated Series Expansion

Originating Term Output Frequencies Corresponding Amplitude

x tð Þ f1; f2 X1;X2 Linear term
x2 tð Þ 2f1; 2f2 X2

1 ;X
2
2 Second harmonic

DC X2
1 ;X

2
2 Rectified component

f1 � f2 X1 .X2 Second-order intermodulation
f1þ f2 X1 .X2 Second-order intermodulation

x3 tð Þ f1; f2 X3
1 ;X

3
2 Compression

f1; f2 X1 .X
2
2 ;X

2
1
.X2 Capture

3f1; 3f2 X3
1 ;X

3
2 Third harmonic

2f1 � f2; 2f2 � f1 X2
1
.X2;X1 .X

2
2 Third-order intermodulation

2f1þ f2; 2f2þ f1 X2
1
.X2;X1 .X

2
2 Third-order intermodulation

dc f2 − f1 2 . f1 − f2 2 . f2 − f1 2 . f1 2 . f2
2 . f2

2 . f1

3 . f1 3 . f2

f2 + f1

f2 +

+ f1

f

f1, f2

Figure 9. Frequency allocation of the output components originating in a two-tone test.
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be related to the 1-dB compression point (P� 1 dB,out) by

IP3out � P�1dB;outþ 10:6 dB ðdBmÞ ð22Þ

In real-world PAs, this expression typically overestimates
IP3out by 2–3 dB. The approximations inherent to the
truncated expansion adopted are in fact valid in a limit-
ed range for input drive level, which is typically violated
for the IP3 region. For such large drive levels, fifth- and
higher-order contributions arise and significantly modify
the results of the simplified approach. In any case, once
the PA IP3out is known, actual IMD level relative to the
output signal level may be estimated from

PIMD¼ 3Pout;dBm � 2IP3out ð23Þ

Another frequently adopted indicator of the PA nonlinear
behavior is the C/I or carrier-to-intermodulation ratio,

defined as the ratio between useful output power and IMD
output power, usually measured in dB below the carrier
(dBc):

C=I �
Pout

PIMD
ð24Þ

where PIMD¼P2f2�f1
(or PIMD¼P2f1�f2

Þ. Such C/I is clearly
dependent on the input power to the PA, decreasing by
2 dB per dB increase of the input drive. Combining the two
relationships (23) and (24):

C=I¼ 2 IP3out � Pout;dBm

� 
ðdBcÞ ð25Þ

For moderate drive levels (say, up to 10 dB below
P�1 dB,out), the third-order intermodulation component is
the dominant distortion. It is therefore possible to define a
linearity range for the PA as the range of input drive levels
for which the PIMD stays below the noise floor of the am-
plifier, usually specified as thermal noise at ambient tem-
perature; such linearity range, whose lower bound is
determined by the useful output power emerging from
the noise floor, is usually indicated as the spurious-free
dynamic range (SFDR; Fig. 11).

From knowledge of the PA noise figure (NF), its band-
width B and (available) gain G, the SFDR is given, at room
temperature, by

SFDRdB¼
2

3
. ½IP3out;dBm �NFdB �GdB

�
B

1 Hz

� �

dB

þ 174 dBm

�
ðdBÞ

ð26Þ

The quality factors defined above for linearity evaluation
are related to single- or two-tone tests, in an attempt
to mimic in this way the behavior of the PA in response
to a narrowband or multicarrier input. Real-world
input signals to a PA may deviate substantially from the

Pout
(dBm)

IP3out

IP3in Pin (dBm)

IP3

Pout = Pin + Glin,dB

PIMD = P2f2−f1

1 3

Figure 10. Third-order intercept point definition.

Pout

PIMD

Pout
(dBm) IP3

IP3out

Pout = Pin + Glin,dB

PIMD = P2f2-f1

IP3in Pin (dBm)

SFDR

SFDR

1 3

Figure 11. Definition of the spurious-free dynamic range; shaded area represents thermal output
noise power at ambient temperature.
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single-tone approximation, since modulation formats and
bandwidth occupation may differ to a great extent. In or-
der to account for signal distortion and the related spec-
tral regrowth in the case of bandlimited input signals, an
adjacent-channel power ratio (ACPR) is introduced. With
reference to Fig. 12, several definitions are adopted in this
respect; the most commonly used refers to the total ACPR
(ACPRTOT), the ratio between the total output power in
the signal bandwidth to the total output power in adjacent
channels:

ACPRTOT �

Z

B

Pout fð Þ .df
Z

LS

Pout fð Þ .df þ

Z

US

Pout fð Þ .df
ð27Þ

Clearly, if a single sideband is concerned, a lower-sideband
ACPR (ACPRLS) or upper-sideband ACPR (ACPRUS) can
be defined, using the proper adjacent-channel power in
the definition

ACPRLS �

Z

B

Pout fð Þ .df
Z

LS
Pout fð Þ .df

ACPRUS �

Z

B

Pout fð Þ .df
Z

US
Pout fð Þ .df

ð28Þ

Moreover, a spot ACPR (ACPRSPOT) can be introduced,
utilizing the adjacent-channel power contained in a
predefined bandwidth (Bx) at a given offset (see Fig. 12),
defined by

ACPRSPOT �

Z

B

Pout fð Þ .df
Z

Bx ;offset
Pout fð Þ .df

ð29Þ

The various ACPR figures clearly give a deeper insight
into the distortion properties of a PA than do their single-
or two-tone counterparts, as they are related to a specific
bandlimited input signal. Nevertheless, if the input signal
is approximated by a number of equally spaced equal-
amplitude tones, closed-form relationships may be found
between the figures [46,48].

Other indicators of PA linearity and appropriate tests
are the noise power ratio and cochannel power ratio
[47,48].

3. BASIC CONCEPTS IN PA DESIGN

Power limiting mechanisms in active devices reside in
their inherent physical constraints. For a FET device (but
also for a bipolar one, with different physical effects taking
place), such constraints are both on output current and
voltage: for the former, current saturation related to input
junction forward conduction and device channel pinchoff;
for the latter, device ohmic behavior and breakdown
(related to both channel and gate–drain junction). Such
physical limitations are graphically depicted in Fig. 13,
where sample output device characteristics are shown.

Power
density
[W/Hz]

Lower
sideband

LS

Upper
sideband

US

Output
signal

Input
signal

fSignal
bandwidth

B

Offset

Bx

Figure 12. Input and output power densities
for adjacent-channel power ratio definitions.

Maximum voltage swing

Maximum
current
swing

Vds [V]0
0

Id 

[A]

Figure 13. Sample device output characteristics and physical
limitations on output current and voltage.
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Collectively, such limitations pose an upper limit to the
maximum swings that output current and voltage may
experience, reflecting in a limit corresponding to the de-
vice output power.

Small-signal amplifier design is based on well-estab-
lished techniques. After the active device to be employed is
selected together with its operating (bias) point, from
knowledge of the device scattering parameters and de-
pending on the amplifier specifications, input and output
matching network characteristics (i.e., the impedances to
be presented at the device input and output ports) are
readily obtained via closed-form expressions [49–51].

If a simplified device model is considered, as depicted in
Fig. 14, composed of a controlled current source (con-
trolled by the input voltage if a FET is considered) shunt-
ed by its output small-signal admittance (represented by
an output conductance gds and capacitance Cds), the con-
dition that is imposed, compatibly with device stability, for
maximum power transfer from the device output to the
external load is the well-known conjugate matching

ZL fð Þ¼Z�ds fð Þ $
GL fð Þ¼ gds

BL fð Þ¼ � j . 2pf .Cds

(
ð30Þ

where

ZL fð Þ¼GL fð Þþ j .BL fð Þ ð31Þ

Zds fð Þ¼Gds fð Þþ j .Bds fð Þ¼ gdsþ j . 2pf .Cds ð32Þ

The conjugate matching condition therefore implies the
compensation of the active-device output reactive part and
a match in its small-signal output conductance, ensuring
at the same time the maximization of the amplifier small-
signal gain. If the active-device output characteristics are
now considered, the load line dictated by the small-signal
matching condition (curve A) can be superimposed, as de-
picted in Fig. 15. If the same condition is adopted, driving
the amplifier to operate into large-signal regime, a re-
duced current swing results, producing in turn an earlier
compression of the device output power (current-limited
operation). On the other hand, if the external load is se-
lected in order to fully exploit the maximum current
swing, (as in B, Fig. 15), a reduced voltage swing is pro-
duced (voltage-limited operation), again driving active de-
vice output into compression. The optimum situation is in

the simultaneous maximization of current and voltage
swings (as in C, Fig. 15), often referred to as load-line
matching condition. The typical output power behavior
corresponding to the three situations described in Fig. 15
is shown in Fig. 16 as a function of the input drive level.

Nevertheless, PAs that are load-line-matched exhibit
poor output VSWR in the system in which they are em-
ployed. If necessary, this problem can be solved through
the use of output isolators (clearly decreasing output pow-
er and efficiency by their losses) or resorting to balanced
configurations if possible: also in this case the insertion
loss of the combining structure actually affects overall
power performance.

In order to have some quantitative indication of the
optimum loading in the simplified conditions described
above, the device output characteristics are often substi-
tuted by their piecewise linear approximation, leading to a
‘‘box model’’ for the active-device current source. Such a
model is depicted in Fig. 17 for the case of a constant
trandsconductance (gm) device (equally spaced output
characteristics, left) and linear transconductance (linear-
ly increasing transconductance, right). The case of a linear
variation, introduced by Kushner [52,53], tries to mimic
the decrease in transconductance typically observed while

Active device output

Id gds ZL (f)

Zds (f)

S

D

Cds

Figure 14. Schematic representation of the active-device output
connected to an external load ZL.

Vds (V )Vds,DC

Vgs,DC

0
0

Id 

(Amp)

Reduced
current
swing

Reduced voltage swing

(A)

(B )(C )

Slope
gds

Slope
−gds

Figure 15. Active-device output characteristics with superim-
posed the conjugate-matched load line (A); with voltage-limited
(B), and optimum loading (C). (This figure is available in full color
at http://www.mrw.interscience.wiley.com/erfme.)

Pout
(dBm)

Pin (dBm)

(B)(A)

(C)Pout,−1dB,(C)

Pout,−1dB,(A)

Pin,-1dB,A Pin,-1dB,C

Figure 16. Output power for three loading conditions: current-
limited (A), voltage-limited (B), and optimum loading (C).
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decreasing the device gate bias toward pinchoff. On the
other hand, such approximation actually generates artifi-
cial distortion components even with low driving signals,
while requiring, for its actual implementation, a nonuni-
form doping profile.

In Fig. 17 Vk is the device ‘‘knee’’ voltage, marking the
transition between the device ohmic and saturation re-
gions, Vbr the breakdown voltage (drain–gate junction
breakdown), Imax the maximum drain current (occurring
for fully opened channel, that is, for Vgs¼Vbi where Vbi is
the input junction built-in voltage) and Vpo the device
pinchoff voltage. We now assume a purely resistive loading
of the active device at fundamental and all harmonic fre-
quencies, and we drive the device up to its limit linear
behavior (i.e., without overdriving it into highly nonlinear
regimes). In both cases, if the device is biased at Vds,DC for
class A and class B operation as in Fig. 18, and the min-
imum drain voltage is assumed to be Vds,min¼Vk, defining

g¼
Vk

Vds;DC
; RA ¼ 2 .

Vds;DC � Vk

Imax
ð33Þ

the optimum resistive loads RL,opt for class A and B bias
conditions (i.e., for the device biased at Id;DC¼ Imax=2 and
Id;DC¼0 respectively) are reported in Table 3, together
with maximum drain–source voltage (Vds,max), dissipated
power (Pdiss), drain efficiency (Z), and output power at fun-
damental frequency (Pout). Several observations may be
performed on the results in Table 3.

Clearly, the output power directly depends on the max-
imum currents and voltages sustained by the active device,
namely, Imax and Vbr (implicitly in Table 3 through the
limit it imposes on the maximum voltage Vds,max and hence
on Vds,DC). The limit imposed by the device maximum cur-
rent may be overcome by increasing device gate periphery
and/or through the use of device power combining tech-

niques. The former approach, often used in monolithic de-
sign, can be carried out by increasing device finger width
and/or increasing the number of device fingers (if a inter-
digitated device structure is considered, as in the case of
power transistors), as schematically depicted in Fig. 19.

Such device scaling actually enables one to increase
power output capabilities. Nevertheless, such an option
is related to the availability of an affordable monolithic
technology (it is clearly not applicable to hybrid design
approaches). Moreover, the scaling properties of a given
technology are strictly valid for moderate scaling only. For
the same total gate periphery, in fact, while output power
is almost constant (at a given frequency), large-signal
gain decreases with unit gate width, thus affecting
efficiency performances as demonstrated experimentally
in Fig. 20.

Moreover, an increase in device periphery actually in-
creases device parasitic effects, thus leading to a further
reduction in gain and frequency of operation. From the
thermal management point of view, scaling up device
periphery induces an increase in dissipated power; the
resulting increase in device junction operating tempera-
ture has detrimental effects on device performance in
terms of both actual performance and reliability, especial-
ly if high-reliability applications such as satellite payload
transmitters are concerned. The commonly adopted solu-
tion to this effect consists in device substrate thinning,
thus decreasing thermal resistance and the temperature
difference between the device channel and its backside.
Clearly, from the design point of view, a viable solution is
in the exploitation of ‘‘cold’’ biasing regions (i.e., decrease
in bias toward class B), accurately accounting for the con-
sequences both on output power and linearity.

A second possibility for increasing output power perfor-
mances consists in an increase of the drain voltage swing.
This task can be accomplished mainly by increasing the

Constant-gm device

Imax

gm

Vgs = Vbi

Vgs = Vpo

VbrVbiVpo

Id
(A)

Vgs (V ) Vds (V )

Vk00

gm

Vgs (V )VbiVpo 0

Linear-gm devicegm

Vgs (V )VbiVpo 0

Imax

gm

Vgs = Vbi

Vgs = Vpo

VbrVbiVpo

Id
(A)

Vgs (V ) Vds (V )

Vk00

(a) (b)

Figure 17. Piecewise linear approximation of the device output characteristics in the case of
constant (a) and linear (b) transconductance.
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device breakdown voltage. Unfortunately the latter is an
intensive quantity, depending mainly on material proper-
ties and device fabrication process. The more recent in-
creasing interest in wide-bandgap materials [viz., gallium
nitride (GaN) and silicon carbide (SiC)] is in fact motivated
from the intrinsic high breakdown field that devices based
on such alloys exhibit, with typical values in the range of
100 V, as contrasted to the few tens of the traditional GaAs-
based FET devices. On the other hand, as shown in Table
3, PA drain efficiency and output power are limited by the
presence of a nonnegligible ‘‘knee’’ voltage. The effect of
such low-voltage limit is especially important if a low-volt-
age PA has to be designed; this is the case in mobile hand-
sets and in general in every portable battery-operated
transmitter, in which the actual size and weight of the
overall apparatus are dictated by the choice of a light-
weight and small battery pack. In this case a few volts are
available for the PA bias, and any lower limit in the device
voltage swing is very important. As an example, assuming
a 3 V supply and a 0.9 V knee voltage for the active device,
a PA operating in class A decreases its efficiency from the
ideal textbook 50% down to a modest 35% (as per Table 3,
class A, constant transconductance, with g¼ 0.7). The
problem becomes even harder to deal with if high-perfor-

mance deep-submicrometer CMOS devices are employed,
with knee voltages that can be 2–3 times higher than the
ones of typical power transistors.

Up to this point, the two simple cases of class A and B
PAs under the maximum linear operation have been con-
sidered. The output power and efficiency performances can,
however, be greatly improved by making use of harmonic
tuning strategies or switching-mode operating classes. To
this goal, a first step resides in the use of the tuned-load
(TL [52,53]) operating mode of the power stage. With ref-
erence to Fig. 21, TL operation consists in loading the ac-
tive device output with short-circuit terminations (idlers) at
harmonic frequencies, maximizing at the same time the
fundamental frequency voltage and current swing.

The device output is assumed to operate as a voltage-
controlled current source (controlled by the input gate–
source voltage) and therefore its time-domain waveform
can be expressed as a truncated sinusoid

id tð Þ¼

Imax

1� cos
a
2

� � . cos o . tð Þ � cos
a
2

� �h i
if o . tj j 	

a
2

0 otherwise

8
>><

>>:

ð34Þ

Imax

Id,rf max

Vds,rf max

Vk Vds,DC Vds (V )

Id
(A)

slope = −1/RL,opt

Imax

Vk

Vds,DC

Vds (V )

Id
(A)

slope = −1/RL,opt

Class BClass A

Figure 18. Class A and B operating conditions for purely resistive loading.

Table 3. Single-Device PA Performance with Resistive Loading for Classes A and B Bias and Constant and Linear
Transconductance

Biasing Class gm RL,opt (O) Vds,max (V) Pdiss (W) Z (%) Pout (W)

A Constant RA Vds;DCþ Vds;DC � Vk

�  Vds;DC � Vk

� 
. Imax

4
50 . 1� gð Þ

Vds;DC � Vk

� 
. Imax

4

A Linear
4

5
.RA Vds;DCþ

3

5
Vds;DC � Vk

�  0:65 Vds;DCþ0:85 Vk

� 
. Imax

4
53 . 1� gð Þ

Vds;DC � Vk

� 
. Imax

5

B Constant
p

p� 1
. RA

2 Vds;DCþ
Vds;DC � Vk

p� 1

0:4 Vds;DCþ0:87 Vk

� 
. Imax

4
58 . 1� gð Þ

p Vds;DC � Vk

� 
. Imax

8 . p� 1ð Þ

B Linear
2

3
.RA Vds;DCþ

Vds;DC � Vk

3

0:33 Vds;DCþ0:66 Vk

� 
. Imax

4
48 . 1� gð Þ

32 Vds;DC � Vk

� 
. Imax

27 .p2
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Figure 19. Increasing device maximum current by scaling the number of gate fingers (a) or device
unit gate width (c) from a basic device (b).
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Figure 20. Effect of device unit gate width
scaling for a fixed total periphery (1.2 mm). Sol-
id and dashed lines indicate 18 and 14 GHz,
respectively. (Data from Raytheon, 1998 IEEE
MTT-S Symposium, Workshop WFF.)

Imax

Vds,DC

Vds (V )Vk

Id
(A)

−
/2 
/2

Vds,DC

ZL,fZL,nf = 0

@nf n≥2 @f

OUTIN

(a) (b)

Figure 21. Tuned load loading conditions (a) together with typical voltage and current waveforms
superimposed on piecewise linear output characteristics (b).
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where o¼ 2p . f and a is the drain current conduction
angle (Fig. 21), while the output drain voltage, thanks to
the short-circuit terminations, is a purely sinusoidal
waveform:

vds tð Þ¼Vds;DC � V1 . cos o . tð Þ ð35Þ

Treatment of the actual device output admittance will be
omitted in the following in order to simplify the approach.
Nevertheless, the hypothesis of short-circuit output ter-
minations actually help in this assumption (if a real short
circuit could be imposed at the device intrinsic terminals,
not accounting for device parasitic effects), together with
the device output capacitive behavior, effectively short-cir-
cuiting very-high-frequency output components. Drain
current can be expressed in terms of its Fourier series ex-
pansion with coefficients In graphically depicted in Fig. 22
as a function of the current conduction angle a.

The fundamental frequency current component is, un-
der the assumptions performed, a function of the current
conduction angle only. The drain voltage fundamental
component is related to the current one via the funda-
mental frequency output load ZL,f. The latter is to be se-
lected as a purely resistive termination in order to
maximize active power generation together with output
voltage swing. To this goal, if the device is biased at Vds,DC,
maximum output voltage fundamental frequency ampli-
tude is given by V1;max¼Vds;DC � Vk, thus obtaining, for
the optimum load at fundamental RTL

RTL að Þ¼
V1;max

I1 að Þ
¼RA . p .

1� cos
a
2

� �

a� sin að Þ
ð36Þ

where the optimum value is expressed evidencing the RA

value (optimum resistance in the case of resistive loading,
or load-line match for the case of a class A PA; see Table 3).
Moreover, in the same way, DC supply power PDC,TL, out-
put power at fundamental Pout,TL, and drain efficiency ZTL

can be easily obtained, again normalized to the class A
reference values in Table 3:

PDC;TL¼ I0 .Vds;DC¼
PDC;A

p
.

2 . sin
a
2

� �
� a . cos

a
2

� �

1� cos
a
2

� � ð37Þ

Pout;TL¼
I1 .V1

2
¼

PRF;A

p
.
a� sin að Þ

1� cos
a
2

� � ð38Þ

ZTL¼
Pout;TL

PDC;TL
¼ ZA

.
a� sin að Þ

2 . sin
a
2

� �
� a . cos

a
2

� � ð39Þ

The quantities described above are presented in graphical
form as functions of a in Fig. 23.

The results attainable via a TL approach are briefly
discussed:

1. An increase in output power over the reference class
A design is possible utilizing a class AB bias with the
TL output loading. Such increase in power perfor-
mance is maintained even moving toward class B
bias, where a simple resistive loading implies a de-
crease in output power with respect to a class A bias.
Clearly, such a result does not account for the gain
performance, since a maximum swing is assumed,
independently on the necessary drive level. In par-
ticular, for class A and B biases, the same output
power is obtained, but utilizing, for the class B drive,
twice the input drive signal (i.e., 6 dB higher input
power is necessary).

2. The optimum load exhibit a weak dependence on the
current conduction angle, thus allowing almost the
same resistive loading from class A to class B bias.

Efficiency performances exhibit a constant increase
moving toward low-bias regions, with a limiting value
that doubles the class A performance (thus toward the
theoretical limit of 100% efficiency). This is true, however,
only to a first approximation, since the simplifying as-
sumptions performed on the device characteristics impose
a constant breakdown voltage, regardless of the device
gate bias; real-world devices have an almost constant
gate–drain breakdown, and therefore biasing the device
below pinchoff actually decreases the drain–source maxi-
mum voltage (Vbr,ds¼Vbr,gd�Vgs). Finally, the power dis-
sipated on the active device, Pdiss,TL, shown in Fig. 24, is

Pdiss;TL¼
PDC;A

p
.

sin
a
2

� �
. 2þ cos

a
2

� �h i
�

a
2
. 1þ 2 . cos

a
2

� �h i

1� cos
a
2

� �

ð40Þ

As expected, moving from class C bias toward class A
operation actually increases the power dissipated on the
active device, therefore decreasing the efficiency corres-
pondingly.

A final consideration can be drawn regarding device in-
put terminations. Input loading at fundamental frequency

Biasing class C B AB A
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Figure 22. Fourier components I1, I2, I3 normalized to the device
maximum current Imax as functions of the drain current conduc-
tion angle a.
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is to be performed in order to fulfill maximum power trans-
fer to the active device; this is the well-known conjugate
matching condition. This condition ensures maximum gain
for a given output loading, while ensuring optimum input
VSWR. Clearly the device input is, for moderate drive lev-
els, mildly nonlinear and therefore the conjugate matching
must be attained under large-signal operating conditions
(i.e., the maximum power transfer condition depends on
the drive level). Harmonic input loading is seldom inves-
tigated, leaving this task to harmonic tuning strategies.

4. POWER BALANCE AND DIFFERENT
DESIGN APPROACHES

In order to generalise the approach outlined for the TL
operating condition and the approach outlined in Refs. 54
and 55 for switched-mode stages (see Section 6s), with the
aim to introduce high-efficiency operating classes, let us
consider the power balance in a PA, distinguishing, in the

Biasing class C B AB A
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Pdiss,TL(
) / PDC,A

Figure 24. Power dissipated on the active device Pdiss,TL for the
tuned load operating condition normalized to the class A (resistive
load) DC power as a function of the drain current–drain conduc-
tion angle.
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Figure 23. Optimum load RTL, DC power PDC,TL, output power Pout,TL, and drain efficiency ZTL for
the tuned load operating condition normalized to the corresponding class A (resistive load) quan-
tities.
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output power, the two contributions to fundamental (Pout,f)
and harmonic terminations (Pout,nf, nZ2). In greater de-
tail, the power balance of a PA system can be stated as

PDCþPin¼Pdiss;inþPdiss;outþPout;f þPout;nf ð41Þ

where Pdiss,in and Pdiss,out are the two contributions to the
dissipated power (i.e., converted to heat) in the input and
output sections of the PA stage, respectively. In this equa-
tion, the input power can be thought to be entirely dissi-
pated in the device input (i.e., Pdiss,inEPin), therefore
leading to

PDC¼Pdiss;outþPout;f þPout;nf ð42Þ

which represents a power balance equation related to the
output circuit only. The result in (42) is valid at the lower
microwave frequencies and, in general, if the active device
internal feedback can be neglected. In the output circuit,
device current and voltage may be expressed by their
Fourier series expansion

iD tð Þ¼ I0þ
X1

n¼ 1

In . cos n .o . tþ xnð Þ ð43Þ

vDS tð Þ¼Vds;DC �
X1

n¼ 1

Vn . cos n .o . tþcn

� 
ð44Þ

where xn and cn are the phases of the nth output current
(In) and voltage (Vn) harmonic components, respectively.

On the basis of such assumptions, harmonic termina-
tions to the output of the active device can be defined as
the ratio of the respective voltage and current harmonic
components:

ZL;nf ¼
Vn . e

jcn

In . ejxn
¼

Vn

In

. ej cn�xnð Þ ¼
Vn

In

. ejjn ð45Þ

obtaining, for the bias DC power, the power dissipated on
the device and the power delivered to fundamental and
harmonic frequencies:

PDC¼Vds;DC . I0 ð46Þ

Pdiss¼
1

T
.

Z

T

id tð Þ . vds tð Þ .dt¼PDC � Pout;f

�
X1

n¼ 2

Pout;nf

ð47Þ

Pout;nf ¼
1

2
.Vn . In . cos jn

� 
n¼ 1; 2 . . . ð48Þ

Utilising these expressions in the definition of drain
efficiency, it follows that

Z¼
Pout;f

PDC
¼

Pout;f

PdissþPout;f þ
P1

n¼ 2

Pout;nf

ð49Þ

From this expression, the necessary and sufficient condi-
tion needed to reach a complete conversion of DC power
into useful fundamental power (i.e., 100% efficiency) is
that both the following conditions be fulfilled simulta-
neously:

Pdiss¼0 ð50Þ

X1

n¼ 2

Pout;nf ¼
1

2
.
X1

n¼2

Vn . In . cos jn

� 
¼ 0 ð51Þ

More explicitly, on one hand dissipated power on the ac-
tive device has to be nulled, and this can be accomplished
by correctly shaping voltage and current waveforms in or-
der to ensure a null overlapping; thus the current on the
device must vanish for a nonzero voltage and vice versa.
Moreover, harmonic active power has to be nulled, thus
implying either the zeroing of current/voltage harmonic
components (Vn¼ 0 or In¼ 0 or both) or their proper phas-
ing (jn¼ p/2). Therefore, in low-frequency applications,
assuming an infinite number of controllable harmonic ter-
minations, two possibilities are available to ensure the
fulfillment of the latter condition:

* Class F [56–58] or inverse class F [59] strategies, in
which VnIn¼ 0 for n41. Note that these are idealized
approaches since voltage and current harmonic com-
ponents, which in a real device are related by load
impedances as in Eq. (45), and are considered sepa-
rately. The class F strategy has been successfully
applied in class AB [61,62] amplifier stages. Never-
theless, its application may lead to poor efficiency
performances if class C or deep-AB (near-B) biasing
classes are adopted [60].

* Class E or switched-mode strategies, in which jn¼

p/2 for n41. The active device is operated as a
switch, and closed-form design expressions are avail-
able [63]. In such conditions, the stage acts more as a
DC/RF converter rather than an amplifier. In this
case, the power gain of the stage is not controlled and
specified during the design phase; it is a specification
to be fulfilled by a separately designed driver circuit,
using information about the input port characteris-
tics of the power transistor to be driven. Moreover,
nothing is said about the input network, except that
the input voltage waveform must properly drive the
device to operate as a switch (i.e., be deeply pinched
off and saturated). In any case, an inspection of ex-
pression (49) suggests two possible directions for the
efficiency optimization: (1) either the maximization of
device output power (for the same DC supply) or (2)
the minimization of the dissipated power (considered
as the sum of internally dissipated power Pdiss,out and
harmonic active power Pout,nf).

The designer’s task is therefore in the appropriate
shaping of current and voltage waveforms, consisting in
the selection of appropriate harmonic terminations lead-
ing to the fulfillment of the conditions described above.
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5. HARMONIC TUNING APPROACHES

Harmonic tuning approaches for microwave PA design
represent indeed a hot discussion topic for both the aca-
demic and the industrial communities given the beneficial
effect on stage efficiency that can be obtained by a proper
selection of harmonic terminations. Contributions in this
field range from experimental observation of performance
levels [66–68] to introduction of novel topologies as in the
case of harmonic reaction amplifiers [64,65], from system-
atic investigations of experimental performances [70] to
design methods for special harmonic tuning configura-
tions [69].

In fact, however, if the operating frequency enters the
microwave region, both approaches cited in the previous
section (viz., the standard class F and the switching-mode
class E) exhibit a degradation in performance. For in-
stance, actual class F amplifiers are usually designed
making use of two or three idlers only to control second
and third output harmonic impedances. As frequency in-
creases (e.g., 420 GHz), the control of both the second and
third harmonic output impedances becomes troublesome,
since the active-device output capacitive behavior practi-
cally short-circuits higher components, not allowing the
desired waveshaping. Moreover, for low-voltage applica-
tions, a class F strategy is not the best solution, since dif-
ferent methodologies (based on second-harmonic output
impedance tuning) have demonstrated better performance
[71]. On the other hand, the switching mode operation of
the active device, necessary to implement class E strategy,
is not feasible in microwave communication systems, since
it requires that the PA operate in saturated conditions,
thus often increasing IMD levels and potentially affecting
active-device reliability.

Circuit complexity issues and effectiveness of the har-
monic control therefore suggest the control of the first two
harmonic terminations for a PA stage, leaving higher ter-
minations dominated by the shunting effect of the output
device capacitive behavior. Assuming purely resistive ter-
minations for the sake of simplicity, the drain voltage
waveform can be expressed as [72]

vDSðtÞ¼Vds;DC � V1 . ½cosðo . tÞþ k2 . cosð2 .o . tÞ

þ k3 . cosð3 .o . tÞ�
ð52Þ

where

k2 �
V2

V1
k3 �

V3

V1
ð53Þ

and

V1¼R1 . I1 V2¼R2 . I2 V3¼R3 . I3 ð54Þ

Hence, for a given device drive and bias, that is, for given
current source harmonic components (In), the designer’s
task is in the selection of proper terminations at funda-
mental (R1) and harmonic frequencies (R2,R3) maximizing
the fundamental component (V1) of the swing experienced
by vDS(t), with the constraints dictated by the device

physical limitations (knee and breakdown voltages). This
is equivalent to the determination of the values of the pair
(k2,k3), which, for given physical limits and therefore for a
given voltage swing, allows maximization of the V1 com-
ponent. An example of this effect is reported in Fig. 25,
utilising, for simplicity, a third-harmonic component only
summed to the fundamental one. In this scenario, for a
fixed swing, dictated in this case by the bias voltage Vds,DC

and Vk physical limitation, the introduction of a third-
harmonic component actually increases the fundamental
frequency amplitude beyond the value of the TL case (viz.,
Vds,DC–Vk in this case).

Analytically, this is accomplished defining the voltage
gain function d by the ratio of the resulting fundamental
voltage component normalized to the unmanipulated case
(the tuned load value, numerically coincident with the
distance between the drain bias and the closer physical
limit):

d k2; k3ð Þ �
V1

V1;TL
ð55Þ

The voltage gain d is plotted in Figs. 26 and 27 as a function
of (k2,k3) in a three-dimensional and contour plot format.

As it is possible to note, the d function exhibits a
clear maximum for (k2,k3)¼ (�0.55,0.17) whose value is

Vds,DC

Vds,3.f (t)

Vds,f (t)�DS(t)

Vk

−2� −� �0 2�

�t

Figure 25. Voltage waveform vDS(t) (red curve) obtained via the
introduction of a third-harmonic component (dashed line) summed
to a fundamental frequency component (continuous line) exceed-
ing the physical limitation (Vk). (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 26. Voltage gain function d versus k2 and k3.
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approximately 1.62. The function is higher than unity
(i.e., use of the second and third harmonics effectively in-
creases fundamental drain voltage harmonic component)
within the marked region in Fig. 26.

The increase in fundamental frequency output voltage
component obtained via a proper selection of the (k2,k3)
pair, is directly reflected in a corresponding increase in
power performances of the PA stage. In fact, under the
hypothesis that the controlled source is not affected by the
device harmonic terminations (i.e., its harmonics compo-
nents In remain unchanged), the output power, large-sig-
nal gain, drain, and power-added efficiency of the stage
become

Pout k2; k3ð Þ¼Pout;TL . d k2; k3ð Þ ð56Þ

G k2; k3ð Þ¼GTL . d k2; k3ð Þ ð57Þ

Z k2; k3ð Þ¼ ZTL
. d k2; k3ð Þ ð58Þ

Zadd k2;k3ð Þ¼ Zadd;TL
. d k2; k3ð Þ .

GTL � 1=d k2; k3ð Þ

GTL � 1

� �
ð59Þ

The harmonic terminations that actually shape output
voltage with a given selection of the (k2,k3) pair are there-
fore

R1¼ d k2;k3ð Þ .RTL ð60Þ

R2¼ d k2; k3ð Þ . k2 .
I1

I2

.RTL ð61Þ

R3¼ d k2; k3ð Þ . k3 .
I1

I3

.RTL ð62Þ

In the derivations above, clearly the role of the device out-
put conductance (gds) is not evidenced; the latter clearly
poses an upper limit to the impedance values that can

effectively be presented to the active-device internal
current source. The effect of actual device output conduc-
tance leads to a modification of the approach presented
here [60].

Furthermore, the use of even-harmonic components
(the second one in this case) actually breaks the natural
symmetry of the voltage waveform; the desired flattening
while approaching the physical limitation is accompanied
by a peaking in the remaining part of the RF cycle, which
can actually reach the opposite physical limitation. This
effect has to be carefully controlled and is quantitatively
evaluated via a voltage overshoot function [72].

However, several important cases can be extracted
from Fig. 26. The first one consists in the previously dis-
cussed TL condition, corresponding to the origin of the
(k2,k3) plane, where d(0,0)¼ 1. If a single voltage harmonic
is controlled at a time, terminating the remaining one on a
short-circuit termination, two possibilities arise. The first
one is obtained for k2¼ 0, consisting in the control of third
harmonic only: this situation corresponds to the high-fre-
quency class F design approach [60,73], which is repre-
sented in Fig. 26 by the k3 axis. In this harmonic control
scheme the maximum value for the voltage gain function
is obtained for d(0,�0.167)E1.15. In this case, therefore,
the use of a high-frequency class F approach results in an
increase of 15% in output power, efficiency, and large-sig-
nal gain over the tuned-load condition. Maximally flat
waveforms are a special case of such design approach [73].

The second possibility consists in setting k3¼ 0, there-
fore controlling the second-harmonic component only [71].
Moving along the k2 axis in Fig. 26 results in a maximum
value for d(� 0.35, 0)E1.41 and in the corresponding in-
crease in power performances. The results attainable via
harmonic tuning of the second and third output harmonic
components are summarized in Table 4.

It should be noted, however, that the potential increas-
es in the PA power performances are obtained only if the
proper loading is imposed on the active-device output.
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This is not always possible. In fact, with reference to
Fig. 22, output current harmonic components, generated
via the clipping effect of the device pinchoff on a sinusoidal
input drive, show a different behavior as a function of the
current conduction angle. In particular, focusing on the
region aA[p,2p] (i.e., from class B to class A bias), the sec-
ond harmonic current component is always positive, while
the third one is negative (clearly taking the fundamental
one as a reference). Since actual terminations are passive
(i.e., RiZ0, i¼ 1,...,3), this consideration implies that pos-
itive k2 and negative k3 are feasible:

k2¼
V2

V1
¼

R2 . I2

R1 . I1
�0 k3¼

V3

V1
¼

R3 . I3

R1 . I1
	0 ð63Þ

Therefore, if current clipping effects only are exploited,
only third-harmonic (high-frequency class F) tuning is di-
rectly possible; the simultaneous use of second- and third-
harmonic components implies, in fact, from Fig. 26, that
k2o0 and k340. An improper use of harmonic tuning may,
on the other hand, bring detrimental results on overall
power performances, as exemplified in Fig. 28, where the
case in Fig. 25 has been repeated with an incorrect phas-
ing of the third-harmonic component.

Clearly the possibility to generate the properly phased
current harmonic components is related to the driving
waveform, up to now assumed to be purely sinusoidal. In
fact, even if a perfectly sinusoidal drive is assumed, the
drain current waveform actually reflects not only the
hardlimiting clipping phenomena due to the device pinch-
off but also the effect of local mild nonlinearities, slightly
modifying the ‘‘truncated sinusoid’’ assumption adopted
up to now [74]. On the other hand, the driving waveform

can be properly selected, eventually leading to quartic or
rectangular input signals [75], allowing in this way the
application of harmonic tuning strategies in limited rang-
es for the drain current conduction angle. The alternative
approach (i.e., the exploitation of the device input nonlin-
earities and therefore the input terminations to the active
device) has been the subject of a series of investigations,
leading to experimental and theoretical studies, with fre-
quently contrasting results [76–80]; the input nonlinear-
ities of the device itself can be used to generate the
harmonic of interest [81], with effects that can be effec-
tively predicted using Volterra-like approaches [82], lead-
ing to an harmonic control scheme including input and
output terminations, schematically depicted in Fig. 29.

The possibility of effectively controlling input and out-
put harmonic control has been experimentally verified by
several authors. In Fig. 30 the measured results are re-
ported for the power performances of four single-device PA
stages, designed utilizing TL, second-harmonic tuning,
third-harmonic tuning, and second/third-tuning com-
bined. The PA stages, realized in this case using hybrid
technology, operate with a 5 GHz fundamental frequency,
with a 5% operating bandwidth, and adopt a power 1-mm
MESFET device from Alenia Marconi Systems.

A final consideration regarding the linearity perfor-
mances of harmonic-controlled power amplifiers has to be
drawn. The high-efficiency tuning of PA stages designed
according to a harmonic control scheme leaves in fact
some open questions on the resulting linearity. The proper
tradeoff among such requirements is not clearly evidenced
to date, even if experimental results demonstrate that a
high-efficiency tuning does not necessarily imply detri-
mental linearity effects [83]. Moreover, harmonic injection
techniques have been proposed to optimize linearity
performance [84]. In any case however, proper subsystem
linearization techniques can be adopted in the case of
harmonic tuned PA stages, regardless of the adopted
modulation scheme, using predistortion [85], feedback
[86], or feedforward [87] approaches. Clearly a system-
level lineariation approach implies a decrease in efficiency
performance and often a major increase in subsystem
complexity.

6. SWITCHING-MODE POWER AMPLIFIERS

In this category, a number of different approaches can be
grouped, all characterized by the assumption that the ac-
tive device (or devices) utilized in the power stage is (are)
operated as switches, commuted between the two ‘‘com-
pletely ON’’ (i.e., short-circuit-like) and ‘‘completely OFF’’

VDS (t)

Vds,3⋅f (t)

Vds,f (t)

Vds,DC

Vk

−2� 2�−� �0
�t

Figure 28. Voltage waveform vDS(t) (red curve) exceeding the
physical limitation (Vk) obtained via the introduction of a third-
harmonic component (dashed line) summed to a fundamental fre-
quency component (continuous line). (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)

Table 4. Maximum Theoretical Improvements in Drain Efficiency over the Tuned Load Approach Attainable with Tuning
Second-, Third-, and Second/Third-Harmonic Output Terminations

Controlled
Frequencies k2 k3 d Z Improvement (%)

F Tuned load 0 0 1 0
f, 3f High-frequency class F 0 �0.17 1.15 15
f, 2f 2nd-harmonic tuning �0.35 0 1.41 41
f, 2f, 3f 2nd/3rd-harmonic tuning �0.55 0.17 1.62 62
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(i.e., open-circuit-like) states. As compared to the ap-
proaches described previously, in which the active device
is basically represented as a controlled current source
replicating with good fidelity the input driving stimulus,
switching-mode PAs, ideally driving the active device in
the ON and OFF states, indeed exhibit highly nonlinear
characteristics. Such inherent lack of linearity is not a
problem for constant-envelope modulations, for which a
switched-mode operation may infer the great benefit of
high-efficiency operation of the transmitter, while pre-
venting their use if amplitude-modulated signals are fed
into the amplifier. On the other hand, techniques consist-
ing in the envelope elimination and restoration [88,89],
outphasing [90,91], or other high linearity modulating
schemes may alleviate the linearity drawback.

A further consideration applies to the large majority of
switched-mode PA strategies. As they are based on the
assumption of an active device operated as a switch, their
effective implementation and resulting performance levels
rely largely on the validity of such an assumption. It is

clear that the switching behavior of the device is strictly
possible only when the effect of device parasitics is negli-
gible, up to moderately high frequencies, including the low
microwave range. The class D and class E amplifiers will
be briefly addressed in the following text. For a more com-
plete listing of switched-mode PAs and the relevant refer-
ences, see Chap. 14 in Ref. 92. The class D amplifier,
introduced by Baxandall [93], is composed, in its basic
form, of a pair of active devices whose output is fed to an
output tuning circuit, as depicted in Fig. 31.

In such a basic configuration, referred to as ‘‘comple-
mentary voltage switching,’’ the two devices act as a two-
pole switch, whose output voltage is tends to be an ideal
square waveform, whose harmonic components are effec-
tively filtered by the series-tuned resonator formed by L
and C in Fig. 31, therefore delivering a sinusoidal signal
to the output load R. The two transistors are driven, in
fact, via the transformer, to deliver two output (drain)
1801 out-of-phase currents T1 and T2, which pass alter-
nately between ON and OFF states. Assuming a 50% duty

19

20

21

22

23

24

25

26

12 14 16 18 20

Pin (dBm)

Pout
(dBm)

Tuned load
Class F
2nd harmonic tuning
2nd & 3rd harmonic tuning

0

10

20

30

40

50

60

70

12 14 16 18 20

Pin (dBm)

�add
(%)

Tuned load
Class F
2nd harmonic tuning
2nd & 3rd harmonic tuning

(a) (b)

Figure 30. Output power (a) and power-added efficiency (b) measured performances of four single-
device PA stages designed utilizing different harmonic tuning strategies.
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Figure 29. Harmonic control scheme including input and output terminations.
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cycle, the voltage Vx in Fig. 31 may be represented by a
square waveform, whose Fourier expansion is given by

VxðtÞ¼
VDD

2
. 1þ

4

p
. sinð2pf . tÞ

�
þ

4

3p
. sinð3 . 2pf . tÞ

þ
4

5p
. sinð5 . 2pf . tÞ þ � � �

�
ð64Þ

This voltage waveform is applied to the series output R–L–
C network. If the L–C series-resonant circuit is tuned to
the fundamental switching frequency of operation f and
exhibits an acceptable quality factor, the fundamental fre-
quency component of Vx is directly obtained at the output
load R, thus obtaining a purely sinusoidal output current:

iout tð Þ¼
2 .VDD

p .R
. sin 2pf . tð Þ ð65Þ

Under the hypothesis described above, the drain currents
in the two transistors ðiT1

and iT2
Þ are therefore two half-

sinusoids, as in Fig. 31, and, from inspection of the previ-
ous expression, the peak drain current value for both
transistors is therefore

iT1 ;max¼ iT2 ;max¼
2 .VDD

p .R
ð66Þ

while the output power delivered to the load is

Pout¼
1

2
.

2 .VDD

p
.

2 .VDD

p .R
¼

2 .V2
DD

p2 .R
ð67Þ

and the DC input power (i.e., from the power supply) is
given by the product of the applied voltage VDD times the
mean value of the current through T1

PDC¼VDD .
2 .VDD

p2 .R
¼

2 .V2
DD

p2 .R
ð68Þ

thus obtaining a theoretical 100% drain efficiency:

Zclass D¼
Pout

PDC
¼ 1 ð69Þ

The series-resonant L–C circuit actually provides the ad-
equate harmonic filtering, which can be further improved
if the circuit quality factor is not adequate by a subsequent
lowpass filter. The bypass capacitor C0 actually has a
DC filtering purpose, which can be further improved by
a series choke inductor directly connected to the bias
supply VDD.

Maintaining the same operating principle, transformer
coupling configurations may be applied, introducing cen-
ter-tapped output transformers. The dual configuration,
that is, the current-switching one, can be implemented as
well [92]. The idealized operation of the class D amplifier,
however, has to be complemented by some practical con-
straints arising from actual device operation. In fact, the
device ON-state resistance is in series with the output load
(regardless of the specific complementary or transformer-
coupled voltage switching configuration), thus decreasing
the effective output voltage and efficiency. The T1 transis-
tor is, on the other hand, ungrounded, posing serious
problems for the actual implementation of the scheme at
high frequencies, for both driver requirements and con-
nection parasitics [94]. Moreover, since actual transistors
exhibit a parasitic output capacitance that sums up to the
circuit stray capacitances, the result is that, for each RF
cycle, the stored energy in such reactance is dissipated
during the ON state in the transistor itself. Such energy,
whose amount is approximately proportional to the sus-
ceptance associated with this parasitic [95], actually pro-
duces an increase in the input (DC) power required to the
proper operation of the stage for the same output power,
with the resulting decrease in stage efficiency.

The abovementioned parasitic output capacitance is
one of the major factors responsible for finite transistor
switching times, which up to now have been assumed as
vanishingly small. As a result, finite transitions between
ON and OFF states produce a net decrease in stage drain
efficiency [92].

t

t

t

t

VDDVx

Vout

Vout,max

IT1
IT1,max

IT2

IT2,max

T1

C0VDD

T2

Vx

iT2 iout

iT1

R

CL
OUT

Figure 31. Schematic representation of a ba-
sic class D amplifier and basic waveforms.
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A very popular and effective switching mode PA config-
uration is the class E amplifier. Introduced and patented
by Sokal in 1975 [96,97], the class E configuration has
been extensively studied [54,98], receiving, with expira-
tion of the issued patent, renewed interest [63,99–102].
The basic circuit configuration of a class E PA is depicted
in Fig. 32, where the active device is represented by a
switch.

The capacitor Cp includes both device output parasitic
reactance and circuit stray capacitances and is eventually
increased by an external capacitor. Its value is not such,
however, to short-circuit all voltage harmonics. Ideal
current and voltages on the active device, represented in
Fig. 33, are such that dissipated power is nulled. If a
Fourier analysis is further performed on such waveforms,
the phase difference between each current and voltage
harmonic component is equal to p/2, therefore fulfilling
both conditions indicated by (50) and (51) for efficiency
maximization.

Analysis of the circuit in Fig. 32 can be carried out
considering a 50% duty cycle, together with an ideal
switch operation (i.e., assuming a null ON-state switch
resistance and an infinite OFF-state one). Furthermore, the
RF choke is assumed ideal, and no losses are accounted
for the external elements in the circuit, the active power
is dissipated in the external load R only. The current
flowing in the external load may be assumed to be a
purely sinusoidal one thanks to the series resonator
formed by the Ls–Cs pair, tuned to operate at the circuit
fundamental frequency and with an infinite quality
factor.

The two currents iL(t) and iDC(t) are therefore always a
sinusoidal one and a constant one, respectively, regardless

of the switch position. The current flowing through the
parallel combination of the active device (switch) and the
capacitor Cp is therefore always a DC-offset sinusoid.
Clearly, when the switch is ON, all such current flows
through it, and when the switch is OFF, the offset sinusoi-
dal current passes through the capacitor only:

iDC tð Þ¼ iDC

iL tð Þ¼ iL . cos o . tð Þ

)id tð Þþ iCp
tð Þ¼ iDCþ iL . cos o . tð Þ

ð70Þ

The onset of the switch ON state will be determined there-
fore from the zero crossing of such DC-offset current. An
example of the resulting switch current is shown in
Fig. 34. The corresponding voltage vds(t) will be obtained
by the integration, over the OFF state of the switch period,
of the capacitor charge

vDS tð Þ¼ vCp
tð Þ¼

1

Cp

.

Z
iCp

tð Þ .dt ð71Þ

obtaining the corresponding voltage waveform depicted in
Fig. 34.

Closed-form design expressions may be derived for the
circuit components in Fig. 32. The latter may be found in
Ref. 63, and the step-by-step derivation of voltages and
currents may be found in Refs. 92 and 94 following a time-
domain approach.

With reference to Fig. 32, current and voltage in the ‘‘ON

state’’ of the switch are expressed as

iDðtÞ¼ iDC . 1� a . sin otþfð Þ½ �

vDS tð Þ¼0
ð72Þ

on off t

iD(t) iD(t)iD,vDS

vDS(t)

Figure 33. Idealized current (iD) and voltage (vDS) waveforms.
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Figure 34. Switch current and voltage.
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Figure 32. Circuit schematic of a class E power amplifier.
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while in the ‘‘OFF state’’ as

iD tð Þ¼ 0

vDS tð Þ¼
1

Cp

.

Z t

0
iD tð Þdt

¼
iDC

o .Cp
o . tþa . cos o . tþfð Þ � cos fð Þ½ �

ð73Þ

Imposing a null switch (capacitor) voltage at the onset of
the ON state, together with its first derivative (optimum
operation)

vds tð Þ
��
t¼ ðT=2Þ

¼0;
dvds tð Þ

dt

����
t¼ ðT=2Þ

¼ 0 ð74Þ

it is possible to obtain

a¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

p2

4

r
; f¼ � tan�1 2

p

� �
; VDD¼

iDC

p .o .Cp
ð75Þ

From the expression derived, noting that the dissipated
power is null on the active device (neglecting the switch
ON-state resistance), the output power Pout equals the in-
put supply power PDC, given by

PDC¼Pout¼VDD . iDC¼ p .o .Cp .V
2
DD ð76Þ

bringing the efficiency of the class E PA stage to unity. If a
nonzero ON resistance for the switch (Ron) is considered,
the stage efficiency becomes

Z¼
1þ

p
2
þo .Cp .Ron

1þ
p2

4

� �
. 1þ p .o .Cp .Ron

� 2
ð77Þ

An alternative derivation, based on a phasor-based fre-
quency-domain approach, can be found in Ref. 101. In this
case the result can be expressed in terms of harmonic load
impedances ZL, namely, the total impedance loading the
active device, given by

ZL¼

0:28015

oCp
ej49:0524
 at f

1 at nf ;n > 1

8
><

>:
ð78Þ

where the parallel capacitance Cp is related to the rf out-
put power Pout by

Cp¼
Pout

p .o .V2
DD

ð79Þ

This expression implicitly poses an upper limit to the
maximum operating frequency of the class E amplifier.
In fact, once the capacitor value is determined from
optimum circuit conditions, the maximum operating

frequency can be obtained as

fmax¼ 0:0177 .
Imax

VDD .Cp
ð80Þ

where

Imax¼a . IDDþ iDC ð81Þ

is the maximum value of the current flowing into the ac-
tive device. Furthermore, the maximum voltage across the
switching device obtained by expression (71) may rise well
beyond the DC supply, being given by

vds;max � 3:562 .VDD ð82Þ

For safe and reliable operation, a value such as this must
be kept well below the device breakdown region. On the
other hand, the limitation imposed by (82) actually de-
creases the maximum output power that can be achieved
utilizing the class E approach if compared to conventional
class AB linear PA design, forcing a much lower bias. In-
deed, the class E scheme exhibits several advantages, in-
cluding the evident scheme simplicity, together with the
high efficiency attainable.

Constraint imposed on the output circuit high-Q oper-
ation may be severe, however, if high-frequency operation
is concerned. The result of a low quality factor for the
output series resonant circuit will be a nonzero harmonic
current flowing into the output, implying a nonoptimum
drain voltage waveform, with possible ringing phenome-
na. Nevertheless, since the class E amplifier has to be over
driven by a driver stage well into device compression re-
gions, its large-signal gain may be well below the level
that can be attained by a comparable linear power ampli-
fier (say, 3–5 dB [94]). Given the typical frequency rolloff of
power devices, this poses an intrinsic frequency limitation
to the applicability of the class E scheme. The frequency
limit is further decreased by the intrinsic reactive behav-
ior of the device output (dominated by the device output
capacitance) that actually restrict the possible values for
the capacitance Cp in the class E scheme, as suggested
from (80).

7. LOAD-PULL TECHNIQUES

As widely noted previously, PA performance is determined
mainly by the terminations imposed to the active device,
mainly at its output but also considering its input nonlin-
earities. This consideration naturally leads us to consider
the possibility of experimentally characterizing the device
power performance by means of a setup that actually
modifies device terminations and records the related per-
formance [106]. The loads are therefore ‘‘pulled’’ to test
device power performance levels at both the device output
(load-pull) and input (source-pull) ports. Such investiga-
tion is carried out at fundamental frequency (fundamental
load pull, i.e., controlling the loading conditions at funda-
mental frequency) or even at harmonic frequencies
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(harmonic load pull, i.e. controlling the loading conditions
at one or more harmonic frequencies [107–110]).

The result of such a measurement campaign, creating a
database of power performances corresponding to a given
combination of terminations, driving power, biases, and
frequency is typically organized in graphical form. Usual-
ly constant-parameter curves are drawn on the corre-
sponding load Smith chart, in order to immediately
detect optimality condition. For example, in Fig. 35 the
constant output power and drain efficiency curves at –1 dB
and –2 dB gain compression respectively are shown in the
load reflection coefficient plane.

The load pull therefore gives directly all that is neces-
sary for optimum load selection, as the result of a tradeoff
between the performance behaviors of interest. The PA
designer therefore needs an automated load-pull measure-
ment bench and physically the selected device, that must
be available in the appropriate form, to avoid tedious and
risky deembedding procedures. It should be noted, how-
ever, that load-pull systems may be fruitfully employed
not only as a design tool but also for active-device nonlin-
ear model extraction/verification setup, where the model
can be compared and tested using data that have not been
used for its extraction.

Before describing the details of the load-pull character-
ization setup, we present a technique due to Cripps

[103,104] and further refined by Kondoh [105], allowing
determination of load-pull output power contours for a
class A biased active device. The technique, based on a
series of approximations performed on both the active de-
vice and the external circuit, is widely adopted and typi-
cally forms the basis for successive investigation (for both
load-pull characterization and actual PA design). The ac-
tive-device output is represented through its voltage-con-
trolled current source Id, assuming the remaining
components and parasitic elements grouped together in
the network between Sections 1 and 2 in Fig. 36, eventu-
ally constituting device mounting parasitics.

A piecewise linear description of the controlled source
is adopted, as outlined in Section 3, and a class A bias is
selected (corresponding to Ids,DC¼ Imax/2, Vds,DC¼VDD) as
in Fig. 37.

The optimum load ZL,opt imposed at the current source
terminals in Fig. 36, simultaneously maximizing current
and voltage swings, already determined in Section 3 (see

1 2

ZL,ext

ZL,extZL

Id
Active device
and mounting

parasitics 

Figure 36. Simplified scheme of the active-device output and
parasitics for application of the techniques in Ref. 103.
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Figure 37. Piecewise linear representation of the device con-
trolled current source, with superimposed optimum and subopti-
mum load curves corresponding to a resistive and complex load.
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Table 3) as RA, is a purely resistive one. Its value and the
corresponding power delivered by the source are given by

ZL;opt¼RL;opt

¼ 2 .
Vds;DC � Vk

Imax
¼RA;

PL;opt¼
Vds;DC � Vk

� 
. Imax

4

ð83Þ

If the source is loaded by a complex termination with the
same magnitude ZL;opt

�� ��, a lower active output power re-
sults as a consequence of the phase difference between
voltage and current waveforms. The resulting load curve,
that is, the instantaneous plot of current and voltage at
the source terminals, is an ellipse, as indicated in Fig. 38.

A lower resistance load (RL,IoRL,opt) will cause the de-
vice current hard limitations (viz., pinchoff and fully
opened channel) to limit the current swing, occurring for
a reduced voltage swing and resulting in a reduced output
power. The same applies for a higher resistive loading
(RL,V4RL,opt) in which the voltage limiting mechanism
(viz., the device ohmic region) will occur for a reduced
current swing. The resulting output power for the current-
(PL,I) and voltage- (PL,V) limited operation are easily com-
puted as follows:

PL;I ¼
RL;I

RL;opt

.PL;opt; PL;I ¼
RL;opt

RL;V

.PL;opt ð84Þ

If a reactive part is added in series to the lower-resistance
load RL,I, the active output power will remain at same
level, causing, on the other hand, the load curve to trans-
form into an ellipse, as depicted in Fig. 38. The same ap-
plies to the voltage-limited case if a susceptance is added
in parallel to the selected load RL,V. Clearly in both cases,
the output power will be constant until the resulting load
curve will incur the voltage (for the current-limited case)
or current (for the voltage-limited case) physical limit.

In order to draw a X-dB contour plot (i.e., the locus, on
the Smith chart, characterized by an output power given
by PL,opt–X dB), the resistive values in the current- and

voltage-limited cases (RL,I, and RL,V respectively) are
found from (84):

RL;I ¼RL;opt . 10�ðX=10Þ; RL;V ¼RL;opt . 10ðX=10Þ ð85Þ

The X-dB contour can be drawn therefore following con-
stant-resistance (with a value RL,I in the current-limited
case) and constant-conductance (with a value RL,V in the
voltage-limited case) loci on the Smith chart. The proce-
dure can be repeated for a number of constant-output
power loci, resulting in the typical contour plot in Fig. 39,
where a 1 dB step has been adopted.

The load at the current source terminals must now be
transformed into an external load, thus including device
reactive elements and parasitics, together with mounting
ones. To this purpose, standard Smith chart transforma-
tions apply, moving the reference plane from Section 1 to
Section 2 in Fig. 36, and resulting in the final plot on the
right side of Fig. 39.

Clearly a series of strong approximations have been
applied to get the final result. Nevertheless, the results of
the procedure are often in very good agreement with mea-
sured load-pull contours, justifying the popularity and
widespread use of the Cripps technique. However, if a
complete characterization and design charts involving the
actual nonlinear nature of the active device are necessary,
a load-pull measurement setup has to be used. The mea-
surement systems adopted for load-pull setup may differ
greatly. They range from relatively simple scalar setups,
based on power meters and/or scalar network analysers,
up to vector receivers. In the former case scalar informa-
tion is available only on the device power performance, but
their cost and relative simplicity is indeed a strong point.

Alternatively, vector information can be gained from
the use of vector network analyzers (VNA, or from six-port
approaches [111]) or by means of time-domain measure-
ment systems [adopting, e.g., a microwave transition
analyzer (MTA)]; in this case more complete vector infor-
mation on the device can be extracted, together with high-
er accuracy on the results, due to the vector calibrations
that can be adopted in the case of VNA (e.g., [112–117]) or
with time-domain waveform capabilities in the case of a
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Figure 38. Current- (a) or voltage-limited (b) load lines.
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MTA [118,119]. In both cases, however, such improved ca-
pabilities are obtained at the expense of an higher bench
complexity and cost.

The load to be synthesized can be realized by means of
passive systems (passive load, resulting in passive load-pull
systems); the latter consist in mechanical (typically realized
via a slotted transmission line with slugs) or electrical (i.e.,
PIN-diode-based) tuners [120–122]. A typical passive scalar
load-pull system is schematically depicted in Fig. 40.

The adopted single- or double-slug tuners have to be
accurately precharacterized by means of a VNA, or alter-
natively the scheme can be extended to include a series of
electromechanical switches connecting alternatively the
tuners to the DUT or to the VNA input for on-site imped-
ance measurements. Tuners are generally GP-IB-con-
trolled, and tuner position repeatability is guaranteed by
precision stepped motors. Moreover, above all for mechan-
ical tuners, the power-handling capability suffices for most
power applications.

On the other hand, the synthesized reflection coeffi-
cient is limited in magnitude by the unavoidable tuner

and setup (cables, on-wafer probes, etc.) losses. Such lim-
itation implies that highly reflective loads cannot be
realized and presented to the active device. Especially
for high-power devices this precludes the investigation
of maximum power regions for the output fundamental
load, since the optimum termination (approximately)
results from the ratio of the bias voltage to device maxi-
mum current [explicitly for the class A, PA (33)]. This
effect is clearly amplified if higher and higher frequencies
(and hence higher losses) are explored. Moreover, if an
harmonic load pull has to be performed, where optimum
harmonic terminations may be typically close to purely
reactive ones (see Section 5), a further drawback arises.

In order to overcome the problem, several solutions
have been proposed [123], based on the use of either
tuner prematching networks (at the device level) or pre-
matching tuners (at the measurement system level; see
Fig. 41).

In this way, higher reflection coefficient magnitudes are
attainable. Nevertheless, especially in the case of pre-
matching tuners, precharacterization is indeed a problem,

Power
sensor

Power
sensor

Power meter

Tuner
�S

Tuner
�L

DUT

Figure 40. Schematic representation of a
passive scalar load-pull setup.
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since it implies the use of a five-dimensional variables
space; moreover, harmonic terminations are not controlled
(even if they can be monitored). In the latter case, in order
to control harmonic terminations, more than a single tun-
er can be used or a combination of harmonic resonators,
one for each harmonic to be controlled (Fig. 42).

Clearly the first solution increases the bench complex-
ity and losses, but at the same time exhibits a greater
flexibility for frequency control and variation, as contrast-
ed with harmonic resonators, whose resonant frequency
actually fixes the measurement frequency.

An alternative solution to the use of passive loads con-
sist in the synthesis of the load to be presented at the ac-
tive-device terminals with active techniques (active load,
leading to active load-pull systems). Basically the active

load is synthesized reflecting back to the device port a
power wave whose amplitude and phase are in an exter-
nally controlled magnitude–phase relationship with the
emitted wave emerging from the device.

Two basic schemes are usually adopted to this goal,
following the ‘‘two-signal path’’ and ‘‘active loop’’ tech-
niques, both schematically depicted in Fig. 43.

In further detail, in the two-signal path technique, the
device output is fed by a fundamental frequency signal
directly generated by the same signal source feeding the
device input, while in the active loop technique the re-
flected power to the device output is the device output
signal itself, appropriately amplified and shifted in phase.
In the former, technique however, the synthesized output
reflection coefficient does vary in magnitude and phase
while the source power is swept. Hence, for each input
power a different load is presented to the active-device
output, and therefore attenuation and phase shift must be
controlled to keep the load constant. The same problem
holds when the device heats up. On the other hand, such a
technique is inherently stable, since no oscillation loop is
created in the measurement setup. The latter problem
does exist in the active loop scheme, which must be care-
fully dimensioned in order to avoid spurious oscillations
(even at harmonics of the fundamental frequency). The
active loop technique exhibits, on the other hand, a stable
load termination with input power to the active device.
Both techniques allow great flexibility in load control and
selection, if compared to the passive approaches. In par-
ticular, setup losses are easily compensated by the loop
amplifier, in most cases a TWT power amplifier, given the
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Pre-match

tunerLosses
Tuner
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Figure 41. Overcoming setup losses with prematching net-
works (a) or prematching tuners (b).
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Figure 42. Harmonic control in passive load-pull sys-
tems by means of harmonic tuners (a) or resonators (b).
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power and linearity requirements. Highly mismatched (or
even active) terminations are therefore easily synthesized
with an active load-pull approach, clearly with an in-
creased test bench complexity and overall cost.

If accuracy is a concern, in passive load-pull systems it
depends mainly on tuner position repeatability, residual
S-parameter measurement uncertainty, and power mea-
surement uncertainty. For active systems [124], the main
uncertainty source is in power calibration coefficients,
which are strongly dependent on the presence of an input
power amplifier (TWTA) before the active device under
test. Such uncertainty is a strong function of the load re-
flection coefficient magnitude, rapidly increasing with it.
The result is that for low to moderate reflection coefficient
magnitudes the output power uncertainty performances of
active systems are better than those for passive ones, but

rapidly degrade while approaching highly mismatched
load regions.

If an active harmonic load pull has to be performed, the
previous schemes can be extended for harmonic control,
leading to the setups schematically depicted in Figs. 44
and 45, respectively.

The load-pull techniques can be adopted to test a series
of device output performances, not restricted to classical
output power, large-signal gain, drain, or power-added ef-
ficiency. In particular, depending on the measurement set-
up, time-domain waveform capabilities can be tested,
together with linearity indicators: ACPR or two-tone tests
can be performed as well [125,126], thus providing in situ
information on the device linearity and allowing the de-
signer to trade off between often contrasting goals directly
by means of load-pull charts. As an example, in Fig. 46 a
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Figure 44. Extension for harmonic load pull
of the two-signal path active load-pull tech-
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harmonic measurement setup [127] is shown, which com-
bines S-parameter capability, real-time load and source-
pull (single tone or harmonic) and intermodulation
measurements with time-domain waveform measurements.

Any linear vector network analyzer with at least two
samplers can be used as linear receiver, while a microwave
transition analyzer is used as a nonlinear receiver, mea-
suring the phase relationships between harmonics of the
signals at the device under test (DUT) ports. The setup is
completed with two active loops (but more loops could be
added), controlled independently. The loops can be set at
the input or output of the device, and tuned for both sin-
gle-tone and harmonic measurements.

A final and general consideration regarding load-pull-
based PA design has to be stressed. A complete power
characterization of a given device is indeed an heavy task,
especially if harmonic terminations have to be investigat-
ed. If frequencies up to the third harmonic are considered
at both device input and output, this easily brings in the
control of a six-variable state space, to which a further
variable (drive level) is necessarily added. This formidable
task is further complicated if fundamental frequency vari-
ation and device bias are varied. It is clear, therefore, that
load pull has to be matched with some physical insight
gained on the power generating mechanisms in the device
by means of the harmonic tuning strategies and design
procedures described before. Furthermore, an approach
consisting in the control and consequent variation of a
termination at a time is risky and may lead to subopti-
mum conditions [128].

8. CAD-BASED TECHNIQUES

Computer-aided design (CAD) tools have experienced a
dramatic improvement both in performances and simula-
tion capabilities. Such improvement is due to both in-
crease in computing speed and hardware progress
(workstations and PCs), and in the assessment of appro-
priate analysis techniques.

Modern CAD tools include linear and nonlinear simu-
lation capabilities, coupled with electromagnetic field solv-
ers, layout generation, and system simulation capabilities
[129–135]. For the analysis and design of PA circuits
obviously the nonlinear simulation capabilities are indeed
necessary; the latter may be based on time-domain tech-
niques (derived from widely diffused SPICE-like ap-
proaches [136], adapted to deal with microwave
problems), adopted mainly for transient analysis, mixed
time–frequency-domain techniques [of the harmonic-bal-
ance (HB) type, [138]] for steady-state analysis, fully fre-
quency-domain algorithms [137], and finally Volterra
series approaches [82]. While Volterra-based approaches
find their intended application to circuits exhibiting mild
nonlinearities and specifically to the analysis of PA lin-
earity [48], the work horse of all commercial nonlinear
CAD software is indeed the HB technique [140,141]. This
approach has been extended from the piecewise formula-
tion to include nasty nonlinear problems, such as non-
linear noise analysis, forced autonomous circuits, and
input signals with complex modulation schemes. In the
latter case, especially important for the analysis of PA
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performance in actual operating conditions in communi-
cation systems, envelope-based approaches and multitone
ones are adopted ([139,142,143]), demonstrating excellent
simulation capabilities and numerical efficiency.

The availability, in commercial CAD software pack-
ages, of powerful HB simulation engines, together with
2D or 2.5D EM simulators efficiently modeling passive
structures and interconnects, is a valuable support for
microwave integrated circuit design. Nevertheless, the
fidelity of simulated results to measured data is not com-
pletely achieved yet; whereas the accuracy of the analysis
tool is in fact far beyond the process parameter variations,
this is not true if active-device models are considered.
Indeed, the effectiveness of a simulated result is to a great
extent based on the availability of an accurate device
model, especially if nonlinear operation is concerned.

Without entering the wide field of nonlinear device
modeling, well beyond the scope of this contribution, a
few key points have to be addressed. The active-device
nonlinear models currently adopted in CAD tools may be
basically classified into two main categories: empirical
blackbox models [144–146] and equivalent-circuit based
models [147,148]. The former are generally built on a large
database of measured data and appropriate expressions to
model the active device in the region of interest, while the
latter consist in fitting predefined expression for the ele-
ments of a given model topology to model parameter data
extracted from selected bias and operating conditions.

As a general consideration, the blackbox modeling ap-
proach does exhibit a better agreement with measured
data, while the equivalent-circuit approach is more com-
pact, is easier to hardwire into commercial CAD tools, and
gives a deeper insight into device physical behavior, since
its equivalent-circuit elements are directly related to
physical mechanisms inside the device.

Nevertheless, equivalent-circuit approaches may suffer
from physical inconsistencies [149,150] that may arise
from either an improperly selected topology on fitting
functions. Moreover, frequency dispersion, temperature,
and trapping effects are not easily incorporated into a
nonlinear equivalent-circuit device model [151,152].
Pulsed (DC and RF) measurements are utilized to evi-
dence the abovementioned effects, but the resulting model
may account for them in a limited range of parameter
values (e.g., in a range of biases). Intermodulation predic-
tion is a typical test where most nonlinear general-pur-
pose active-device models may deviate substantially from
their corresponding measured behavior. The commonly
adopted solution is therefore in the development of a spe-
cial-purpose model, valid in a limited parameter range
that fits well within the desired application. Clearly such
special-purpose models are not always available, nor they
can be easily extracted. Scaling dimensions of the active
device and the properties of the respective model further
complicate the picture.

In any case, the adoption of a given device model in the
design process is a key point, and the available one (if any)
must be investigated in depth in both its field of validity
and extraction methods. As previously noted, the out-
comes of a design by a nonlinear CAD tool are strongly
linked to the accuracy of the device model adopted, and

the adequacy of the latter to the specific design to be per-
formed has to be carefully evaluated beforehand. For ex-
ample, suppose that a large-signal model for a given
device is available, extracted from DC and multibias
small-signal S-parameter measured data. If such a mod-
el has to be used for optimization of the device output
power performance (even in class A operation) and there-
fore for optimum load impedance determination, the de-
signer cannot expect a high degree of accuracy versus
measured power data; DC output curves do not represent
actual large-signal RF operating conditions, due to tem-
perature and trapping effects. Only an estimate can there-
fore be obtained, even with a powerful CAD tool. Similarly,
a model optimized for the active-device (i.e., class A)
operating region does not represent the same device
biased in class C, and the model adopted for tradeoff pur-
poses between class A and B performances should average
between the two situations.

Nevertheless, with the precautions stated above, non-
linear CAD tools and active-device models are frequently
and effectively utilized for the design of PA stages. After
the operating mode of the PA stage is appropriately
selected (i.e., a harmonic tuning strategy or a switching
mode operating class) on the basis of a preliminary eval-
uation of attainable performances as compared to the de-
sired specification, together with a preliminary device
bias, commonly adopted nonlinear CAD strategies are es-
sentially based on a series of repeated analyses. In par-
ticular, a possibility resides in the implementation of a
‘‘simulated load pull,’’ in which the measurement bench is
replaced by the nonlinear simulator and its analysis
capabilities and the active device is replaced by its mod-
el. With reference to Fig. 47, a simulated load pull may be
performed in subsequent steps. First, a series of power
sweep analyses are performed, each obtained by varying
the fundamental frequency load (ZL1 in Fig. 47) and ad-
justing the input termination (ZS1) in order to conjugately
match the subcircuit input at fundamental frequency. In
such power sweeps, harmonic terminations are kept fixed
at a reference value (typically short-circuit termination, so
as to simulate a TL scheme or 50O). The data gathered are
then organized in order to obtain, for each load terminat-
ing value, the relevant performances at a given compres-
sion level (e.g., � 1 dB gain compression or maximum
efficiency). The resulting data are organized and plotted
as shown in Fig. 35. If the tradeoff attainable with the
generated charts fulfills the imposed design goals, the
next step is in the actual synthesis of the resulting
fundamental and harmonic terminations, that is, in a
linear synthesis problem, which can be solved in classical
fashion. Otherwise, keeping the fundamental frequency
terminations at their optimum values, harmonic termina-
tions may be varied and contour plots of power perfor-
mances as functions of harmonic terminations are drawn,
as in Fig. 48, where constant-power-added-efficiency loci
are plotted as a function of the output reflection coefficient
at second harmonic.

Applying the information presented above, a new de-
sign choice is performed regarding second-harmonic ter-
mination. The procedure is then repeated. Clearly the
limit is in the number of harmonic terminations that can
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be effectively controlled and implemented, without sacri-
ficing circuit complexity, size, and clarity. The simulated
load pull can be applied as well to the determination of
optimum bias levels; the technique is extremely versatile
and much faster than the corresponding real load pull. In
fact, if a series of operating frequencies have to be inves-
tigated , an experimental load-pull characterization may
be impractical and time-consuming.

An alternative technique may be implemented, how-
ever. Since any iterative analysis technique for a nonlinear
microwave circuit (such as the harmonic-balance one) is

based on the actual linearization at each analysis step of
the nonlinear part of the circuit, the latter can be used,
during the analysis, for external linear circuit optimization
[154–156]. In other words, simultaneously and consistently
with the nonlinear analysis, a circuit optimization may
be carried out, consisting in the fulfillment of optimum
design conditions. The latter, for a microwave PA stage,
may consist in the imposition of a purely resistive termi-
nation at the intrinsic current source terminals of the
active-device model (thereby maximizing the stage effi-
ciency) or in the attainment of maximum large-signal
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Figure 47. Simulated load-pull scheme.
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power transfer (i.e., conjugate matching) at the device
input terminals.

However, both direct synthesis and simulated load-pull
techniques are inevitably based on a proper device model
and the difficulties reside in its extraction apply for both
validity range and accuracy of the latter.
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1. INTRODUCTION

Microwave power transmission (MPT) is the wireless
transfer of large amounts of power at microwave frequen-
cies from one location to another. MPT is often referred to
in the literature as wireless power transmission (WPT) at
microwave frequencies. MPT research has been driven
primarily by the desire to remotely power unmanned ae-
rial vehicles (UAVs) and by the concept of space solar
power first conceived by Dr. Peter Glaser of the Arthur D.
Little Company in 1968 [1]. Figure 1 shows a block dia-
gram for the specific application of MPT pertaining to
space solar power (SSP). SSP is an MPT system with the
addition of solar cells and magnetrons for microwave pow-
er generation.

The SSP idea calls for a constellation of solar power
satellites (SPSs) to be placed in geosynchronous orbit
(‘‘geo’’; 36,800 km above Earth) in order to capture the
sun’s energy using arrays of solar cells. The satellites each
measuring several miles across, would be located in geo to
keep them in view of the sun 99% of the time, marking a
double improvement over terrestrial solar cells. In addi-
tion, the closer the satellites are placed to the sun, the
larger their effective collection area since light intensity
decreases by the inverse-square of distance. The solar cell

panels output large DC voltages to awaiting cavity mag-
netrons positioned on various subarrays within each of the
SPS’s phased-array apertures. These magnetrons convert
the high-voltage DC outputs of the solar panel arrays to
microwave power. The microwave energy is then beamed
to Earth to ‘‘farms’’ of rectifying antenna (rectenna) arrays
that convert the incoming microwave energy back to DC
power [3].

Since its inception, SSP has gained considerable atten-
tion since it has the potential of providing clean, renew-
able, and continuous power for generations to come. With
the widespread belief that fossil fuel supplies cannot sup-
port the projected energy demand based on population
growth and increased development, SSP is seen as a pos-
sible remedy. In addition, SSP is seen as circumventing
pollution problems associated with currently used energy
enablers such as nuclear energy and coal. SSP is also seen
as meeting future energy demands where other limited
clean resources such as hydroelectric power and wind fall
short. As an added incentive, SSP can be delivered to the
most remote locations without connective infrastructure
such as pipes or powerlines. By making SSP an available
technology, developed nations will no longer be at the
mercy of OPEC, which includes many unstable and/or un-
friendly nations [4].

Both the fruition of SSP and the present-day desire to
remotely power unmanned aerial vehicles (UAVs) serve as
the main driving forces behind current advancements be-
ing made in MPT. The use of UAVs for communication and
surveillance is seen as an essential capability, especially
for the U.S. military. MPT has been shown experimentally
as a way for people on Earth to remotely power unmanned
high-altitude platforms such as UAVs. Additional uses for
MPT include powering space probes from future space
stations into deep space and powering robots to enter dan-
gerous environments such as nuclear contaminated areas.

2. MPT SYSTEM ARCHITECTURE

2.1. Traditional Transmitting Aperture

In order to achieve maximum transfer of the microwave
energy from the source to the receiver, the transmitting
antenna must be designed such that its sidelobes are

Solar Cell Array
Covert incident sunlight to dc power

Magnitrons
Convert high voltage dc power

to microwave energy

Phased Array
Beam microwave energy to Earth

Rectenna Array
Collect inbound microwave energy

and convert it back to dc power

Aperture
Transfer

Figure 1. Block diagram of an SSP MPT system, including a BP solar cell array, magnetron, a
circularly polarized (CP) phased array [2], and CP rectenna array [2].
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reduced to the lowest possible levels and that its proper
beamwidth keeps spillover losses to a minimum. In the
past, high-gain reflectors and horns antennas have been
used to transmit large amounts of power; however, modern
systems call for electronically steered phased arrays for
greater flexibility in keeping the microwave beam on tar-
get. Figure 2 illustrates the geometry of a typical array.

The m�n array of Fig. 1 contains m¼ 2 M columns and
n¼ 2N rows. One way to achieve low sidelobes is to apply a
tapered weighting to the array’s aperture. Such tapered
weightings include Taylor and Hamming distributions.
For its simplicity, Hamming weighting is analyzed in the
following. Each u,v element in the array receives power
based on the amplitude weighting given by
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where the subscript u pertains to the uth element in x̂x and
v identifies the vth element in ŷy. This applied aperture
taper will lower the sidelobes to more than 30 dB below
the mainbeam peak so that power is not radiated in un-
desirable directions. This becomes a serious concern in
SSP because of the large amount of power being trans-
mitted. If no taper is applied to the transmitting aperture,
that is, if the array has uniform weighting, the worst-case
sidelobes will be around � 12.5 dB, or 12.5 dB below the
peak gain of the radiation pattern.

The array factor (AF) of the transmitting antenna ar-
ray is defined as

AF¼
Xm

u¼ 1

Xn

v¼ 1

Au;v exp j
2u� ð2M � 1Þ

2
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� 1

� �
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� exp j
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� �
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where k¼ 2p/l0, and Dx and Dy are the element spacings
in the x̂x and ŷy directions. The elevation angle yt is the an-
gle measured from the ẑz axis toward the x̂x–ŷy plane, and the
azimuth angle ft is measured from the x̂x axis toward the ŷy
axis. bx and by represent the progressive phase shift in the
x̂x and ŷy directions, respectively, for steering the beam. The
array elements should be spaced approximately l0/2 from
each other in both x̂x and ŷy directions to avoid harmful
gradient lopes. It is important to be aware that aperture
tapering for sidelobe reduction lowers antenna radiation
efficiency and broadens the mainbeam of the array’s radi-
ation pattern. The efficiency reduction is caused simply by
the fact that the outer elements of the array are contrib-
uting little to the radiated power. Some of the antenna
array’s elements positioned farthest from the array’s cen-
ter radiate very little, especially in large arrays, but these
remotely positioned elements are still vital for sidelobe
reduction.

In the proposed SSP system, a magnetron will be
located on a subarray with each antenna element in the
subarray having equal power. A graphical representation
of multiple subarrays within an array aperture is shown
in Fig. 3a. Figure 3a shows a particular array aperture
composed of 9�9 subarrays, each having 8�8 elements of
equal weight. Thus, the transmitting aperture consists of
72�72 antenna elements. The Hamming taper is applied
at the subarray level. If the 72�72 antenna elements are
spaced l0/2 in both x̂x and ŷy directions with no progressive

.
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Figure 2. Two-dimensional even array geom-
etry containing m columns and n rows. In this
analysis the number of elements is considered
even, and the number of rows is even.
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phase shift, the resultant array factor shown in Fig. 3b is
generated. This array factor has worst-case sidelobes of
� 25 dB at 713.51. The sidelobe suppression can be im-
proved by reducing the subarray size, by increasing the
overall size of the array or by applying a monotonic Taylor
�nn-bar distribution over the array’s aperture. In addition,
the size of a subarray is chosen according to the amount of
microwave power released by the magnetron into the sub-
array input port. The overall size of the transmitting ap-
erture is based on the desired transmitting gain and the
beamwidth necessary to avoid unnecessary spillover losses.

2.2. Split Gaussian Transmitting Aperture

The temperature of the transmitting aperture becomes an
issue in SSP and other MPT applications where the gen-
erated power fed to the transmitting array is significantly
large. Any array inefficiencies will result in heat being
propagated through the transmitting aperture. This heat
can destroy sensitive electronics such as phase shifters
and could potentially melt the array elements. The array
radiation pattern discussed in the previous section is
formed using an aperture taper with maximum current
weighting delivered to the centermost antenna elements.
Consequently, the centermost elements are more suscep-
tible to melting than those moving away from the center.

Two solutions to reducing the temperature at the cen-
ter of the transmit array are the split Gaussian and the
Gaussian with an attenuated center region [5]. These two
distributions are illustrated in Fig. 4. These novel weight-
ing schemes distribute power throughout the aperture
more uniformly than in the aforementioned traditional
transmitting aperture case. As a result, the heat caused by
losses in the transmitter is distributed more evenly in the
aperture lowering the chance of failure. The split Gauss-
ian has a center weighting equal to the outermost edges.
The distribution in Fig. 4b has a center level that can vary.

Both tapers shown in Fig. 4 are radially symmetric for
all ft. If we consider changing the coefficients ca and cb of
the more versatile Gaussian with the center attenuation
region depicted in Fig. 4b, the aperture tapers shown in
Fig. 5 result.

These tapers were analyzed by P. Zepeda [5] to a trans-
mit array 250 m in diameter with an operating frequency of
5.8 GHz. The power density of the array’s aperture versus
center power reduction based on the varying coefficients of
Fig. 5 is shown in Fig. 6a. The coefficients also affect the
sidelobe performance of the array as illustrated in Fig. 6b.
Surprisingly, sidelobe levels below 20 dB are possible with
this unconventional aperture distribution. This split Gaus-
sian taper produces sidelobes in the range of the example
weighting given in the aforementioned conventional

(a) (b)

Figure 3. SSP array: (a) amplitude taper for an array containing 9�9 Hamming weighted sub-
arrays with each subarray consisting of 8�8 equal-power antenna elements denoting an aperture
of 72�72 antennas; (b) corresponding array factor for elements spaced l0/2 in both x̂x and ŷy direc-
tions and no progressive phase shift between the elements.

(a)

y (x)=
max(y (x))

e−ca[cb(x±cc)]2

(b)

y (x)=
max (y(x))

e−cax2
 −cbe−ca(ccx)2

Figure 4. (a) Normalized split Gaussian taper;
(b) normalized Gaussian taper with an attenu-
ated center region.
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‘‘Hamming’’ case with great heat reduction, which is vital to
the reliability of the SPS transmitting array.

2.3. Aperture-to-Aperture Transfer

For MPT systems, the transmitting antenna is normally
either a high-gain reflecting antenna, a horn antenna, or a
large array consisting of many individual elements. His-
torically, the receiving unit in MPT systems has been a
rectenna array made up of cascaded rectennas. Each of
these rectennas is a combination receiving antenna and
rectifying circuit consisting of a rectifying semiconductor
diode. A typical MPT setup is shown in Fig. 7.

The power in watts received at the receiving antenna
based on Friis free-space transmission equation is

Pr¼Ptecdtecdrð1� jGtj
2Þð1� jGrj

2Þ
l0

4pR

� �2

�Dtðyt;ftÞDrðyr;frÞjr̂rt
. r̂r�r j

2

� ð10ðLaðzÞ=10ÞÞð10ðLraðtÞ=10ÞÞ

ð3Þ

where Pt is the source power transmitted, ecdt and ecdr are
the cumulative conductor and dielectric losses of the
transmitter and receiver antennas, l0 is the free-space
wavelength of the energy at the frequency of operation f,
and R is the distance separating the midpoints of the
transmitting and receiving antenna apertures. The quan-
tity ðl=4pRÞ2 is declarative of the path loss Lp between the
two antennas.

The quantities ð1� jGtj
2Þ and ð1� jGrj

2Þ represent the
mismatch losses at the inputs of the transmitting and re-
ceiving antennas. For any fielded MPT system, these mis-
match losses should be mitigated to less than 1% reflected
power relating to a return loss better than 20 dB. Any re-
flected power at the receiver port could cause large
amounts of reradiated or reflected energy back into free
space. This could affect electronic devices in the vicinity of
the receiver, especially for an SSP system where large
amounts of power could be reradiated. Since large power
levels are supplied to the transmitting antenna, any re-
flected power could damage the transmitter through col-
lective heating. The efficiency of the transmitter falls
rapidly as temperature increases.

The variables Dt and Dr are the directive gains (direct-
ivities) of the antennas in the oriented direction (yt,ft) and
(yr,fr), respectively. yt and yr represent the elevation an-
gles and ft and fr are the azimuth angles of the trans-
mitting and receiving antennas, respectively. The
directive gains of the antenna are related to the antenna
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Figure 5. Aperture tapers: (a) Varying Cb for the normalized
Gaussian taper with an attenuated center region; (b) varying Ca

for the normalized Gaussian taper with an attenuated center region.
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measurable gains by

Gtðyt;ftÞ¼ ecdtð1� jGtj
2ÞDtðyt;ftÞ ð4Þ

Grðyr;frÞ¼ ecdrð1� jGrj
2ÞDrðyr;frÞ ð5Þ

If the antennas both have peak directivity broadside of the
array’s aperture (normal to the aperture plane), maximum
power transfer will occur if yt¼ yr¼ 01.

The polarization mismatch is calculated by
jr̂rt

. r̂r�r j ¼ j cos cpj
2, where r̂rt and r̂rr are the polarizations

of the transmitting and receiving antennas, respectively,
and cp is the angle between their corresponding f-unit
polarization vectors. To avoid polarization mismatch using
linearly polarized antennas, ft and fr must be such that
the time-harmonic electric field vectors of each antenna lie
in the same f- plane. This polarization mismatch problem
can be avoided by making both antennas circularly polar-
ized. Circular polarization also avoids ‘‘depolarization’’
caused by polarization rotation of the electric field vector
of the microwave energy as it propagates through the at-
mosphere. Depolarization is primarily caused by water
present in the propagation path and becomes a serious
problem during rainfall.

2.4. Atmospheric Absorption

Another important consideration in MPT design is atmo-
spheric attenuation. This attenuation is caused by the
presence of oxygen and water in the atmosphere during
normal calm conditions and increases as the vertical dis-
tance z from the Earth increases. Attenuation is greatest
near sea level since oxygen and water levels decrease
moving away from the Earth. The atmospheric attenua-
tion is denoted La(z) to reflect the height dependence and
can be deduced from Fig. 8. Other gases such as carbon
dioxide can contribute attenuation, but oxygen and water
dominate because of their prevalence.

The choice of operating frequency for an MPT system is
governed by atmospheric absorption. The industrial, sci-
entific, and medical (ISM) bands at 2.45 and 5.8 GHz have
been chosen for MPT in the past because there attenua-
tion is low relative to higher frequencies and the sizes of
the transmitting and receiving antennas are of reasonable
size. More importantly, the ISM bands are permissible for

individual use by the Federal Communications Commis-
sion (FCC). For this reason, consumer microwave ovens
have been designed at 2.45 GHz, and the technology be-
hind their microwave source magnetrons has matured to
the point of providing efficiencies over 80% DC-to-RF con-
version efficiency at 2.45 GHz. Similar source performance
at 5.8 GHz still needs some work, but 5.8 GHz appears to
be the frequency of choice for future MPT SSP since it al-
lows smaller antenna apertures. An MPT system designed
at 22 GHz would see large amounts of attenuation due to
water vapor, especially in humid climates near sea level.
Similarly, oxygen would hamper MPT at 60 GHz.

Inclement weather further complicates the problem by
adding variable amounts of attenuation. The attenuation
loss in dB due to rainfall is [8]

LraðtÞ¼

Z RðtÞ

0
a½Aðz; tÞ�b dz ð6Þ

where

a¼
4:21� 10�5 f 2:42; 2:9 	 f 	 54 GHz

4:09� 10�2 f 0:699; 54 	 f 	 180 GHz
ð7Þ

b¼
1:41 f�0:0779; 8:5 	 f 	 25 GHz

2:63 f�0:272; 25 	 f 	 164 GHz
ð8Þ

and R(t) is the time-dependent portion of the path between
the transmitting and receiving antennas that contains the
rain. A(z,t) is the amount of rainfall in mm/h at time t at a
distance z km measured from the ground along the path.
These atmospheric attenuation problems are well known
to satellite communication designers and have the poten-
tial of greatly undermining an MPT system. In a dry lab-
oratory environment where R is just within the far field of
the transmitter, both La(z) and Lra(t) from Eq. (3) can be
neglected.

2.5. Rectenna Array

The rectenna array serves as both the absorber of the mi-
crowave energy from the transmitter and the rectifier of
the microwave energy to DC power [9]. A diagram of a
typical rectenna array is shown in Fig. 9.

R

Transmitting antenna
(Pt,G0t ,Dgt,ecdt,Γt,t)

^

Receiving antenna
(Pr ,G0r,Dgr,ecdr,Γr,r)

^

(�r ,�r)

(�t ,�t)

Figure 7. Geometric depiction of a typical MPT setup [6].
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Each rectenna is isolated RF-wise from the next adja-
cent rectenna by the capacitors that appear as short
circuits to the incident microwave energy that strikes
them. The antennas in this case are circularly polarized

folded dipoles that send captured microwave energy at
frequency f through the harmonic rejection filters (Fs) to
the Schottky rectifying semiconductor diodes. The diodes’
mixing processes create power at DC (f, 2f, 3f, etc.). In
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each rectenna, these energies are then led to both the
filter F and the capacitor. The DC power is passed through
the capacitors along the current collection bus to the
peripheral voltage collection bus. Each capacitor appears
as a short circuit to the microwave energy returning
the microwaves to the diode for further mixing. The
capacitors also tune out the imaginary part of the diode
impedance to avoid mismatch losses at the diode termi-
nals. Similarly, all microwave circuit components should
be matched to each other. Much of the matching of
the various components is done experimentally. The fil-
ter F rejects harmonic energy at 2f and higher back to the
diodes for further mixing. F keeps these higher order
harmonic frequencies from reradiating, which could in-
terfere with electronic devices in the vicinity of the re-
ctenna array. This additional mixing produces more DC
power, increasing the RF-to-DC conversion efficiency ZA

of the rectenna array. Some fundamental f energy is lost
to the antenna for reradiation, but has been shown to
be minimal since the Schottky diodes used currently
have very high RF-to-DC conversion efficiencies on the
order of 80%.

If the power density on the rectenna array is uniform,
the maximum ZA will occur when the rectenna array is
loaded with a real resistance equal to [10]

RA ¼RL
Nx

Ny
ð9Þ

where Nx is the number of rows in the array and Ny is the
number of rows connected by the voltage collection bus. RL

is the optimal load resistance for each individual rectenna,
which needs to be calculated or experimentally deter-
mined. The diodes are connected in parallel in each row,
and the rows are connected in series. The setup for deter-
mining the ZA is depicted in Fig. 10.

The RF-to-DC conversion efficiency ZA is defined in
terms of the rectenna array’s aperture area Aeff

A as

ZA ¼
PDC

Pr

¼

4pR2 V2
A

RA

� �

PtGt yt;ft

� 
Aeff

A jr̂rt
. r̂r�r j

2 10LaðzÞ=10
� 

10LraðtÞ=10
� 

ð10Þ

where Aeff
A ¼ 4ab. It is important to make sure the re-

ctenna’s aperture is positioned such that each of its an-
tennas point toward the transmitter: yr¼01. The rectenna
array is composed of numerous elements, each corre-
sponding to a particular transmit gain distribution
Gxy(x,y,R). The average transmit gain seen across the
rectenna array’s aperture is [10]

Gavgða;b;RÞ¼
1

4ab

Z b

�b

Z a

�a

Gxyðx; y;RÞdx dy ð11Þ

This takes into account the fact that the power striking
the rectenna array aperture is normally not a plane wave.
In other words, the transmit power density is greatest
at (0,0) and decreases toward the rectenna array’s edges.
The RF-to-DC conversion efficiency can now be expressed
as [10]

ZA¼

pR2 V2
A

RA

� �

abPtGavgða; b;RÞjr̂rt
. r̂r�r j

2ð10LaðzÞ=10Þð10LraðtÞ=10Þ
ð12Þ

Some previous designs compensated for the tapered power
density present at the rectenna array’s surface to increase
ZA. One way this compensation is accomplished is by tun-
ing the load resistance or by changing the lengths between
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Microwave
Short-Circuit
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Figure 9. Rectenna array consisting of 12 in-
dividual rectennas. Currents add along each
row on the current collection bus, and the
three row voltage outputs are summed on the
voltage collection bus to result in a collective
power delivered to the load. The rectenna ar-
ray is position approximately l0/4 above a re-
flecting metal plane to enhance the gain of
each circularly polarized antenna by 3 dB in
the desired direction of radiation coming out of
the page.
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various components within each rectenna. Typical curves
for rectenna performance are shown in Fig. 11.

2.6. Retrodirectivity

The final thing to consider in an MPT design is retrodi-
rectivity. For the SSP example, the rectenna array such as
the one illustrated in Fig. 9 is fixed, although some
thought has been given to mechanically steering the re-
ctenna panels to vary yr. The SPS is proposed to be in
geostationary orbit, but if phase errors occur in the phased
array or the SPS, which is extremely large in size, under-
goes some inertial structural bending even in the slightest
amount, the microwave beam can veer off of the rectenna
array. To avoid this problem, a feedback loop is established
by a pilot beam sent from the rectenna array back to the
transmitting phased array in order to determine the prop-
er angle yt and set the proper aperture phase taper to keep
the beam on the rectenna array [11]. In the case of SSP, a
microwave beam rampaging through the countryside
could cause some public alarm even if the power density
at Earth’s surface is at acceptable safe levels. The pilot
beam can also send information about air traffic in the
vicinity overhead of the rectenna array so that the micro-
wave beam coming from the SPS can be turned off.

2.7. Other Applications of MPT

Apart from SSP, MPT can be applied to numerous other
applications. One such application is in radiofrequency
identification or (RFID). In RFID systems, power is trans-
mitted from a reader to a tag device that identifies that
which it is mounted to. In some applications the tags are
passive, meaning that they contain no battery to drive the
tag’s onboard electronics. Some environments such as
ones with extreme heat can render batteries useless.

Passive tags rectify a majority of the incident RF power
to DC with the use of a rectifying diode in order to drive
the electronics. In essence, each of these tags is a rectenna
combined with identifying digital electronics. The use of
MPT has even been associated with such ideas as remotely
powering airplanes, tanks, and naval ships. The main
problem is that the required power to move such objects
is immense and the rectenna arrays would need to be of
ridiculous size such that they become impractical. How-
ever, MPT applied to lightweight mobile craft is feasible
and has been done in the past. Such craft include high-
altitude platforms such as UAVs and blimp airships in
which helium is used in conjunction with MPT to move the
airships. The main thing for MPT to be applicable is how
much power on the receiving end is needed to perform
a particular task. For space-to-space applications, MPT
is seen as a realizable technology since gravitational ef-
fects are minimized. MPT could be a real asset in the fu-
ture with regard to powering space probes from space
stations or even other planets. Some plans have called for
making the moon both an MPT transmission site and/or a
rectenna array site.

3. HISTORICAL MILESTONES FOR MPT

3.1. Early Years

The earliest example of power transmission by radiowaves
was carried out by Heinrich Hertz [12]. Hertz used a spark-
gap to generate high-frequency power and to detect the
same power on the receiving end. Reflecting antennas were
used for transmitting and receiving the energy. In essence,
Hertz created a complete system for energy transfer.

Most of the early advances in WPT were achieved at the
turn of the twentieth century by Nikola Tesla [13]. Using
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Figure 10. Typical laboratory setup for measuring the RF-to-DC conversion efficiency of a re-
ctenna array. The rectenna array output power is defined by the square of the voltage VA divided by
the load resistance RA [9].
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the concepts of resonance first displayed by Hertz, Nikola
Tesla demonstrated the transmission of low-frequency
electrical power using wires over long distances. Tesla
built several alternating current (AC) power grids and
proved their numerous advantages over the then com-
monly used direct current (DC) systems backed by Thom-
as Edison. Much to the dismay of Edisson, Tesla proved
that AC had much lower conductor losses than did DC
and therefore could be transferred over much greater

distances. Telsa continued to carry out experiments in
his New York City laboratory and turned his attention to
MPT or the transfer of high power wirelessly. While at his
laboratory, Tesla drew up plans to apply alternating surg-
es of current running up and down a metallic mast in or-
der to set up oscillations of electrical energy that would
propagate over large areas on Earth. These oscillations
would create a standing wave around Earth into which
receiving antennas could be positioned at the standing-
wave maximum amplitude locations. In other words, Telsa
wanted to connect the world without wires. This would
become Tesla’s obsession.

Tesla’s first attempted to transmit power without wires
at Colorado Springs in 1899. Under a $30000 grant from
Colonel John Jacob Astor, owner of the Waldorf-Astoria
Hotel in New York City, Tesla built the huge ‘‘Tesla coil’’
shown in Fig. 12a in a square building over which rose a
200-ft metallic mast with a 3-ft-diameter ball positioned at
the top. The Tesla coil resonated 300 kW of low-frequency
electric energy at 150 kHz. According to Tesla, when the
RF output of the Tesla coil was unleashed into the mast,
100 MV of RF potential was produced on the sphere. Very
large discharges of electrical energy were seen by people
living in and around Colorado Springs. Unfortunately, no
data were collected on whether any significant amount of
power would be collected at any distant point.

With the self-heralded success of the Colorado Springs
experiment, Tesla obtained financial backing from J. P.
Morgan to construct a setup similar to the one in Colorado
Springs on 2000 acres of land 60 mi east of New York City
at Shoreham, in Suffolk County, Long Island. The building
plans called for a wooden tower, namely, the Wardenclyffe
Tower shown in Fig. 12b, 154 ft high that would support a
giant copper electrode 100 ft in diameter shaped like a do-
nut at its top. The structure was nearly completed when
the financial resources ran dry, and Tesla was forced to
halt construction. The installation was eventually torn
down, during World War I, by the U.S. government be-
cause of its belief that the structure could constitute a
possible target. Tesla continued to pursue his dream of
connected the world without wires, but his efforts went
unnoticed, and, with little outside interest and no finan-
cial supporters, Tesla took a step backwards into seclu-
sion. The first radio transmission was achieved not by
Tesla but instead by Guglielmo Marconi in 1901. After
Tesla’s death, the U.S. government seized Tesla’s docu-
mented works on WPT. The U.S. government saw the
technology as the scientific bases for their proposed ‘‘death
ray’’ weapon in which WPT would be used to destroy en-
emy weapon systems. Many of these concealed records
were later released to the general public.

From a historical point of view, Tesla was decades
ahead of his time. Not until the 1930s was another at-
tempt on WPT carried out. This experiment, performed by
H. V. Noble at the Westinghouse Laboratory, consisted of
identical transmitting and receiving 100-MHz dipoles sep-
arated by 25 ft. No attempts to focus the energy were
made, but several hundred watts of power were trans-
ferred between the two dipoles. This experiment was dem-
onstrated again to the general public at the Chicago’s
World Fair of 1933/34.
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The primary reason why WPT received little interest in
the first part of the twentieth century was that knowl-
edgeable engineers and scientists knew that, in order to
achieve efficient point-to-point transmission of power, the
electromagnetic energy had to be concentrated into a nar-
row beam, reducing what is commonly referred to today as
‘‘spillover loss’’. It was theorized at this time that the only
way to obtain such confined energy would be to utilize en-
ergy at high frequencies and use radiating elements of
reasonable size. The other problem was that the existing
sources that created high-frequency energy outputted
only a few milliwatts of energy—not enough for a feasible
WPT system.

In the late 1930s, two inventions were made that solved
the high-frequency source problem. The first was the ve-
locity-modulated beam tube first described by O. Heil
which after a few modifications became the well-known
klystron tube. The second invention was the microwave
cavity magnetron developed by Randall and Boot in Great
Britain in 1940 and passed to the United States under
great secrecy during World War II [14]. These develop-
ments allowed the transition of WPT from lower frequen-
cies to microwave frequencies or MPT.

During World War II, with the advent of radar made
possible by the introduction of both the klystron and mag-
netron, antenna development and microwave generation
technologies so basic to MPT improved greatly. The U.S.
government took notice of the emerging technologies and
started proposing applications for the new capabilities.

3.2. Modern U.S. Contributions

In the late 1950s, a number of developments occurred that
revealed that WPT approaching 100% was possible. Cal-
culations and experimental results gathered by Goubau
and Schwering demonstrated that microwave power could
be transmitted with close to 100% efficiency by a beam
waveguide consisting of lenses and/or reflecting mirrors
[15]. These findings dispelled the previously held assump-
tion that power density always decays by the square of the
distance. Another vital development was the high-pow-
ered microwave tube amplifier or Amplitron. The last de-
velopment propelling MPT was the realization of the
growing need to communicate by line of sight over long
distances, which a platform placed at high altitudes in
Earth’s atmosphere could afford. Later satellites would be
used for this purpose.

The combination of the aforementioned developments
motivated the Raytheon Company to propose the Ray-
theon airborne microwave platform (RAMP) concept in
1959 to the U.S. Department of Defense as a solution to
surveillance and communication problems. The proposed
platform was a large helicopter positioned at 50,000 ft in a
region above the jetstream, where the atmospheric winds
are almost nonexistent. To fly at this altitude, the heli-
copter needed to be powered from Earth by an Amplitron
having an output of 400 kW of energy at 3 GHz with an
efficiency over 80%. This high-powered Amplitron was de-
veloped at Raytheon’s Spencer Laboratory in 1960 by Wil-
liam Brown, who is largely regarded as the principal
pioneer of practical MPT [16]. The only capability miss-
ing was the ability to convert microwave energy to DC
power in order to drive motors attached to the rotor
blades. The U.S. Air Force awarded several contracts to
study this rectification problem. One of the studies, car-
ried out by R. George and E. Sabbagh at Purdue Univer-
sity, showed that a semiconductor diode could be used as
an effective rectifier [17]. At the same time, W. Brown at
Raytheon carried out research on the use of a thermionic
diode rectifier [18]. Now that both high-powered sources
on the transmitting side and efficient rectifiers on the re-
ceiving side were obtainable, MPT for the first time be-
came both a feasible and possibly useful technology.

The Air Force continued to partner with W. Brown and
Raytheon during the early 1960s in order to pursue the
emerging MPT technological possibilities. One of the best-
known examples of MPT occurred on July 1, 1964 inside
Raytheon’s Spencer Laboratory. There, a microwave-pow-
ered helicopter much smaller than the one proposed in
RAMP was flown a few inches off the ground. It was the
first heavier-than-air vehicle to be flown and was sus-
tained solely by a 2.45-GHz microwave beam. This heli-
copter experiment was demonstrated again to the mass
media on October 28, 1964. The helicopter shown in Fig.
13 was flown for 10 h at an altitude of 50 ft [19]. The pre-
sentation was covered by Walter Cronkite’s CBS news
program and displayed to the world the real possibilities of
MPT. Dipole antennas were used to collect the incoming
microwave energy, and the DC energy that powered the
propeller was obtained using 4480 semiconductor diodes.
This rectifying circuit was built and tested by R. George at
Purdue University. It was the first demonstration of a
rectifying antenna array in which each antenna element
and its corresponding semiconductor rectifying diode

(a) (b)
Figure 12. Tesla’s MPT experiments: (a) Colo-
rado Springs; (b) Wardenclyffe tower.
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circuit are integrated together. Today such integrated cir-
cuits are known as ‘‘rectennas’’.

After the helicopter flight, the U.S. Air Force elected to
discontinue their MPT endeavors. In 1967 W. Brown be-
gan to court Dr. Werner von Braun and his staff at NASA’s
Marshall Space Flight Center (MSFC) on MPT possibili-
ties in space. In 1970 MSFC awarded Raytheon a contract
to improve the overall DC-to-DC efficiency of the MPT
system. This DC-to-DC efficiency includes the conversion
from DC to RF in the magnetron, the aperture transfer
efficiency, and the RF-to-DC conversion of the rectenna
array. By multiplying these three efficiencies, an overall
system efficiency can be determined.

Raytheon continued to improve various rectenna de-
signs throughout the 1970s under the MSFC contract.
Another vital improvement to the MPT system was the
design of a dual-mode horn by P. D. Potter of the Jet Pro-
pulsion Laboratory (JPL) [20]. The modified horn
launched a Gaussian beam with negligible sidelobes to
improve the aperture transfer efficiency. Advances to sol-
id-state rectifying diodes in the 1970s improved the RF-to-
DC conversion significantly. The MSFC program resulted
in drastic improvements in MPT system efficiency.

In 1971, Brown of Raytheon and Glaser, the SPS mas-
termind, along with members of Northrop Grumman and
the solar photovoltaic company Textron, carried out a
6-month study on the SPS concept and concluded that
the idea was sound. A letter was then sent to the director

of NASA requesting funding [21]. As a result, NASA’s
Lewis Research Center (LeRC) awarded a small contract
to Brown and his Raytheon colleagues to improve the
overall efficiency of existing MPT systems in order to meet
the stringent requirements necessary for a fielded SPS.
During the early 1970’s NASA began to shift more and
more focus to SSP with JPL, under the guidance of Rich-
ard Dickinson, playing a major role in the process. The
culmination of efforts occurred in 1974 with the MPT set-
up shown in Fig. 14a having an overall DC-to-DC conver-
sion efficiency of 5471%. The operating frequency was
2.446 GHz, and the rectenna’s output power level was
600 W. This efficiency was certified by JPL’s Quality As-
surance organization and to this day stands as the highest
MPT end-to-end efficiency. The breakdown of the 54.18%
overall efficiency is 68.9% for the DC-to-microwave power
conversion, 95% for the aperture-to-aperture transfer, and
82.4% for the beam collection and rectification [22,23].

In 1975, another important milestone was shown at the
Venus Site of JPL’s Goldstone Facility. In this demonstra-
tion shown in Fig. 14b, microwave energy at 2.388 GHz
was sent over a 1 mi distance to an awaiting 288 ft2

rectenna array. The rectenna array was designed by
W. Brown at Raytheon and outputted 30 kW [24]. Both
the JPL certified and Goldstone experiments gave NASA
the confidence it needed into the viability of MPT and its
possible use in Glaser’s SPS concept.

Even with the success of Goldstone, LeRC continued to
push for improvements to the transmitting antenna array
as well as the rectenna. In 1977, Brown improved the de-
sign of rectenna arrays by introducing thin-film etched
rectennas in which the DC bussing is achieved in the
plane of the antennas [25]. Before etched rectennas, the
DC networks were attached behind the antennas, making
previous rectenna arrays more complex, much heavier,
and more costly. Almost all currently designed rectennas
are etched.

Between the years of 1977 to 1980, NASA worked joint-
ly with the U.S. Department of Energy (DoE) to further
evaluate SSP possibilities in providing affordable energy
to consumers on Earth. The study concluded in a 670-page
document that determined that SSP was a feasible tech-
nology and should be pursued in the future [26]. One idea
coming out of the study was the idea of retrodirectivity or
the ability to keep the microwave beam on target. Unfor-
tunately, the NASA sponsored program ended in 1980,
and the U.S. lead in SSP came to an end.

Figure 13. This U.S. Air Force–Raytheon-sponsored demonstra-
tion of a microwave-powered helicopter was made to public media
in October 1964.

(a) (b)

Figure 14. Raytheon/JPL MPT experiments: (a) an
overall system efficiency of 54.18% 70.94% was
obtained at the Raytheon Company with the
demonstration setup shown—the DC power output
was 495 W, and the frequency was 2.446 GHz; (b)
demonstration of beamed power over one mile dis-
tance at the JPL Goldstone facility in the Mojave
Desert, CA.
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3.3. International Involvement

During the 1980s and early 1990s, the center of MPT re-
search and development shifted to Japan and to a lesser
extent Europe and Canada. Since Japan was and remains
a large energy consumer with little natural energy re-
sources, the promise of SPS warranted investigation. As a
result of the investigation into SPS, Japan carried out to
in-space experiments. The first of Japan’s in-space exper-
iments was the Microwave Ionosphere Nonlinear Interac-
tion eXperiment (MINIX) conducted by Matsumoto and
colleagues in 1983. MINIX focused on how the plasma
wave dynamic spectrum changes when high-powered mi-
crowave energy is transmitted into ionospheric plasma
[27,28]. The second in-space experiment was the Interna-
tional Space Year–Microwave Energy Transmission in
Space (ISY-METS) in 1993. In ISY-METS microwave en-
ergy was transferred from one rocket to a second rocket
that carried two different rectenna arrays. ISY-METS rep-
resented the first example of MPT in space [29].

In 1980, a program to develop a long-endurance high-
altitude platform called the Stationary High Altitude Re-
lay Program (SHARP) was proposed in Canada [30]. The
platform was to be the first unmanned, fuel-less, light-
weight airplane powered remotely by microwaves, which
enabled it to stay afloat for long periods of time. On Sep-
tember 17, 1987, the 1

8-scale prototype SHARP with a
wingspan of 4.5 m seen in Fig. 15a flew on beamed micro-
wave power for 20 min at an altitude of 150 m. A 2.45-GHz
microwave beam was transmitted by a parabolic dish an-
tenna, providing a power density at the airplane of 400 W/
m2. The dual-polarized rectenna array received enough
microwave energy to generate 150 W of DC power to the
electric motor in order to lift and fly the 4.1-kg airplane.

Another example of driving a model airplane using
microwave power was the MIcrowave Lifted Airplane
eXperiment (MILAX) conducted by Japan in 1992. The
experiment was the first to use an electronic scanned
phased array to keep the 2.411-GHz microwave beam on
the moving target or, in this case, the airplane shown in
Fig. 15b. Two charge-coupled device (CCD) cameras rec-
ognized the airplane’s pattern feeding the location to a
computer that scanned the array to the appropriate loca-
tion. The transmitting array was located on a sports util-
ity vehicle that was also in motion during the tests.
MILAX received nationwide media coverage in Japan
and impressed SSP favorably on the Japanese public [31].

3.4. Recent MPT Focus

NASA took notice of the Japanese successes and in 1995
undertook the ‘‘Fresh Look Study’’ to reconsider the chal-
lenges of large-scale SSP systems. The study emphasized
the most recent technological advancements, which ren-
dered SSP more viable than it was in the late 1980s [32].
In 1998, NASA conducted the ‘‘SSP Concept Definition
Study’’, in which experts within NASA and outside the
agency were engaged. The second study backed up find-
ings from the ‘‘Fresh Look Study’’, but it also narrowed the
SSP concepts by invalidating some of the earlier ideas. In
2000, NASA MSFC conducted the SSP Scientific Explor-
atory Research and Technology (SERT) program. The pro-
gram broadened the scientific community’s involvement
and resulted in successful demonstrations on a variety of
system-level components.

The SERT program addressed numerous concerns pre-
viously outlined by Glaser. Some of these issues relate to
economic and societal assessment, environmental effects,
resource requirements, and legal issues. The economic as-
sessment studies provided a cost-effectiveness analysis of
the SSP system. The societal assessment included the un-
derstanding that SSP is for everyone even in the most re-
mote locations where SSP has an obvious advantage. This
avoids the situation where a country monopolizes the tech-
nology. The environment issues focused on human exposure
to the microwave energy, especially with regard to the peo-
ple working at or near the rectenna array. Studies have
shown that the rectenna arrays can be designed to accept
power densities within human exposure limits. Questions
still remain on how birds would be affected when flying
through the microwave beam, and how birds could be con-
vinced not to roost on the warm rectenna arrays. Some focus
was also given to possible climate change, although studies
have shown negligible effect even in heavy rainstorms when
the absorption of microwave power in the troposphere is
expected to increase. A concern resonated during SERT
meetings was the impact of reradiated energy from the re-
ctenna arrays. This energy could interfere with other elec-
tronic devices operating in the same frequency bands,
especially since the SPS is radiating large amounts of pow-
er with some spillover loss. Research in this area is ongoing,
but it has been shown that rectennas can be designed to
minimize harmonic energy reradiation with the use of har-
monic filtering. The land that a rectenna may need is also a
concern. The rectenna would most likely be placed in an

(a) (b)
Figure 15. MPT applied to unmanned remotely
powered model aircraft: (a) SHARP; (b) MILAX.
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arid environment since rain can reduce rectenna efficiency.
This would hopefully mitigate the number of birds and peo-
ple since both reside for the most part along the coasts and
waterways. Another concern is that the astronomers will be
upset that a large object that reflects sunlight is appearing
in the night sky. This is a viable concern, especially since an
SSP system will call for a myriad of satellites. Finally, the
transport of materials to space to construct the SPSs, is a
daunting task. How to use the Space Shuttle’s payload bay
more efficiently and the elevator to space concept are being
studied for transporting the necessary supplies. With the
recent nanotube technological breakthroughs, the elevator
idea is not as far-fetched as it might seem.

With the renewed U.S. involvement and continuing ef-
forts by Japanese researchers and others, SSP is progress-
ing steadily. Much of the research since 1990 has focused
on producing extremely efficient rectenna arrays. One such
etched rectenna design funded by the SSP SERT program
and demonstrated at the 2002 World Space Congress in
Houston, Texas, accepts circularly polarized energy at
5.8 GHz and outputs DC at 82% efficiency [2]. This effi-
ciency was made possible by the recent advances made in
reducing the parasitic losses of flip-chip Schottky diodes.
The frequency 5.8 GHz was used for its ability to propagate
through the atmosphere with relatively low loss and be-
cause the receiving and transmitting antennas become
reasonably small in terms of SPS construction feasibility.
Circular polarization was chosen because of depolariza-
tion. Consequently, linearly polarized systems used for
SSP would most likely see degradations in efficiency.

Currently, the part of the SSP system that warrants
the greatest focus is the photovoltaic solar cells. The state
of the art for solar cell sunlight to DC efficiency has re-
mained around 30% since the mid-1990s. The other 70% is
predominately heat loss, which can heat the transmitting
aperture, lowering the radiated power. Improvements in
solar cell efficiency are essential before fielding a func-
tioning SSP system.

4. CONCLUSIONS

Future applications of MPT may apply to SSP, but in the
near term MPT will probably be applied to unmanned ae-
rial vehicles (UAVs). UAVs are capable of delivering ser-
vices such as communications and remote sensing and are
finding increasing use for synergistic military applica-
tions. The idea of powering space probes from transmit-
ters positioned in outer space also is seen as a realizable
and sensible technology. However the ‘‘holy grail’’ for MPT
is SSP. SSP is seen by some experts as a way of meeting
energy demands for all future generations. The reality is
that MPT SSP-associated systems will have relevance
until the sun stops emitting light, and by that time,
presumably billions of years from now, all life will have
ceased to exist, anyway.
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MICROWAVE RECEIVERS

JAMES BAO-YEN TSUI

Wright-Patterson Air Force Base
Ohio

A microwave receiver is used to receive information trans-
mitted at microwave frequencies (from 1 to 220 GHz).
Most microwave receivers are integral parts of a system,
that is, communication or radar, and they are designed
together with the transmitter. In other words, the receiver
is designed to receive a specific signal with maximum ef-
ficiency. For example, the video bandwidth of a pulsed ra-
dar receiver matches the bandwidth of the transmitted
pulse so as to receive maximum energy in the signal while
at the same time limit its noise bandwidth to a minimum
value. The receiver of a frequency modulation (FM) radar
has a dispersive delay line matching the transmitted sig-
nal and compresses it into a short pulse to increase the
processing gain. In the global positioning system (GPS)
the coarse acquisition (C/A) signals are code-division mul-
tiple access (CDMA). In a GPS receiver locally generated
C/A codes are used to correlate with an input signal to
perform acquisition and signal tracking. In an FM receiv-
er, the frequency variation information is converted into
amplitude information through a frequency discriminator.
From these examples one can see that each receiver is
uniquely designed.

Another type of microwave receiver detects uncooper-
ative signals. This type of receiver is usually referred to as
an intercept receiver. This type of receiver has some de-
signs in common, because each subtype is designed to de-
tect signals with very limited information. For example,
there are police radar receivers and police radar detectors.
The police radar receiver, designed to match the trans-
mitted signal to achieve the highest sensitivity, is an in-
tegral part of a radar system. The police radar detector
used in automobiles is an intercept receiver. The purpose
of the radar detector is to detect whether police traffic ra-
dar is being used. An intercept receiver does not have the
detailed information of the radar signal; instead, it uses
coarse information, that is, the frequency range over
which the radar operates. Although the intercept receiv-
er has less sensitivity than the radar receiver, the inter-
cepted signal is much stronger than the signal returned to
the radar. The signal strength received by a radar receiver
is proportional to 1/R4, where R is the distance between
the radar and the target (or intercept receiver). The in-
tercepted signal strength is proportional to 1/R2, which is
stronger than the returned signal.

In this article, intercept microwave receivers will be the
main subject because of their similarities in design goals.
Intercept receivers are very useful in military applica-
tions. Used in electronic warfare (EW), they are often re-
ferred to as EW receivers. These receivers are used to
intercept hostile communication as well as radar signals.
It is a more challenging task to design military intercept
receivers, because it is a common military practice to
design signals that cannot be detected by an intercept
receiver and cannot be jammed.

Receivers can sometimes be used to detect unintention-
al radiation. For example, one can use a microwave receiv-
er to check the microwave power leakage level of a
microwave oven. This type of receiver is also useful in mil-
itary applications. For example, the detection of sparkplug
radiation from automobiles can help locate enemy vehicles.

In the past, most microwave receivers were built using
analog techniques. Because of recent advances in digital
circuits, that is, with today’s high-speed analog-to-digital
converters (ADC) with their large number of bits and re-
cent high-speed digital signal processing (DSP) tech-
niques, it appears that the trend is to build digital
receivers. Some narrowband receivers have already been
built using digital techniques. Wideband digital micro-
wave receivers are in the research stage. Digital receivers
should be more reliable because they require less mainte-
nance and adjustment.

This article includes descriptions of a generic receiver,
followed by a discussion of the important terminology and
definitions used in receiver design. A classification of re-
ceivers is then presented, with a discussion of analog and
digital receivers to follow in subsequent sections. A com-
parison of different types of receivers concludes the article.

1. GENERIC RECEIVERS

In general, the signals received by an antenna are very
weak. It is difficult to process the signals or even to detect
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their presence directly. A common approach is to amplify
the signals to a higher power level before further process-
ing or detection. This amplification is accomplished
through a radiofrequency (RF) chain.

The RF chain usually contains the following compo-
nents: RF amplifiers, filters, mixers, local oscillators, in-
termediate-frequency (IF) amplifiers, IF filters, and
attenuators. Amplifiers are used to raise the signal pow-
er level. Filters are used to limit out-of-band noise as well
as spurious responses (undesired frequencies) generated
from some components. The mixer and local oscillator are
used in combination to shift the input frequency to anoth-
er frequency, often referred to as the IF. At IF, additional
filters and amplification can be provided. In many receiv-
ers the input signals are not converted to a different fre-
quency and, therefore, the mixer and local oscillator are
not needed. Attenuators are used to adjust the overall
gain of the RF chain. The overall gain in the RF chain
must be of a specific value. Often commercial amplifiers
with specific gain values are used in receiver design and it
is difficult to implement the desired value. A common
practice is to use amplifiers to provide more gain than
the desired value and attenuators to lower the gain to the
correct value.

In communication receivers, automatic gain control
(AGC) is sometimes used. The AGC changes the gain of
the RF chain according to the input signal strength: lower
gain for strong signal and higher gain for weak signal. The
AGC is seldom used in receivers intercepting pulsed sig-
nals, because it is difficult to build an AGC with very fast
response time.

After the RF chain in an analog receiver, the signal is
detected by a crystal video detector. The detector filters
out the RF but retains the information of the signal, often
referred to as the video signal. Further processing is need-
ed to obtain the necessary information, which includes
digitizing the video signal. A basic analog receiver is
shown in Fig. 1a. In some analog receivers, there are no
RF amplifiers and a crystal video detector is used to detect
signals directly. These receivers usually have low sensi-
tivity and can detect only very strong signals.

After the RF chain in a digital microwave receiver, an
ADC is used to convert the input into digital data as
shown in Fig. 1b. Because the output of the ADC is digital,
digital signal processing (DSP) can be used to obtain the
necessary information.

2. DEFINITIONS USED IN RECEIVERS

The two most important specifications to describe a
receiver are sensitivity and dynamic range. These two
parameters can be used to specify all kinds of receivers
whether they are intercept receivers or receivers designed
for a specific signal. Sensitivity can be briefly defined as
the capability to receive the weakest possible signal. Dy-
namic range is the maximum signal amplitude range that
a receiver can process without distortion. A strong signal
above the upper limit of the dynamic range can produce
distortion or generate spurious responses. It is desirable
to have high sensitivity to receive weak signals and high

dynamic range to receive a broad range of signals. How-
ever, high sensitivity often causes lower dynamic range
and vice versa. Therefore, in designing a receiver, the
tradeoff between sensitivity and dynamic range becomes
an important issue.

Sensitivity is closely related to noise floor, the noise
figure of the receiver, and the gain in the RF chain. In an
analog receiver, the sensitivity depends on the video band-
width after the detector. In a digital receiver, the DSP al-
gorithm used after the ADC affects the overall bandwidth
of the receiver and determines receiver sensitivity. When a
receiver can process only one signal, there is only one def-
inition of dynamic range. If a receiver can process simul-
taneous signals, there are usually three definitions of
dynamic range. They are denoted as the single signal,
two-signal spur-free, and two-signal instantaneous dy-
namic range. The lower limit of the dynamic range is al-
ways the sensitivity level. The upper limit depends on the
definition of the dynamic range. These definitions, termi-
nology and calculations to obtain some of the values, will
be discussed in the following paragraphs. Most equations
can be found in Ref. 1.

2.1. Receiver Input Bandwidth and Instantaneous Bandwidth

The input bandwidth of a receiver refers to the frequency
range in which the receiver can detect an input signal.
This is also referred to as the operational bandwidth or
the overall bandwidth of the receiver. The instantaneous
bandwidth means that any signals with sufficient ampli-
tude in the bandwidth will be detected immediately. Usu-
ally, the input bandwidth is wider than the instantaneous
bandwidth, but in some receivers they are the same. The

RF
chain

Crystal
detector

Analog

(a)

Analog or
digital

processor

RF
chain

ADC

Digital

(b)

DSP

Figure 1. (a) A basic analog receiver with RF amplifier chain,
crystal detector, and analog/digital processor. The RF amplifier
chain is used to amplify the input signal. The crystal detector
changes the RF signal into a video signal. The processor takes the
video signal and generates the desired digital information. (b) A
basic digital receiver with RF amplifier chain, ADC, and DSP. The
ADC digitizes the analog input signals. The DSP processes the
digitized data and generates the desired digital information.
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instantaneous bandwidth can be assigned to different por-
tions of the input bandwidth. For example, a receiver may
have a 16 GHz (2–18 GHz) input bandwidth but a 1 GHz
instantaneous bandwidth. This 1 GHz bandwidth can be
placed in any one of the bands in the 2–18 GHz range to
receive signals in that band. The input bandwidth and the
instantaneous bandwidth are not used to determine the
sensitivity. They are mentioned here only to distinguish
them from the RF bandwidth.

2.2. RF Bandwidth

The RF bandwidth is used to determine the sensitivity of a
receiver. In an analog receiver, the filter with the narrow-
est bandwidth in the RF chain is the RF bandwidth. In
some receivers, the input and the instantaneous and RF
bandwidths may be the same. In a digital receiver, usually
the inverse of the DSP length will be used as the RF
bandwidth. For example, if the input is digitized at
1000 MHz, each sample is separated by 1 ns. If 256 sam-
ples will be processed through the fast Fourier transform
(FFT), the RF bandwidth will be approximately 3.9 MHz
(1/256�10� 9 s).

2.3. Video Bandwidth

The video bandwidth of a receiver is determined by the
video circuit following the crystal detector. The desired
bandwidth is determined by the input signals. For an elec-
tronic warfare (EW) receiver, the video bandwidth is de-
termined by the shortest pulse anticipated. In a digital
receiver, it is determined by the processing scheme and is
sometimes assumed to have the same as the RF band-
width.

2.4. Noise

Noise generated by a resistor R can be represented by a
noise generator in series with the resistor. Maximum pow-
er transfer from a generator to a load occurs when the load
impedance is matched to the generator impedance. Avail-
able power refers to the power that would be delivered to a
matched load. The available thermal noise power Ni in
watts at the input of a receiver can be expressed as

Ni¼ kTB ð1Þ

where k is Boltzmann’s constant (¼ 1.38�10�23 J/K), T is
the temperature of resistor R, and B is the bandwidth of
the receiver in hertz. The power level in a typical receiver
system is very low and is usually expressed in milliwatts
or in dBm, which is defined as

PðdBmÞ¼ 10 logðPÞ ð2Þ

where the P on the right-hand side is power in milliwatts
and the base of the log is 10. The thermal noise at room
temperature where T¼ 290 K can be expressed in dBm as

PðdBmÞ¼ � 174 dBm=Hz ð3Þ

or

PðdBmÞ¼ � 114 dBm=MHz

These two values are commonly used in receiver designs.
It should be noted that with an antenna aimed skyward,
the noise temperature can be very low.

2.5. Gain

The gain of an amplifier is defined as

G¼
So

Si
ð4Þ

where So and Si are the available output and input signal
powers, respectively. The gain is often defined in decibels as

GðdBÞ¼ 10 logðGÞ ð5Þ

When N amplifiers are connected in cascade, the overall
gain can be expressed as

G¼G1G2 � � �GN ð6Þ

or

GðdBÞ¼G1ðdBÞþG2ðdBÞþ � � � þGNðdBÞ

where G1, G2,y, GN are the gain of each individual ampli-
fier.

2.6. Noise Figure

The noise figure is defined as

F¼
No

GNi

¼
noise output of practical receiver

noise output of an ideal receiver at temperature T

ð7Þ

where No is the noise at the output of the receiver, G is the
gain of the RF chain in the ratio form, and Ni is the input
thermal noise (¼ kTB). Substituting Eq. (4) into Eq. (7),
the result is

F¼
Si=Ni

So=So
¼

signal-to-noise ratio at input of receiver

signal-to-noise ratio at output of receiver

ð8Þ

The noise figure is often defined in decibels as

FðdBÞ¼ 10 logðFÞ ð9Þ

If there are N amplifiers connected in cascade, the noise
figure ratio form can be expressed as

F¼F1þ
F2 � 1

G1
þ

F3 � 1

G1G2
þ � � � þ

FN � 1

G1G2 � � �GN�1
ð10Þ
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where G1, G2,y and F1, F2,y are the gain and noise
figure of the first, second,y amplifiers, respectively, and
are expressed in power ratio rather than in decibels. From
Eq. (10) it can be shown that if the first component in the
RF chain is a high-gain amplifier, the overall noise figure
can be approximately equal to the noise figure of the first
amplifier.

2.7. Sensitivity

The sensitivity of a receiver depends on the noise power at
the input of the receiver, which is related to the bandwidth
of the RF chain, gain, and video bandwidth for an analog
receiver and the DSP algorithm used for a digital receiver.
It is often specified along with false-alarm rate and prob-
ability of detection. The false-alarm rate is defined as the
number of false measurements when there is no input sig-
nal. In some cases more restrictions can be added to the
definition of sensitivity; that is, the parameters measured
by the receiver must be within certain limits. In designing
a receiver, the sensitivity can be determined from curves
generated based on the RF bandwidth, the video band-
width, the probability of detection, and the probability of
false alarm from this author’s work [1]. Once a receiver is
built, one can apply specific requirements to evaluate its
sensitivity. The sensitivity is usually frequency-depen-
dent, which means that its value varies across the fre-
quency range of the receiver.

2.8. Tangential Sensitivity

As the sensitivity of a receiver with given false alarm and
probability of detection is tedious to calculate and mea-
sure, an easily calculable and measurable sensitivity is
defined. For an analog receiver, the tangential sensitivity
is measured through visual display on an oscilloscope
that monitors the output of a video amplifier following
the detector. The input must be a pulse signal. On the
scope display, when the bottom of the noise trace in
the pulse region is roughly tangential to the top of
the noise trace between pulses, as shown in Fig. 2a, the
receiver is at tangential sensitivity. At tangential sensi-
tivity, the signal-to-noise ratio is 8 dB at the output of
the detector with a standard deviation of 0.4 dB. Based
on these values, the tangential sensitivity of a digital
receiver can be illustrated from the signal-to-noise ratio
of 8 dB as shown in Fig. 2b. When there is sufficient
gain in the RF chain, the tangential sensitivity is inde-
pendent of the characteristics of the video detector. This
case is referred to as the noise-limited case. If there is
insufficient gain, the tangential sensitivity depends on
the characteristics of the detector and is referred to as
the gain-limited case. The minimum gain required for the
noise-limited case is to raise the noise floor to the tan-
gential sensitivity of the crystal detector (approximately
� 35 to �45 dBm). Above this gain value, the sensitivity
is gain-independent. Most modern microwave receivers
fulfill this condition. The tangential sensitivity (TSS) for

the noise-limited case is

TSS¼ � 114þ 10 logðFÞþ 10 log

ð3:15Bvþ 2:5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2BRBv � B2

o

q
ÞdBm for

Bv 	 BRo2Bv

ð11Þ

TSS¼ � 114þ10 logðFÞ þ10 log

ð6:31Bvþ 2:5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2BRBv � B2

v

q
ÞdBm for

BR � Bv

where � 114 is the noise floor of 1 MHz bandwidth, F is
the overall noise figure of the receiver, and Bv and BR are
the video and RF bandwidths, respectively.

The tangential sensitivity is usually too low to be used
as the operating sensitivity level, because at this level the
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Figure 2. (a) Tangential sensitivity of an analog signal from an
oscilloscope display. The output signal-to-noise ratio¼8 dB.
(b) Tangential sensitivity of a digital signal where the signal-to-
noise ratio¼8 dB.
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false-alarm rate is very high. The rule of thumb is that the
operating sensitivity is approximately 6 dB higher than
the tangential sensitivity level.

2.9. Single-Signal Dynamic Range

This dynamic range is applicable to all receivers. The low-
er limit is the sensitivity level. When an input signal is
very strong, it may cause some components in the RF
chain or the ADC in a digital receiver to become saturated.
Under this condition, the output signal will be distorted or
spurious signals will occasionally be generated. Depend-
ing on the specifications of a certain receiver, the upper
limit is determined accordingly.

2.10. Two-Tone Third-Order Intermodulation Products and
Third-Order Intercept Point

If the passband of a receiver is less than an octave, the
third-order intermodulation products are the lowest-order
intermodulation products that can fall within the pass-
band. That is why they are used as the upper limit of the
two-tone spur-free dynamic range. The third-order inter-
modulation is measured with two input signals of equal
amplitude. When the input signals f1, and f2, are strong
enough to drive the RF chain into saturation, spurs will be
produced at frequencies 2f1� f2 and 2f2� f1 as shown in
Fig. 3. The outputs at these two frequencies are referred
to as third-order intermodulation. The amplitude of
the third-order intermodulation can be experimentally
measured.

Another quantity related to third-order intermodula-
tion is referred to as the third-order intercept point. The
third-order intercept point can be obtained from the third-
order intermodulation in Fig. 4. The straight line with a
1 : 1 slope represents the gain of an amplifier. Another
straight line is drawn that passes the measured third-
order intermodulation point with a 3 : 1 slope that repre-
sents the anticipated amplitude change of the third-order
intermodulation as a function of input signal. The inter-
cept point between these two lines is the third-order
intercept point and the value is often read from the
output axis. It should be kept in mind that these two
straight lines are projected results. They cannot actually

be measured because, when a component is approaching
saturation, the actual measured lines will bend down-
ward. This quantity is used to determine the spur-free
dynamic range. The third-order intercept point of many
microwave components is provided by the manufacturers.

2.11. Third-Order Intercept Point of Cascade Components

The overall third-order intercept Qi of N components con-
nected in cascade is given by

Q¼
G1G2 � � �GN

G1

Q1
þ

G1G2

Q2
þ � � � þ

G1G2 � � �GN

QN

ð12Þ

where Q1, Q2,y are the third-order intercept point of the
first, second,ycomponents. If a component is passive, for
example, as with an attenuator, a high third-order inter-
cept value can be assigned to the device and its effect will
be negligible from that seen in Eq. (12).

2.12. Two-Signal Spur-Free Dynamic Range

This dynamic range (DR) is usually applied to receivers
that can process simultaneous signals. The lower limit is
the sensitivity level. The upper limit is reached when two
strong signals of equal amplitude begin to generate a de-
tectable third-order intermodulation. For convenience, the
detectable level is often chosen to be the noise floor. With
this assumption, the two-signal spur-free dynamic range
can be written as

DR¼
2

3
ðQ�G�NoÞdB ð13Þ

where Q is the third-order intercept point, G is the gain of
the RF chain, and No is the noise power at the output of
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Figure 3. Third-order intermodulation products. The input
signals are at f1 and f2 with equal amplitude and the third-order
intermodulations are at 2f1� f2 and 2f2� f1.
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Figure 4. Third-order intercept point. The fundamental output
has a slope of 1 : 1, and the third-order output has a slope of 3 : 1.
The third-order intercept point is where the extrapolated funda-
mental and third-order outputs intercept. The third-order inter-
modulation is also shown.
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the RF chain and can be expressed as

No¼ � 114þFþ 10 logðBRÞdBm ð14Þ

where � 114 is the noise floor of 1 MHz bandwidth, F is
the overall noise figure of the receiver, and BR is the RF
bandwidth. To achieve a certain sensitivity and dynamic
range in a receiver, the gain of the RF chain must be of a
specific value. Although higher gain may improve sensi-
tivity, it degrades the dynamic range. However, a third-
order intercept point higher than the designed value will
not produce any adverse effect.

2.13. Two-Signal Instantaneous Dynamic Range

This dynamic range is applicable to receivers that can
process simultaneous signals. It represents the capability
of the receiver to receive a strong as well as a weak signal
simultaneously. The instantaneous dynamic range is de-
fined as the maximum amplitude separation between two
simultaneous signals such that the receiver can measure
both correctly. Generally speaking, this dynamic range
depends on the frequency separation of the two signals.
When two signals are close in frequency, the instanta-
neous dynamic range is low. When the frequencies of two
signals are widely separated, the instantaneous dynamic
range is high.

If a microwave receiver is used to intercept radar sig-
nals, two additional parameters are important: the
throughput time (throughput rate) and delay time.

2.14. Throughput Time (Throughput Rate)

If a receiver can process only one signal at a time, the
throughput time is the shortest time between two pulses
the receiver can process. If the receiver can process N si-
multaneous signals, the throughput time is the shortest
time between two groups of N simultaneous pulses the
receiver can process. The information of a pulsed signal,
that is, RF and pulse amplitude, can be obtained from the
front of the pulse, but the pulsewidth must be measured at
the end of the pulse. Therefore, the throughput time is
pulsewidth-dependent. To keep the throughput time an
intrinsic characteristic of the receiver, it should be mea-
sured with signals of minimum pulsewidth. The inverse of
the throughput time is called the throughput rate.

2.15. Delay Time

The delay time is measured from the time a pulse reaches
the input of a receiver to the time it is completely encoded.
If delay lines are used in the receiver to store information
temporarily, the delay time can be only a few microsec-
onds. Delay time is important for intercept receivers used
to generate information to respond on the same signal. If
delay time is too long, the information cannot be used by a
jammer to respond on the same signal.

3. CLASSIFICATION OF RECEIVERS

There are many ways to classify microwave receivers. One
popular classification uses operating frequency range,

that is, Ku band, X band, or extremely high-frequency
(EHF) receivers. Another way of classifying them is by
application, for example, satellite receiver, or global posi-
tioning system (GPS) receiver. Even the intercept receiv-
ers can be subdivided by application, such as warning or
electronic intelligent (ELINT) receivers. Although these
classifications can reveal some specific information about
the receiver, they do not reveal the technology on which
the receiver is based.

In this article receivers are classified by their structure
and only intercept receivers will be discussed. These re-
ceivers are designed to receive different kinds of signals,
and all receivers have similar input. Different techniques
can be used to build intercept receivers. These techniques,
fundamental to receiver designs, are adopted in many
other types of receivers. For example, the superheterodyne
technique is used in most receiver designs. Almost all
communication receivers irrespective of their operating
frequency and applications often use superheterodyne
techniques.

A very important factor in a receiver is whether the re-
ceiver can process multiple simultaneous signals. Since it
is usually easy to isolate one desired signal, it is relatively
easy to build a receiver that can process only one signal at
a time. Most commercial communication receivers belong
to this category. A scanning receiver can listen to many
stations in a sequential manner, but it can process only one
signal at a time. It is relatively difficult to build a receiver
that processes more than one signal, especially when high
instantaneous dynamic range is required. High instanta-
neous dynamic range requires the receiver to distinguish a
weak signal from a spurious response, which is difficult to
achieve. For low instantaneous dynamic range require-
ment, the problem is not as severe. For example, a GPS
receiver must receive simultaneous signals from many sat-
ellites. As the signals from different satellites have about
the same amplitude, the required instantaneous dynamic
range is low and it is relatively easy to build such a re-
ceiver. If a large number of simultaneous signals need to be
processed, considerable hardware will be required and the
receiver can become rather complicated.

The receivers are divided by structure into two major
groups: analog and digital. Comparatively speaking, ana-
log receivers are technologically more mature. In fact,
most commercial and military receivers are analog. There-
fore, several techniques are used in designing analog in-
tercept receivers that will be discussed here. Although the
digital receiver is in its infancy, it is anticipated that this
kind of receiver will become popular because advances in
digital hardware and software can be applied to receiver
design and processing.

4. ANALOG INTERCEPT RECEIVERS

This discussion is limited to radar intercept receivers. The
receivers will be divided into six types depending on their
structures. The first three types, which process only one
signal at a time, are the crystal video, superheterodyne,
and instantaneous frequency measurement (IFM) receiv-
ers. The next three types, which can process simultaneous
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signals, are the channelized, Bragg cell, and compressive
receivers.

In a radar intercept receiver five parameters will be
measured. These parameters are RF, angle of arrival
(AoA), pulse amplitude, pulsewidth, and time of arrival
(ToA). Pulse amplitude is measured from the amplitude of
the detected video pulse. Pulsewidth is measured from the
width of the video pulse. The ToA is measured from the
leading edge of the video pulse. These three parameters
are measured similarly for different receivers. The AoA is
measured from several antennas and receivers combined
together and will not be included in this article. A digital
EW receiver must also be able to generate these five pa-
rameters as output.

4.1. Crystal Video Receiver

This is the simplest analog receiver and has existed for
many years. The receiver consists of an RF chain and a
crystal video detector. In the RF chain there is a wide
bandpass filter and RF amplifiers. Along with the detector
there is a video filter, a video amplifier, and a comparator
as shown in Fig. 5. Sometimes, the RF amplifiers are not
available to cover the desired bandwidth or they do not
have sufficient gain. Under this condition, the sensitivity
of the receiver depends on the sensitivity of the detector
and the tangential sensitivity cannot be calculated from
Eq. (11). As a result, sensitivity will be poor. To improve
sensitivity, the detector is occasionally biased in the for-
ward direction as shown in Fig. 5. However, improving the
sensitivity of the detector may decrease bandwidth. At the
output of the detector a video filter will be used to limit
the output bandwidth. The video filter bandwidth should
match the shortest pulsed signal anticipated. For exam-
ple, if the shortest pulse anticipated is 100 ns, the video
filter will be approximately 10 MHz (1/100� 10� 9). The
video amplifier is used to amplify the video level to a level
that can be properly processed. Sometimes a logarithmic
(log) video amplifier is used instead of a video amplifier. A

log video amplifier takes a video signal as input and gen-
erates a video output that is proportional to the logarithm
of the input signal. Finally, a comparator is used to deter-
mine whether a signal is crossing a certain threshold.

A crystal video receiver usually has a very wide input
bandwidth and often covers a bandwidth of an octave or
more. A crystal video receiver does not provide frequency
information. The only frequency information is the detect-
ed signal within the input band of the receiver. The re-
ceiver can measure pulse amplitude, pulsewidth, and ToA.
When simultaneous signals arrive at the input of the re-
ceiver, the receiver can receive and process all of them.
However, the receiver does not have the capability to in-
dicate the existence of simultaneous signals. The pulse
amplitude measured will be the sum of the amplitudes of
the simultaneous signals if the frequency separation of the
signals is much greater than the video bandwidth. How-
ever, when this condition is not met, the pulse amplitude
measured will be the vector sum of the signals. The pulse-
width measured will be from the first leading edge to the
last trailing edge of the pulses in the group. The ToA mea-
sured will be the first leading edge of the group.

Because of its relatively low sensitivity and poor fre-
quency accuracy, this type of receiver is no longer widely
used. However, due to simplicity of the receiver, some-
times it is used to provide AoA information. The AoA in-
formation is often obtained through amplitude comparison
from four directional antennas and four crystal receivers.
In this application, log video amplifiers are used after the
detectors. The difference between two adjacent channels is
equal to the amplitude ratio due to the logarithmic rela-
tionship. The amplitude ratio can be converted into AoA
information.

4.2. Superheterodyne Receiver

In the superheterodyne concept, the input signal is chan-
ged from one frequency to a different frequency while also
maintaining all the signal information. This is very im-
portant to the technology, with most of today’s communi-
cation receivers using superheterodyne techniques.
Almost all receiver systems use this methodology at one
stage or another. For example, an intercept receiver may
have an instantaneous bandwidth of 1 GHz and an input
bandwidth of 18 GHz. One common approach is to divide
the input bandwidth into eighteen 1-GHz bands and
convert each band to a common frequency range through
the superheterodyne technique. The intercept receiver
is timeshared among these bands to measure the input
signals.

A generic superheterodyne receiver is shown in Fig. 6.
In this design, the first element is a tunable filter and an
RF amplifier. If higher sensitivity is desirable, an RF am-
plifier can be placed in front of the filter. A combination
mixer/oscillator is used to change the input frequency to a
different frequency, usually referred to as the IF. The IF
can be either higher or lower than the input signal. If the
IF is higher than the input frequency, it is called upcon-
version. If the IF is lower than the input, it is referred to as
downconversion. The IF signal is further amplified and
filtered before reaching the crystal detector. Sometimes an

Wideband
filter
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Video
filter
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Detector
ComparatorRF

amp

Figure 5. A basic crystal video receiver. This receiver consists of
a wideband filter, an RF amplifier chain, a biased detector, a video
amplifier, and a comparator. The wideband filter is used to limit
out-of-band signals. The RF amplifier is used to amplify the input
signal. The detector is used to change the RF signal to a video
signal. The bias applied to the detector is to increase the detector
sensitivity. The video filter is designed to match the anticipated
minimum pulsewidth to maximize the detection efficiency. The
video amplifier is used to amplify the video signal. The compar-
ator is used to detect signals crossing a certain threshold.
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IF logarithmic (log) video amplifier is used. An IF log video
amplifier takes IF as input and generates a video signal
proportional to the logarithm of the input. In an IF log
video amplifier, many IF amplifiers and detectors are
used. Each detector covers approximately 10–15 dB of dy-
namic range. Therefore, the amplifier can cover a wide
dynamic range and provide high accuracy. Along with the
detector there are video amplifiers and video filters to
shape the video signal.

A mixer is a nonlinear device that converts a signal
from one frequency to another. In order to change fre-
quency the device must be nonlinear. However, in receiver
design, a mixer is considered to be a linear component
with a negative gain (loss) and a third-order intercept
point. The desired output IF frequency fIF of a mixer is

fIF¼ fi � fo or fIF¼ fo � fi ð15Þ

where fi is the input frequency and fo is the oscillatory
frequency. The plus sign is used for upconversion; the mi-
nus sign, for downconversion. If fi4fo, the first part of the
equation is used; when fo4fi, the second part is used. The
input frequency is usually downconverted to a lower
IF, because amplifiers and narrowband filters are more
available at lower frequencies. The IF is fixed at a certain
value, and the frequency of the oscillator is tuned across
the input bandwidth of the receiver to find signals. Once
the input signal is converted to the IF, the signal will be
detected and the video signal will be processed. The fre-
quency of the input signal can be measured from the pre-
ceding equation, because fIF and fo are known.

When the input frequency is higher or lower by fIF than
the local oscillator frequency, they will be detected by the
receiver; these are images of each other. If the input band-
width is not properly limited, both the signal and its image
can be received by the receiver. An image rejection mixer

can be used to separate signals above the local oscillator
frequency from signals below it. However, it is often de-
sirable to limit the input band of the receiver either above
or below the local oscillator frequency. Limiting the band-
width to one side of the local oscillator frequency also re-
duces the noise by 3 dB.

As a mixer is a nonlinear device, many other frequen-
cies will be generated in addition to the desired frequency.
These extraneous frequencies are referred to as ‘‘spurs.’’
The frequencies fI of the spurs, including the desired IF,
can be determined by

fI ¼Mf1þNf2 ð16Þ

where f1 and f2 are used to represent the input and oscil-
lator frequencies; M and N are integers (either positive or
negative) and the output frequency fI must be a positive
value. In order to limit the spurious outputs, two filters
are often used in a superheterodyne receiver. An IF filter
with a fixed center frequency fIF is used to reject spurs at
the output of the mixer. Because the input bandwidth is
much wider than the IF filter, several signals present at
the input of a mixer will cause it to generate spurs. A
tunable filter with bandwidth comparable to that of the IF
filter can be placed at the input of the receiver to limit the
instantaneous bandwidth and reduce spur generation.
The tunable filter and the local oscillator must be syn-
chronized, and the difference frequency between them
must equal fIF. Thus, one control unit is often used to
tune the tunable filter as well as the oscillator. The fre-
quency range of the input filter and the oscillator must be
wide enough to cover the input bandwidth of the receiver.

Because the filter bandwidth of a superheterodyne re-
ceiver is very narrow, the sensitivity is high. The spurious
responses generated by the mixer are carefully filtered, so
the dynamic range is usually high. It is relatively easy to
build superheterodyne receivers with matched perfor-
mance, that is, amplitude and phase, because of the
narrow bandwidth. The probability of intercept of a super-
heterodyne receiver is low and it cannot process simulta-
neous signals. Therefore, a superheterodyne receiver
alone is seldom used as an intercept receiver. It is often
used as part of an intercept system such as one that
measures AoA information through multiple antenna
and receiver combinations.

4.3. IFM Receiver

An IFM receiver uses the autocorrelations function to
measure the input frequency. A signal is correlated with
its delayed version. The outputs are lowpass filtered to
generate the desired video signals, which in turn can be
used to produce the frequency information. There are
many different ways to build a correlator by using differ-
ent RF components such as 901 hybrids and in-phase pow-
er dividers. One common approach is shown in Fig. 7.

The input signal is divided into two paths, and in one of
the paths a known delay time t is added. Four hybrids are
used to obtain the desired phase relations. The detectors
are used to perform multiplication. If the input frequency
is f, the outputs of the detectors consist basically of two
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Figure 6. A basic superheterodyne receiver. This receiver con-
sists of a tunable filter, an RF amplifier chain, a mixer and local
oscillator, an IF filter, IF amplifiers, a detector, and a video am-
plifier. The tunable filter and the local oscillator are controlled by
the same control circuit, and their frequencies are tracked to filter
out unwanted input signals. The RF amplifier is used to amplify
the input signal. The mixer and local oscillator combined changes
the input frequency to the IF. The IF filter is used to limit spu-
rious signals generated by the mixer. The IF amplifiers are used
to amplify the IF signal. The detector changes the RF signal into a
video signal, and the video amplifier is used to amplify the video
signal.
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terms—a double frequency term and a DC term. The out-
puts of the detectors are lowpass-filtered to stop the high
frequency and pass the DC components. They represent
the autocorrelation functions of the input signal. The dif-
ferential amplifiers are used to remove a constant term in
the DC components, and the outputs are sin(2pft) and
cos(2pft). As the delay time is known, the frequency of the
input signal can be found as

f ¼
y

2pt
ð17Þ

where

y¼ tan�1 sinð2pf tÞ
cosð2pf tÞ

� �
¼ 2pf t

By measuring the sin(2pft) and cos(2pft), the angle y can
be found and the frequency can be calculated.

As the angle y calculated from the sine and cosine is
less than 2p, this relation limits fto1. If the desired input
bandwidth is 2 GHz, the delay time must be less than
0.5 ns. Using this t value to measure frequency, the accu-
racy is rather poor because of the poor angle resolution.
In order to cover a wide instantaneous bandwidth and at
the same time produce fine frequency accuracy, several
correlators are needed. Correlators with short delay times
are used to resolve ambiguity; correlators with the longest
delay line provide frequency accuracy. The longer the
delay line, the better the frequency accuracy a correlator
can provide. The longest delay line must be shorter than
the shortest pulse anticipated and must allow the pulse
and its delayed version to have sufficient overlap. The
delay-line lengths are commonly selected to be multiples
of each other. The two common delay-line ratios are 1 : 2
and 1 : 4. Two examples will be used to illustrate these two
design ideas.

To cover a 2 GHz bandwidth, it is common practice to
select the unambiguous bandwidth wider than the desired
value, that is, 2.56 GHz, and the corresponding shortest
delay time is 0.390625 ns (1/2.56 GHz). In the 1 : 2 ratio
case, the delay-line lengths are 1, 2, 4, 8, 16, 32, and 64,
and the shortest delay line is considered as unit length.
There are seven correlators in this design. In the 1 : 4 ratio
case, the delay-line lengths are 1, 4, 16, and 64, and there
are only four correlators. The correlators with the longest
delay line have the same design in both cases and they
provide the frequency accuracy (usually about 1 MHz).
Decoding schemes for the other correlators are slightly
different. The decoding scheme of the correlators with a
1 : 2 ratio is simpler than the ones with a 1 : 4 ratio because
the former one is required to generate only 1 bit and the
latter one must generate 2 bits of information. Therefore,
both approaches are popularly adopted in IFM receiver
designs.

An IFM receiver uses a very unique RF front-end de-
sign. The RF chain of most receivers uses linear compo-
nents to avoid generating spurs and retain the amplitude
information of the input signals. In an IFM receiver it is
common practice to use a limiting amplifier in the RF
chain. This kind of amplifier raises all signals above a
certain threshold to a constant level. Therefore, amplitude
information is lost with the limiting amplifier. A separate
circuit must be used to measure pulse amplitude. As the
limiting amplifier is a nonlinear device, it generates
strong spurious responses. When two signals are present
in the amplifier, the strong one will suppress the weak
one. This is referred to as the capture effect. Because an
IFM receiver can process only one signal at a time, the
capture effect will enhance the receiver performance
to measure the strong signal under simultaneous signal
conditions.

An IFM receiver has many advantages over other types
of intercept receivers. The receiver can cover a very wide
instantaneous bandwidth [possibly 16 GHz (2–18 GHz)]
and provide fine frequency accuracy on short pulses, for
example, 1 MHz accuracy on a 100 ns pulse. As the struc-
ture of the receiver is very simple, the receiver can be very
compact, low cost, and reliable. The only deficiency is that
the receiver cannot process simultaneous signals. Not only
is it unable to process simultaneous signals, but simulta-
neous signals with amplitude within about 5 dB may
cause the receiver to produce an erroneous frequency re-
port without reporting the mistake. This is considered a
major problem with the IFM receiver and limits its usage.
However, the concept of the IFM receiver is very impor-
tant and can be adopted in many receiver designs, includ-
ing digital receivers.

4.4. Channelized Receiver

A channelized receiver can intercept simultaneous sig-
nals. The basic concept is very simple. It uses a bank of
filters with adjacent frequencies to separate signals. Sig-
nals with different frequencies will exit from different fil-
ters. By measuring the outputs of the filters one can
determine the frequencies of the input signals. A basic
channelized receiver, shown in Fig. 8, consists of four

90°
Hybrid

Detector
Diff
amp

sin 2  fπ  τ

90°
Hybrid

Delay
line

Power
divider

80°
hybrid

cos 2  fπ  τ

90°
hybrid

 τ

Figure 7. A correlator for the IFM receiver. The correlator con-
sists of a power divider, a delay line of known delay time, three 901
and one 1801 hybrids, four detectors, and two differential ampli-
fiers. The power divider divides the input signal into two parallel
paths, and the signal in one path is delayed by a known time. The
four hybrids are used to provide the necessary phase shifts. The
detectors are used to convert RF signals into video signals as well
as to perform multiplication of two signals. The two differential
amplifiers are used to cancel a DC bias term. The outputs from
the correlator are sin(2pft) and cos(2pft).
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major components. The first one is the RF chain. The sec-
ond component is a filterbank with consecutive center fre-
quencies. In order to retain the amplitude information, IF
log video amplifiers are used after the filters. The last
component is a parameter encoder, which takes the out-
puts from the filters and converts them into the desired
information. These components are discussed here.

The RF chain usually consists of amplifiers, filters, and
mixers to shift the input frequency. The RF chain must
operate in the linear region to avoid generation of spurs.
As the bandwidth of a channelized receiver is wide, some
spurs generated from mixers will not be filtered out but be
present in the output.

The output of the RF chain is fed to the input of the
filterbank. A common way to feed the filterbank is through
a power divider. Using a power divider can improve im-
pedance matching to the filters, but they cause insertion
loss. Every time a signal is divided into two paths there is
a 3 dB loss. These losses must be recovered by placing ad-
ditional amplifiers in the receiver. Although a frequency
multiplexer is a better approach to feed the input of the
filter, it is usually difficult to achieve the desired filter re-
quirements. In each filter usually only one signal can be
processed. If more than one signal is in one filter, they will
be processed as one signal and may produce erroneous re-
sults. Depending on the center frequency of the filters and
their bandwidth, different techniques can be used to build
the filters, for example, surface acoustic wave (SAW) tech-
nology and lumped LC elements. The two general require-
ments of these filters are low insertion loss and small size.
The filter must also have low sidelobes in the frequency
and time domains. The required shape of the filter is usu-
ally based on the encoding circuit design.

The outputs of the filters are further amplified by IF
log video amplifiers. If the amplitude information after a
filter is not of interest, a limiting amplifier followed by a
crystal detector can be used to convert the IF into a video
signal. With only one signal processed within a filter,

intermodulation and spurs are not of concern. Therefore,
in designing a receiver, the third-order intercept point in
the IF channel is not of concern. If amplitude is not re-
tained after the IF amplifiers, pulse amplitude informa-
tion must be obtained from another part of the receiver.

A parameter encoder takes the video signals from all of
the filters as input and produces the desired information.
Most of the effort in encoder design is directed toward ob-
taining frequency information. There are usually two
ways to obtain frequency information. One is to compare
amplitudes from adjacent filter outputs. In this approach,
IF log video amplifiers must be used to generate amplitude
information at the filter outputs. One problem with this
approach is that it is difficult to balance the gain in all the
channels. If the gain from one channel changes slightly,
that is, due to temperature drift, the encoder must be ad-
justed accordingly. Sometimes it can be a major problem in
a receiver with many channels. Another approach is to
detect the transient response of a filter output. If a pulsed
signal passes the center of a filter, the transient effect is
not significant, which means that the pulseshape is slight-
ly distorted. On the other hand, if a pulsed signal passes
the skirt of a filter, the transient effect is very significant,
which means that the pulseshape is drastically distorted.
By measuring the transient on the output pulse, one can
determine whether a signal is in the middle or on the skirt
of a filter. In this design, both limiting amplifiers and IF
log amplifiers can be used after the filters. The problem
with this approach is that the variation on the leading
edge of the pulse can change the transient response and
the performance of the encoding circuits. In some receiver
designs both the amplitude comparison and transient phe-
nomenon are used to obtain better results. The filter
shape, which controls the amplitude and the transient of
the video signal, is often determined from the encoding
circuit design. The encoder design is the most critical
element in building a channelized receiver.

In a receiver that can process simultaneous signals,
there are two quantities related to frequency measure-
ment. One is frequency resolution, which tells the receiver
to separate two simultaneous signals that are close in fre-
quency. The other one is frequency accuracy, which is re-
lated to the error in the frequency measurement. The
minimum pulsewidth determines the minimum filter
bandwidth, which determines the frequency resolution of
the receiver. Frequency measurement must be carried out
after the transient dies off. The transient is approximately
equal to the inverse of the filter bandwidth. During the
transient period both the shape and the RF of the pulse
change. If the desired minimum pulsewidth is 100 ns, the
minimum bandwidth of the filter is approximately 10 MHz
and the frequency resolution is close to 10 MHz. However,
the receiver can be designed with a filter bandwidth that
is much wider than the minimum filter bandwidth. A
wideband filter has a shorter transient time. If addition-
al processing, that is, the concept of an IFM receiver is
used, better frequency accuracy can be obtained. It is dif-
ficult to design a receiver with both high-frequency reso-
lution and frequency accuracy on short pulses because it
takes a longer time to generate a fine frequency reading.
In general, the anticipated minimum pulsewidth deters
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Figure 8. A basic channelized receiver. The receiver consists of
an RF amplifier chain, a filterbank with contiguous filters, IF log
video amplifiers, and a parameter encoder. The RF amplifier is
used to amplify the input signal. The filterbank is used to sepa-
rate signals with different frequencies into different output ports.
The IF log video amplifiers amplify the IF signals and convert
them into video signals. The parameter encoder generates the
desired digital information from the input video signals.
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the minimum filter bandwidth and thus the minimum
frequency resolution. This design rule applies to all re-
ceivers with simultaneous signal capability.

Because the concept of channelized receivers is very
simple, a general misunderstanding is that it is very easy
to build. As a result, the design goals might be set too high
to achieve. In general, a receiver has fewer problems when
the filter bandwidth is wide because the receiver has fewer
parallel channels. However, wider bandwidth means poor
frequency resolution and lower sensitivity. When a high
instantaneous dynamic range is desired, the receiver must
detect a weak signal in the presence of strong signals.
Sometimes it is difficult to distinguish a spurious response
from a weak signal. Therefore, a high-dynamic-range
receiver may produce a spurious signal report. When the
instantaneous dynamic range requirement is low, the
receiver can be designed to produce fewer spurious res-
ponses.

The input bandwidth of a channelized receiver is pro-
portional to the number of channels and their bandwidth.
When a large number of channels are built, a channelized
receiver can be bulky and expensive but have better fre-
quency resolution. If the channel bandwidth is wide, a
small number of channels can cover a wide frequency
range. Because the encoding circuit also has fewer inputs,
the receiver can be relatively small.

4.5. Bragg Cell Receiver

A Bragg cell receiver can be considered another type of
channelized receiver where channelization is accom-
plished by optical means. The term Bragg cell receiver

derives from the concept of the Bragg angle of optical dif-
fraction. A basic Bragg cell is shown in Fig. 9. The optical
arrangement will be discussed first. A laser is used as a
coherent light source. A diode laser is often preferred to a
gas laser because of its small size. The beam expander and
the collimator are used to form the lightbeam into the de-
sired shape to shine on the Bragg cell. A Bragg cell is used
to diffract input light. A Bragg cell is made of a crystal
transparent to the laser light. At one end of the crystal is a
transducer to change the input electric signals into acous-
tic signals. At the other end of the Bragg cell is absorption
material used to eliminate acoustic wave reflection to
avoid the generation of standing waves. The acoustic
wave produces variations in the refractive index of the
crystal. This refractive index modulation causes the laser
beam to deflect. The time–bandwidth product (TBP) of a
Bragg cell is defined as the time of the acoustic wave trav-
eling through the window of the Bragg cell multiplied by
the bandwidth. The laser beam is incident on the Bragg
cell at the Bragg angle where the desired diffracted light is
at maximum intensity. The light output from the Bragg
cell passes through a Fourier transform lens and focuses
on a photodetector array. The photodetector changes the
optical signal back into a video signal.

The input signal to the receiver is applied to the trans-
ducer of the Bragg cell through an RF chain containing
amplifiers and filters. There is an impedance matching
network to match the output of the RF chain to the input
impedance of the Bragg cell. The output power from the
RF chain should keep the Bragg cell operating in its linear
region. High input power can drive the Bragg cell into
the nonlinear region and generate spurious responses.
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array

Parameter
encoder

Fourier
transform

lens

Bragg
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Input
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Figure 9. A basic Bragg cell receiver. The receiver consists of an RF chain, a laser, a beam ex-
pander, a collimator, a Bragg cell, a Fourier transform lens, a photodetector array, and a parameter
encoder. The RF amplifier is used to amplify the input signal. The beam expander and the colli-
mator shape the laser light into the desired shape. The input signal is converted into an acoustic
wave in the Bragg cell to form a grating and diffract the light from the laser. The Fourier transform
lens focuses the light on the photodetector array, which converts the light into video signals. The
light position on the photodetector array determines the frequency of the input signal. The pa-
rameter encoder generates the desired digital information from the input video signals.

MICROWAVE RECEIVERS 2929



The input signal is converted into a traveling acoustic
wave in the Bragg cell. The position of the diffracted light-
beam on the detector array is related to the frequency of
the input signal. If more than one signal is present in the
Bragg cell, there will be multiple outputs on the detector
array. The maximum number of outputs is equal to the
time–bandwidth product of the Bragg cell. The amplitude
of the output is related to the power of the input signal.

The video outputs from the photodetector array can be
considered as outputs from a filterbank with adjacent fre-
quencies. The parameter encoder takes these outputs and
generates the desired information. In a channelized re-
ceiver, IF log video amplifiers or limiting amplifiers are
used after the filters to provide more RF gain. To provide
the same gain in a Bragg cell receiver, a light amplifier
must be used in each output channel, however, such a de-
vice is not available with today’s technology. Thus, the
sensitivity of the receiver depends on the laser power and
the characteristics of the photodetectors. A laser with
higher power can be used to improve sensitivity. As the
outputs from the photodetectors are video signals, some of
the encoding schemes applicable to a channelized receiver
may not be adopted for Bragg cell receivers. Another dif-
ference between the photodetector and the crystal detector
is that the output from a photodetector is proportional to
the input light power and, therefore, proportional to the
input power. The output from a crystal detector is propor-
tional to the voltage of the input signal, which is related to
the square root of the input power. Therefore, a crystal
detector covers more dynamic range.

Compared to a channelized receiver, a Bragg cell re-
ceiver has less dynamic range. The major advantage of a
Bragg cell receiver is its simplicity and compactness. A
Bragg cell receiver including the optical bench (consisting
of beamforming lenses and Bragg cell), laser and detector
array, but excluding the RF chain, is only a few cubic
inches in size. Such a small receiver can provide over 100
parallel outputs. The size of the optical bench can be fur-
ther reduced using integrated optics. In the integrated
optical approach, the entire optical bench can be fabricat-
ed on a single chip. The light is transmitted through a
light waveguide and the Bragg cell uses SAW technology.
All optical components can be made on the chip, and the
laser and detector array can be attached from the ends of
the chip. Thus, the size can be a few cubic centimeters.

The Bragg cell receiver already discussed here is often
referred to as the power Bragg cell receiver, because the
detector output is proportional to the power of the input
signal. In order to improve the dynamic range of a Bragg
cell receiver, an interferometric approach can be used. The
main goal of this approach is to make the photodetector
proportional to the voltage of the input signal rather than
the power. In this arrangement, the laser beam is split
into two paths through a beamsplitter with a Bragg cell in
each path. The input to one Bragg cell is a locally gener-
ated spread-spectrum signal covering the entire band-
width of the Bragg cell. The input signal is applied to
the other Bragg cell. The outputs of the two Bragg cells are
focused on a photodetector array, and the location repre-
sents the input frequency. Each photodetector is used as
an optical mixer and the output is an IF signal rather than

a video signal. Thus, IF amplifiers and filters can be used
to improve the performance of the receiver. After the IF
chain, crystal detectors are used to convert the IF signals
into video signals. Although this approach has the poten-
tial to improve the dynamic range of the receiver, it
sacrifices the simplicity of the Bragg cell receiver. Indi-
vidual IF channels have to be built separately and the
optical bench is equivalent to the filterbank in a chan-
nelized receiver.

As in designing channelized receivers, the parameter
encoder of a Bragg cell receiver is a major portion of the
effort.

4.6. Compressive Receiver

A compressive receiver can also process simultaneous sig-
nals. As opposed to a channelized receiver where all out-
puts are in parallel, the outputs from a compressive
receiver are in series. A basic compressive receiver is
shown in Fig. 10. In this figure the RF chain is not in-
cluded. The two major components in a compressive re-
ceiver are the local oscillator and the dispersive delay line.
The output from the local oscillator is a repetitive FM sig-
nal. The frequency range of the FM signal can be very
wide and the period very short, such as 1 GHz/200 ns. This
receiver is also called a microscan receiver because the
scan time is short. The input signal after mixing with the
local oscillator output is converted into an FM signal. This
FM signal passes through the dispersive delay line (often
referred to as compressive line) and is compressed into a
pulse. The position of the pulse relative to the beginning of
the scan represents the frequency of the input signal. The
amplitude of the compressed pulse represents the ampli-
tude of the input signal.

The instantaneous bandwidth of the compressive line is
generally equal to the IF bandwidth of the receiver. The
input bandwidth can be either wider or narrower than the
IF bandwidth. In one common design, the local oscillator
scans the sum of the IF bandwidth and the receiver input
bandwidth. In order to compress the FM signal from the
output of the mixer into a short pulse, the frequency–time
slope of the local oscillator and the slope of the compres-
sive line must be properly matched. In most designs, the
compressive line is made from SAW technology with band-
widths of up to 1 GHz and dispersive delays of a few hun-
dred nanoseconds. The local oscillator is often
implemented from a dispersive delay line because a short
pulse applied to the input of a dispersive delay line gen-
erates an FM signal at the output. This signal can be am-
plified and used as the local oscillator output. Because the
frequency of the local oscillator is wider than the com-
pressive line bandwidth, the requirements on the disper-
sive delay line to generate the local oscillator signal are
more stringent. An oscillator built from a dispersive delay
line is easier to match the frequency–time slope of the
compressive line. The time–bandwidth product of the com-
pressive line is defined as the dispersive delay time mul-
tiplied by the bandwidth. The maximum number of
compressed pulses generated per scan is approximately
equal to the time–bandwidth product of the compressive
line. The maximum number of compressed pulses can be
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considered equivalent to the total number of parallel chan-
nels in a channelized receiver.

The compressed pulse is very short and is inversely
proportional to the bandwidth of the compressive line. The
pulse output rate equals approximately the bandwidth of
the compressive line. If the bandwidth of the compressive
line is 1 GHz, the pulsewidth is close to 1 ns (1/1 GHz) and
the output rate is about 1 GHz. The center frequency of
the pulse equals the center frequency of the compressive
line. The compressed pulse has a main peak and many
sidelobes. The sidelobes should be reduced to simplify the
frequency encoding circuit design. The sidelobes can be
reduced by adding a weighting (window) function to the
compressive line. An IF log video amplifier is used to
convert the compressed pulse into video pulses for
further processing. The video bandwidth of the IF log
video amplifier must be wide enough to accommodate the
compressed pulsewidth.

A compressive receiver usually intercepts a pulsed
signal in many consecutive scans. It is desirable to report
the information on the intercepted signal on a pulse-
by-pulse basis rather than a scan-by-scan basis. The pa-
rameter encoder will sort and combine the scan-by-scan
information into pulse-by-pulse information. The outputs
from each scan are the number of simultaneous signals
intercepted during the scan time. From this operation, it
is easily seen that the time resolution in generating
pulsewidth and ToA equals the scan time. Thus, it is
usually coarser than the time resolution in other types
of receivers.

The main function of the parameter encoder is to find
the frequency of the input signal. Because the compressed
pulse output rate is usually rather high, the encoder
must be able to process the signals at the same rate.
Although the parameter encoder is quite different from a

channelized receiver, they face the same basic challenges:
detecting the signal and avoiding the sidelobes and spu-
rious responses. The bandwidth of a compressive receiver
is limited by the technology used in the compressive line
as well as the speed of the logic circuit in the parameter
encoder.

There are several different ways to design a compres-
sive receiver. One of the most common designs is to make
the receiver bandwidth equal to the IF bandwidth. Under
this condition, the outputs of the compressive line are
present only 50% of the time. This affects the probability of
intercept. If a short pulse (less than half the scan time)
falls in the silent half, the receiver will miss the pulse. To
improve the probability of intercept, another mixer and
local oscillator can be added in parallel. The beginning of
the FM signal from this local oscillator is shifted to the
middle of the original one. For example, if the scan time is
200 ns, the original scan is from 0 to 200 ns and the addi-
tional scan is from 100 to 300 ns. Outputs from both chan-
nels are combined and fed into the compressive line. With
this arrangement, the compressive line can have output
100% of the time. This technique is called the interlace
scan. The outputs from the IF log video amplifier are in
series, so less hardware is required in the parameter en-
coder as compared with a channelized receiver; however,
operational speed is very high and matches the bandwidth
of the compressive line.

The minimum pulsewidth that a compressive receiver
can process is approximately equal to the scan time or half
the scan time if the interlace scan is used. The frequency
resolution is close to the inverse of the minimum pulse-
width. Compared with a channelized receiver, it shows
that the same laws of physics govern the performance of
both receivers; that is, the frequency resolution is inversely
proportional to the pulsewidth.
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Figure 10. A basic compressive receiver. The receiver consists of a local oscillator, a mixer, a dis-
persive delay line, an RF log video amplifier, and a parameter encoder. The local oscillator gen-
erates a linear FM signal that changes the input to a linear FM signal through the mixer. The
dispersive delay line compresses the FM signal into a short pulse. The RF log video amplifier is
used to generate the logarithm from the compressed pulses. By measuring the output time of the
compressed pulse with respect to the beginning of the scan, the signal frequency can be deter-
mined. The parameter encoder converts the scan to scan information to a pulse-by-pulse infor-
mation.
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5. DIGITAL RECEIVERS

A digital receiver consists of three building blocks: the RF
chain, the ADCs, and the DSP. Once a signal is digitized
the data are less affected by ambient conditions such as
temperature changes. In an analog receiver, the perfor-
mance of the components may change because of temper-
ature variation and aging, while digital circuits do not
have these problems. The digitized data can be processed
with many different DSP approaches. Although most of
the DSP are still hardwired for receiver applications, in-
creasing the processing speed may permit changing re-
ceiver functions through software switching. Thus, the
software receiver concept is becoming popular. With this
concept many different receivers can be implemented us-
ing the same hardware. The software receiver idea is par-
ticularly popular for military communication receivers
because of its potential versatility.

Strictly speaking, an ADC is a nonlinear device. It can
be considered as a linear device for a large number of
quantization levels. The discussion in the following sec-
tions is based on the linear model of an ADC. Nonlinear
operation still exists if strong signals drive the ADC into
saturation. Under this condition, the output of the receiv-
er may produce many spurious responses. Special proce-
dures must be considered to deal with this phenomenon.

To cover a wide bandwidth, the ADC must operate at
high speed. The Nyquist sampling theorem requires that
the minimum sampling speed be twice the information
bandwidth. To cover a wide dynamic range, the ADC
must have a large number of bits. The number of quan-
tization levels is related to the number of bits b as 2b. If
the dynamic range is defined from a signal at the highest
level to a signal at the lowest level, it can be readily
expressed as

DR¼ 20 logð2bÞ � 6b ð18Þ

In this equation, the ADC is assumed ideal, that is, the
quantization levels are uniform and there is no jitter in
the sampling window. In a typical ADC, there are noise,
nonuniform quantization level and sampling window jit-
ter. An effective bit is often used to characterize a nonideal
ADC. The number of effective bits is less than the actual
number of bits and is defined as [2]

beff ¼ b� log2

RMS error ðactualÞ

RMS error ðidealÞ

� �
ð19Þ

The effective bits change with frequency and have fewer
bits at higher frequency. The number of effective bits
should be used in Eq. (18) to determine the dynamic
range. If the highest spurious response is used as the low-
er limit of a receiver, the dynamic range varies. However,
Eq. (18) provides a simple estimation.

Digital receivers can be divided into two generic
groups: narrowband and wideband receivers. Usually,
one can consider a narrowband receiver to receive only
one kind of signal and the receiver is not required to
process simultaneous signals. For each type of signal a

narrowband receiver will be designed individually. There
are exceptions to this definition. For example, a GPS C/A
(coarse acquisition) code receiver has a narrow bandwidth,
because the input signals have the same frequency. How-
ever, this receiver can receive multiple signals with dif-
ferent code. A wideband receiver can receive simultaneous
signals over a wide frequency range. The input signals can
be either known or unknown. For a wideband communi-
cation receiver the signals are known. For an intercept
receiver the signals are unknown.

Another way of differentiating narrowband and wide-
band digital receivers is by the frequency tuning schemes.
In a narrowband receiver, the frequency tuning is accom-
plished through analog means by changing the frequency
of the local oscillator and selecting the proper filters. For
this type of tuning, input to the ADC is usually an isolated
signal rather than the full input bandwidth of the receiver.
Thus, the ADC and the DSP following it can operate at a
lower frequency.

In a wideband digital receiver the frequency tuning
method is implemented digitally. The sampling frequency
of the ADC and the following DSP must be high enough to
accommodate the input bandwidth of the receiver. For ex-
ample, one can build an FM radio through either a nar-
rowband or a wideband approach. The input bandwidth of
an FM radio is 20 MHz (88–108 MHz). If a single FM sta-
tion is selected by analog tuning, the signal bandwidth is
200 kHz. If the sampling rate is 2.5 the signal bandwidth,
an ADC with a sampling speed of 500 (2.5�200) kHz is
required. If the frequency will be tuned digitally, the sam-
pling speed must be 50 (2.5�20) MHz. Although the signal
information bandwidth is only 200 kHz, the following DSP
must match this operational speed of 50 MHz. The poten-
tial advantages of digital tuning are superior filter shape
and flexible tuning ability.

In the following sections, a narrowband receiver with a
band folding concept and a wideband channelized receiver
will be presented.

5.1. Narrowband Digital Receiver

The Nyquist sampling theory requires that the minimum
sampling speed be twice the signal bandwidth, not twice
the highest frequency of signals. For example, the C/A
code of the GPS signal is at L1 band (1575.42 MHz) with a
bandwidth of 2 MHz from null to null. The minimum sam-
pling frequency to acquire this signal is 4 MHz, although
the signal is at 1575.42 MHz. If the input bandwidth of the
ADC can accommodate the 1575.42 MHz frequency, the
signal can be sampled directly at slightly higher than
4 MHz. Sampling will alias the input signal to a baseband
as shown in Fig. 11. In this figure the sampling frequency
is fs; thus, the maximum unambiguous bandwidth is fs/2.
All the input bandwidth from 0 to (nþ 1)fs will fold into
the bandwidth fs/2. From this frequency folding property,
the RF chain of the receiver should be designed with at
least two bandpass filters. The first one should be placed
near the front of the RF chain to reject out-of-band signals
as in an analog receiver. The second filter should be placed
in front of the ADC to limit the out-of-band noise gener-
ated from the amplifiers in the RF chain.
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One can design a receiver to receive several narrow-
band signals separated in frequency through sampling at
a proper frequency. An example will be used to illustrate
this approach. The Y code of the GPS signal at L2 band has
a bandwidth of 20 MHz centered at 1227.6 MHz. If one
desires to receive the C/A code at L1 and the Y code at L2 of
the GPS signals, the total bandwidth is 22 MHz (2þ 20).
The minimum required sampling frequency should be
44 MHz (2�22). Some specific sampling frequencies can
be used to fold the two signals into the baseband. One
sampling frequency is 51.6 MHz. Under this condition, the
Y code is aliased to 5–25 MHz and the C/A code is aliased
to 0.62–2.62 MHz. These two frequency bands are not
overlapped in the baseband. In general, it is desirable to
fold the two signals into separate regions of the baseband
to avoid interference. If interference is not a problem, it is
possible to overlap the two signals to save bandwidth.
However, overlapping two signals into one frequency
range also folds the noise together. The noise floor will in-
crease at the overlap region. This concept can be extended
to more than two signal bands.

5.2. Wideband Digital Receiver

The most popular wideband digital receiver is a digital
channelized receiver. The basic idea is the same as it is for
an analog channelized receiver—to separate the input into
many parallel consecutive frequency channels. In a digital
channelized receiver, the filterbank is implemented digi-
tally. To cover a wide bandwidth and high dynamic range,
the ADC must operate at very high speed and have many
output bits.

The simplest way to build a channelized digital receiver
is to use discrete Fourier transform (DFT) implemented
using the fast Fourier transform (FFT). The FFT should
operate on the input data on a continuous manner. The
FFT outputs from different time intervals can be consid-
ered as the outputs of each individual filter. This tech-
nique requires the FFT to operate at high speed. If a
receiver covers a 1 GHz bandwidth, the sampling speed
must be above 2 GHz. Suppose that the sampling speed is
2560 MHz and a 256-point FFT can produce 256 parallel
channels. However, only 128 channels provide useful in-
formation, and the other 128 outputs are the complex con-
jugate of the first ones. It takes 100 ns to accumulate 256
data points and the output channel bandwidth is 10 MHz
(1/100� 10� 9 s). As the bandwidth of the receiver is
1 GHz, only the center 100 outputs will be used and the
remaining 28 end channels will not be monitored. To pre-

vent missing data, the FFT must perform 256 point FFT at
least every 100 ns. If any overlap of the FFT is desired, the
processor must operate at a faster speed.

In general, it is difficult to match the digital processing
speed to the speed of the ADCs. One common way to solve
this problem is to reduce the total number of output chan-
nels, but keep the input at 256 data points. This approach
reduces the frequency resolution of the receiver. For ex-
ample, one can perform a 32-point FFT to reduce the out-
put to sixteen 80-MHz channels. Under this condition, a
bandpass filter will be used to limit the input bandwidth to
1 GHz, which will partially block the input of the two end
channels. The input data are decimated 32 times, then
each of the 8 data points will convolve with an 8-point fil-
ter as shown in Fig. 12. The coefficients of the 32 filters are
obtained from decimating a 256-point filter, Which is de-
signed to shape the frequency response of the 16 filters.
The 32 outputs from the filters become the input to the 32-
point FFT. In order not to miss data, a 32-point FFT must
be performed every 100 ns, which is a less stringent re-
quirement than the previous case. If the FFT can operate
at a higher speed, the input data can be processed in an
overlap mode, that is, performing FFT every 50, 25, or
12.5 ns. This overlap mode is a common practice in chan-
nelized receiver design. Finally, the outputs from the FFT
must be correctly decoded to generate the desired infor-
mation. If the receiver is used to intercept radar signals,
the encoder will provide the five parameters: frequency,
AoA, ToA, pulse amplitude, and pulsewidth.

5.3. Hybrid Receivers

One common hybrid receiver design is to build a wideband
receiver such as channelized or compressive receiver with
a coarse frequency resolution. For example, one can divide
the input bandwidth of 1 GHz into 10–20 uniform bands
with a frequency resolution of 100–50 MHz. Once a signal
is detected and its coarse frequency is measured, a
narrowband receiver or receivers can be used to obtain
fine-grain information on the signal. One approach is to
rapidly tune a narrowband IFM receiver to measure the
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Figure 12. A 32-output filterbank using decimation scheme. The
main goal is to perform a 32-point FFT with 256 input data points.
The input is decimated into 32 parallel channels. In each channel,
there is an 8-point filter. The output from each filter contains
8 input data points. These outputs are used as the input to the
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Figure 11. A sampling scheme transferring the input to base-
band. The sampling frequency is fs; the maximum unambiguous
bandwidth is fs/2. A signal with bandwidth of Dfofs/2 in the fre-
quency range of nfs to (nþ1/2)fs can be transferred to the base-
band of 0 to fs/2 through sampling.
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frequency of the input signal, because the IFM receiver
can provide improved frequency resolution. Another de-
sign is to rapidly tune several narrowband receivers that
are connected to different antennas to measure the AoA of
the input signal. In this design, it is easier to match the
amplitude and phase of narrowband receivers. It is a
common practice to combine these two approaches in one
hybrid receiver design. These approaches can be imple-
mented in both analog and digital receivers. In an analog
hybrid receiver design, RF delay lines must be used to
temporarily store the input signal while the narrow-
band receiver or receivers can be tuned to the desired
frequency. Wideband low-loss RF delay lines are not avail-
able and this is one of the major problems in analog hybrid
receiver design. In digital design, since the digitized data
can be stored easily, delay lines are no longer required.
Once the basic properties of a receiver are understood,
they can be combined in various ways to solve specific
problems.

6. COMPARISON OF DIFFERENT TYPES OF RECEIVERS

It is difficult to compare the performance of different types
of receivers. For example, one can consider a channelized
receiver to be complicated if there are a large number of
channels. If there are only a few channels, the receiver can
be rather simple. The same argument holds for Bragg cell
and compressive receivers. To make the assessment mean-
ingful, it is assumed that the four types of receivers—
channelized, Bragg cell, compressive, and digital chan-
nelized—all have the same number of output channels.
The other three types of receivers—crystal video, super-
heterodyne, and IFM—cannot process simultaneous sig-
nals. It is also difficult to put quantitative measures on the
performance. For one specific receiver this should be the
correct way to present its performance. However, for one
type of receiver it may be difficult to do so. For example,
one channelized receiver is designed for higher sensitivity
and lower dynamic range, and another one is designed for
higher dynamic range and lower sensitivity. If the best
performance of each receiver is reported, the results can
be misleading because they cannot be achieved in one

receiver design. Therefore, the performance is listed in a
qualitative manner as in Table 1.
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1. INTRODUCTION

Low-temperature thermal plasmas operating at atmo-
spheric pressure are used for a variety of contemporary
plasma-enhanced technologies, such as plasma chemistry,
materials processing, coating deposition, surface treat-
ment, and waste treatment. Conventional plasma spray
sources running at atmospheric pressure are based on
electric arc [1] or radiofrequency (RF) [2–6]. The currently
employed industrial plasma spray sources have a number
of disadvantages [7], including low efficiency of energy
consumption, plasma contamination, and low efficiency of
precursor consumption.

Generally a microwave plasma electrodeless concept
is based on using microwave electromagnetic energy in
order to form and sustain a plasma discharge. There are
various ways to supply the microwave energy for plasma
generation [8].

Ionization of feed gases and precursors by electric field
is defined by the ratio of ‘‘electric field strength to gas

Table 1. Receiver Performance

Crystal Video Superheterodyne IFM Channelized Bragga Cell Compressive Digitalb Channel

Instantaneous BW Very wide Narrow Very wide Wide Wide Wide Wide
Simultaneous signal

capability
None None None Good Good Good Good

Frequency accuracy Poor Excellent Excellent Good Good Good Good
Sensitivity Poor–fair Excellent Good Good Fair–Good Good Good
Single-signal DR Fair Excellent Excellent Good Fair–Good Good Good
Two-signal instant DR N/A N/A N/A Good Fair Good Good
Two-signal spur-free DR N/A N/A N/A Good Fair Good Good
Structure Simple Moderate Simple Complex Moderately

complex
Complex Complex

Size Small Small/moderate Small Bulky Small–moderate Moderate Bulky

aThis represents the power Bragg cell receiver. The interferometric Bragg cell receiver performance should be comparable to a channelized receiver, but the

structure is more complicated.
bThe digital receiver is in the development stage, and performance should improve in the near future.
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pressure’’ [9]. Depending on a working pressure in a cham-
ber, conventional microwave plasma discharges can be
classified as follows:

* High-vacuum electron cyclotron resonance plasma
* Low-pressure microwave plasma
* Atmospheric-pressure waveguide-based setup micro-

wave plasma

The electron cyclotron resonance (ECR) plasma is
based on the cyclotron phenomenon of electrons in a stat-
ic magnetic field, which allows transfer of the micro-
wave energy to plasma. The ECR plasma operates in
fairly high vacuum (10� 1–10�3 Pa) [10–13]. The ECR
can be realized through the proper combination of a mi-
crowave frequency and strength of magnetic field. The
frequency of the alternating electric field is made to match
the natural frequency of the electrons orbiting magnetic
lines of the magnetic field. For 2.45 GHz the required
strength of magnetic field is B875 G. The ECR plasma
has the electron density of 1010–1012 cm� 3 and a high
degree of ionization (10%). The disadvantages of ECR
plasma sources include

* Difficult process control
* Costly equipment due to the added variable magnetic

field and due to high vacuum
* Low rate of deposition (B2 nm/min)

For example, ECR has been used for deposition of AlN
[14], SiO2 [15], SiNxOy [12], microwave plasma heating
[16], tungsten incorporated carbon films (W-C:H) [17], and
other applications.

Low-pressure microwave plasma discharge (LPMPD)
runs at relatively low pressure (133 Pa–13 kPa) [13,18–22].
Low pressure implies more collisions between electrons
and neutral molecules.

The LPMPD can be realized in either a waveguide set-
up, where a dielectric tube evacuated to low pressure is
put through a waveguide [23], or a dielectric jar (or dis-
charge chamber [24,25] evacuated to low pressure, where
the dielectric jar is located inside a vessel supplied with
microwave power. Quartz (or alumina) is commonly used
as materials for the dielectric tube/jar.

The waveguide setup utilizes the standing-wave mode
of TE01. A movable plunger is used to tune the electric
field maximum of the standing wave so that the maximum
coincidences with quartz tube location.

The LPMPD has a few peculiarities. The electrons have
a temperature of 103–104 K and a plasma electron density
of 109–1014 cm�3. The temperature of heavy particles
(ions, radicals, species, etc.) in LPMPD is approximately
500 K. The LPMPD is commonly used for deposition of
diamond like carbon [23,26–28], low-pressure plasma
cleaning [29], and other procedures.

The waveguide setup of atmospheric pressure micro-
wave plasma source is similar to that for the LPMPD. A
waveguide plasma applicator contains quartz tube at the
end of a rectangular waveguide. A movable short-circuit-
ing plunger allows the adjustment of a maximum electric

field at the plasma-containing quartz tube. A trigger
(tungsten rod) is an integral part of this type of plasma
source in order to sustain a plasma discharge. The wave-
guide setup of atmospheric-pressure microwave plasma
source commonly operates with 2.45 GHz magnetrons [30–
33], but other frequencies, such as 896 MHz [34] and
915 MHz [35], are employed as well. The waveguide-based
plasma applicator is an inherent part of fluidized-bed
microwave plasma reactors operating at atmospheric
pressure [36]. The ion density of the waveguide setup of
atmospheric-pressure microwave plasma varies within
1011–1012 cm�3 [30], B1016 cm�3 [32,34].

From time to time other microwave plasma sources op-
erating at atmospheric pressure are mentioned in the lit-
erature. All of them are difficult to classify in scientific
terms because the basic information provided in the in-
dustry is very limited. For example, Ecotec (Taiwan) Co.
Ltd. enounced a new construction of a microwave plasma
surface operating at atmospheric pressure [37]. This mi-
crowave plasma burner allows one to obtain a plasma
temperature near the nozzle in the range of 3000–4500 K.
Plasma is produced just near the end of the central elec-
trode (tube), then drifts outward, and microwave energy is
released the gas apart from the nozzle.

2. BACKGROUND

2.1. Single Resonance Mode for Microwave Resonance
Plasma Source (MRPS)

To create a required E field and ignite plasma, a high-ef-
ficiency resonance cavity with high Q factor should be de-
signed. A high-efficiency microwave resonance cavity is
defined as a resonant circuit element in a microwave net-
work, where the resonance frequency of the resonant cir-
cuit element is a function of its characteristic complex
impedance [38,39].

The Q factor of a high-efficiency microwave resonance
cavity at the resonance frequency is described by

Q¼oðenergymax stored=poweraverage dissipatedÞjover a cycle

When a high-efficiency microwave resonance cavity runs
and a load in the form of a plasma slab is present in the
cavity, the Q factor is defined by the total energy absorbed
by both the resonance cavity and the plasma slab. The
plasma slab absorbs all microwave power, and the micro-
wave energy stored by the resonance cavity is negligible
small. However, when the plasma slab disappears, the
microwave energy stored by the resonance cavity is
maximised.

The microwave resonance cavity in question generally
employs a TM01n mode since this mode creates a displace-
ment current associated with longitudinal electric field
Ez along the axis of the cylindrical guide. In particular, the
TM013 mode is widely used to increase the Q factor. A
schematic representation of this is shown in Fig. 1, where
E represents the lines of electric field and H, the magnetic
lines.
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3. MRPS DESIGN AND OPERATION

3.1. Design

The geometry of a resonant cavity is the key element in
the design of the MRPS [40]. Cavity geometry will identify
the resonant mode of the microwave electric field and,
therefore, ensure that only the required mode oscillates
the cavity’s length, and the diameter should be carefully
calculated. As the radius of the resonant cylindrical cavity
is difficult to modify in order to optimize and tune the mi-
crowave resonance, the length (L) of the resonant cavity
can be tuned with a threaded plug (6) moving it in or out
during operation of the resonant cavity (numbers in pa-
rentheses refer to points in diagrams).

A block diagram of the instrumentation employed in
this research is shown in Fig. 2. The actual design of the
cylindrical resonance cavity is displayed in Fig. 3. The

resonant cavity is constructed of a highly conductive
material, such as brass and, to reduce ohmic losses (Rs),
is covered with silver. Genuine setup of the MRPS, which
consists of the TM013 cylindrical resonance cavity, wave-
guide, and a magnetron (1.3 KW, 2.45 GHz), is displayed in
Fig. 4. The six-port analyzer is inserted in the scheme for
measurement purposes.

In order to maintain two separate chambers of the res-
onant cavity, a dielectric partition has been built in and
hermetically sealed in order to provide vacuum evacuation
of chamber 1 (Ch1). The dielectric partition allows for
plasma to form only in the Ch1, limited by length l (Fig. 2).
The dielectric plate is made of hexagonal boron nitride
(hBN), which is transparent for microwave radiation. The
hBN plate acts as a pressure-dividing baffle between the
Ch1 and the chamber 2 (Ch2), which is always under
atmospheric pressure. It allows a lets plasma well to form
in Ch1. After evacuation of Ch1 up to 20 kPa, plasma
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Figure 1. The field configuration of the TM013

mode in the cylindrical resonant cavity: longi-
tudinal section (above) and cross section (on
the left).
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Figure 2. Sketch of the cylindrical resonant
cavity: 1—magnetron, 1.3 kW, 2.45 GHz;
2—waveguide (WR-340); 3—inlet nozzles;
4,5—channels for precursors; 6,13—adjusted
pistons; 7,9—watching windows; 8—hBN
partition; 10—face lead; 11—convergent–
divergent (Laval-type) nozzle; 12—rectangu-
lar aperture.
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begins to form under microwave radiation only in the low-
pressure area (i.e., in Ch1). Once started, plasma is sus-
tained with microwave energy only in Ch1.

The outlet nozzle was manufactured from stainless
steel. It was found that the inlet geometry of the outlet
nozzle is crucial because the plasma can concentrate at
the sharp edges of the outlet nozzle. Stabilization of the
plasma in the center was achieved by rounding the inlet
profile of the outlet nozzle.

To introduce microwave energy, a magnetron launcher
on the base of a standard section of WR-340 waveguide
was attached to the cylindrical wall of Ch2. The aperture
(12)—a symmetric iris, which can be an elliptical, circular,
or rectangular slot—was used for coupling between a cy-
lindrical cavity and a rectangular WR-340 waveguide op-
erating in the dominant TE10 mode. The aperture ensures
the maximum amount of microwave energy absorbed
within the resonant cavity, instead of being reflected

back toward the magnetron. The optimal shape of the ap-
erture is determined experimentally.

As in TE10 mode, a magnetic field component, which is
parallel to the long dimensions of the slot, will be coupled
through aperture. For the slot orientation perpendicular
to the longitudinal z axis of cylinder, the TE10 magnetic
field couples into the cavity, creating a magnetic field pat-
tern within the cavity, which allows any of the TM01n res-
onance modes to excite. When the waveguide and aperture
is centrally located along the z dimension, the n mode
must be even, but for odd values (n¼ 3 for TM013) the
magnetic field is zero at that point in the cavity. Thus,
the axis of the aperture should be approximately l/4 from
the ends of the cavity [38].

In order to maintain a stable plasma stream at the La-
val nozzle, the gas flow should rotate within Ch1 (Fig. 5).
Chamber 1 has three inlet nozzles (IN). The IN (3) are
symmetrically placed close to the dividing BN plate. The
diameter of the calibrated orifices must be optimized with
a flowrate of gases, with power of microwave supply, plas-
ma parameters (ion concentration, ionization ratio, etc.)
for different atomic (Ar, He, etc.) or molecular (O2, N2,
CH4, etc.) gases, and with the throat of the Laval nozzle.
The IN should be directed tangentially to the wall and at a
small angle of 10–201 to the hBN plate. The plasma torch
is formed from the Laval nozzle (5), which can have chan-
nels (5) for supplying powders/precursors into the plasma
torch. Chamber 1 can have channels (4) for introduction of
precursors directly into plasma slab.

The inlet and outlet can be optimized. The gases used
are considered to be ideal, and the gas flow through the
nozzles is isotropic. For a standard converging–diverging
nozzle, the plasma flow is optimized when the plasma ve-
locity at the throat is at the speed of sound. This condition
is known as ‘‘shocked flow.’’ For shocked plasma flow, the
velocity of the plasma after the throat in the diverging
section of the nozzle will continue to increase until the
pressure is equal to the ambient outlet pressure. For op-
timized or shocked flow, the point at which the diverging
section of the nozzle ceases to accelerate the flow is de-
pendent on the half-angle of the outlet nozzle and the
length of the nozzle. The actual values of the length of the
exhaust nozzle can be found only by experiment. The flow
may also fluctuate due in proportion to the temperature
fluctuations within the resonant cavity and the ambient
outlet conditions.

Figure 4. Experimental setup of the micro-
wave resonance plasma source.

Figure 3. General view of the microwave resonant cavity.

MICROWAVE RESONANCE PLASMA SOURCE 2937



The MRPS makes available a required ionizing electric
field density for plasma discharge and uses microwave
energy to produce expanding plasma, which is directed
through the convergent–divergent nozzle. Plasma acts as
a resistive load that absorbs the incident microwave en-
ergy and dissipates it as thermal energy, which is trans-
ferred to a flowing gas. It is common to refer to this type of
plasma as a ‘‘free-floating plasma’’ since it is located at
regions of maximum electric field density within the inte-
rior of the cavity and does not have to be attached to an
interior solid surface of the resonance cavity.

The MRPS design with the rectangular waveguide for
transmission of microwave energy in Ch1 has a number of
major advantages:

* It is easy to adjust during MRPS operation.
* Less manufacturing is required.
* It has higher power-handling capability.
* It is more efficient (lower loss per unit length of

microwave transmitter).

3.2. Operation

The microwave plasma torch is a flamelike discharge and
has a central plume (Fig. 6a). The plasma torch shown in

Fig. 6b is formed from the Laval nozzle (Fig. 6a). The mi-
crowave energy is coupled into the resonant cavity via a
rectangular waveguide and a carefully designed aperture
for the best coupling. Tuning can be accomplished by ad-
justing the position of the fine-tuned piston (6) (Fig. 2).
With the piston set near its optimal position, the plasma
can be ignited easily with a short burst inside the cylin-
drical resonance cavity (Fig. 6c).

In maximum region of electric field density, ionization
of a carrier gas occurs, producing a microwave resonance-
induced plasma discharge. Ionization of a carrier gas by
electric field is dependent on the ratio of ‘‘electric field
strength to pressure (i.e., the E/p ratio). The MRPS dis-
charge will be maintained when the production of newly
ionized species scarcely is equal to the rate of losses,
namely, recombination and formation of torch.

For ignition of plasma, the exhaust nozzle is capped
(Fig. 3) and the air is evacuated from the chamber 1, and
then microwave power is introduced to the resonant
cavity. After the formation of plasma in Ch1, a fore-vacu-
um pump is disconnected and the carrier gas begins to
flow into Ch1. On the commencement of flow into Ch1, the
plasma coalesces and moves toward the outlet nozzle.
Once atmospheric pressure is achieved in Ch1, the nozzle
cap is removed. From this moment, the microwave
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Figure 5. A cross-sectional view (A–A) of the
plasma outlet chamber in place of connection
of three calibrated orifices (see A–A cross sec-
tion positioned in Fig. 2).
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Figure 6. (a) Top view of the plasma torch at
atmospheric pressure; (b) side view of the plas-
ma torch at atmospheric pressure; (c) a plasma
slab of MRPS operating at atmospheric pres-
sure in plasma-forming chamber.
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resonance plasma torch begins to run. Adjustment of the
length (L) of the resonant cavity would also occur to max-
imize the microwave power absorption.

A typical position of the MRIPS is stabilization of the
plasma slab at the center of the Ch1 touching the Laval
nozzle. The plasma would concentrate at the edge of the
outlet nozzle, and swirl in the same direction as the inlet
swirl.

4. COMPARISON OF MICROWAVE PLASMA SOURCES

4.1. Equivalent Circuits of Microwave Plasma Sources

4.1.1. Waveguide Setup Plasma Source. An equivalent
scheme of waveguide-type plasma reactor is shown in
Fig. 7. In this equivalent circuit the distributed-circuit
parameters are given in the form of equivalent lumped
impedances.

Typically, the impedance of the plasma column can be
represented by two parallel inductive and active resis-
tances as a central part of a T-shape equivalent scheme in
which the symmetric lumped complex impedances Z1 and
Z2 depend on the geometric dimensions of the waveguide
and discharge tubes. It is important that the impedance of
plasma torch depend on the temperature, pressure, gas
flow, and absorbed microwave power. A lossless shorting
plunge is represented by shortcut transmitted line with
impedance:

Zs¼ jZ0 tanð2pd=lgÞ

where

ZS¼ impedance of the shortcut line
Z0¼ characteristic of the shortcut line
d ¼ length o the line
lg ¼wavelength

To get the maximum value of electric field in the required
plasma location (r20,000 V/m in the standard WR-340
waveguide at 2.45 GHz), l is usually equal to (2nþ 1)lg/4,
where n is an integer, so Zs-N, which is approximately
analogous to the open-circuit line. Analysis of this equiv-
alent circuit shows that before plasma have been gener-
ated, the input impedance of this system Zin approaches to
infinity, as it equals to the series connection of lumped
complex impedances Z2 and Zs.

The starting plasma is rather difficult because there are
no free electrons that act in response to the E field. Inci-
dent microwave power is not absorbed by cold gases and is
almost completely reflected. The corresponding reflection
coefficient rises to |G|¼ 0.95. Consequently, at atmospher-
ic pressure the microwave discharge in this type of plasma
source can be generated and sustained only by a trigger
(such as tungsten rod), which is an inherent part of this
type of plasma source. Moving off the tungsten trigger
leads to sparking of the plasma discharge; therefore, this
plasma discharge is classified as a trigger-sustaining
plasma. After plasma was generated, the incident power
begins to be partially absorbed by the plasma column;
however for this type of plasma source, the reflection
coefficient still remains high up to |G|¼ 0.5, so almost
25% of the power is reflected [5]. The Q factor of this type of
plasma source is evaluated at B100–500 for 2.45 GHz.

4.1.2. Waveguide-to-Coaxial Setup Plasma Source. Gen-
erally, this form of plasma generator is used as a coaxial
line which has a characteristic impedance lower than that
of waveguides. As a result, it is more easy to transform the
coaxial plasma apparatus impedance and to match it with
the characteristic impedance of a waveguide without
much reflection. In this type of plasma source, the wave-
guide-to-coaxial transformer is loaded by the plasma
chamber at the end of the coaxial line. The coaxial line
is connected to the broadwall of the waveguide with its
outer conductor terminating on the wall. Another end of
coaxial line is connected with various kinds of the plasma
discharge chamber. One end of waveguide is connected to
power source and another to the lossless shorting plunge.
One such configuration of the waveguide-to-coaxial type of
plasma source together with an equivalent lumped circuit
and an equivalent circuit with distributed circuit elements
is shown in Fig. 8.

Equivalent circuits for coaxial line loaded with plasma
chamber to waveguide junction connected to microwave
generator is composed of complex impedances Z1, Z2 and
Z3 and, which are characterize electromagnetic field be-
haviour and power losses due to evanescent higher-order
modes that are exited at each of discontinuity, and power
losses due to active losses in waveguide-to-coaxial junc-
tion. The equivalent scheme also comprises the lumped
impedance of coaxial plasma structure Zp, and Zs—the
impedance of the waveguide transmitted line with short-
ing plunge [41].
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Figure 7. Equivalent scheme of waveguide array plasma source: (a) sketch of plasma slab;
(b) equivalent circuit.
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Figure 8b shows that lumped plasma formation imped-
ance is included in series in the transmitted waveguide;
thus there is a very narrow band of impedance matching
in order to ignite the plasma. Furthermore, any random
destabilizing processes exert influence on absorbtion of
microwave energy by plasma and cause reflection of
microwave power. Thus, this kind of microwave plasma
design also requires constant sparking ignition.

4.1.3. Microwave Resonance Plasma Source. There is a
different scenario when plasma starts inside the high-Q-
factor resonance cavity [42]. The equivalent scheme com-
prises the lumped complex impedances Z1, Z2 related to
impedances of iris and impedances of high-Q-factor reso-
nance cavity Xr, Lr, Rr and the lumped complex impedance
of plasma column Zp, which depend on various factors
such as temperature of plasma, gas flow, pressure, and
absorbed power, (Fig. 9).

This MRPS uses microwave energy to generate self-
sustaining plasma within the resonance cavity that is di-
rected as a plasma torch through a convergent–divergent
nozzle. A cold gas passes through the cavity, is ionized and
heated by microwave power, and passes out of the cavity
through a nozzle to produce the plasma torch.

4.1.4. Equivalent-Circuit Parameters. There are two
major theoretical techniques for obtaining the equivalent
circuits constants: the energy methods and the admit-
tance methods. The first method analyses energy stored
by the circuit’s elements followed by a description of equiv-
alent ‘‘intrinsic’’ inductance, capacitance, and resistance.
Admittance/impedance method considers voltage and
current across the microwave circuit elements and conse-

quently computes the characteristics of the equivalent-
circuit elements. The equivalent circuits of stable, passive,
and geometrically simple elements can be obtained rela-
tively easily by integrating the electromagnetic field in-
side the microwave system, using the energy methods or
admittance method [43]. But obtaining the equivalent mi-
crowave plasma circuit parameters with non-regular-
shaped microwave elements and with randomly changing
reflected and absorbed by plasma microwave power is
usually complicated.

Some researchers applied method of ‘‘geometric simi-
larity,’’ when the equivalent complex impedance of part of
the plasma column within the waveguide can be found by
analogy with the ideally conducting metal rod. In the
same approach the equivalent parameters of holes in the
wider walls of waveguide, capacitance between plasma
column and waveguide walls, and impedance of other el-
ements of scheme were calculated [5]. However, in real
discharge systems, width and temperature of the plasma
column differ from point to point and can be represented
as a lossy dielectric rather than ideal conducting metal
rod; therefore, it seems inappropriate to use the method of
‘‘geometric similarity’’ in the GHz frequency range be-
cause the wavelength becomes comparable to the wave-
guide system dimensions, and what geometrically appears
to be inductance can possess strong resonance properties
in real system.

The most accurate methods used to obtain character-
istics of the equivalent scheme is waveguide/cavity per-
turbation technique, which is one of the most important
and widely used techniques to study the microwave im-
pedance of materials and devices and offers both qualita-
tive and fairly accurate quantitative information for
engineering purposes [44]. However, even this highly
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sensitive and relatively simple technique cannot be ap-
plied to nonstable, irregular, and fluctuating plasma when
most of or all parameters of the equivalent scheme of
plasma sources are interdependent and are similar with
respect to absorbed power, temperature, type of gas, flow-
rate, and so on.

4.2. Incident/Reflected Microwave Power

Because of high rate of electron collisions with neutrals
and ions, the plasma in the MRPS is resistive and inher-
ently absorptive. Since the plasma occupies the region
where most of the electric field energy is stored in the
cavity, the resistive plasma discharge exerts a strong dam-
ping on the cavity by absorbing approximately 98% of the
incident microwave power (Fig. 10) and transforms the
microwave energy into thermal plasma, which is trans-
ferred to the flowing gas. Thus, the plasma transforms the
cavity from a high-Q to a low-Q cavity, and any disturbing
factors that render the plasma unstable will again in-
crease the Q factor of the resonance cavity. Therefore, in-
creasing the electric field sufficiently reignites the plasma.
As evaluated [5,45], the coefficient of microwave power

absorption for the nonresonance plasma sources very sel-
dom surpasses 50%.

4.3. Smith Chart

The Smith Chart (Fig. 11) illustrates the differences of
microwave plasma discharges generated in the resonance
microwave plasma source (Fig. 9) and in the nonresonance
plasma souse (Figs. 7 and 8). In resonance design, the
impedance point shifts to the center of the Smith chart
(Fig. 11a) after the plasma is ignited and the operation
spot is located predominantly, around ‘‘1.’’ In the wave-
guide, coaxial-to-waveguide, or coaxial design, the operat-
ing conditions are randomly distributed throughout Smith
chart (Fig. 11b).

4.4. Stability of Microwave Plasma Sources

The most significant feature of these microwave plasma
sources is their stability [42]. Therefore it is very impor-
tant to analyze an influence of disturbing factors, such as
gas flow instability, pressure, and absorbed power, doping
mass and flow variations, on the main types of microwave
plasma sources.
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The problem with plasma discharge stability can be
solved by analysis of current–voltage characteristics [5].
As a result, the stability criterion was formulated as a
rising current–voltage characteristic of the load or by con-
sidering the gradient of functional dependence of the re-
quired power and the plasma column admittance. But
analysis of plasma source performance by considering the
plasma source’s equivalent scheme is unreliable as there
are uncertainties in parameter calculations and in defini-
tion of voltage and current in microwave schemes.

To analyze the instability effect of any of the perturba-
tion factors (temperature of plasma, gas flowrate, pres-
sure, etc.) on plasma sources performance the Q-factor
method was proposed and applied [42]. If we describe per-
turbation injurious effect of any of the influencing quan-
tities as P, so any change in perturbation factors will
represent the absolute value |DP|. Now the criterion for
stability (S) of plasma design can be expressed as

S¼ dQ=ðdjDPjÞ > 0

Thus, when energy stored in the system is increased with
a change of any of the influencing quantities, the micro-
wave plasma source will be stable and self-sustained.
Therefore, if the stability factor S40, any injurious ef-
fects of the influencing conditions, which cause the plasma
to become unstable, will again increases the Q factor of the
resonance cavity, thus increasing the electric field suffi-
ciently to reignite the plasma.

For illustration, let us consider the conventional low Q-
factor waveguide setup plasma source (Fig. 7). It is useful

to represent a plasma slab as a ‘‘quasidielectric rod’’ inte-
grated in the microwave system with absorbed microwave
power depending on type, pressure, flowrate of gases, and
other parameters.

For this type of design, there is a very narrow interval
of parameters in which plasma can exist and be stable.
Any interchange in condition will result in changes in im-
pedance matches and power balance. For example, when
the plasma temperature increases as a result of any desta-
bilizing factors, the concentration of charged particles in
plasma increases so that the active component of the plas-
ma column impedance changes. This in turn increases the
reflection from the plasma slab. As a result, the Q factor of
the system and, therefore, the absorbed power decrease,
stability factor So0, that renders plasma generation un-
stable. When the plasma temperature decreases under the
influence of fluctuating factors, the local electric field as
well as absorbed microwave power decreases and the plas-
ma extinguishes, and the stability factor So0. This kind
of plasma source requires high stability of the external
parameters or a constant ‘‘ignition’’ such as the tungsten
trigger.

The microwave plasma stability in the MRPS and in
the waveguide setup plasma source can be compared with
equilibrium between a ball in a valley and on a hill. Like
the MRPS, any destabilizing factors (DD) return the ball
to equilibrium position (Fig. 12a). In case of the MWTPS,
the destabilizing factors (DD) move the ball away from the
equilibrium state (Fig. 12b).

Stability of MRPS, intensity of microwave power
absorption, and the size of a plasma slab have been

R=1
1

.2 .5 1 2 5

−1

(a)

2

5

−5

.5

−2−.5

−.2

.2

R=1
1

.2 .5 1 2 5

−1

(b)

2

5

−5

.5

−2−.5

−.2

.2

Figure 11. Operational points of resonance
(a) and nonresonance (b) plasma sources on
Smith chart.

∆D ∆D ∆D ∆D

High Q

Low Q
(a) (b)
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investigated, depending on type and flowrate of the gases
(air, CO2, N2, He, etc.) [46]. It was revealed that the vol-
ume of microwave plasma slab for given applied micro-
wave power is inversely proportional to ionization
potential of applied gases and their flowrate. Because of
peculiarities in MRPS design, a precursor mixture totally
passes through the plasma stage, significantly enhancing
the efficiency of the MRPS in comparison with microwave
waveguide-type plasma sources.

5. SOME PLASMA CHARACTERISTICS OF MRPS

A chemical kinetic modeling of the MRPS action on CO2

reduction was realized [47] on the basis of experimental
data published earlier [46]. The software CHEMKIN [48]
was employed for modeling the chemical kinetics. The
plasma model was built up. It was shown [47] that the
predicted electron (Te) and ion (Ti) temperatures are very
close at B7000 K for this case [46]: TeE7500 K and
TiE6500 K when the gas mixture flow is around 2 L/min.
Therefore, this plasma can be classified as thermal plasma
with a temperature of approximately 7000 K. These cal-
culations predicted that the nonthermal effect (i.e.,
TeE7500 K and TiE2500 K) becomes remarkable when
the gas flowrate is 410 L/min. At a flowrate of 100 L/min,
the predicted temperatures electrons and ions were Te

E6500 K and TiE500 K respectively, which corresponds to
the nonequilibrium plasma state.

6. ADVANTAGES OF MRPS

The MRPS has a number of advantages over a conven-
tional thermal plasma sources (arc plasma, RF plasma,
etc.) in that no electrodes are necessary. No electrodes are
needed for the generation of the microwave resonance
plasma that eliminates a potential source of the plasma
contamination. The absence of a cathodic sheath with high
potentials leads to a very-low-energy ion bombardment of
a given surface, minimizing surface damage. The MRPS
provides a downstream plasma torch unidirectional-act-
ing on surfaces that allows surface engineering of 3D-
shaped workpieces, which have to be rotated.

Incorporation of waveguide for introduction of the mi-
crowave energy into the resonant cavity has a number of
advantages over the design using the coupling probe con-
nected to a coaxial cable, namely:

* Noncontaminating plasma source
* Easy to adjust during MRPS operation;
* Simpler and cheaper design (coaxial is more expen-

sive than waveguide)
* Less manufacturing required
* Higher power-handling capability;
* Higher efficiency (lower loss per unit length of micro-

wave transmitter).

The novel MRPS described is a synergy of microwave
technique and a technique intended for materials process-
ing, plasma chemistry, plasma surface treatment, plasma

sterilization, and other applications. Microwave technolo-
gy, together with materials science, promises research op-
portunities with great potential in areas such as
nanotechnology, composite materials, and biomaterials.
Potential benefits include enhanced performance, extend-
ed life, cheap lifecycle costs, reduced environmental im-
pact, improved cost-effectiveness and value-added use of
materials through advanced manufacturing.

7. POTENTIAL APPLICATIONS OF MRPS

7.1. Surface Treatment

The microwave resonance plasma technique proposed in
this research of both deposition of coatings and surface
treatment at atmospheric pressure has great potential in
surface engineering. It is common to use a conventional
plasma spray technology for coating at atmospheric pres-
sure [7]. A plasma surface treatment (nitriding, oxinitrid-
ing, nitrocarburizing, etc.) is applied mostly by vacuum-
based methods such as direct-current glow discharge
(DCGD), and plasma immersion ion implantation (PI3).

In order to demonstrate the possibility of the novel
MRPS for surface treatment by nitriding and oxinitriding,
typical materials such as titanium with a microhardness
of 300–350 VH50 and its alloys, stainless steels 304 and
316 and mild steel 5140, were chosen for nitriding by
MRPS at atmospheric pressure [40,49]. Operational
MRPS parameters for nitriding/oxinitriding were incident
power 800–1000 W and gas flow 1–5 L/min. The gas flow-
rates of nitrogen and air were controlled by flowmeters
accurate to approximately 5% of the maximum flowrate.
The MRPS creates a stable plasma torch of 3–6 cm long.

The steel 5140 of chemical composition [(0.38–0.45)C,
(0.15–0.35)Si, (0.7–0.9)Cr] and stainless steels, 305 and
316 were nitrided by the MRPS. X-ray and metallographic
investigations of the nitrided layer on the steel surface
showed the formation of the amorphous layer (Fig. 13a).
Nitriding of steel 5140 in pure nitrogen plasma starts at
B501C of the substrate. Temperature increase of the sub-
strate up to 1001C leads to transformation of nitriding to
oxinitriding. This transformation is accompanied by
changing of color from light orange to dark pink. Above
1001C of steel 5140 substrate, the surface nitriding trans-
formed to oxidization and the color of the oxidized sur-
face became violet. Stainless-steel 304/316 substrates

(a) (b)
<100 µm> <--100 µm-->

Figure 13. Scanning electron microscopic cross sections of 5140-
steel (a) and Ti (b) after microwave plasma nitriding at atmo-
spheric pressure.

MICROWAVE RESONANCE PLASMA SOURCE 2943



commenced nitriding at B601C. Above 1501C, the stain-
less steels started to oxidise, and the surface acquired a
violet color.

The MRPS nitiriding demonstrated that the Ti surface
exhibits a somewhat distinct ‘‘golden’’ color that is char-
acteristic of titanium nitride. Diffusion of implanted ni-
trogen seldom occurs in the operative temperature range
of the DCGD and the PI3, because of the affinity of Ti for
nitrogen. In case of the MRPS nitriding, the proper layer
of TiNx with a hardness of B1500 VH200 is formed on the
Ti surface (Fig. 13b). It was observed that a thin surface
layer (5–10 mm) of X-ray amorphous TiN was formed im-
mediately. The introduction of (21 vol% of O2 and 79 vol%
of N2) into the MRPS had no significant effect on the per-
formance of the nitrided layers for the given air plasma.

Titanium begin to nitride at B1001C of substrate. This
Ti nitriding transformed to oxidization and the treated Ti
surface became violet above B2001C. Addition of oxygen
(up to 21 vol% of O2) to the pure nitrogen plasma shifted
the starting temperature of nitriding (B601C) for steel
5140 and at B1001C for stainless steels 304/316. In the
case of Ti, nitirding started at 41201C. Transitional tem-
peratures, from which oxinitriding passes to oxidizing, be-
came lower, such as B751C for steel 5140, B1151C for
stainless steel (SS) 304/316, and B1751C for Ti.

Reflectance Fourier transform infrared (FTIR) spec-
troscopy was employed to study the changes in chemical
composition of the nitrided layers. In particular, the re-
flectance FTIR spectra of steel 5140 nitrided by the MRPS
are displayed in Fig. 14. The maximum absorption (B0.7)
of the nitrided layer is reached at B1400–1600 cm� 1. The
band, where absorption is more than 0.5, is between 1700
and 1000 cm� 1.

FTIR spectroscopy of conventionally plasma (ion)
nitride steel 5140 by direct-current glow discharge
(DCGD) detected the strong absorption (40.5) within
the range of 800–2000 cm� 1. Absorption (B0.85) peaked

at B1150 cm�1. Comparing these spectra, one can note
the significant differences between plasma–material in-
teraction for MRPS and that for the conventional DCGD,
creating an equilibrium nitrided layer consisting of
microcrystalline nitrides on surface.

Titanium surface nitrided by MRPS radically differs
from that for steel 5140. An intense absorption peak was
detected at approximately 850 cm�1. The MRPS nitriding
forms a sharp band of nitrogen–titanium bonding.

7.2. Amorphization and Nanostructuring of Surface

The MRPS operating at atmospheric pressure [50] allows
the modification of a microcrystalline surface structure,
which becomes amorphous to X-rays [51]. In particular,
the X-ray amorphous nitride layers were formed on the
surfaces of Ti, SS 304, SS 316, and plain steel 5140 [50–
52], using a nitrogen-based mixture for the MRPS. Gen-
erally, it is possible to alloy the amorphous layers by bo-
ron, carbon, chromium, and other elements by employing
appropriate precursors in both gaseous and solid state.

This ability of novel MRPS to amorphize a surface mi-
crocrystalline layer up to B10mm thick, combined with
alloying, was used in this study to transform an original
microcrystalline surface layer into a nanocrystalline state
via an amorphous state. The novelty of this research is to
amorphize a microcrystalline surface by MRPS. The sub-
sequent heat treatment in order to transform the meta-
stable amorphous phase to a nanocrystalline state is
described in Ref. 53.

7.3. Nanostructured Biomaterials

A feasibility study of plasma nitriding/oxinitriding has
demonstrated that a novel low-cost plasma torch devel-
oped on the basis of the microwave resonance phenomenon
can be practical for nanotechnology [45,54], in parti-
cular for bioengineering coatings such a nanostructured
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zirconium/titanium oxide, carbyne-containing nanocom-
posites [55–58], diamondlike carbon, and carbon nitride.

Novel materials are required for cardiovascular thera-
pies, such as replacement of blood vessels and heart valves
and the provision of devices that intimately contact com-
ponents of the cardiovascular system, for example, dialy-
sis and oxygenation membranes, interventional catheters,
and cardiovascular stents. Improved biocompatibility of
these implants could result in patients requiring lower
doses of medication to prevent blood clotting.

MRPS allows the deposition of nanostructured bioma-
terials and coatings on metal/nonmetal surfaces using a
variety of carrier gases and the precursor materials, which
can be powders, liquids, or gases. This technology is also
capable of surface engineering of complex 3D shapes that
might be required for artificial implants. Advantages of
the proposed method overall include an enhancement
of biocompatibility and extended service life of artificial
implants.

One current trend in biomedical applications is to use
novel carbon-based biomaterials. Carbynes, which possess
a higher degree of biocompatibility and low litho- and
thrombogenic activity [59], have shown promise in modi-
fying coating on a surface of biocompatible material for
use in reconstructive surgery. For example [55,57,58],
nanocomposite coatings (nc-W3C/nc-carbynes) containing
carbynes as a binder demonstrated a high hardness
(35–40 GPa), chemical inertness, a low friction coefficient
(0.1–0.12), and excellent biocompatibility.

7.4. Plasma Chemistry

Environmental pollution by exhaust/flue gases is a topical
subject of the greenhouse effect. For example, a petrol en-
gine, which consumes of B14 L of liquid petrol per 100 km,
throws B38 L/s of exhaust gases. Currently, an incredible
amount of effort has been undertaken to reduce such emis-
sions and has been responsible for the longstanding inter-
est in the theoretical and experimental research of plasma
exhaust/flue gas treatment. Currently it is suggested that
microwave plasma treatment of exhaust/flue gases is able
to solve the problem of exhaust/flue gas environmental
pollution. Exhaust gases represent a multicomponent gas-
eous system. After, the combustion of petrol, which con-
sists of B96% of octane [CH3

. (CH2)6
.CH3], exhaust gases

correspond predominantly to a mixture of vapor (H2O),
carbon dioxide (CO2), and nitrogen (N2):

C8H18þ 62:5ð0:2O2þ0:8N2Þ

) 8CO2þ 9H2Oþ 50N2

Nitrogen is the ballast gas component because air, which
is used for combustion, is a mixture of oxygen (B20 vol%
O2 vol%) and nitrogen (B80 vol% N2). Nitrogen amounts
to 75% of total volumetric portion of exhaust gases: CO2–
H2O–N2E1–1–6. These three gaseous components define
microwave plasma chemistry treatment of exhaust gases.
Small additions of oxygen (2–5 vol%) and carbon monoxide
(B0.15 vol%) play a minor role.

The microwave plasma chemistry of the CO2–H2O–N2

gas system is important for technical application. In par-
ticular [46], an attempt was made to investigate the plas-
ma chemistry of the gas mixture of CO2–N2 and CO2–H2O
as potential precursors for a coating deposition of super-
hard carbon nitride, diamondlike carbon, carbyne-based
nanocomposites, and other compounds.

The results of the microwave plasma chemistry exper-
iment are shown in Figs. 15–17. As can be seen in Figs. 15
and 16, carbon dioxide decomposes on carbon monoxide
and oxygen. According to the formula CO2)COþ 0.5O2

(DH¼29.78 kJ/mol), two decayed molecules of CO2 create
two molecules of CO and one molecule of O2. Comparison
of the experimental volumetric portions of the gases after
microwave plasma treatment (Fig. 15) reveals good agree-
ment between these experiments with the equation given
above. Visible traces of solid carbon isolated in any form
have not been detected.

This scenario changed radically when nitrogen was
added on a ratio of CO2–N2¼ 6. Yield of CO increased sig-
nificantly. Every alternate CO2 molecule was dissociated.
Visible traces of solid carbon were not detected. The
most unexpected result was that the addition of nitrogen
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initiated an extra yield of carbon monoxide. As stated ear-
lier [5], a small addition of nitrogen does not affect the
yield of carbon monoxide. In this case, the CO yield in-
creases in by a factor of 1.5.

Nitrogen oxides are inherent byproducts of microwave
resonance plasma treatment when a gaseous mixture con-
tains nitrogen and oxygen in any combination. Nitrogen
oxides are usually formed in plasma at temperatures ex-
ceeding 20001C. In the course of the experiments (Fig. 17),
the concentration of nitrogen oxides increased in propor-
tion to the volumetric portion of nitrogen and carbon
dioxide beyond the upper limit of 4000 ppm (particles
per million) when NOx was measured a using gas ana-
lyzer [46].

The experiments showed a very rapid decomposition of
carbon dioxide into the main stable species CO and O2.
Comparison of the decomposition of carbon dioxide with-
out and with nitrogen addition revealed that the ratio be-
tween carbon monoxide and oxygen is altered by a factor
of 1.5 at steady state.

The characteristics of atmospheric pressure microwave
resonance plasma chemistry of carbon dioxide are

* No visible dissociation of carbon dioxide up to solid
carbon in any form when using the gas mixture of
CO2þHe

* Effect of increasing the yield of CO by a factor of 1.5
when using nitrogen addition to gas mixture of CO2

þHe

8. EVALUATION

The design of the novel MRPS source based on the TM013

mode has a number of advantages over the conventional
plasma spray sources, including

* High (B98%) efficiency of microwave energy con-
sumption

* High efficiency of precursor consumption
* Simple/and reliable design
* Noncontaminating thermal plasma source

* Ease of operation
* Variety of carrier gases for thermal plasma
* Selective surface treatment/coating
* Operating at atmospheric pressure
* Stability of the plasma torch
* Reliability of the MRIP source
* No inherent problem of erosion (no electrodes)
* Low capital and running costs
* Retrofitable design
* Compactness
* Low maintenance requirements
* Simple surface preparation for modification.

It is believed that the MRPS could find interesting ap-
plications in plasma thermal spray technology for deposi-
tion of coatings and in plasma chemistry for materials
processing. The novel MRPS is innovative for deposition
and coating of bionanomaterials.

The research and development have demonstrated
the commercial potential of the MRPS [40,60]. The
MRPS can be a commercial processing tool for the solid-
state amorphization of a surface layer, which is a transi-
tional stage for nanocrystallisation under an appropriate
thermal annealing.
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1. INTRODUCTION

The scattering properties of a terrain generated by an
impinging electromagnetic wave are generally repre-
sented by a quantity proportional to the average scattered
power called the scattering coefficient. This quantity is
dependent on the exploring frequency, view angle, polar-
ization, and the geometric and electric properties of the
terrain. Hence, it is a quantity that relates the geometric
and electric properties of the terrain and the sensing
system parameters to the scattering phenomenon. Its
precise definition will be given in the next section.

The scattering of waves that takes place at a surface
boundary between two homogeneous media is called sur-
face scattering. For natural ground surfaces where the
roughness can be described only statistically, the scattered
field will vary from location to location. Such a variation in
the received signal is called fading, and the associated
field amplitude and power distributions are its fading
statistics. A meaningful signature of the rough surface is
the statistically averaged, received power. It follows that
this average power must be a function of the statistical
parameters of the surface such as the standard deviation
of the surface height (RMS height) and its height correla-
tion function. In remote sensing it is the scattered field
that is received by the observing antenna. Thus, scatter-
ing is the key mechanism. However, in the presence of an
inhomogeneous medium such as a vegetation layer, sea
ice, or a snow layer, the propagating fields within the
medium are equally important, since they are part of the
sources of the scattered field. For an inhomogeneous layer
with irregular boundaries, an incident wave will generate
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1. INTRODUCTION

The scattering properties of a terrain generated by an
impinging electromagnetic wave are generally repre-
sented by a quantity proportional to the average scattered
power called the scattering coefficient. This quantity is
dependent on the exploring frequency, view angle, polar-
ization, and the geometric and electric properties of the
terrain. Hence, it is a quantity that relates the geometric
and electric properties of the terrain and the sensing
system parameters to the scattering phenomenon. Its
precise definition will be given in the next section.

The scattering of waves that takes place at a surface
boundary between two homogeneous media is called sur-
face scattering. For natural ground surfaces where the
roughness can be described only statistically, the scattered
field will vary from location to location. Such a variation in
the received signal is called fading, and the associated
field amplitude and power distributions are its fading
statistics. A meaningful signature of the rough surface is
the statistically averaged, received power. It follows that
this average power must be a function of the statistical
parameters of the surface such as the standard deviation
of the surface height (RMS height) and its height correla-
tion function. In remote sensing it is the scattered field
that is received by the observing antenna. Thus, scatter-
ing is the key mechanism. However, in the presence of an
inhomogeneous medium such as a vegetation layer, sea
ice, or a snow layer, the propagating fields within the
medium are equally important, since they are part of the
sources of the scattered field. For an inhomogeneous layer
with irregular boundaries, an incident wave will generate
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scattering throughout the volume of the layer. Such a
scattering mechanism is called volume scattering. In gen-
eral, there will also be surface scattering at the bound-
aries and hence surface–volume interaction, multiple
volume scattering, and surface scattering are also present
within the inhomogeneous layer. When the phase relation-
ship between scatterers is needed in volume scattering
calculation, the type of scattering is said to be coherent.
Otherwise, the total scattered power can be calculated by
adding the scattered power from individual scatterers,
and the associated scattering is said to be incoherent or
independent. In the radiative transfer formulation [1]
coherent calculation is used to derive the scattering phase
function, which describes single scattering by a single
scatterer in a sparse medium or a group of scatterers in
a dense medium.

A region with vegetation cover can be viewed as a
vegetation layer above an irregular ground surface. The
volume occupied by the vegetation biomass relative to the
total volume of a vegetation layer is generally less than
1%. For this reason a vegetation medium is taken to be a
sparse medium where multiple scattering beyond the
second order is assumed to be negligible. A more precise
definition of a sparse medium is a situation in which the
scatterers are in the far field of one another. The usual
condition for far field is that the range between scatterers
is greater than 2D2/l, where D is the largest dimension of
the scatterer and l is the operating wavelength in the
medium in which the wave is propagating. Under this
condition the phase of the propagating wave is a linear
function of the range. In such a medium it is possible to
ignore phase relations (or coherency) between scatterers
in scattering calculations. A vegetated medium does not
really satisfy this far-field condition. However, estimates
of scattering using far-field calculations have been shown
to give results that compare well with measurements [2].

A snow-covered region consists of an inhomogeneous
layer of ice particles sitting above an irregular ground
surface. The volume fraction of ice particles in snow
generally ranges from about 10 to 40%, while the ice
particle size is in the range of 0.03–0.3 cm. Two scenarios
are possible:

1. Within the distance of a wavelength there are two or
more scatterers. Such a medium is called an elec-
trically dense medium. In this case two or more
scatterers scatter as a group and a scattering phase
function for the group is needed in the scattering
calculation.

2. The adjacent scatterers are not in the far field of
each other, but the average spacing between them is
more than a wavelength. In this case the scattering
phase function is for a single scatterer, but the far-
field approximation is not applicable. Such a med-
ium is a spatially dense medium.

A general dense medium may be spatially and electrically
dense. Hence, the general scattering phase function for
snow must include both of these effects [3–5]. In a dense
medium scattered fields from scatterers interact at all
range values. They are said to interact in the near field,

when the range between scatterers is small compared to
the operating wavelength.

2. BASIC TERMS IN SCATTERING

In radar remote sensing the quantity measured is the
radar cross section for an isolated target or the scattering
coefficient for an area extensive target. To measure the
radar cross section of a target, the size of the target must
be smaller than the coverage of the radar beam; the
converse is true in measuring the scattering coefficient.
Intuitively, an object can scatter an incident wave into all
possible directions with varying strength, and this scat-
tering pattern should vary with the incident direction. To
compare between the scattering strengths of objects in a
given direction, some common reference is needed. For the
radar cross section of an object, the common reference is
an idealized isotropic scatterer. Thus, the radar cross
section of an object observed in a given direction is the
cross section of an equivalent isotropic scatterer that
generates the same scattered power density as the object
in the observed direction. Mathematically the radar cross
section sr of an object observed in a given direction is the
ratio of the total power scattered by an equivalent iso-
tropic scatterer to the incident power density on the object

sr¼
4pR2jEsj2

jEij2
� 4pjSj2 ð1Þ

where R is the range between target and the radar
receiver; Ei is the incident field; Es is the scattered field
along the direction under consideration, and S is the
scattering amplitude of the object defined by (R|E

s
|)/|Ei|.

For an area extensive target such as a randomly rough soil
surface, the scattered field comes from the area illumi-
nated by the radar antenna. To avoid dependence on the
size of the illuminated area A0, we want to define a per
unit area quantity, the scattering coefficient of the surface
s0, which is the statistically averaged radar cross section
of A0 divided by A0. Let / S be the symbol for statistical or
ensemble average. Then, s0 can be written as

s0¼
hsri

A0
¼

4pR2hjEsj2i

A0jEij2
�

4phjSj2i
A0

ð2Þ

When the transmitting and receiving antennas of the
radar are collocated, the radar is said to operate in the
monostatic mode. If the locations of these antennas are
separated, it is said to operate in a bistatic mode. The
scattering coefficient corresponding to the bistatic opera-
tion is referred to as a bistatic scattering coefficient.

2.1. Wave Polarization Consideration

In remote sensing of the Earth environment we generally
encounter plane-wave reflection from and transmission
through a weakly finitely conducting medium. This pro-
blem has been extensively treated in Ref. 6. As shown in
Fig. 1, a plane wave incident at a plane boundary is said to
be horizontally polarized or a TE wave, if its electric field
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vector is perpendicular to the plane of incidence, which is
the plane parallel to the wave propagation direction and
the normal vector to the boundary, the xz plane in Fig. 1.
In this case the magnetic field vector is parallel to the
plane of incidence. The incident wave is said to be parallel
or vertically polarized or a TM wave, if the direction of the
electric field vector is parallel to the plane of incidence.
The law of reflection requires the incident and reflected
angles to be the same, yr¼ y, and Snell’s law for dielectric
media shows that the angle of transmission can be com-
puted from

yt¼ sin�1 ðm1e1Þ
1=2 sin y

ðm2e2Þ
1=2

" #
ð3Þ

where m and e denote, respectively, the permeability and
permittivity of a medium. When the lower medium is
finitely conducting but the conductivity is small, Eq. (3)
still gives a good estimate of the transmission angle, and
the attenuation of the transmitted field in medium 2 may
be estimated by the loss factor, exp[� 0.5s2Z2|z|], where
s2 is the conductivity, z is the distance into medium 2, and
Z2¼ (m2/e2)1/2 is the intrinsic impedance of medium 2. The
reader is referred to Ulaby et al. [6] for yt and attenuation
calculations, when the loss is not small.

For most naturally occurring media, m1Em2Em0. From
Eq. (3) we see that if e14e2 the sine of yt may exceed unity
for some range of y. The y for which sin yt¼1 is called the
critical angle yc. When y4yc, sin yt41, and there is no real
angle of transmission. Physically, the incident field is
totally reflected.

The Fresnel reflection and transmission coefficients for
horizontal polarization with m1Em2Em0 may be written for
the electric fields as [6]

Rh¼
Er

Ei
¼

k1 cos y� k2 cos yt

k1 cos yþ k2 cos yt
¼

Z2 cos y� Z1 cos yt

Z2 cos yþ Z1 cos yt
ð4Þ

and

Th¼
Et

Ei
¼ 1þRh ð5Þ

where k1,2¼o(m0e1,2)1/2 is the wavenumber of the medium.
For finitely conducting lower media, k2 cos yt is actually a
complex quantity. Its exact representation may be found
in Ref. 6. For media with a small conductivity, it is possible
to approximate Rh,Th by replacing e2 by e2� js2/o and use
(3) to calculate yt. For example,

k2 cos yt �o
�
m0 e2 � j

s2

o

� ��1=2

cos yt and

Z2

cos yt
�

m0

e2 � j
s2

o

2
64

3
75

1=2

1

cos yt

ð6Þ

Analogous relations for the Fresnel reflection and trans-
mission coefficients of vertically polarized waves for the
magnetic fields can be obtained by interchanging the
positions of k1,Z1 with those of k2,Z2 as

Rv¼
Hr

Hi
¼

k2 cos y� k1 cos yt

k2 cos yþ k1 cos yt
¼

Z1 cos y� Z2 cos yt

Z1 cos yþ Z2 cos yt
ð7Þ

and

Tv¼
Ht

Hi
¼ 1þRv ð8Þ

Although it is not possible for Rh to be zero with e1ae2
between dielectric media for some incident angle, it is
possible for Rv to be zero. This particular incident angle is
called the Brewster angle yB. At this incident angle Tv¼ 1,
Rv¼ 0 for dielectric media. The Brewster angle can be
found from

yB¼ tan�1 e2

e1

� �1=2

ð9Þ

To extend the scattering coefficient s0 to include polariza-
tion dependence, let p denote the incident polarization and
q the scattered polarization. The symbols p and q may
represent either vertical or horizontal polarization. Then,
we can add ‘‘q’’ and ‘‘p’’ as subscripts to the scattering
coefficient as s0

qp.

2.1.1. Like and Cross Polarizations. Radar measure-
ments are generally acquired in both like (or copolarized)
and cross polarizations. The polarization of an antenna
used for measurement is defined to be the same as that of
the wave that it transmits, and the polarization of the
wave is the direction of its electric field vector. The term,
like polarization, means transmitting and receiving with
matched antennas

jar .atj ¼ 1 ð10Þ

medium 1

medium 2

X

H →r

E →i

H →i E →r

E →t

H →t

Z

� �r

�t

(�2, 	2, �2)

(�1, 	1)

Figure 1. Reflection and transmission at a plane boundary
between a dielectric upper medium and a finitely conducting
lower medium.
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where at;ar are the polarizations of the transmitting and
receiving antennas, respectively. The cross or orthogonal
polarization is defined to be with zero reception:

jar .atj ¼ 0 ð11Þ

To illustrate the meaning of Eq. (10), consider the trans-
mitting antenna with polarization defined by Eq. (12),
which represents a left-hand elliptically polarized plane
wave from a transmitting antenna. The term left-hand
means that when the thumb of the left hand is in the
direction of propagation, the fingers are pointing in the
direction of rotation of the electric field vector as time
increases (Fig. 2):

Et¼x cos st cosðot� kzÞ � y sin st sinðot� kzÞ ð12Þ

The angle st defines the relative magnitudes of the semi-
axes of the ellipse and is known as the ellipticity angle. A
sign change in st or z would make the wave right-handed.
If the receiving antenna is chosen to have the same
polarization, its radiated field will have the same mathe-
matical form but expressed in coordinates for the receiv-
ing antenna (the primed coordinates in Fig. 2). As
illustrated in Fig. 2, transmitting and receiving antenna
systems must point in opposite directions. This means
that when the radiated field of the receiving antenna is
expressed in the coordinates of the transmitting antenna,
its propagation phase must take the form otþ kz. The
coordinate system for the receiving antenna may be
related to that of the transmitting antenna as follows:

x0 ¼x

y0 ¼ � y
ð13Þ

Thus, the radiating field from the receiving antenna
expressed in the coordinates of the transmitting antenna
is

Er¼x cos sr cosðotþ kzÞþ y sin sr sinðotþ kzÞ ð14Þ

When we convert it to phasor form, it becomes

Er¼ ðx cos sr � jy sin srÞ exp½jðotþkzÞ� � are
jðotþ kzÞ ð15Þ

Similarly, from Eq. (12) the polarization unit vector in
phasor form for the transmitting antenna is

at¼x cos sþ jy sin s

when we set st¼ sr¼ s. Clearly it is the complex conjugate
of ar and jar .atj ¼ 1. The polarization states of both
antennas are left-hand elliptic. Hence this case is referred
to as like polarization. The special case, where t is zero,
yields linear polarization in x direction for both the
transmitting and receiving antennas.

To illustrate cross- or orthogonal polarization, consider
the receiving antenna defined by Eq. (14) and set
sr¼ st � p=2. Thus, the polarization vector of the receiving
antenna expressed in the transmitting coordinates after
setting st¼ t becomes

âar¼x sin sþ jy cos s ð16Þ

If we take the dot product according to Eq. (11), we find
that ar

.at¼ 0. When we check the polarization state of
the receiving antenna, it is right-hand elliptic. Thus, left-
hand elliptic and right-hand elliptic polarizations are
mutually orthogonal. The special case, when s is zero,
yields linear polarization with x direction for the trans-
mitting antenna and y direction for the receiving antenna.
These directions are clearly orthogonal.

3. RADIATIVE TRANSFER FORMULATION

In this section we present the basic development of the
radiative transfer theory and its formulation for scatter-
ing from and propagation through an inhomogeneous
layer with irregular boundaries. In the classical formula-
tion of the radiative transfer equation [7] the fundamental
quantity used is the specific intensity Iv. It is defined in
terms of the amount of power dP (watts) flowing along the
r direction within a solid angle dO through an elementary
area dS in a frequency interval (n, nþdn) as follows:

dP¼ Iv cos adS dOdn ð17Þ

where a is the angle between the outward normal s to dS
and the unit vector r. The dimension of Iv is expressed in
W m� 2 sr� 1 Hz�1. In most remote-sensing applications,
the radiation at a single frequency is considered. Thus, it
is more convenient to consider the intensity I at a fre-
quency n, which is defined as the integral of Iv over the
frequency interval (n�dn/2, nþdn/2). In terms of inten-
sity, the amount of power at a single frequency can be
written as

dP¼ I cos adS dO ð18Þ

The equation of transfer governs the variation of intensi-
ties in a medium that absorbs, emits, and scatters radia-

Y

Z
x ′

y ′

z ′

�t

X

Figure 2. Illustration of the polarizations of transmitting and
receiving antenna systems. A left-hand elliptically polarized
transmitted field is shown.
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tion. Within the medium, consider a cylindrical volume of
unit cross section and length dl. The change in intensity
may be a gain or a loss. The loss in intensity I propagating
through the cylindrical volume along the distance dl is
due to absorption and scattering away from the direction
of propagation, and the gain is from thermal emission and
scattering into the direction of propagation

dI¼ � kaIdl� ksIdlþ kaJadlþ ksJsdl ð19Þ

where ka,ks are the volume absorption and volume-scatter-
ing coefficients. In Eq. (19) Ja and Js are the absorption
source function (or emission source function) and the
scattering source function. Equation (19) is the radiative
transfer equation in which the definition of Js is

Jsðys;fsÞ¼
1

4p

Z 2p

0

Z p

0

Pðys;fs; y;fÞIðy;fÞ sin ydydf ð20Þ

where P(ys, fs; y, f) is the phase function accounting for
scattering within the medium to be defined in the next
subsection. It is clear from Eq. (20) that Js is not an
independent source of the medium but is itself a function
of the propagating intensity. On the other hand, Ja is an
independent source function proportional to the tempera-
ture profile of the medium; namely, it is the source
function in passive remote sensing problems. As such, it
should be dropped in active remote sensing problems in
which the source is an incident wave from the radar
transmitter outside the scattering medium.

For the active sensing problem to be considered in this
section, we will treat partially polarized waves by intro-
ducing the Stokes parameters. Then, we will generalize
the scalar radiative transfer equation to a matrix equa-
tion. In so doing, it is helpful first to establish the relation
between the scattered intensity and the incident intensity
and then to relate these intensities to the corresponding
electric fields.

3.1. Stokes Parameters, Phase Matrices, and Radiative
Transfer Equations

For an elliptically polarized monochromatic plane wave,
E¼ ðEvvþEhhÞ expðjk . rÞ, propagating through a differ-
ential solid angle dO in a medium with intrinsic impe-
dance Z, where v and h are the unit vectors denoting
vertical and horizontal polarization, respectively, the mod-
ified Stokes parameters Iv, Ih, U, and V in the dimension of
intensity can be defined in terms of the electric fields as

Iv dO¼ 0:5 Re
jEvj

2

Z�

� �
ð21Þ

Ih dO¼ 0:5 Re
jEhj

2

Z�

� �
ð22Þ

U dO¼Re
EvE�h
Z�

� �
ð23Þ

V dO¼ Im
EvE�h
Z�

� �
ð24Þ

where * is the symbol for complex conjugate, Z¼ [m/(e� js/
o)]1/2 for finitely conducting medium and the right-hand
side of Eq. (21) or (22) is the average Poynting vector
representing power density in units of watts per meter
squared. These four parameters have the same dimension
and hence are more convenient to use than amplitude and
phase, which have different dimensions. It has been shown
that the amplitude, phase, and polarization state of any
elliptically polarized wave can be completely character-
ized by these parameters [8].

3.1.1. Phase Matrix for Rough Surfaces. To relate the
scattered intensity to the incident intensity, consider a
plane wave illuminating a rough surface area A0. The
relation between the vertically and horizontally polarized
scattered field components Es

v;E
s
h and those of the incident

field components Ei
v;E

i
h is

Es
v

Es
h

" #
¼

ejkR

R

Svv Svh

Shv Shh

" #
Ei

v

Ei
h

" #
ð25Þ

where Spq (where subscripts ‘‘p, q’’¼ vertical or horizontal)
is the scattering amplitude in meters, R is the distance
from the center of the illuminated area to the point of
observation, and k is the wavenumber. Consider Es

v

�� ��2=Z�

jEs
vj

2

Z�
¼

1

R2

jSvvj
2jEi

vj
2

Z�
þ
jSvhj

2jEi
hj

2

Z�
þ 2 Re

SvvS�
vh

Ei
vEi�

h

Z�

 !

where

2 Re
SvvS�vhEi

vEi�
h

Z�

¼ 2 Re Re SvvS�vh

� 
þ j Im SvvS�vh

� � 	

�
Re Ei

vEi�
h

Z�
þ j Im

Ei
vEi�

h

Z�

� ��

¼ 2 ReðSvvS�vhÞRe
Ei

vEi�
h

Z�
� 2 ImðSvvS�vhÞIm

Ei
vEi�

h

Z�

Recognizing the relation above, we can obtain the follow-
ing quantities using Eqs. (25) and (21) through (24):

0:5 Re
hjEs

vj
2i

Z�

¼
hjSvvj

2Ivþ jSvhj
2IhþReðSvvS�vhÞU � ImðSvvS�vhÞVidO

R2

ð26Þ

0:5 Re
jEs

hj
2

� �

Z�

¼
jShvj

2Ivþ jShhj
2IhþReðShvS�hhÞU � ImðShvS�hhÞV

� �
dO

R2

ð27Þ
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Re
Es

vEs�
h

Z�

� �

¼
h½2 ReðSvvS�hvÞIvþ 2 ReðS�hhSvhÞIh�idO

R2

þ
h½ReðSvvS�hhþSvhS�hvÞU � ImðSvvS�hh � SvhS�hvÞV�idO

R2

ð28Þ

Im
Es

vEs�
h

Z�

� �

¼
½2 ImðSvvS�hvÞIvþ 2ImðS�hhSvhÞIh�
� �

dO
R2

þ
½ImðSvvS�hhþSvhS�hvÞU � ReðSvvS�hh � SvhS�hvÞV�
� �

dO
R2

ð29Þ

The left-hand sides of these equations are in watts per
square meter. To convert them to intensity, we need to divide
both sides of the equation by the solid angle subtended by

the illuminated area A0 at the point of observation,
(A0 cos ys)/R

2, where ys is the angle between the scattered
direction and the direction normal to A0. Eq. (26) becomes

0:5R2 RehjEs
vj

2i

ðZ � A0 cos ysÞ
¼
hjSvvj

2Ivþ jSvhj
2IhþReðSvvS�vhÞUidO

A0 cos ys

�
hImðShvS�hhÞVidO

A0 cos ys
ð30Þ

The term on the left-hand side of this equation is the
intensity of the scattered field. In view of Eq. (2), we can
rewrite the equation in terms of the scattering coefficients as

Is
v¼
ðs0

vvIvþ s0
vhIhþ s0

vvvhUþ s0
hvhhVÞdO

4p cos ys
ð31Þ

Similarly, we can convert the left-hand sides of Eqs. (27)–(29)
into intensities and rewrite all four resulting equations into
a matrix equation. This matrix equation relates the scat-
tered intensities Is to the incident intensities Ii through a
dimensionless quantity known as the phase matrix P:

Is
¼

1

4p
PIidO ð32Þ

The components of Ii are the Stokes parameters as defined
by Eqs. (21)–(24) for the incident plane wave. The compo-
nents of the scattered intensity Is are also Stokes parameters

but are defined for spherical waves. They differ from the
plane wave definition in the normalizing solid angle
(A0cosys)/R

2. The element of the phase matrix relating Is
v

to Ii
v is s0

vv= cos ys. To summmarizze, all possible incident
intensities from all directions contributing to Is along a
given direction, we integrate over all solid angles:

Is
¼

1

4p

Z

4p
PIidO ð33Þ

This equation is the generalized version of Eq. (20), for
partially polarized waves. Here Is, Ii are column vectors
whose components are the Stokes parameters. The detailed
contents of the phase matrix written in terms of scattering
amplitudes are summarized below

P¼
4phMi

A cos ys
ð34Þ

where the Stokes matrix M is

3.1.2. Phase Matrix for an Inhomogeneous Medium. Con-
sider a homogeneous medium embedded randomly with
scatterers. Each scatterer is characterized by a bistatic
radar cross section sp due to a p-polarized [p¼ v or h
(vertical or horizontal)] incident intensity. The scattering
cross section of the scatterer Qsp is defined as the cross
section that would produce the total scattered power
surrounding the scatterer due to a unit incident Poynting
vector of polarization p

Qspðy;fÞ ¼
1

4p

Z

4p
spdOs¼

Z

4p
hjSvpj

2þ jShpj
2idOs ð35Þ

where y,f indicate the incident direction and integration
is over the scattered solid angle. The volume scattering
coefficient for the inhomogeneous medium and polariza-
tion p is

ksp¼NvQsp ð36Þ

where Nv is the number of scatterers per unit volume [8]
or the number density. The volume scattering coefficient
ksp represents the scattering loss per unit length and
has the units of Np/m (nepers per meter). In the case
of a continuous, inhomogeneous medium defined by a
spatially varying permittivity function, the scattering
amplitudes Svp,Shp are for an effective volume V. The

jSvvj
2 jSvhj

2 ReðSvvS�vhÞ �ImðSvvS�vhÞ

jShvj
2 jShhj

2 ReðShvS�hhÞ �ImðShvS�hhÞ

2ReðSvvS�hvÞ 2ReðSvhS�hhÞ ReðSvvS�hhþSvhS�hvÞ �ImðSvvS�hh � SvhS�hvÞ

2ImðSvvS�hvÞ 2ImðSvhS�hhÞ ImðSvvS�hhþSvhS�hvÞ ReðSvvS�hh � SvhS�hvÞ

2
666664

3
777775

MICROWAVE SCATTERING MODELS FOR EARTH TERRAIN 2953



volume scattering coefficient is defined as [9]

ksp¼
1

V
Qsp ð37Þ

Another important parameter for characterizing an inho-
mogeneous medium is its absorption loss, represented by
the volume absorption coefficient, kap. This quantity may
be defined in terms of the average relative permittivity eap

of the medium, where p denotes the incident polarization.
Letting k0 be the free-space wavenumber, we define the
absorption coefficient for p polarization as

kap¼ 2k0 Im
ffiffiffiffiffiffi
eap
p�� �� ð38Þ

This equation may be used for either a continuous inho-
mogeneous medium or a discrete inhomogeneous medium.
In the latter case the absorption cross section Qap for one
particle and p polarization can be defined as

Qap¼
kap

Nv
ð39Þ

From Eqs. (36) and (39) the total cross section, also known
as the extinction cross section, for a scatterer is

Qep¼QapþQsp ð40Þ

and the extinction coefficient is kep¼NvQep. In Eq. (40),
Qep is the effective area that generates the total scattered
and absorbed power due to a unit incident Poynting vector
of polarization p. The ratio of ksp to kep is the albedo of the
random medium. Conceptually, either Qep or Qsp may be
used in place of Acos ys in Eq. (34) to define the phase
matrix of a single scatterer. However, unlike Acos ys, Qep

and Qsp have polarization dependence in general [10] and
hence are matrices. Let us denote them as Qe and Qs. The
choice of the definition for the phase matrix depends on
the assumed form of the scattering source term in Eq. (19).
When the term is written as jsJs, the definition is [11]

Ps¼4pQ�1
s hMi ð41Þ

If the term is written as jeJ
0
s , then the definition should

be [8]

Pe¼ 4pQ�1
e hMi ð42Þ

Both definitions have appeared in the literature. Clearly,
the phase matrix is a term created for convenience; the
scattering source term is the fundamental quantity. Thus,
while Eq. (41) is not the same as Eq. (42), the source terms
are the same in both cases, as they should be:

jsJs¼ jeJ
0
s¼

Z

4p
NvhMiIdO ð43Þ

In view of Eqs. (43) and (19), the radiative transfer
equation for partially polarized waves in a discrete

inhomogeneous medium is

dI

dl
¼ � jeIþ

je

4p

Z

4p
PeIdOþ jaJa

¼ � jeIþ
js

4p

Z

4p
PsIdOþ jaJa

ð44Þ

or

dI

dl
¼ � jeIþ

Z

4p
NvhMiIdOþ jaJa ð45Þ

In a continuous, inhomogeneous medium, it is more con-
venient to use the Stokes matrix instead of the phase
matrix. Making use of Eq. (37), we have

dI

dl
¼ � jeIþ

Z

4p

hMi

V
I dOþ jaJa ð46Þ

In Eq. (46), V is the effective illuminated volume as given
in Eq. (37) and will cancel out upon evaluating /MS. It is
clear from Eqs. (45) and (46) that the fundamental quan-
tity in scattering is the scattering amplitude, while phase
function is an artificially created quantity.

The radiative transfer equation is formulated on the
basis of energy balance. The phase changes of the scat-
tered wave and its cross-correlation terms are ignored in
the solution of the transfer equation. For a sparsely
populated random medium it is not necessary to track
the phase change between scatterers. In a dense medium a
group of scatterers may scatter coherently. Thus phase
relation among scatterers must be taken into account in
the derivation of the phase function. However, phase
effects in multiple scattering calculations can still be
ignored because the mechanism of multiple scattering
tends to destroy phase relation between scatterers. To
date, the radiative transfer formulation is still the most
practical approach to compute multiple scattering from an
inhomogeneous medium. Furthermore, it provides a nat-
ural way to combine surface boundary scattering with
volume scattering from within an inhomogeneous layer, as
we shall see in the next section.

4. SCATTERING FROM AN INHOMOGENEOUS LAYER
WITH IRREGULAR BOUNDARIES

For bounded media, scattering or reflection may occur at
the boundary. Both incident and scattered intensities are
needed in the boundary conditions. Therefore, it is neces-
sary to split the intensity matrix into upward Iþ and
downward I� components and rewrite Eq. (45) as two
equations. For active sensing applications, the thermal
source term is not needed. It is also a standard practice to
express the slant range in terms of the vertical distance,
that is, let l¼ z/cos y (Fig. 3)

Consider the problem of a plane wave in air incident on
an inhomogeneous layer above a ground surface. The
geometry of the scattering problem is depicted in Fig. 3.
The inhomogeneous layer is assumed to have such
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characteristics that the upward intensity Iþ and the
downward intensity I� satisfy the radiative transfer
equation. On rewriting (45) in terms of these intensities
we obtain [1]

ms

d

dz
Iþ ðz; ms;fsÞ¼�jeI

þ
ðz; ms;fsÞ

þ
1

4p

Z 2p

0

Z 1

0

jsPsðms;m;fs � fÞIþ ðz; m;fÞdmdf

þ
1

4p

Z 2p

0

Z 1

0
jsPsðms;�m;fs � fÞI�ðz; m;fÞdmdf

ð47Þ

ms

d

dz
I�ðz; ms;fsÞ¼ jeI

�
ðz; ms;fsÞ

�
1

4p

Z 2p

0

Z 1

0
jsPsð�ms; m;fs � fÞIþ ðz; m;fÞdmdf

�
1

4p

Z 2p

0

Z 1

0
jsPsð�ms; m;fs � fÞI�ðz; m;fÞdmdf

ð48Þ

where ms¼ cos ys; m¼ cos y, Iþ , I� are column vectors
containing the four modified Stokes parameters and Ps is
the phase matrix.

To find the upward intensity due to an incident inten-
sity Ii, where Ii

¼ I0d(m� mi)d(f�fi), d( ) is the Dirac delta
function and (yi, fi) denotes the direction of propagation of
the incident wave, we need to solve Eqs. (47) and (48),
subject to the following boundary conditions. At z¼ �d
the upward and downward intensities are related through
the ground-scattering phase matrix G as

Iþ ð�d; ms;fsÞ¼
1

4p

Z 2p

0

Z 1

0
Gðms;�m;fs � fÞ

� I�ð�d; m;fÞ dm df

ð49Þ

If the ground surface is flat, G may be written in terms of
the reflectivity matrix Rg as

G¼4pRgdðms � mÞdðfs � fÞ ð50Þ

At the top boundary z¼ 0, the upward and downward
intensities are related through the surface-scattering and
transmission phase matrices SR and ST [12]

I�ð0; ms;fsÞ

¼
1

4p

Z 2p

0

Z 1

0
SRð�ms; m;fs � fÞIþ ð0; m;fÞ dm df

þ
1

4p

Z 2p

0

Z 1

0
STð�ms;�m;fs � fÞIi

ð0; m;fÞ dm df

ð51Þ

Once Iþ (0, ms, fs) is determined within the inhomoge-
neous layer, the upward intensity transmitted from the
layer into air can be found using the transmission scatter-
ing matrix of the surface, ST as

Iþ ðms;fsÞ¼
1

4p

Z 2p

0

Z 1

0
STðms; m;fs � fÞ

� Iþ ð0; m;fÞ dm df

ð52Þ

The total scattered intensity in air is given by the sum of I
þ (ms, fs) and Is, where Is is the intensity due to random
surface scattering by the top layer boundary:

Is¼
1

4p

Z 2p

0

Z 1

0
SRð�ms;�m;fs � fÞIi

ð0; m;fÞ dm df ð53Þ

The explicit forms of the matrices Rg, SR, and ST are
available in Fung [1]. The expressions for SR and ST are
for an irregular boundary. The G matrix is assumed to
have the same mathematical form as SR. Once the total
scattered intensity for a p-polarized component Is

p of the
intensity matrix is found, the scattering coefficient for this
component is defined relative to the incident intensity
Ii

q¼ Iq0dðm� miÞdðf� fiÞ of polarization q along (mi, fi)
direction as

s0
pq¼

4pIs
p cos ys

Iq0
ð54Þ

The transfer equations given by Eqs. (47) and (48) can be
solved exactly by using numerical techniques [13,14].
Analytic solutions by iteration are available to the first
order in albedo [1, Chapter 2], which is also known as the
Born approximation. Generally, it is practical to carry the
iterative solution process to the second order in albedo.
This additional complexity is justified only for cross-
polarization in the plane of incidence, because its first-
order solution is zero. For like polarization the difference
between the first- and second-order results is generally
within experimental error.

4.1. First-Order Solution of the Layer Problem

In many practical applications the volume scattering from
an inhomogeneous layer can be approximated by using a
first-order solution whenever the albedo of the medium is
smaller than about 0.3. Furthermore, because volume

Xz = 0

z = −d

	2 �2

	1 �1

�s

�t

�s

�t

Ii

I
−

I
+

Is
Z

�

Figure 3. Scattering geometry for an inhomogeneous layer
above a homogeneous half-space.
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scattering has a slow varying angular behavior over
incident angles in the range between 01 and 701, we can
approximate the transmission across an irregular bound-
ary by a plane boundary. Under these conditions the
first-order solution to the radiative transfer equations
consists of four major terms: (1) volume scattering by the
inhomogeneous layer transmitted across the top bound-
ary, (2) scattering by the bottom layer boundary passing
through the layer into the upper medium, (3) scattering
between layer volume and lower boundary passing
through the layer into the upper medium, and (4) surface
scattering by the top boundary. Note that only the last
term represents pure surface scattering and does not
involve propagation through the layer volume. The second
and third terms are dependent on contributions from
the lower boundary and can be ignored in dealing with
half-space or very thick layer.

The volume backscattering term for p polarized scat-
tering has the form [1]

s0
vppðyÞ¼ 0:5 cos yt

ks

ke
Tpðy; ytÞTpðyt; yÞ 1� exp

�2ked

cos yt

� �� �

�Psppðyt; p; p� yt; 0Þ

¼ 2p cos ytTpðy; ytÞ 1� exp
�2ked

cos yt

� �

�
hjSppðyt; p; p� yt; 0Þj

2i

se
Tpðyt; yÞ ð55Þ

where yt is the angle of transmission, Tp(yt, y) is the
Fresnel power transmission coefficient for p polarization,
d is the depth of the layer, Spp(yt, p; p� yt, 0) is the
scattering amplitude and the ensemble average is over
the distribution of the orientation of the scatterer, and ke

¼Nvse; Nv is the number density of scatterers and the
extinction cross section is given by

se¼ �
4p
k

� �
Im½hSppðp� yt; 0; p� yt; 0Þi� ð56Þ

The extinction coefficient ke is the controlling factor for
propagation through the layer. Both the scattering and
the extinction coefficients are dependent on the scattering
amplitude of the scatterer. In Eq. (55) we provide two
forms of the scattering coefficient because for some pro-
blems such as Rayleigh scattering the phase function Pspp

is known, and for others only the scattering amplitude is
available.

Surface backscattering from the lower boundary is
given by the surface scattering coefficient from the lower
boundary, s0

sppðyÞ, modified by propagation loss through
the layer and transmission across the top boundary as

s0
lppðyÞ ¼ cos yTpðy; ytÞ

s0
sppðytÞ

cos yt
Tpðyt; yÞ exp

�2ked

cos yt

� �
ð57Þ

The explicit form of the surface scattering coefficient
s0

sppðyÞ is given in the next section. Finally, we give
the expression for the volume–surface interaction term

resulting from the incident wave transmitted through the
layer, reflected by the lower boundary, and then scattered
by layer inhomogeneities back into the direction of the
receiver. By reciprocity, the wave that traverses the same
path in the reverse direction makes the same contribution
to the receiver. This term has the form

s0
lvppðyÞ¼ cos yTpðy; ytÞ

ksdjRpðytÞj
2

cos yt
Tpðyt; yÞ exp

�2ked

cos yt

� �

�fPsppðp� yt;p; p� yt;0ÞþPsppðyt; p; yt;0Þg

¼ cos yTpðy; ytÞ
NvdjRpðytÞj

2

cos yt
Tpðyt; yÞ exp

�2ked

cos yt

� �

� ð4pÞfhjSsppðp� yt; p; p� yt; 0Þj
2i

þ hjSsppðyt; p; yt; 0Þj
2ig ð58Þ

In Eq. (58), |Rp(yt)|
2 is the p-polarized Fresnel reflectivity

and Nv is the number density.
The relative importance of each of the four terms and

the actual contents of the phase function or scattering
amplitude are dependent on applications. This is illu-
strated in the subsequent sections.

5. SCATTERING FROM SOIL SURFACES

When an incident electromagnetic wave impinges on an
irregular surface, it induces a current on it. The waves
radiated by this current is called the scattered wave. To
calculate surface scattering, one needs to solve the inte-
gral equation that governs this induced current on the
surface. In general, there is no closed-form, analytic
solution for this integral equation. An approximate solu-
tion to it is available in Chapter 4 of Ref. 1 and in Ref. 15.
It is shown in Chapter 5 of Ref. 1 that the classical
backscattering coefficients under high and low frequency
conditions for rough surfaces, that is, those based on the
Kirchhoff and the small perturbation approximations, are
special cases of this scattering coefficient. Hence, we can
examine rough surface scattering properties over the
entire frequency band with this coefficient. Only single-
scatter, backscattering from a randomly rough soil surface
is considered here. Readers interested in bistatic scatter-
ing and multiple surface scattering are referred to Fung
[1,15] and Hsieh et al. [16], respectively.

5.1. Backscattering from a Randomly Rough Soil Surface

To compute backscattering from a soil surface, we need to
know both the electric and geometric properties of the
surface. In general, the permeability of the soil can be
taken to be the same as air, and only the complex dielectric
constant is needed. An empirical formula for the relative
complex dielectric constant of soil is available from Ulaby
et al. [17]. It has the form

er¼ 1þ
SBDð4:70:65 � 1Þ

2:65
þmvbðe0:65

w � 1Þ

� �1=0:65

ð59Þ
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where SBD stands for soil bulk density in g/cm3, mv is the
volumetric soil moisture, and ew is the permittivity of
water given by

ew¼ 4:9þ
ðew0 � 4:9Þ

1þ jfTt

Tt¼
1:1109

10
�

3:824T

103
þ

6:938T2

105
�

5:096T3

107

ew0¼ 88:045� 0:4147Tþ 6:295T2

104 þ 1:075T3

105

f¼frequency in GHz

T¼Temperature in degree centigrade and

b¼ 1.09� 0.11Sþ 0.18C is the parameter accounting
for the percent of clay C and the percent of sand S in
the soil

For a randomly rough surface not skewed by natural
forces such as the wind, it is sufficient to describe the
geometry of the surface by its first- and second-order
statistics. They are the surface root mean squared (RMS)
height s and its autocorrelation function r(x), normalized
to its height variance s2. The general forms of the back-
scattering coefficients for vertically s0

vv, horizontally shh,
and cross- svh polarized scattering based on an improved
integral equation method (IIEM) [15,16] are given below
by Eqs. (60) and (64).

s0
pp¼

k2

4p
exp½�4k2

zs
2� ð2kzsÞfppþ

s
4
ðFpp1þFpp2Þ

���
���
2

�

wð2k sin y; 0Þþ
X1

n¼ 2

ð2kzsÞ
nfpp

��

þ
s
4

Fpp1ð2kzsÞ
n�1
���
2wðnÞð2k sin y; 0Þ

n!

�

ð60Þ

where p¼ v, h, fvv¼ 2Rv/cos y, fhh¼ � 2Rh/cos y, and

Fvv1¼
4kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

er � sin2 y
p ð1� RvÞ

2er cos yþ ð1�RvÞð1þRvÞ



� sin2 y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

q
� cos y

� �

�ð1þRvÞ
2 cos yþ

sin2 y
2er

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

q
� cos y

� �" #)

Fvv2¼ 4k sin2 y ð1� RvÞ
2 1þ

er cos yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

p
 !"

� ð1� RvÞð1þRvÞ 3þ
cos yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

er � sin2 y
p

 !

þ ð1þRvÞ
2 1þ

1

2er
þ

er cos y

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

p
 !#

Fhh1¼
�4kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

er � sin2 y
p 1� Rhð Þ

2cos yþ 1� Rhð Þ 1þRhð Þ



� sin2 y
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er � sin2 y

q
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� �
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2 er cos yþ

sin2 y
2
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er � sin2 y

q
� cos y

� �" #)

Fhh2¼ � 4k sin2 y ð1�RhÞ
2 1þ
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er � sin2 y

p
 !"

� ð1� RhÞð1þRhÞ 3þ
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er � sin2 y

p
 !#

The quantities w, w(n) are the surface spectra correspond-
ing to the two-dimensional Fourier transforms of the
surface correlation coefficient r(x, y) and its nth power,
rn(x, y), defined as follows in polar forms:

wðk;jÞ¼
Z 2p

0

Z 1

0
rðr;fÞ e�jkr cosðj�fÞr dr df

wðnÞðk;jÞ¼
Z 2p

0

Z 1

0
rnðr;fÞ e�jkr cosðj�fÞr dr df

ð61Þ

If the surface roughness is independent of the view
direction, the correlation coefficient is isotropic depending
only on r. In this case Eq. (61) becomes

wðkÞ¼ 2p
Z 1

0
rðrÞJ0ðkrÞrdr;

wðnÞðkÞ¼ 2p
Z 1

0
rnðrÞJ0ðkrÞrdr

ð62Þ

where J0(kr) is the zeroth-order Bessel function. It is
worth noting that the first term in (60) reduces to the
first-order perturbation model when ks is small.

In Eq. (60) Rv,Rh are the Fresnel reflection coefficients,
which can be generalized by replacing them with a reflec-
tion transition function [18] that allows the argument of
the Fresnel reflection coefficients to change from the in-
cident angle to the specular angle as the operating fre-
quency changes from low to high or roughness from small
to large. They are defined as follows

Rvt¼RvðyÞ þ ½Rv0 � RvðyÞ� 1�
St

St0

� �

Rht¼RhðyÞþ ½Rh0 � RhðyÞ� 1�
St

St0

� � ð63Þ

where Rv0,Rh0 are the Fresnel reflection coefficients
evaluated at the specular angle, which means normal
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incidence for backscattering:

St¼

Ftj j
2 P1

n¼ 1

ðks cos yÞ2n

n! wðnÞð2k sin yÞ

P1

n¼ 1

ðks cos yÞ2n

n! Ftþ
2nþ 2Rv0

eðks cos yÞ2 cos y

����

����
2

wðnÞð2k sin yÞ

;

Ft¼ 8R2
v0 sin2 y

cos yþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

p

cos y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

p
 !

St0¼ 1þ
8Rv0

Ft cos y

����

����
�2

is the limit of St as ks! 0:

The functional form of this transition function indicates that
1�St/St0-1 as frequency or surface RMS height becomes
large and goes to zero as frequency or surface RMS height is
small. For very large dielectric values the magnitudes of Rvt,
Rht approach unity. Thus, the reflection coefficients with
transitional properties Rvt, Rht provide a desired change
when either frequency or roughness changes.

In a practical application, it is not realistic to expect
that a ground surface can always be represented as a
continuous surface at all frequencies. In many cases, there
are isolated vegetation, pebbles, rocks, and other material
sitting above a ground surface. They may be negligible at
low frequencies but not at higher frequencies when their
physical size is comparable to the incident wavelength, l.

For cross-polarized backscattering the single-scatter-
ing contribution is zero. Its backscattering coefficient
based on multiple surface scattering with a chosen sha-
dowing function is

s0
vh¼

SðyÞk4

64p3

Z 1�

0

Z 2p

0

X1

m¼ 1

X1

n¼ 1

exp½�2ðkzsÞ
2
�

 

�
ðkzsÞ2ðmþnÞ

m!n!
SðnÞ Fvhðn;jÞ

�� ��2WðmÞWðnÞn

!
djdn

ð64Þ

where S(y), S(n) are the shadowing functions, W(m)
¼

W(m)[k(n cosj� sin y), kn sinj], W(n)
¼W(n)[k(n cosjþ

sin y), kn sinj],

Fvh¼
v2 cos j sin j

cos y
1� R

q
�

1þR

qt

� ��
� 1� 3Rð Þ

�
1� R

q
�

1þR

erqt

� �
ð1þRÞþ

1þR

q
�

1�R

qt

� �
ð1þ 3RÞ

�
1þR

q
� er

1�R

qt

� �
ð1�RÞ

�

The reflection coefficient in Eq. (64) is defined as
the difference between the vertically and horizontally
polarized Fresnel reflection coefficients divided by 2,
(Rv�Rh)/2. In Fvh; q¼ ð1� v2Þ

0:5 and qt¼ ðer � v2Þ
0:5:

The integration variable n has been normalized to the
wavenumber k so that to cover all propagating modes, we
only need to integrate to a value less than one as denoted
by 1� .

5.2. Theoretical Model Behaviors

In this section we illustrate the surface backscattering
coefficient given by Eq. (60) on the type of correlation
function, roughness scales, and the dielectric constant.

5.2.1. Effects of Surface Correlation. To show the effect
of the surface correlation function on surface scattering,
the backscattering coefficients based on correlation coeffi-
cients (1) exponential-like, exp[� (r/L)(1� exp[� r/x])],
x40; (2) x-power, (1þ r2/L2)� x, x41; and (3) Gaussian,
exp[� r2/L2] are shown in Figs. 4 and 5 for several values
of x for the first two correlations with the Gaussian
correlation serving as a reference. In Fig. 4 we see that
the exponential-like correlation generally causes the back-
scattering function to appear exponential over small
angles of incidence (01oyo301) and the amount of dropoff
over large angles is dependent on the choice of the x value.
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Figure 4. Effects of exponential-like correlation on backscattering with ks¼0.52, kL¼5.2, and
dielectric constant¼25� j2.5. Backscattering based on the exponential-like correlation function
with several values of x are shown relative to the backscattering curve with Gaussian correlation.
(This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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A larger value of x makes the dropoff closer to the
Gaussian. This is because a larger x will cause a wider
range of the correlation function to be Gaussian-like.
However, the angular trends remain exponential over all
angles. In Fig. 5 we use the x-power correlation to calcu-
late the backscattering coefficient. Over small angles of
incidence there is a significant change in the angular
trends from exponential to Gaussian as x increases.
Beyond 301, the angular trends are nearly linear. Similar
to the exponential-like function, the dropoff over large
angles of incidence is greater for larger x.

5.2.2. Effects of s and L. Next we show the effect of the
surface RMS height s. This is illustrated in Fig. 6. Here
the exponential-like correlation function is used. The
parameter kL is chosen to be 5.2 in Fig. 6. The back-
scattering coefficient is seen to rise in level as s increases
from 0.2 to 0.8 except near vertical incidence. Intuitively,

as RMS height increases, we have a rougher surface and
more backscattering at larger angles of incidence. The
overall effect is that scattering tends to be more isotropic.
This is why scattering near vertical incidence rises initi-
ally and then decreases. Now we consider the effects of the
surface correlation length L on the backscattering coeffi-
cient in Fig. 7, when ks is fixed at 0.42. An increase in L is
seen to cause a significant rise in backscattering near
vertical and a faster dropoff at large angles of incidence in
both vertical and horizontal polarizations. The nearly
parallel angular curves over large angles of incidence is
due to the use of the exponential-like correlation function.

5.2.3. Dependence on Dielectric Constant. Generally, a
larger dielectric constant for the surface represents a
greater discontinuity and hence should lead to a stronger
backscattering over all angles of incidence. In backscatter-
ing, cross-polarized scattering is due to multiple scattering.
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Figure 5. Effects of x-power correlation on backscattering with ks¼0.52, kL¼5.2, and dielectric
constant¼25� j2.5. Backscattering based on the exponential-like correlation function with
several values of x are shown relative to the backscattering curve with Gaussian correlation.
(This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 6. Backscattering curves are shown for vv and hh using exponential-like correlation at
5 GHz, kL¼5.2, er¼25� j2.5, when the RMS height, s, varies from 0.2 to 0.8 cm. There is an initial
rise with a subsequent drop near vertical, when s is greater than 0.6 cm. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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Thus, a change in the dielectric constant has a greater
influence on cross polarization in the backscattering direc-
tion. This point is illustrated in Fig. 8 with the x-power and
Gaussian correlation functions. There is a large rise in the
level of the backscattering curve as the dielectric constant
increases. The general shape of the angular curves are
similar but the overall angular dropoff is larger for
Gaussian correlation.

5.3. Comparisons with Soil Measurements

In making comparisons with measurements it is impor-
tant to realize that different scales of roughness could be
responsible for scattering at two different frequencies. If
so, a single parameter correlation function cannot be used
for both frequencies without changing the value of its
correlation length. This is why for multifrequency mea-
surements it is generally not possible to use the same

surface parameter for all frequencies. On the other hand,
when the same roughness scale is responsible for scatter-
ing at two frequencies, only one correlation parameter
needs be used.

In Fig. 9, we show a comparison between the surface
model given by Eq. (60) and measurements from a rough
soil surface in Ref. 23, where ground truth data were
acquired by researchers. The roughness parameters are
known to be s¼ 1.12 cm and L¼ 8.4 cm. Dielectric values
are fixed at er¼ 15.34� j3.7 and er¼ 15.23� j2.1 for 1.5
and 4.74 GHz, respectively. Except for the 501 point at
1.5 GHz, a very good agreement is realized in levels and
trends between the model predictions using an exponen-
tial-like correlation with x¼ 0.8 cm and data at 1.5 GHz.
At 4.75 GHz, an x value of 0.25 is used. A good agreement
is realized in VV except at 201 and 601. For HH polari-
zation, the agreement is good except at 201 and 701. In
Fig. 10 we show another comparison with data collected by
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Figure 7. Backscattering curves are shown for vv and hh using exponential-like correlation at 5 GHz,
ks¼0.42, er¼25� j2.5, when the correlation length L varies from 2 to 10 cm. There is continued rise
near vertical as L increases along with a faster dropoff indicating an effectively smoother surface. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 8. Cross-polarized backscattering coefficient with ks¼0.315, kL¼2.1 for (a) x-power
correlation with x¼1.5 and (b) Gaussian correlation. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Ulaby et al. [17] over an asphalt surface at 17 and
35.6 GHz from 101 to 701 incidence. At both frequencies
the RMS height and correlation length are chosen to be
0.12 and 0.6 cm. The dielectric values are 16 and 12 using
the exponential-like correlation with x equals 0.25 and
0.05, respectively. The overall agreements for both fields
are good and some finer adjustments have been made of
the exponential-like correlation function through the
choice of x. This effect has been shown in Fig. 4.

6. SCATTERING FROM A VEGETATED AREA

A vegetation layer may be viewed as an inhomogeneous
layer without a top boundary. In general, the scatterers
within the layer are collections of leaves, stems, branches,
and trunks. At frequencies around 8.6 GHz or more leaves
are usually the dominant scatterer and attenuator beyond
201 off the vertical in the backscattering direction. To

illustrate volume scattering by leaves, we consider only
backscattering from a half-space of disk- and needle-
shaped leaves in this section. Readers are referred to
Chapter 11 of Fung [1] for scattering by combinations of
leaves, branches, and trunks.

To use Eq. (55) for volume scattering calculation from
leaves, we need the scattering amplitude of disk- and
needle-shaped leaves. A basic approach to this problem
is to use the scattered field formulation based on the
volume equivalence theorem

EsðrÞ¼
k2ðer � 1Þ

4p

Z

V

expð�jk r� r0j jÞ

r� r0j j
EindV 0 ð65Þ

where k is the wavenumber in air, er is the relative
permittivity of the scatterer (leaf), Ein is the field inside
the scatterer, and integration is over the volume V of the
scatterer defined in terms of the prime variables. Clearly,
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Figure 9. A comparison with measurements from Ref. 24 using surface parameters provided:
s¼1.12 cm, L¼8.4 cm with er¼15.34� j3.7 for 1.5 GHz and with er¼15.23� j2.1 for 4.75 GHz.
The correlations selected are exp[� (r/L)(1� exp[�1.25r])] and exp[� (r/L)(1� exp[�4r])]. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 10. Comparison with measurements from asphalt road from Ref. 17. The exponential-like
correlation function with x¼0.25, 0.05 is used with s¼0.12 cm, L¼0.6 cm, and dielectric values of
16 and 12 at 17 and 35.6 GHz, respectively. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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the scattered field can be found, if the field inside the
scatterer is known. To facilitate integration we need to
express the integration variables in the local frame (prin-
cipal frame of the scatterer) and then relate the local
frame to the reference frame. This setup will also allow
arbitrary orientation of the scatterer relative to the re-
ference frame, since the angular separations between the
two frames can be varied. Furthermore, the leaves of a
given species will have an orientation distribution and we
need to average over this distribution in order to find the
scattering coefficient.

6.1. Scattering Amplitudes of Scatterers

To derive the scattering amplitudes for leaf-type scat-
terers, we need to allow the leaves to be arbitrarily
oriented and obtain an estimate of the fields inside the
leaf. Three types of leaf shape are considered: elliptic disk,
circular disk, and needle. Because of a lack of symmetry,
the orientation of an elliptic disk is specified by three

angles, while the circular and needle-shaped leaves are
specified by only two.

6.1.1. Relation between Reference and Local Frames. To
relate a reference frame (x, y, z), to a local frame that is
the principal frame of the scatterer (x00, y00, z00) for a
symmetric scatterer such as a needle or a circular disk,
we need to specify a polar angle b and an azimuthal angle
a of rotation between the coordinates. Let z00 correspond to
the normal vector to the disk or needle axial axis. From
Fig. 11, the two angles between the coordinate systems are
defined by first rotating around z00 by a and then around y00

by b, yielding

x00

y00

z00

2
666664

3
777775
¼

cos b cos a cos b sin a � sin b

� sin a cos a 0

cos a sin b sin a sin b cos b

2
666664

3
777775

x

y

z

2
666664

3
777775
� U

x

y

z

2
666664

3
777775

ð66Þ

For an elliptic disk another rotation with respect to the z00

axis by an angle g defined by

x0

y0

z0

2
664

3
775¼

cos g sin g 0

� sin g cos g 0

0 0 1

2
664

3
775

x00

y00

z00

2
664

3
775 � U

x00

y00

z00

2
664

3
775 ð67Þ

is needed, yielding the final relation after redefining the
coordinates as

where U and Ue are unitary matrices. Their inverses are
equal to their transposes. Clearly, U is a special case of Ue

when g¼ 0.

6.1.2. Estimate of the Field Inside a Scatterer. For an
elliptic disk the field inside the scatterer in the local frame
is related to the incident field, Ei¼E0exp(� jk . r) (where
k¼ ik; i is the unit vector in the incident direction and r is
the displacement vector in the reference frame), by Strat-
ton [19]

Elocal¼

1

a1
0 0

0
1

a2
0

0 0
1

a3

2
66666664

3
77777775

Ue .Ei ð69Þ

Converting it to the reference frame, we have

Ein¼U�1
e

.Elocal � Ae .Ei ð70Þ

where Ae is the matrix of transformation relating the
incident field in the reference frame to the inner field in
the same frame. In Eq. (69) a vector that appears with a
matrix is understood to be a column matrix and

a1¼ 1þ ðer � 1Þg1

a2¼ 1þ ðer � 1Þg2

a3¼ 1þ ðer � 1Þg3

ð71Þ
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Figure 11. Principal frame of the scatterer relative to the
reference frame.
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where the gi values are the demagnetizing factors that
vary depending on the shape of the scatterer. For an
elliptic disk-shaped leaf, we have [20]

g1¼
c

a
ð1� e2Þ

0:5
þ

Kðe; p=2Þ � Eðe; p=2Þ
e2

g2¼
c

a

Eðe; p=2Þ � ð1� e2ÞKðe; p=2Þ

e2ð1� e2Þ
0:5

g3¼ 1�
c

a

Eðe; p=2Þ

ð1� e2Þ
0:5

ð72Þ

where a4bbc are the semiaxes of the elliptic disk, e¼
[1� (b/a)2]0.5, and the elliptic integrals of the first and
second kinds are given by

K e;
p
2

� �
¼

Z p=2

0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e sin2 x

p dx

E e;
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2

� �
¼

Z p=2

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� e sin2 x

q
dx

ð73Þ

For a circular disk-shaped leaf (a¼ bbc), we should re-
place Ae by Ac, which is equal to Ae with g¼ 0 and the
demagnetizing factors given by

g1¼g2¼
1

2ðm2 � 1Þ
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c
ð74Þ

For a needle-shaped leaf (a¼ b5c), we should replace Ae

by An, which is equal to Ae with g¼ 0, and another set of
demagnetizing factors given by

g1¼ g2¼
m0ðm02 � 1Þ
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ð75Þ

The use of Eq. (71) in (65) with the phase of the incident
field k � r replaced by (Ue

.k) . r00 allows the integration
variables to be expressed in the local frame to facilitate
integration.

6.1.3. Scattering Amplitude of an Elliptic Disk. In this
section we show the expression for the scattering ampli-
tude with s; i denoting the unit vectors in the scattered
and incident directions, respectively. For a ps polarized
scattered field the amplitude portion of ps

.Ein is
ps

.Ein¼ps
.Ae .E0. From Eq. (65) we can write the ps

polarized scattered field component for an elliptic disk in

the far field by letting jr� r0j equal to r� s . r0 in the phase
and equal to jrj ¼ r in the amplitude. Then, Eq. (65)
reduces to

ps
.Es
ðrÞ¼

k2ðer � 1Þ

4p

Z

V

exp½�jkðr� s . r0Þ�

rj j
ðps

.EinÞdV 0

�
k2ðer � 1Þ

4pr
ðps

.Ae .E0Þ expð�jkrÞ

Z

V

exp½jkðs� iÞ . r0�dV 0

�
k2ðer � 1Þ

4pr
ðps .Ae .E0Þ exp ð�jkrÞIe

¼ps
. k2ðer � 1Þ

Ae

4p
Ie

� �
.E0

expð�jkrÞ

r

� ps
. f eðks;kiÞ .piE0

expð�jkrÞ

r
ð76Þ

where f eðks;kiÞ is the scattering amplitude matrix for an
elliptic disk; ks¼ ks; ki¼ ik. The elements of this matrix
defined in accordance with vertical and horizontal polar-
izations can be written as

½ps
. f eðks;kiÞ .pi� ¼

k2ðer � 1ÞIe

4p

ðvs .Ae .viÞ ðvs .Ae .hiÞ

ðhs .Ae . viÞ ðhs .Ae .hiÞ

2

4

3

5

�

fvv fhv

fvh fvh

2

4

3

5 ð77Þ

where the vertical and horizontal polarization unit vectors
in Eq. (77) are chosen to agree with h and / unit vectors of
a standard spherical coordinate system and form an
orthogonal set with s as

s¼x sin ys cos fsþ y sin ys sin fsþ z cos ys

vs¼x cos ys cos fsþ y cos ys sin fs � z sin ys

hs¼ � x sin fsþ y cos fs

ð78Þ

Similarly, the unit polarization vectors associated with the
incident direction form another orthogonal system as

i¼x sin yi cos fiþ y sin yi sin fiþ z cos yi

vi¼x cos yi cos fiþ y cos yi sin fi � z sin yi

hi¼ � x sin fiþ y cos fi

ð79Þ

Ie¼

Z

V

exp½jkðs� iÞ . r0� dV 0 ¼ 4pabc
J1ðqÞ

q
ð80Þ

where q¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fa½Ue . ðs� iÞ�xg

2þfb½Ue . ðs� iÞ�yg
2

q
.

6.1.4. Scattering Amplitude of a Circular Disk. For a
circular disk-shaped leaf, the forms of Eqs. (76), (77),
and (80) are valid, but we need to replace Ae by Ac because
the definitions for the demagnetizing factors g1, g2, g3 are
different and we need to set a¼ b in Eq. (80).

MICROWAVE SCATTERING MODELS FOR EARTH TERRAIN 2963



6.1.5. Scattering Amplitude of a Needle. For a needle-
shaped leaf, the forms of Eqs. (76) and (77) are valid, but
we need to replace Ae by An because the definitions for the
demagnetizing factors g1, g2, g3 are different. The corre-
sponding expression for Ie will be called In. Its integral
form is the same as Eq. (80), except we have to evaluate it
differently. Letting its length be L¼2c, we have

In¼ ðpa2Þ

Z L=2

�L=2
expðjz00q00z Þdz00

¼
pa2½expðjq00zL=2Þ � expð�jq00zL=2Þ�

jq00z

¼
2pa2

q00z
sin

q00zL

2

ð81Þ

6.2. Theoretical Model Behaviors

We consider the frequency, size, and moisture dependence
of the backscattering coefficients s0 of a circular- and
needle-shaped leaf in this section. To do so, we need an
estimate for the dielectric constant for leaves as a function
of frequency and moisture content. The empirical formula
we use here is from Ref. 21.

6.2.1. Permittivity of Vegetation Given GMC. When the
gravimetric moisture content (GMC) is given and denoted
by Mg, the nondispersive residual component of the di-
electric constant is

en¼ 1:7� 0:74Mgþ 6:16M2
g

The free-water volume fraction is

vff ¼Mgð0:55Mg � 0:076Þ

while the volume fraction for the bound water is

vfb¼
ð4:64M2

gÞ

1þ7:36M2
g

With these quantities known, the permittivity of vegeta-
tion is given as a function of frequency in gigahertz by

eðMgÞ¼ enþ vff 4:9þ
75

1þ j
f

18

� �� �� j
22:86

f

8
>><

>>:

9
>>=

>>;

þ vfb 2:9þ
55

1þ j
f

0:18

� �0:5
" #

8
>>>><

>>>>:

9
>>>>=

>>>>;

ð82Þ

6.2.2. Dependence on Moisture Content, Size, and Fre-
quency. In Fig. 12 we see that s0 increases over all
incident angles as the moisture content of the circular

leaves increases from 0.1 to 0.5 for both vertical and
horizontal polarization. In general, there is very little
differences between horizontal and vertical polarization
because we assumed random orientation distribution for
the leaves. Similar results in trend are expected for
needle-shaped leaves. In Fig. 13a we show circular leaf
size dependence (radius) at 8.6 GHz, 401 incidence at a
dielectric constant of 14.9� j2.5. There is a steep rise over
small-size values reminiscent of the Rayleigh region fol-
lowed by an oscillatory behavior indicating the resonant
region. Finally, it shows saturation where the length or
radius of the scatterer exceeds a wavelength. In the
Rayleigh region vertical polarization is smaller than
horizontal, while the reverse is true in the larger region.
A similar plot versus the length of the needle-shaped leaf
is shown in Fig. 13b, where we see a similar trend without
oscillations and a higher horizontal than vertical polar-
ization in level for length exceeding 2 cm. Similar plots of
the extinction cross sections give a monotonic increase
with the size of the disk in Fig. 14a and the length of the
needle in Fig. 14b. The increase is much faster for the disk
than the needle. For the disk-shaped leaf, horizontal
polarization is seen to experience more attenuation than
the vertical and the role of the polarizations reverses for
the needle-shaped leaf. In Fig. 15 we show the frequency
dependence of the backscattering coefficient for the two
types of leaf. Both horizontal and vertical polarization
increase with frequency and the increase is faster for the
needle-shaped leaf.

6.3. Comparisons with Vegetation Measurements

The first volume scattering medium considered is a soy-
bean canopy. It is modeled as a half-space of randomly
oriented, disk-shaped leaves. Figure 16 shows the com-
parisons between Eq. (55) and the data from Ref. 22. The
agreement between model and data is very good. Then, in

Mg = 0.1

Mg = 0.3

Mg = 0.5
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VV3
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Figure 12. Dependence of backscattering coefficient on the
gravimetric moisture content of a circular disk-shaped leaf
(Mg¼0.1,0.3,0.5). Thickness of the leaf¼0.01 cm and radius¼
1.5 cm. Results indicate negligible difference between vertical and
horizontal polarizations and a monotonic increase of s0 with
moisture. (This figure is available in full color at http://www.
mrw.interscience.wiley.com/erfme.)
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Fig. 17 we show another comparison of Eq. (55) with data
from deciduous trees. Again very good agreement is
obtained. Since the leaves of soybeans and trees are
clearly different in shape, it follows that while shape
should make a difference in scattering, its effect becomes
negligible when we consider random distributions. Thus,
the volume scattering model is applicable to disk-shaped
leaves regardless of their shape whenever the leaf dis-
tribution is very wide.

For needle-shaped vegetation, in Fig. 18 we show a
comparison with coniferous vegetation. Very good agree-
ment is obtained between Eq. (55) and the data reported in
Ref. 23.

7. SCATTERING FROM SNOW-COVERED SURFACE

A snow medium is a densely populated concentration of
wet or dry ice particles in air with a volume fraction
usually between 0.1 and 0.4. Within the distance of a
centimeter there are several needle-like ice particles that
are randomly oriented. Because of their random orienta-
tion, spherical particles have been used to model snow
with a radius of B0.5 mm. As a result of metamorphism,
actual snow layer may have a grain size that increases
with depth. It is clear that snow is a dense medium both
spatially and electrically in the microwave region. Recall
that the classical radiative transfer formulation is for
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Figure 13. Dependence of backscattering coefficient at 8.6 GHz with (a) the radius of a randomly
oriented circular disk-shaped leaf of thickness 0.01 cm and er¼14.9� j2.5; (b) a randomly oriented
needle with radius 0.12 cm and er¼8.36� j3.12. There is a Rayleigh region for small size and a
saturation behavior when the length or radius of the scatterer exceeds a wavelength. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 14. Variation of the extinction cross section at 8.6 GHz with (a) the radius of a randomly
oriented circular disk-shaped leaf of thickness 0.01 cm and er¼14.9� j2.5; (b) a randomly oriented
needle with radius 0.12 cm and er¼8.36� j3.12. For circular leaves extinction cross section is
higher for horizontal polarization and for needle-shaped leaves, vertical polarization is higher.
(This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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sparse media and that the phase function is the product
between the average of the magnitude squared of the
scattering amplitude /|S|2S of a single scatterer multi-
plied by the number density n0. This definition of the
phase function is applicable to sparse media where in-
dependent scattering occurs. For snow the scatterers may
scatter as a group in some correlated manner, and near-
field interaction may have to be included. For this reason
we need an effective number density for correlated scat-
terers to account for phase coherency and a modified
scattering amplitude to include near-field interaction [5].
The effective number density of scatterers is smaller than
the actual number because several scatterers are acting

coherently as one scatterer. This effect can be very sig-
nificant under large-volume-fraction conditions or when
only a few scatterers are within the distance of a wave-
length. Because of random orientation when there are too
many scatterers lying within a wavelength, the coherence
among scatterers can be destroyed. Thus, the most sig-
nificant correction for dense media is the replacement of
the number density by the effective number density.

7.1. An Effective Number Density

From Ref. 4 an effective number density neff was derived
for spherical scatterers. It is assumed that the positions of
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Figure 15. Vertically and horizontally polarized backscattering
coefficients from a volume of randomly oriented circular disks,
VVc,HHc and needles, VVn,HHn, plotted as a function of fre-
quency at a moisture content of 0.4. Disk thickness¼0.01 cm,
radius¼1.5 cm. Needle radius¼0.17 cm, length¼1.67 cm. The
level of backscattering is higher for circular disk-shaped leaves,
but backscattering increases more rapidly with frequency for
needle-shaped leaves. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 16. Comparison between volume scattering model and
measurements from a soybean canopy shows very good agree-
ment. Leaf thickness¼0.02 cm; radius¼1.5 cm, er¼29.1� j6.1.
(From Ref. 22). (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 17. Comparison between volume scattering model given
by Eq. (55) with measurements from deciduous trees in Kansas.
Leaf thickness¼0.01 cm; radius¼1.5 cm, er¼14.9� j4.9. Both
data and model indicate negligible difference between horizontal
and vertical polarizations in backscattering from trees. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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Figure 18. Comparison of model given by Eq. (55) with conifer-
ous tree data from Ref. 21. Length¼1.67 cm, radius¼0.17 cm,
er¼8.36� j3.12, f¼9.9 GHz. The agreement validates the model
for coniferous vegetation. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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these scatterers are Gaussian correlated. It has the form

neff ¼
1� e�k2

si
s2

d3
þ

e�k2
si
s2

d3

X1

m¼ 1

ðk2
sis

2Þ
m

m!

ffiffiffiffiffi
p
m

r
L

d

� �� �3
"

� exp
�k2

sis
2

4m

� �
� aðkxÞaðkyÞaðkzÞ

� ð83Þ
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aðkrÞ¼
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� �
exp

�k2
r L2

4m

� �
Re erf

ðmd=LÞþ jkrL
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ks¼ kðx sin ys cos fsþ y sin ys sin fsþ z cos ysÞ

ki¼ kðx sin yi cos fiþ y sin yi sin fiþ z cos yiÞ

ks � ki¼xkxþ ykyþ zkz � ksi

and s2 is the variance of a scatterer from its mean
position, L is the correlation length among scatterer
positions, and d is the average spacing between adjacent
scatterers. For spherical scatterers Ref. 4 has extended the
Mie phase function to include the near-field interaction by
not invoking the far-field approximation. Since the con-
tents of the Mie phase function is complex but well
documented in the literature, the reader is referred to
Refs. 4 and 16 for its content.

7.2. Comparison with Measurements

In this section we want to show an application of the layer
model defined by Eqs. (55), (57), (58), and (61) and the
relative contributions of the surface and volume scattering

terms to the total backscattering from a snow-covered
irregular ground surface. Most of the model parameters
have been estimated by Ref. 25, so very little selection is
needed. The RMS heights of the snow–air boundary and
snow–ground boundary are 0.45 and 0.32 cm; correlation
lengths of snow and ground surface are chosen to be 0.7 cm
and 1.1 cm, and the snow and ground permittivities are
1.97� j0.007 and 4.7. We use exponential correlation
function for both surfaces. Within the snow medium, the
ice particle radius and permittivity are respectively
0.014 cm and 3.15, snow density is 0.48 g/cm3, and snow
depth is 60 cm. Using these values, we compute back-
scattering at 5.3 GHz in Fig. 19 and at 9.5 GHz in Fig. 20.
The results are in very good agreement with the dry-snow
data, which are available only for vertical polarization.
Figure 19 indicates that surface scattering contribution is
dominating but that volume scattering from snow also
makes significant contribution to total scattering. The
volume scattering contribution is larger at 9.5 GHz, where
it accounts for about 2 dB of difference.
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MICROWAVE SOLID-STATE DEVICES
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1. INTRODUCTION

Microwave and millimeter-wave solid-state devices are
used in applications in the 3–300 GHz frequency range.
These devices can be divided into two large groups:
(1) two-terminal devices or diodes and (2) three-terminal
devices or transistors. The diodes can be subdivided into
passive and active devices, referring to the real part of the
impedance as positive and negative, respectively. The ac-
tive diodes can further be classified to the origin of the
negative resistance. The three-terminal active devices are
divided into minority and majority carrier devices. The
classification is summarized as follows:

1. Two-terminal devices

a. Passive diodes
i. Schottky barrier diode

ii. pin (positive–intrinsic–negative) diode
b. Active diodes

i. Transit-time effect based on
(1) Avalanche injection: IMPATT (impact ava-

lanche transit time) diode, TRAPATT
(Trapped Plasma Avalanche-Triggered
Transit) diode

(2) Forward injection: BARITT (barrier injec-
tion transit time) diode

(3) Tunnel injection: TUNNETT (tunnel injec-
tion transit time) diode

ii. Bulk effect: Gunn diode
iii. Tunnel effect: tunnel diode

2. Three-terminal devices

a. Minority-carrier devices: BJT, HBT (bipolar junc-
tion transistor, heterojunction bipolar transistor)

b. Majority-carrier devices: FET, MOSFET, MESFET,
HEMT (field-effect transistor, metal oxide semicon-
ductor FET, metal semiconductor FET, high-elec-
tron-mobility transistor)

In this article, we focus on the most frequently used mi-
crowave and millimeter-wave devices: the Schottky barri-
er diode, pin diode, IMPATT diode, BARITT diode, Gunn
diode, tunnel diode, MESFET, HEMT, and HBT. Nowa-
days, there is also an increasing interest in the use of
MOS-type transistors for applications in the lower micro-
wave frequency range. For each of these devices, we first
briefly explain their physical operation. For a more de-
tailed analysis of the device’s solid-state physics, we
however refer to the books listed in the Further Reading
List. Subsequently, we discuss the devices’ properties and
frequency limitations, and finally we outline their main
application areas.
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2. MICROWAVE AND MILLIMETER-WAVE DIODES

2.1. Schottky Barrier Diode

2.1.1. Description. We first mention the p-n junction
diode [1], because this component serves as the foundation
of many solid-state devices. A p-n junction is formed at the
metallurgical interface of two regions in a semiconductor
where one region contains impurity elements that create
equivalent positive (p-type) charges and the other semi-
conductor region contains impurities that create negative
(n-type) charges.

A Schottky barrier diode is formed by placing a metal
layer directly onto a unipolar semiconductor substrate.
When the metal and the semiconductor materials are
brought into contact, electrons in the material having
higher Fermi energy diffuse into the other material that
has lower Fermi energy. This process proceeds rapidly un-
til the Fermi energies of the two materials are balanced. In
case the semiconductor is n-type (p-type) and the work-
function of the semiconductor is smaller (larger) than that
of the metal, a potential barrier is formed at the metal–
semiconductor boundary, exhibiting rectifying current–
voltage characteristics. When reverse-biased, the diode
behaves as a voltage-dependent capacitance with low
losses since the reverse current is small. Diodes operated
under this condition are called varactors.

2.1.2. Properties and Frequency Limitations. The small-
signal equivalent circuit of the Schottky diode is presented
in Fig. 1. It consists of an extrinsic part and an intrinsic
part. The extrinsic part consists of the parasitic elements
that are inherent to the geometry of the device and hence
depends on the way that the device is inserted in the cir-
cuit. The parasitic capacitance Cpg and the inductance Ls

are determined by the metallisations of the access lines to
the device. The resistance Rs is the sum of the resistance
of the anode metal and the ohmic cathode resistance. The
intrinsic part is within the dashed rectangle. The resis-
tance Rgsf models the current through the Schottky diode.
The capacitance Cgs models the change in the depletion

charge with respect to the voltage across the Schottky
diode. Rgs models the charging resistance of the Schottky
junction. The extrinsic elements are independent of the
applied voltage, while the intrinsic elements are bias-
dependent.

Important figures of merit are the cut-off frequency
fc(V) and the dynamic cutoff frequency fcd. For a given
voltage V (typically 0 V) applied across the Schottky diode,
the cutoff frequency fc(V) is defined as follows:

fcðVÞ¼
1

2pRsCgsðVÞ
ð1Þ

The dynamic cutoff frequency fcd, defined for varactors,
gives an indication of the nonlinear variation of the capa-
citance. It is defined as

fcd¼
1

2pRs

1

Cgs;min
�

1

Cgs;max

� �
ð2Þ

where Rs is the series resistance and Cgs,min and Cgs,max

are the minimum and maximum capacitance values. The
cutoff frequency fc(V) can be maximized by decreasing the
series resistance and the capacitance. The ohmic cathode
resistance is inversely proportional to the width, while the
resistance of the anode metal is proportional to the width
and inversely proportional to the square of the number of
fingers. The capacitance is proportional to the width. This
implies that there exists an optimal width to maximise the
figures of merit.

Schottky diodes that have to be compatible with a stan-
dard monolithic microwave integrated circuit (MMIC)
technology are often realized by connecting the drain
and source of a MESFET or HEMT device. Those Schottky
diodes typically have cutoff frequencies up to a few hun-
dred gigahertz. The fc can be increased up to terahertz
frequencies by modifying the layer structure and the
layout [2]. Schottky diodes aimed for submillimeter-wave
applications are typically circular with an anode diameter
of less than 2.5mm.

2.1.3. Applications. Schottky diodes have been used ex-
tensively in nonlinear circuit applications. At microwave
and also at millimeter-wave frequencies, Schottky diodes
are now often replaced by transistors. The reason is the
potential conversion gain when employing transistors.
Schottky diodes are, however, still the basic nonlinear
elements in microwave broadband mixers and in milli-
meter- and submillimeter-wave nonlinear applications.
We can distinguish two modes of operation for Schottky
diodes: the varistor and the varactor type.

In the first case, the diode is operated by utilizing the
nonlinear characteristics in the forward-biased I–V curve.
Varistors have potential very large bandwidths. An im-
portant application is the mixer diode. This is a device that
converts the input RF signal to a lower- or higher-fre-
quency signal. As mentioned above, the technology can be
optimized for a certain application. In the case of mixer
diodes, the noise is an important specification. To reduce
the noise, the conversion loss should be decreased. This

Anode

Ls Rs

Cpg

Cgs

Rgsf

Rgs

Cathode

Intrinsic

Figure 1. Small-signal equivalent circuit of the Schottky diode in
parallel configuration.
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can be obtained by a high carrier concentration and high-
mobility material. From this point of view, GaAs, which
has higher mobility than Si, is currently used for high-
sensitivity (low-noise) and high-frequency-operation mix-
er diodes. In addition to the noise performance, we have to
take account of the local oscillator drive level as a perfor-
mance parameter of mixer diodes. Silicon is superior to
GaAs from this point of view. The reason is that the bar-
rier height of the Schottky barrier contact on GaAs is fixed
at 0.7–0.8 eV. Therefore, a GaAs mixer diode usually re-
quires a local oscillator drive level of 0 to 10 dBm. On the
other hand, a silicon mixer diode can be operated even at a
local-oscillator drive level of � 10 dBm, because the bar-
rier height can be varied by choosing the Schottky metal.

The second Schottky barrier diode type is the varactor.
The term ‘‘varactor’’ originates from the term ‘‘variable
reactor,’’ which means that the diode capacitance is vari-
able with the external, reverse bias. Since the power con-
sumption is theoretically zero, the potential power-added
efficiency is high, but varactors exhibit a narrow fixed-
tuned bandwidth. A first application area of varactors is
voltage-variable tuning. Such a varactor has to possess
high-capacitance change ratios, high values of the quality
factor Q (defined as the ratio of energy stored to energy
dissipated), and a wide voltage dynamic range. Since
these values are related and generally involve tradeoffs,
elaborate design criteria should be established to deter-
mine the material and geometric parameters of the diodes.
A second application is harmonic generation, such as fre-
quency multipliers. By changing the layer structure, for
example, by using hyperabrupt junctions, the series resis-
tance can be decreased and the characteristic of the ca-
pacitance as a function of the voltage can be optimized for
particular designs. For example for frequency triplers, a
symmetric profile around a DC bias of 0 V is preferred,
since it suppresses the even order harmonics. This can be
realized by means of a multi-quantum-well heterostruc-
ture varactor diode. Other varactor applications are non-
linear transmission lines, which require an abrupt C(V)
profile, MMIC phase shifters, and mixing detection.

2.2. pin Diodes

2.2.1. Description. In a pin diode, an intrinsic (i) layer
is sandwiched between the pþ and nþ layers (Fig. 2).
When the diode is forward-biased, its impedance goes low
with the injection of carriers into the highly resistive in-
trinsic layer, and the diode acts as a resistance. On the
other hand, when the diode is reverse-biased, the imped-
ance becomes very high with spread of the depletion layer
in the intrinsic layer and the diode acts as a capacitance.

2.2.2. Properties and Frequency Limitations. The intrin-
sic small-signal equivalent circuit of the pin diode at for-
ward and reverse bias is shown in Fig. 3. As mentioned
above, this scheme needs to be completed by the appro-

priate extrinsic elements that strongly depend on the de-
vice configuration within the microwave or millimeter-
wave circuit and possible package. The resistance Ri is the
intrinsic-layer resistance, Rs is the series resistance of the
pþ and nþ layers, C1 is the reverse-biased depleted ca-
pacitance, and C2 and R2 are the reverse-biased undeplet-
ed capacitance and resistance, respectively.

Important specifications of pin diodes are low insertion
loss, high power-handling capability, and fast switching
time. In the ideal case, the lowest switching time is deter-
mined by the time to sweep away the stored charge in the
intrinsic layer and is expressed by the transit time t

t¼
Vb

Emaxvs
ð3Þ

where vs is the saturation velocity of electrons, Vb is the
breakdown voltage, and Emax is the electric field where
breakdown occurs. Therefore, Vb needs to be kept low for
faster switching. However, in actual diodes, the switching
time is almost entirely governed by the parasitics of the
diode. For microwave applications, GaAs pin diodes are
often used instead of Si. The reason is that the resistance
is lower for GaAs, reflecting the higher mobility.

2.2.3. Applications. pin diodes are used as phase shift-
ers for phased-array radars, switches for pulsed radars,
limiters to protect the receiver circuit against overload,
and attenuators. In microwave integrated circuit (MIC)
design, pin diodes are preferred to Schottky diodes be-
cause of their lower series resistance and capacitance,
which leads to superior performance. The layer structure
of pin diodes is, however, not straightforwardly compatible
with standard MMIC technology. Therefore, monolithic
integrated phase shifter circuits are realized with
Schottky diodes, ‘‘cold’’ FETs, (i.e., with no DC current),
or dual-gate FETs.

2.3. IMPATT Diodes

2.3.1. Description. The IMPATT (impact avalanche
transit time) diode employs the impact ionisation and
transit properties of a semiconductor p-n junction to
produce negative resistance at microwave frequencies.
The diode type was first proposed by Read [3] in 1958.
The pþ -i-p-nþ layer structure is represented in Fig. 4. In

p+ n+i +−

Figure 2. Layer structure of the pin diode.

Rs Ri

Rs

R2

C1

C2

(a)

(b)

Figure 3. Intrinsic small-signal equivalent circuit of the pin
diode in forward (a) and reverse (b) mode.
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operation the diode is reverse-biased into avalanche
breakdown. The p layer is the avalanche region, followed
by a ‘‘drift region,’’ the i layer, for the generated charge
carriers to drift. The electric field in this drift region
should be high enough to enable the generated carriers
to travel at their saturation velocity.

When the diode is placed in a microwave resonant cir-
cuit, RF voltage fluctuations in the bias circuit grow and
are forced into a narrow frequency range determined by
the impedance characteristics of the resonant circuit. As a
result of the avalanche process, the RF current across the
avalanche region lags the RF voltage by 901. This induc-
tive delay is by itself not sufficient to produce an active
characteristic. However, when the 901 phase shift is added
to that arising from an additional inductive delay caused
by the transit time of the carriers drifting through the re-
mainder of the diode external to the avalanche region, a
phase shift between the RF voltage and current greater
than 901 is obtained. A Fourier analysis of the resulting
waveforms reveals a device impedance with a negative
real part. That means that the device is active and can be
used to generate or amplify RF signals.

2.3.2. Properties and Frequency Limitations. The intrin-
sic small-signal equivalent circuit of the IMPATT diode is
shown in Fig. 5. It consists of the ohmic resistance Rs; the
negative resistance Rd in series with the inductor Ld,
which models the inductive delay; and the p-n junction
capacitance Cj.

For optimum performance, the drift region is designed
such that the electric field throughout the RF cycle is suf-
ficiently high to produce velocity saturation for the charge
carriers. In order to achieve this, it is common to design
complex structures consisting of alternating layers of
highly doped and lightly doped semiconductor regions.
They can also be fabricated in a back-to-back arrangement
to form double-drift structures. IMPATT diodes can be
fabricated from most semiconductors, but are generally
fabricated from Si or GaAs.

2.3.3. Applications. IMPATT diodes are particularly at-
tractive for millimeter-wave applications and have been
operated as high as a few hundred gigahertz. The devices
are capable of good RF output power (mW to W) and good
DC-to-RF conversion efficiency (E10–20%). They have

moderate bandwidth capability, but relatively poor noise
performance due to the impact ionisation process.

2.4. BARITT Diodes

2.4.1. Description. Another diode belonging to the
transit-time diode family is the BARITT (barrier injection
transit time) diode. The mechanisms responsible for the
microwave oscillation are the thermoionic injection and
diffusion of minority carriers across a forward-biased
barrier and a transit-time delay of the injected carriers
traversing the drift region. Several structures can be
operated as BARITT diode, such as metal-n-metal and
p-n-p, p-n-metal.

The first BARITT operation was obtained from a metal-
n-metal reach-through diode [4], shown in Fig. 6. It is ba-
sically two Schottky diodes connected back to back. When
a sufficiently large bias is applied to the device, the electric
field will reach through the entire device. Under this con-
dition, thermoionic injection of holes across the barrier,
located at the left-side metal–semiconductor interface,
occurs. The injected holes traverse the drift region from
this barrier to the right-side metal contact.

2.4.2. Properties and Frequency Limitations. The BAR-
ITT diode has no avalanche delay because the thermoion-
ically injected carriers are in phase with the AC voltage
swings. The consequence is that the efficiency of a BARITT
diode is substantially lower than that of an IMPATT diode.
This is because during a part of the period, both the AC
voltage and current are positive. This implies that AC
power is dissipated in the device. This power will cancel
some of the AC power generated by the device during the
other part of the period. Therefore, the net AC power gen-
erated is smaller than the AC power of the IMPATT diode.

2.4.3. Applications. BARITT diodes are used in low-
noise millimeter-wave applications, since they are much
less noisy than IMPATT diodes. The reason is that the
noise associated with carrier injection across the barrier is
much smaller than the avalanche noise in an IMPATT di-
ode. Disadvantages are the low efficiency and relatively
narrow bandwidth.

2.5. Gunn Diodes

2.5.1. Description. The Gunn diode was developed by
Gunn [5] in 1963. The name Gunn diode is given to all
two-terminal devices whose operation depends on the
transferred-electron effect. Gunn diodes are a type of ac-
tive diodes. The negative conduction derives from the com-
plex conduction band structure of certain compound
semiconductor devices, such as GaAs and InP. In these
direct-bandgap materials the central (or G) conduction
band is in close energy-momentum proximity to second-
ary, higher-order conduction bands: the X and L valleys.

p + n +pi +−

Figure 4. Layer structure of the IMPATT diode.

Rs

Cj

Ld−Rd

Figure 5. Intrinsic small-signal equivalent circuit of the IMP-
ATT diode.

metal n-Si metal
+ −

Figure 6. Layer structure of the BARITT diode.
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The electron effective mass is determined by the shape of
the conduction bands. The electron effective mass is ‘‘light’’
in the G valley, but ‘‘heavy’’ in the higher-order X and L
valleys. When the crystal is biased, the current flow is
initially due to electrons in the light effective mass G val-
ley and hence the conduction is ohmic. However, as the
bias field is increased, an increasing proportion of the free
electrons are transferred into the X and L valleys, where
the electrons have heavier effective mass. The increased
effective mass slows down the electrons, with a corre-
sponding decrease in conduction current through the crys-
tal. The net result is that the crystal displays a region of
applied bias voltages where current decreases with in-
creasing voltage. This means that a negative conductance
is generated. The device is unstable and, when placed in
an RF circuit or resonant cavity, oscillators or amplifiers
can be fabricated. It is important to note that this device is
not a diode in the strict sense, since no p-n or Schottky
junction is used. The phenomenon is a characteristic of the
bulk material and the special structure of the conduction
bands in certain compound semiconductors. Few semicon-
ductors have the conduction band structure necessary for
the transferred electron effect.

2.5.2. Properties and Frequency Limitations. The intrin-
sic small-signal equivalent circuit of the Gunn diode is
represented in Fig. 7. The Gunn diode can be modeled as a
negative conductance 1/Rd in parallel with a capacitance
Cj. The bandwidth of the Gunn effect is limited by the
speed with which the electrons can transfer from one val-
ley to another and back. This is a scattering process char-
acterized by a time constant. It turns out to be shorter in
InP than in GaAs. In GaAs the Gunn effect can be used up
to B80 GHz, while in InP frequencies about twice as high
can be reached.

2.5.3. Applications. Transferred electron devices are
widely used in oscillators from the microwave through
high-millimeter-wave frequency bands. They have good
RF output power capability (milliwatts to watts level),
moderate efficiency (o20%), and excellent noise and band-
width capability. Octave band tunable oscillators are eas-
ily fabricated using devices such as YIG (yttrium iron
garnet) resonators or varactors as the tuning element.
Most commercially available solid-state sources for the
60–100 GHz operation generally use InP transferred elec-
tron devices. Compared to the IMPATT diode, the Gunn
diode produces less output power, but can exhibit lower
noise performance.

2.6. Tunnel Diodes

2.6.1. Description. Tunnel diodes [6] generate active
characteristics by a mechanism involving the physical
tunneling of electrons between energy bands in highly
doped semiconductors. For example, if a p-n junction diode
is heavily doped, the conduction and valence bands will be
located in close proximity and charge carriers can tunnel
through the electrostatic barrier separating the p- and n-
type regions, rather than be thermoionically emitted over
the barrier as generally occurs in this type of diode. When
the diode is (forward or reverse)-biased, current immedi-
ately flows and the junction conduction is basically ohmic.
In the forward-bias direction, conduction occurs until the
applied bias forces the conduction and valence bands to
separate. The tunnel current then decreases, and normal
junction conduction occurs. In the forward-bias region
where the tunnel current is decreasing with increasing
bias voltage, a negative immittance characteristic is
generated.

2.6.2. Properties and Frequency Limitations. Tunnel di-
odes are described by a negative conductance 1/Rd in
shunt with a capacitance Cj (Fig. 7). Tunnel diodes are
limited in operation frequency by the time it takes for
charge carriers to tunnel through the junction. Since this
time is very short (on the order of 1 ps), the operation fre-
quency can be very high, approaching 1 THz. They have
been operated at hundreds of gigahertz, limited by prac-
tical packaging and parasitic impedance considerations.
The RF power available from a tunnel diode is limited
(hundreds of milliwatts level), since the maximum RF
voltage swing that can be applied across the junction is
limited by the forward turnon characteristic of the device
(typically 0.6–0.9 V). Increased RF power can be obtained
only by increasing device area to increase RF current, but
device area is limited by operation frequency according to
an inverse law.

2.6.3. Applications. Tunnel diodes have moderate DC-
to-RF conversion efficiency (o10%), and very low noise
figures and are hence useful in low-noise applications,
such as microwave and millimeter-wave receivers.

3. MICROWAVE AND MILLIMETER-WAVE TRANSISTORS

3.1. FETs

3.1.1. Description. The fundamental structure of the
field-effect transistor (FET) has been proposed by Shock-
ley in 1952 [7]. A FET consists of an n-type semiconductor
layer, sandwiched by p-type layers, and ohmic contacts,
formed at the edges of the n-type layer. The ohmic contacts
are called source and drain. The p-n junctions serve as a
control element and are called the gate. When reverse bias
is applied across the p-n junctions, space charge regions
form. Consequently, current flows from the drain to the
source through a channel of the n-type layer bounded by
the controlled space charge regions.

Other types of FETs utilise different ideas for the gate
from that of the p-n junction type. These types include the

Cj

−Rd

Figure 7. Intrinsic small-signal equivalent circuit of the Gunn
diode and the tunnel diode.
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metal–insulator–semiconductor (MIS), in which a gate
electrode is formed on the semiconductor via an insula-
tor, and the metal–semiconductor (MES), in which a
Schottky barrier is used as the gate. The best-known
MIS transistor type is the MOSFET with an oxide as in-
sulator. The cross section of the MESFET is represented in
Fig. 8. Possible operation modes are the common-source
configuration and the less frequently used common-gate
configuration. The former means that the drain contact is
biased at a specified potential (positive drain potential for
an n-channel device) and the source is grounded. The flow
of current through the conducting channel is controlled by
negative DC and superimposed RF potentials applied to
the gate, which modulate the channel current and provide
RF gain. The current flow is composed of only one type of
charge carrier (generally electrons), and the device is
hence termed unipolar.

3.1.2. Properties and Frequency Limitations. The small-
signal equivalent circuit and the definitions of the typical
figures of merit are identical to those of HEMT devices.
Therefore, we refer to the corresponding part of the sub-
sequent HEMT section.

3.1.3. Applications. There is an increasing interest in
using several types of Si MOSFETs [CMOS (complemen-
tary MOS), SOI (silicon on insulator), LDMOS (Laterally
Diffused MOSFET) (MOS), etc.] in analog RF applications
in the lower microwave frequency band [8,9]. For micro-
wave applications, however, compound semiconductor ma-
terials, and in particular gallium arsenide (GaAs) are
preferred. The reason is that the electrode mobility and
the peak drift velocity of GaAs are 6 times and twice as
high, respectively, as those of Si. These properties result in
larger transconductance, shorter electron transit times,
and lower parasitic resistances. In addition, unlike Si,
semiinsulating GaAs substrates can be formed. This con-
tributes to the simple structure of FETs and to an impor-
tant reduction of parasitics. p-n junctions with fine
patterns are difficult to realize in GaAs because of the en-
hanced lateral diffusion at the surface. MIS structures
with a low interface state density, such as SiO2/Si, are
very difficult to obtain. On the other hand, GaAs ME-
SFETs, fabricated for the first time by Mead in 1966 [10],
have been widely successful. GaAs MESFETs are the most
important active devices used in microwave applications,
while the high-performant HEMTs are typically employed
at millimeter-wave frequencies. MESFETs can be opti-
mized for small-signal, low-noise operation or for large-
signal, RF power applications. Generally, low-noise

operation requires short gate lengths, small gate widths,
and highly doped channels. Power devices generally have
longer gate lengths, much wider gate widths, and lower
doped channels.

3.2. HEMTs

3.2.1. Description. The high-electron-mobility transis-
tor (HEMT), first demonstrated by Dingle et al. in 1978
[11], derives its name from the high low-field mobility of
its channel electrons that are captured at the interface
between two semiconductor materials with a different
bandgap energy and with a similar lattice constant. This
type of interface is called a heterojunction.

A schematic cross section of the conventional HEMT,
based on the AlGaAs/GaAs heterojunction, is shown in
Fig. 9. Free electrons provided by the n-doped AlGaAs
layer diffuse across the heterojunction into the narrow
bandgap GaAs and become captured in the quasitriangu-
lar potential well at the interface caused by the conduction
band discontinuity (DEc). This leads to a two-dimensional
electron gas (2DEG) consisting of electrons that are con-
fined in the direction perpendicular to the heterojunction
interface, but free to move in parallel directions. Because
of the spatial separation between carriers and dopants,
electrons in the channel obtain a very high low-field mo-
bility, especially at low temperatures. The flow of electrons
between the source and drain ohmic contact regions is
modulated using an external gate voltage applied on a
Schottky gate contact. While for a MESFET the bias on
the Schottky gate contact controls the depth of the unde-
pleted channel, for HEMTs the gate bias directly controls
the carrier density in the channel.

The conventional lattice-matched AlGaAs/GaAs layer
structure is now widely replaced by other combinations of
compounds leading to improved HEMT characteristics.
The main reason is that the conventional HEMT suffers
from a small conduction band discontinuity DEc. By in-
corporating indium in the channel, the conduction band
discontinuity can be enhanced leading to three additional
types of HEMTs, which are indicated on the energy band-
gap versus lattice constant diagram of Fig. 10:

* The pseudomorphic HEMT (PHEMT) grown on a
GaAs substrate and based on the AlxGa1� xAs/
InyGa1� yAs heterojunction

Ohmic contact

Heterojunction

Undoped GaAs

n+ GaAs

n− AlGaAs

2-DEG

n+ n+

S
G

D

Figure 9. Layer structure of the conventional AlGaAs/GaAs
HEMT.

S G D

Depletion region

Ohmic contact

Undoped buffer layer

Semi-insulating substrate

Figure 8. Layer structure of the MESFET.
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* The InP lattice-matched HEMT (LMHEMT) grown
on an InP substrate and based on the Al0.48In0.52As/
In0.53Ga0.47As heterojunction

* The InP pseudomorphic HEMT (InP PHEMT) grown
on an InP substrate and based on the Al0.48In0.52As/
InxGa1� xAs (0.534x40.80) heterojunction

For completeness, the relatively new GaAs-based meta-
morphic HEMT (MMHEMT) is also shown in Fig. 10. This
HEMT is grown strain-relaxed on GaAs and is based on
the Al1� yInyAs/InxGa1� xAs (0.34x40.5) heterojunction
[12]. Another development is the wide-bandgap device,
such as AlGaN/GaN HEMTs [13].

3.2.2. Properties and Frequency Limitations. The small-
signal equivalent circuit of the MESFET and HEMT de-
vices is shown in Fig. 11. As has already been indicated
above, the small-signal equivalent circuit consists of an
extrinsic, bias-independent part and an intrinsic, bias-de-
pendent part. The parasitic capacitances Cpg, Cpd, and
Cpgd and the inductances Ls, Ld, and Lg are determined by
the metallizations of the access lines to the device. It has
to be noted that in case of on-wafer devices, the measure-

ments are typically de-embedded up to the reference plane
of the device, which is the device as it will be inserted in
the actual circuit design. The effect of the probe pads is
hence not included in this small-signal equivalent scheme.
The resistances Rd and Rs are caused mainly by the drain
and source ohmic contacts, while the gate resistance Rg is
determined primarily by the gate Schottky contact. The
intrinsic part is within the dashed rectangle. The resis-
tances Rgsf and Rgdf model the current through the gate–
source and gate–drain Schottky diodes. The capacitances
Cgs and Cgd model the change in the depletion charge with
respect to the gate–source Vgs and gate–drain Vgd voltag-
es, respectively. The drain–source capacitance Cds is in-
cluded in the equivalent circuit to account for geometric
capacitance effects between the source and the drain elec-
trodes. The intrinsic gain mechanism of the HEMT is pro-
vided by the transconductance gm, which is a measure of
the incremental change in the drain–source output cur-
rent Ids for a given change in gate–source input voltage
Vgs. Mathematically, it is defined as gm¼ @Ids/@Vgs. The
output conductance gds is a measure of the incremental
change in drain–source output current Ids with the drain–
source output voltage Vds. It is defined mathematically as
gds¼ @Ids/@Vds. Rgs and Rgd model the charging resistances
in the channel. The transconductance cannot respond in-
stantaneously to changes in the gate–source voltage Vgs.
The delay inherent to this process is described by the
transconductance delay t. Physically, it represents the
time it takes for the charge in the channel to redistribute
itself after a fluctuation of Vgs.

Important figures of merit for MESFETs and HEMTs
[14] are the transition frequency fT and the maximum os-
cillation frequency fmax. The transition or cutoff frequency
fT is defined as the frequency at which the short-circuit
current gain (h21) becomes unity. The h21 can be derived
from the S parameters as

h21¼
�2S21

ð1� S11Þð1þS22ÞþS12S21
ð4Þ

In order to get a better physical understanding of the
fT, we express the intrinsic h21 in terms of the intrinsic
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Figure 10. Energy bandgap–lattice constant diagram indicating
the four different HEMT families.
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Figure 11. Small-signal equivalent circuit of the
MESFET and the HEMT.
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small-signal elements

h21¼
gm

2pðCgsþCgdÞf
ð5Þ

where f is the frequency. This equation indicates a � 20-
dB/decade rolloff for h21 and yields the usual approximate
expression for the intrinsic fT:

fT; i¼
gm

2pðCgsþCgdÞ
ð6Þ

When taking the influence of the extrinsic resistances Rs

and Rd [15] and the gate pad capacitance, defined as
Cpad¼CpgþCpgd, into account, the expression for the
transition frequency can be further refined to

fT¼
1

2ptT

¼
1

2p
gm

ðCgsþCgdÞ½1þ gdsðRsþRdÞ� þCgd gmðRsþRdÞ

�

þ
gm;ext

Cpad

�

ð7Þ

where gm,ext is the extrinsic transconductance and gm rep-
resents the intrinsic transconductance. The additional
terms in this equation can be explained by a resistive di-
vider effect at the output causing a current flow in the
output resistance and thus reducing the short-circuit cur-
rent with a factor 1þ gds(RsþRd), and by a Miller effect
increasing the effective Cgd with a factor 1þ gm (RsþRd).
The influence of Cpad results in an extra charging time of
the pad capacitance by the extrinsic transconductance
gm,ext.

For the derivation of the previous equations only the
influence of the capacitances, resistances, and transcon-
ductance was taken into account, leading to a � 20-dB/
decade rolloff for h21. This fixed slope makes it possible to
derive fT by extrapolation from low-frequency measure-
ments. When also taking the influence of the inductances
Ls and Ld into account, a h21 deviating from the � 20-dB/
decade slope is observed with at high frequencies a reso-
nance behavior. Neglecting Cgd, the resonance frequency
of the circuit can be, approximated by

f0¼
1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

LinCgs
þ

1

LinCgs
1�
ðRinCgsþ gmLsÞ

2

LinCgs

" #vuut ð8Þ

with Lin¼LgþLs and Rin¼RgþRgsþRs. As a result of
this behavior, the use of the original definition for fT yields
a cutoff frequency that is much higher than the extrapo-
lated one. Still, as this artificially high fT is not related
with the physical device operation, the fT value is gener-
ally determined by an extrapolation with a � 20-dB/de-
cade slope of the h21 measured at lower frequencies. As the
resonance behavior leads to a lower slope for h21 at high
frequencies, while gate leakage can lead to a flattening

and thus a lower slope of h21 at low frequencies, it is im-
portant not to rely on a extrapolation with an arbitrary
slope as is sometimes found in literature.

To obtain a high extrinsic fT, it is necessary to have a
small transit time of the electrons from the source to drain
contact [16] and thus short gates, low access resistances Rs

and Rd, a low output conductance gds, feedback capaci-
tance Cgd, and pad capacitance Cpad.

The maximum oscillation frequency fmax is defined as
the frequency for which the two-port becomes passive or
the maximum power gain is unity. The derivation of fmax is
more complicated than that of fT as there is no standard
two-port parameter representing the maximum power
gain. While the fT can be derived directly from the short-
circuit current gain h21, the power gain is strongly depen-
dent on the input and output matching networks.

In general, the transducer power gain GT, which is the
ratio of the power delivered to the load and the power
available from the source, can be written as a function of
the source and load reflection coefficients GS and GL:

GT¼
ð1� jGSj

2ÞjS21j
2ð1� jGLj

2Þ

jð1� S11GSÞð1� S22GLÞ � S12S21GSGLj
ð9Þ

For an unconditionally stable two-port, the maximum
transducer gain GT,max is obtained for a simultaneous con-
jugate match at both ports. For these conditions, GT,max is
equal to the maximum available gain (MAG) and is given
by [17]

GT;max¼MAG¼
jS21j

jS12j
K �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 � 1
p� �

ð10Þ

with K defined by Eq. (15).
The necessary and sufficient conditions for uncondi-

tional stability of a two-port network at a given frequency
are [18,19]

jGSjo1 ð11Þ

jGLjo1 ð12Þ

jGINj ¼ S11þ
S12S21GL

1� S22GL

����

����o1 ð13Þ

jGOUTj ¼ S22þ
S12S21GS

1� S11GS

����

����o1 ð14Þ

where GIN is the input reflection coefficient and GOUT is the
output reflection coefficient of the two-port network. These
equations state that for all passive load impedances, the
real part of the input impedance must be positive and that
for all passive source impedances, the real part of the out-
put impedance must be positive.

The following derived formulation [Eqs. (15) and (16)]
often used. Unconditional stability requires that the
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two-port meets the two inequalities:

K ¼
1� jS11j

2 � jS22j
2þ jDj2

2jS12S21j
> 1 ð15Þ

jDj ¼ jS11S22 � S12S21jo1 ð16Þ

For high-performance HEMTs, however, the relation Ko1
holds up to very high frequencies such that in the normal
measurement range the quantity MAG is not defined. For
this range in which the transistor is potentially unstable,
the maximum stable gain (MSG) can be used as a measure
to calculate the potential gain of the device when inserted
in an amplifier after being stabilized with a lossless net-
work, such as an inductive negative feedback network at
the source, making K¼ 1:

MSG¼
jS21j

jS12j
¼

gm;ext

2pf ðCgdþCpgdÞ
ð17Þ

Unfortunately, the MSG and MAG have different slopes of
� 10 and � 20-dB/decade, respectively. This makes an ex-
trapolation with a fixed slope, as is done for the fT, impos-
sible. Therefore the extrapolation of the fmax normally
relies on the unilateral power gain U or Mason’s gain [20].
This figure allows to derive a MAG for an unstable two-
port as it is defined as the maximum available power gain
when the two-port is simultaneously conjugately matched
while the feedback parameter Y12 is compensated by an
external lossless network. As shown by Rollett [21], this
type of neutralization is possible for any two-port. U is
expressed by

U¼
1

2

jS21=S12 � 1j2

KjS21=S12j � ReðS21=S12Þ
¼

1

4

fT

f

� �2Rds

Rg
ð18Þ

A second figure delivering an approximately � 20-dB/de-
cade slope over the whole region is the maximum unilat-
eral transducer gain GTU,max which is the maximum
available gain in the assumption that the device is uni-
lateral (S12¼ 0). For a unilateral device, the maximum
gain is reached for GS¼S�11 and GL¼S�22; and is given by

GTU;max¼
1

1� jS11j
2
jS21j

2 1

1� jS22j
2

ð19Þ

The error made when setting S12 equal to zero can be es-
timated from the unilateral figure of merit FU [17]:

FU¼
jS12jjS21jjS11jjS22j

ð1� jS11j
2Þð1� jS22j

2Þ
ð20Þ

The maximum error introduced by using GTU instead of
GT is bounded by

1

ð1þFUÞ
2
o

GT

GTU
o

1

ð1� FUÞ
2

ð21Þ

Consistent with the theoretical derivation of the unilater-
al gain U, the modeled extrapolation to unity of both the

GT,max and U yield an identical fmax. It has to be noted that
in practice the slopes of U, GTU,max, and MAG deviate from
their respective ideal slopes. Therefore, as measurements
only at lower frequencies are usually available, the fmax is
in practice determined using an extrapolation with a fixed
� 20-dB/decade slope.

An alternative way to determine fmax is to use the ex-
tracted small-signal model. However, as the analytical
derivation of fmax is rather complicated, a large number
of different approximate expressions for fmax can be found
in literature, such as [22]

fmax¼
fT;i

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gdsRinþ pfT;iCgdðRinþRgÞ

p ð22Þ

whereby the influence of Rgd, Cds, Rd and of the transcon-
ductance delay have been neglected. From this equation,
one can see that to obtain a high fmax, it is important to
have a high intrinsic fT or a small transit time, a small
gate resistance Rg, source resistance Rs and channel
charging resistance Rgs, a low output conductance gds,
and a small parasitic Cgd associated with gate fringing.

3.2.3. Applications. HEMTs are and will be employed
in microwave and especially millimeter-wave (wireless)
telecommunication systems, automotive applications, and
radio astronomy. Their main application is high-gain and
low-noise amplifiers at frequencies ranging to beyond
100 GHz. According to the particular circuit specifications,
the circuit designer selects the most appropriate HEMT
technology (InP/GaAs-based, lattice-matched or pseudom-
orphic, etc.). The wide-bandgap devices [13] are applied in
high-power applications, such as base-station terminals.

An attractive configuration of the HEMT is the dual-
gate HEMT. The dual-gate FET introduced in 1971 [23] is
a MESFET with two parallel gate electrodes between
drain and source. There are two main topologies for the
dual-gate HEMT. In the first topology, an RF signal can be
applied to the second gate. The second topology is the cas-
code configuration, which means that the second gate is
RF-grounded. This is equivalent to the cascade connection
of a common-source HEMT and a common-gate HEMT.
The RF input is the gate of the common-source HEMT and
the RF output is the drain of the common-gate HEMT.
Figure 12 presents the (non)linear model of the dual-gate
(cascode) HEMT. It consists of the cascode connection of
the (non)linear models of two equivalent intrinsic single-
gate HEMTs, supplemented with appropriate extrinsic el-
ements [24]. The parasitic elements consist of those of the
equivalent single-gate HEMT and three additional ele-
ments: the feedback capacitance Cpgd, the substrate leak-
age resistance Rsub, and the resistance between the two
gates Rint. The capacitance Cpg2 represents the extrinsic
pad capacitance in case of the dual-gate device, and it
represents the large capacitance to RF ground the second
gate in case of the dual-gate cascode device. Because of its
topology, the cutoff frequency of the current gain fT is
smaller and the MSG is theoretically higher than the fig-
ures of merit of the single-gate HEMT [25]. It is important
to note that the dual-gate HEMT has suppressed kink and
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hence impact ionization [26], but the noise is slightly de-
graded compared to that of single-gate devices. Circuit
applications for dual-gate (cascode) HEMTs are multiple
[27,28]. The dual-gate cascode configuration is applicable
in broadband distributed and variable-gain amplifiers, ac-
tive phase shifters, oscipliers, and self-oscillating mixers.
The dual-gate HEMT is especially encountered in mixers,
due to the inherent isolation between the local-oscillator
signal and the RF signal.

3.3. HBTs

3.3.1. Description. The bipolar junction transistor
(BJT) was invented by Bardeen and Brattain [29] in
1948. It consists of two back-to-back p-n junctions ar-
ranged in a sandwich structure. The three regions are
designated the emitter, base, and collector. This type of
device differs from the field-effect transistors in that both
electrons and holes are involved in the current transport
process, which explains the term ‘‘bipolar.’’ Two structures
are possible: pnp or npn, depending upon the conductivity
type common to both p-n junctions. For microwave appli-
cations the npn structure is preferred since device opera-
tion is controlled by electron flow. Electron transport is
faster than that for holes, and hence npn transistors are
capable of superior high-frequency performance compared
to comparable pnp transistors.

In operation, the base-emitter p-n junction is forward-
biased and the collector-base p-n junction is reverse-bi-
ased. When an RF signal is applied to the base–emitter
junction, the junction allows a current to be injected into
the base region. The current in the base region consists of
minority charge carriers, namely, carriers with the oppo-
site polarity compared to the base material, such as elec-
trons for an npn transistor. These charge carriers then
diffuse across the base region to the base–collector junc-
tion, where they are swept across the junction by the large
reverse-bias electric field. The reverse-bias electric field in
the base–collector region is generally made sufficiently
large that the carriers can travel at their saturation ve-
locity. The transit time of the charge carriers across this
region is small, except in millimeter-wave transistors,

where the base–collector region transit time can be a sig-
nificant fraction of the total time required for a charge
carrier to travel from the emitter through the collector.

The heterojunction bipolar transistor (HBT) is an im-
proved high-frequency bipolar transistor that is fabricated
using heterostructures of compound semiconductors.
These devices have their emitters fabricated from a
wide-bandgap semiconductor, and the remainder of the
device is fabricated from a lower-bandgap semiconductor,
such as AlGaAs (emitter)/GaAs (base) (Fig. 13). This basic
concept was proposed in 1957 by Kroemer [30]. In an npn
HBT, the hole current flowing from base to emitter is sup-
pressed by the potential barrier originating from the
bandgap difference between the emitter and the base,
which implies that a higher current injection efficiency is
obtained compared with that of the homojunction bipolar
transistor [31]. This allows the base to be more heavily
doped than the emitter, leading to a low base resistance
and emitter–base capacitance, in contrast with the homo-
junction bipolar transistor, where the heavily doped base
degrades the emitter injection efficiency. These three fea-
tures—high emitter injection efficiency, low base resis-
tance, and low emitter–base capacitance—are the
essential points in obtaining high current gain at high
frequencies.

The AlGaAs/GaAs heterojunction has been studied
most intensively. More recently, the heterostructure con-
cept has been applied in Si-based devices using SiGe/Si
heterostructures. The SiGe base has a lower bandgap than
does the Ge emitter, allowing the resistivity to be de-
creased with respect to homojunction bipolar transistors.
AlGaAs/GaAs HBTs generally exhibit performance supe-
rior to that of SiGe HBTs, but they require increased pro-
cessing sophistication, [i.e., MBE (molecular-beam
epitaxy) vs. standard epilayer processing] [32]. The SiGe
HBT technology has the great advantage of being com-
patible with standard Si technology.

3.3.2. Properties and Frequency Limitations. The small-
signal equivalent scheme of the HBT is presented in Fig.
14. This scheme consists also of a number of extrinsic,
bias-independent and intrinsic, bias-dependent compo-
nents. The parasitics associated with the access lines are
represented by the shunt capacitances Cbcp, Cbep, and Ccep,
and the series inductances Lb, Le, and Lc. The distributed
base–collector capacitance is modeled as a combination of
the effective intrinsic capacitance Cc and the effective ex-
trinsic capacitance Cbc [33]. Re, Rb, and Rc are the emitter,
base, and collector series, resistances, respectively. The
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Lg2

Lg Rg
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Rd

Cpd

Ld

Figure 12. Small-signal equivalent circuit of the dual-gate
MESFET and HEMT.
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Figure 13. Layer structure of the HBT.
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intrinsic hybrid p network consists of the small-signal in-
put resistance rp, the collector output resistance ro, the
complex intrinsic transconductance gm, and the sum of the
base–emitter depletion capacitance and the base charging
capacitance, denoted by Cp.

The operation of the transistor is primarily controlled
by the ability of the minority charge carriers to diffuse
across the base region. For this reason microwave tran-
sistors are designed with narrow base regions in order to
minimize the time required for the carriers to travel
through this region. The base region transit time is gen-
erally the limiting factor in determining the high-frequen-
cy capability of the transistor. The gain of the transistor is
also significantly affected by minority-carrier behavior in
the base region. The density of minority carriers is signif-
icantly smaller than the density of majority carriers for
typical operating conditions, and the probability that the
minority charge will recombine with a majority carrier is
high. If recombination occurs, the minority charge cannot
reach the base–collector junction but appears as base cur-
rent. This, in turn, reduces the current gain capability of
the transistor. Narrow base regions reduce the semicon-
ductor volume where recombination can occur and, there-
fore, result in increased gain. Typical base regions are on
the order of 0.1–0.25 mm. The frequency response of a BJT
can be determined by an analysis of the total time it takes
for a charge carrier to travel from the emitter through the
collector. The total time can be expressed as

tec¼ teþ tbþ tcþ t0c ð23Þ

where tec is the total emitter–collector transit time, te is
the base–emitter junction capacitance charging time, tb is
the base region transit time, tc is the base–collector junc-
tion capacitance charging time, and t0c is the base–collector
region transit time. The total emitter–base time is related
to the gain-bandwidth capability of the transistor accord-
ing to the relation

fT¼
1

2ptec
ð24Þ

Since the BJT has three terminals, it can be operated
in various configurations, depending on the electrode

selected as the common terminal. The two most common-
ly employed are the common-emitter (CE) and the com-
mon-base (CB) configurations. The current gains of the
transistor operated in the CE and CB configurations are
b of hfe and a, respectively. The CE current gain b is
much larger than the CB current gain a, which is limited
to values less than unity.

The static common-emitter current gain hFE, which is
the ratio of the collector current to the base current, is
expressed by [34]:

hFE¼
a0

1� a0
ð25Þ

where a0 is the DC current gain with common-base
configuration. The AC common-emitter current gain hfe

is expressed as:

hfe¼
hFE

1þ jhFEo=2pfT
ð26Þ

Microwave power transistors are usually operated under a
common-base configuration [34] since the power gain
when operated under that configuration is higher than
the gain obtained under a common-emitter configuration.
A measure of the RF power gain for the transistor is in-
dicated by the unilateral power gain U, which can be ex-
pressed as

U¼
a0

16p2RbCc tecþ
ReCc

a0

� � ð27Þ

The frequency at which U is reduced to unity, fmax, is the
maximum frequency at which the device will have active
characteristics. This frequency is [35]

fmax¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fT

8pRbCc

s

ð28Þ

In order to maximise the high-frequency performance of a
BJT, it is necessary to design the device so that it has high
current gain fT, low base resistance Rb, and low collector
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Figure 14. Small-signal equivalent circuit of the HBT.
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capacitance Cc. As Rb and Cc have an influence on fT,
optimization is needed.

Other important specifications for power transistors
are the maximum available current density and the
breakdown voltage.

3.3.3. Applications. BJTs operating to about 20 GHz are
generally fabricated from Si. They are useful in moderate
gain, low-noise and low–high-RF power applications. HBTs
are employed in both low-noise and high-RF power appli-
cations in the microwave frequency range. BJTs and HBTs
exhibit better phase–noise performance than do FET
devices, but FETs generally have a better noise figure.
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1. INTRODUCTION

At microwave frequencies, superconductor materials con-
duct electric current with a level of resistance that is two
or three orders of magnitude lower than that of copper.
This property of superconductors can be exploited to pro-
duce electronic components and systems with increased
efficiency and reduced levels of electronic interference and
noise. Microwave superconductor devices provide superior
sensitivity and speed while dramatically reducing power
consumption, size, and weight. Since 1990, many passive
microwave superconductor devices, including delay lines,
antennas, matching networks, resonators, and filters,
have been fabricated and tested.

In delay-line devices, superconductors provide very
high bandwidth and very low loss and dispersion. The
best performance can be obtained with stripline designs.
These high-performance superconducting delay lines can
be used to build finite impulse response filters for signal
processing applications. There are a number of systems
where superconducting delay lines or finite impulse re-
sponse filters could be employed but competing technolo-
gies; for example, surface acoustic waves (SAWs) show
much lower technological risk and are smaller and much
cheaper. SAW technology was developed in the 1970s and
is today a mature technology and an excellent choice in
the range 10 MHz–1 GHz, although they also work at
higher frequencies. Superconducting delay-line filters
offer a much lower loss and a higher bandwidth than do
SAW filters but still have not gained market acceptance
for commercial systems.

The extremely low loss of superconductors is the most
important benefit for antenna devices. Electrically small
antennas have low radiation resistance, and their effi-
ciency can be greatly improved by using superconductors.
However, the high Q of the superconducting resonator
that forms the antenna also reduces its bandwidth, and a

broadband impedance matching network is needed. To
keep the noise figure down, both antenna and matching
network can be made superconducting. In fact, antenna
miniaturization is an interesting application for supercon-
ductors, because it can lead to fully integrated microwave
receivers with antenna, matching network and preselect
filters within the same package. The technical challenge
with superconducting antennas is how to provide the cryo-
genic environment for operation.

1.1. Superconducting Filters

So far, the most promising device application for super-
conductors is the resonator-based filter. High Q factors of
planar superconducting resonators in the range of 104–105

and higher allow for the fabrication of miniaturized mul-
tipole microwave filters with very low insertion loss and
very sharp skirts. Generally, a size reduction of the filter
leads to reduced performance due to higher insertion loss.
However, when using superconductors, the size can be re-
duced while maintaining or even improving the filter per-
formance. Miniaturization of the filters can be achieved in
a number of ways such as using substrates with higher
dielectric constant, more compact resonator geometries, or
thinner substrates. Many different types of filters have
been demonstrated since the 1990s, ranging from conven-
tional designs to completely novel ones that become prac-
tical only when using superconductors.

The very low insertion loss of superconducting filters
allows for the fabrication of filters with very large number
of poles and extremely high out-of-band rejection, ap-
proaching the shape of an ideal filter response. The filter
response in Fig. 1 corresponds to a 22-pole filter that pro-
vides out-of-band rejection of almost 100 dB with an in-
sertion loss at midband of only 0.22 dB [1].

Planar superconducting filters do not perform well at
high power levels. The effects in the frequency response
can be seen as an increase in insertion loss and a distor-
tion of the shape. In addition to these, the filter generates
unwanted harmonics due to its nonlinear behavior. This
fact limits the practical use of superconducting filters to
low-power applications. As of today, superconducting fil-
ters have been included in receiver front-end systems for
wireless base stations, where they provide excellent rejec-
tion performance to filter out any unwanted interferers.

2. SUPERCONDUCTING FILTER DESIGN

The filter design process follows three steps: design of the
filter response, synthesis of the coupling coefficients, and
physical realization of the synthesized couplings in a lay-
out. The final layout needs fine adjustments through a few
iterations until a good filter is obatined.

2.1. Filter Response

Three basic filter responses are normally used for planar
superconducting filters: Chebyshev, Butterworth, and
quasielliptic. Those are shown in Fig. 2.

2.1.1. Chebyshev Response. Chebyshev response is
widely used because of its relatively high rejection perfor-
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mance with a simple design and realization. This filter
renders rejection steeper by having ripple in the pass-
band. The transfer function of an N-pole filter is given as

jS21j ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ e2C2
N

q ; CN ¼ cosh½N cosh�1
ðoÞ�

2.1.2. Butterworth Response. Butterworth response is
also known as a maximally flat filter because it does not
have ripple. The transfer function is given as

jS21j ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þo2N
p

In terms of filter realization, Butterworth and Chebyshev
filters are similar but with slightly different coupling val-
ues between resonators.

2.1.3. Elliptic Response. The elliptic response has trans-
mission zeros at finite frequencies oi, thus improving
rejection performance. The transfer function is given as

jS21j ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ e2C2
N

q

CN ¼ cosh N
XN

i¼ 1

cosh�1 o� 1=oi

1� o=oi
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Figure 2. Typically used filter responses:
(a) Chebyshev; (b) Butterworth; (c) elliptic.
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 1. Filter response of the 22-pole filter.
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Transmission zeros make filter realization more difficult
because additional cross-couplings between nonadjacent
resonators are necessary. Details on how to realize the
required cross-couplings are discussed in the following
section.

2.2. Cross-Coupling Structures

The cross coupling technique was originally developed for
cavity filters [2,3]. When applied to planar superconduct-
ing filters [4], steeper rejection slopes can be obtained
without increasing the number of resonators. Cross-cou-
pling is coupling that is intentionally introduced between
nonadjacent resonators in addition to the main coupling
between adjacent resonators. The cross-coupling structure
creates two signal paths that can cancel each other out at
some frequency near the band edge, creating a transmis-
sion zero. To achieve the cancellation, the signs of main
coupling and cross-coupling have to be opposite. Different
cross-coupling structures are described below.

2.2.1. Trisection Cross-Coupling. A trisection cross-cou-
pling structure is realized by introducing an additional
coupling path between the first and last resonator in the
three-resonator structure shown in Fig. 3a. It is the short-
est possible cross-coupling path and the simplest way to
implement a transmission zero. The transmission zero can
be realized either at the low side or at the high side of the

passband depending on the cross-coupling sign. If the sign
is the same as the main coupling sign, the transmission
zero appears at the high side of the passband and vice
versa. Since every transmission zero is controlled by its
corresponding trisection, the filter realization and tuning
are straightforward.

Trisection structures can produce both symmetric or
asymmetric rejection responses. An asymmetric response
like the one shown in Fig. 3b is needed, for example, when
transmit and receive bands are next to each other and the
rejection slope near the boundary between the two bands
is required to be very steep.

2.2.2. Quadruplet Cross-Coupling. This cross-coupling
technique is the most commonly used for planar super-
conducting filters because it realizes a symmetric pair of
transmission zeros more efficiently at both sides of the
passband using the cascaded four-resonator sections
shown in Fig. 4a. The cross-coupling sign has to be oppo-
site the main couplings sign in order to produce transmis-
sion zeros. Instead, if the sign of the cross-coupling is the
same, the structure is used to obtain linear phase filters
for wideband applications such as CDMA systems.

As with trisections, quadruplets can be cascaded when
multiple transmission zeros are necessary to achieve the
required rejection performance. By cascading multiple
quadruplets, multiple pairs of symmetric transmission
zeros can be realized. Since every quadruplet controls
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Figure 3. Trisection cross coupling: (a) cross-
coupling structure — circles denote resonators,
and solid lines and dashed lines denote main
coupling paths and cross-coupling paths, respec-
tively; (b) example of assymetric response —
three transmission zeros are produced only on
the low side of its passband asymmetrically. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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one corresponding symmetric pair of transmission zeros,
the filter realization and tuning is straightforward as in
the trisection case.

2.2.3. Other Cross-Coupling Structures. The folded cross-
coupling structure shown in Fig. 5 is widely used in con-
ventional cavity filters. It can realize more transmission
zeros with the same number of resonators than can the
previously discussed cross-coupling structures. However, it
is not suitable for planar filters because of the unwanted
parasitic coupling between physically close resonators.

2.3. Coupling Synthesis

There is a well-known simple formula for Chebyshev and
Butterworth filter synthesis [5]. From this formula, a set
of coupling values is obtained and hence the synthesis
procedure is very simple. On the contrary, the synthesis of
filters with cross-coupling coefficients is not that simple.

Many approaches have been reported for the synthesis,
but all of them can be divided into two main streams: cou-
pling matrix rotation [6] and curve fitting [7].

A coupling matrix is constructed from the coupling co-
efficients between resonators, the external loads, and the
resonant frequencies of each resonator. The coupling ma-
trix rotation approach starts from a full coupling matrix
where every resonator can be coupled to any other one.
That full matrix, although it realizes the intended filter
response, is not convenient because it requires a compli-
cated filter layout. Therefore, the next task is to obtain an
equivalent matrix that realizes the same filter response
with a lot fewer coupling components between the filter
resonators. Using a matrix rotation technique, the num-
ber of nonzero elements of the coupling matrix can be
greatly reduced and a much simpler layout obtained. This
simpler layout can be realized, for example, by a cascaded
quadruplet cross-coupling structure.

The curve fitting approach for the synthesis is based
on, first, choosing the preferred cross-coupling structure
that is able to realize the target filter response. Then,
main couplings and intended cross-couplings are adjusted
through optimization until the synthesized filter curve
ideally fits the defined filter curve along with the pre-
scribed transmission zero locations. During the optimiza-
tion process, the remaining couplings, that is, all
nonadjacent couplings excluding the cross-couplings, are
set to zero. Therefore, the preferred cross-coupling struc-
ture is enforced and a filter realization obtained only if a
solution exists. This second approach is also useful for the
analysis of measured filter data [8]. The actual realized
coupling values of a particular filter can be extracted by
applying the curve fitting process to measured data of the
filter. A curve fitting example with measured data is
shown in Fig. 6.

2.4. Filter Realization

Once a coupling structure is defined and a coupling matrix
or a set of coupling coefficients is obtained through a syn-
thesis process, the next step is the filter realization. For
planar superconducting filter design, the resonators can
be either lumped-element or distributed. A serious con-
cern with planar superconducting filters is parasitic cou-
plings because the resonators are physically very close.
This parasitic coupling is unwanted coupling between
nonadjacent resonators, which has a visible effect on the
measured filter response by canceling, adding, or displac-
ing the transmission zeros. The higher the frequency or
the narrower the bandwidth of the filter, the more impor-
tant these parasitic coupling effects become.

2.4.1. Lumped-Element Filters. Lumped-element filters
are based on resonators that are much smaller in size rel-
ative to the filter operating wavelength. Hence, at high
frequencies where the wavelength is short, these filters
are very small. Of course, the smaller the filter, the higher
the insertion loss, and here comes the advantage of using
superconductors. Lumped-element filter technology can
be used as long as the required linewidths can be realized
by the patterning process. This condition typically means
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Figure 4. Quadruplet cross-coupling: (a) cross coupling struc-
ture — circles denote resonators, and solid and dashed lines de-
note main coupling paths and cross-coupling paths, respectively;
(b) example of response — two pairs of transmission zeros are
produced symmetrically on both sides of the passband. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)

Figure 5. Folded cross-coupling: circles denote resonators, and
solid and dashed lines denote main coupling paths and cross-cou-
pling paths, respectively.
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that lumped-element filters can be used up to a few tens of
gigahertz, a broad frequency range where superconduc-
tors clearly outperform normal conductors.

Since the available surface of superconducting films is
rather small, lumped-element filters are very desirable
especially when many poles are required or at low fre-
quencies where the filter becomes too large. A pair of
800-MHz multipole pole filters can be fabricated on a

2-in.-diameter wafer (Fig. 7). Obviously, since the filters
are smaller, the insertion loss is slightly higher because of
the locally high current densities, especially in the induc-
tors of the filter. However, if the superconducting film is of
high quality, miniature lumped-element resonators
achieve quality factors on the order of 50,000 and higher,
depending on the frequency of operation.

Figure 8 shows an example of a lumped-element su-
perconductor filter [9]. Since the center frequency of the
filter is quite low, a lumped-element design is a good
choice to keep it small enough to fit in a typical 2-in.-di-
ameter wafer. The transmission zero appearing at the
high stopband is due to parasitic coupling.

2.5. Distributed Resonator Filters

Distributed resonators provide higher Q factors than do
lumped-element resonators. In general, the Q factor is de-
termined by the linewidth of the resonator at locations
where the current distribution is high. In lumped-element
resonators, the linewidth is typically narrower in order to
obtain high inductance values and reduce the resonator
size. This size reduction limits the Q factor that can be
achieved.

There are two ways to physically realize the cross-cou-
pling in planar superconducting filters. The filter struc-
ture in Fig. 9a realizes a cross-coupling between the third
resonator and the sixth resonator by laying out the reso-
nators’ direction properly [10]. All the couplings are in-
ductive except for the cross-coupling between third and
sixth resonators, where the resonators are placed with
their respective ends facing each other. Thus, the coupling
takes place in a region where the electric field is maxi-
mum, unlike the case for the remaining resonators, which
couple each other magnetically. By doing this, the sign of
the cross-coupling is set opposite the main couplings
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Figure 6. Measurement analysis; blue curve represents measured data and red curve, fitted data.
(This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 7. Miniature lumped element filter.
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or negative, and a pair of transmission zeros can be
obtained.

The filter in Fig. 9b shows an alternative way to realize
the cross coupling [11]. In this case, additional transmis-
sion lines are introduced between first and fourth, fourth
and seventh, and seventh and tenth resonators. These
transmission lines produce coupling between those reso-
nators through capacitors at both ends of the line. The
coupling transmission lines have to be designed short
enough so that they do not resonate themselves. The mag-
nitude of the cross-coupling is controlled by adjusting both
the length of the line and the coupling capacitance to the
resonators.

The filter layout in Fig. 10a shows a refinement of this
second cross-coupling technique, where primary and sec-
ondary couplings between a pair of resonators have been
used [12]. Applying such a concept, large or small band-
width filters can be made without very small or very large
resonator spacing. In addition, the same cross-coupling
layout configuration may be designed to achieve either
positive or negative coupling results.

2.6. Filter Tuning

Due to the fabrication variation in the production line, the
filter usually needs tuning to adjust its response. Filter
tuning may be done by either mechanical tuning or pro-
cess tuning. Two different mechanical tuning approaches
are known. One of these approaches uses a high-dielectric-
constant material in order to locally modify the electric
field of the resonators. Usually a dielectric rod is used, and
the distance to the resonator is adjusted by turning a
screw that holds the dielectric rod in the bottom. The other

approach modifies the magnetic field by placing a conduc-
tor material close to the resonators. Usually a small su-
perconductor-coated substrate tip is used and tuning is
adjusted by changing the distance to the resonator. Both
tuning elements should be placed to effectively produce a
frequency shift of the resonator and at the same time
minimize any change in the coupling values.

The second category of tuning does not use any me-
chanical actuator, but the resonator itself is modified in
the filter fabrication process. One of those approaches is
laser trimming. Laser trimmed filters are tuned by scrib-
ing a part of the resonators to produce the desired fre-
quency shift. Another process tuning approach is
dielectric layer deposition [13]. After the normal filter fab-
rication process, a dielectric layer is deposited on the res-
onators. The thickness of this layer and the coverage over
the resonator can be adjusted for every individual reso-
nator so that the required frequency shift is obtained. The
amount of tuning has to be determined previously by mea-
suring the filter and adjusting the resonant frequencies of
the resonators.

2.7. High-Order Filters

The high Q factor of superconducting distributed resona-
tors allows the fabrication of very-high-order filters with
very small insertion loss. A first example of a high-order
filter is the 32-pole Chebyshev filter shwon in Fig. 11 [13].
The basic resonator design is based on a conventional
hairpin structure but formed as a letter ‘J’ shape in order
to minimize the coupling ratio between both adjacent and
nonadjacent resonators. By adjusting the shape, parasitic
couplings between nonadjacent resonators can be reduced
and at the same time passband return loss maintained.
The circular layout of the resonators along the wafer
shape also helps reduce the parasitic couplings and any
undesired housing propagation effect.

A second example of a high-order filter is the 22-pole
quasielliptic filter shown in Fig. 1 [1]. The basic resonator
of this filters, shown in Fig. 12, is also a distributed type.
The high current region in the center of the half-wave-
length resonator has been opened to facilitate the tuningFigure 9. Cross-coupling realizations.
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Figure 8. An example of a lumped-element filter and its response.
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process. This filter contains five quadruplet cross-cou-
plings and is able to produce five transmission zeros at
each side as shown in Fig. 1. As a result, the rejection
slope can be extremely sharp.

3. WIRELESS APPLICATION

The most important application today of microwave su-
perconductor devices is in the wireless communications
industry. Due to the spectacular growth of cellular sub-
scribers, this industry has undergone an important dereg-
ulation leading to many providers in most countries.
Superconducting front-end filters may play an important
role in both existing and future wireless base stations by

increasing the overall system capacity and interference
suppression capability. This will allow wireless provi-
ders to deploy and improve their networks rapidly as
they follow the market directions.

3.1. Superconducting Front Ends

So far, mostly receiver front-end preselect filters have
been successfully introduced. A wireless receiver front
end is the analog circuitry at the base station that per-
forms the signal processing after the antenna and low-loss
cable. A typical superconducting front end consists of
one or more preselected superconducting filters and a
low-noise amplifier (LNA) for every sector of the base sta-
tion. Both devices are cooled to an operating temperature
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Figure 11. Photograph and measurement data of a 32-pole filter.
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around 60–70 K inside a cryogenic vessel, so that the LNA
also improves its noise figure. The system usually incor-
porates a bypass that would switch to conventional tech-
nology filters and LNAs in case of cooler or vacuum failure
(Fig. 13). In principle, superconductors could be used in all
the components that form the receiver front end. However,
a combination of a superconducting filter and a conven-
tional LNA, typically a one- or two-stage high-perfor-
mance GaAs HEMT or FET circuit, provides the best
performance. The front end is followed by a resistive split-
ter and a bank of parallel receiver chains, each one com-
posed of a conventional mixer, a conventional IF bandpass
filter to select different frequency channels, an IF ampli-
fier, and an analog-to-digital converter (ADC) with band-
pass sampling.

The main interference challenge for the receiver front
end is the intermodulation products (IMPs) that result
from frequency mixing of two or more strong out-of-band
signals in the nonlinear LNA and mixer. When an IMP
falls on the radio channel being received, the result may
be a noisy or dropped call. Particularly strong signals can
also cause LNA saturation, which greatly diminishes sen-
sitivity. To eliminate interfering IMPs and potential LNA
saturation, the causal out-of-band signals must be atten-
uated and the linear dynamic range of the LNA must be
increased. However, conventional filters with very sharp
skirts might have unacceptable insertion loss for in-band
signals, and LNAs with wide dynamic range and suffi-
ciently low noise are difficult to design. Hence, for this
engineering challenge the cryogenic superconducting
front end appears to be the perfect solution, providing
both extremely high selectivity and great sensitivity.

A limitation, however, arises as a result of the intrinsic
compromise between frequency resolution and integration
time. The high selectivity of the superconducting filter is
accompanied by a large group delay, especially at the
passband edges. This strong frequency dependence in
the transition region causes intersymbol interference
and, therefore, should be compensated by either an

additional analog allpass equalizer in the RF or IF part.
Future software radio architectures will employ a wide-
band receiver followed by a wideband ADC with high
sampling rate and resolution. Separation of frequency
channels or group delay equalization will be accomplished
in a software-controlled manner in digital signal process-
ing (DSP). This approach will allow the realization of re-
configurable transceivers, increasing the flexibility of
base-station equipment. However, the realization of these
architectures requires a sufficiently high dynamic range
in the RF front end, which is limited by the nonlinearities
in the mixer and LNA. Adaptive analog prefiltering with
superconducting tunable filters could be a solution to over-
come this limitation if sufficient progress is made to
achieve enough tuning range without excessive loss.

At the system level, cryogenic front ends with super-
conducting filters provide broader coverage and lower in-
terference levels, resulting in superior quality of service.
The broader coverage is a direct consequence of the im-
proved sensitivity of the receiver, thanks to the low inser-
tion loss of superconducting filters and the low physical
temperature of both the filter and the LNA (see, e.g., the
Front-end apparatus in Fig. 14). The cooled LNA reduces
the overall noise figure of the RF front end to about 0.5 dB
(typically 0.8–1 dB at room temperature and 0.4 dB at
70 K). The total improvement in insertion loss is in the
order of 2–2.5 dB. Even more impressive is the capability
to reduce interference. The sharp skirts and high rejection
of superconducting filters help to attenuate adjacent chan-
nels easily more than 60 dB with a more than acceptable
noise figure. Typically, the filter reduces any out-of-band
signals to levels where the IMPs generated are negligible
compared to thermal noise levels.

3.2. Cooling Requirements

The superconducting wireless application requires 3–10 W
of cooling power in the temperature range from 60 to 80 K.
In order to achieve these temperatures, the cryocooler has

Figure 12. Resonator shape and cross-cou-
pling structure of a 22-pole filter.
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Figure 13. Superconducting front end and
bypass with conventional technology, between
antenna and base-station radio equipment.
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to remove not only the heat that is stored and generated
within the RF components and surrounding packaging
but also the heat that comes in from the warmer environ-
ment that surrounds the cryogenic assembly (see Fig. 15).
This parasitic heat is transmitted through conduction and

radiation and must be constantly removed along with the
dissipated heat generated by the cryogenically cooled
LNAs to maintain the HTS filters at some stable temper-
ature between 60 and 80 K.

The thermal loads from all of these sources are on the
order of 3–5 W depending on the system configuration
(omnidirectional with two channels or three-sector with
six channels.) More complex 6-sector (twelve channel) con-
figurations are expected to require as much as 8 W of cool-
ing power within this temperature range. For a wireless
front-end application, the ideal cooler should be capable of
a coefficient of performance (CoP) of at least 5%, with CoP
understood as net cooling power: input power ratio. Fur-
thermore, it has to be low-cost (B$1000), be small (o5 kg),
and have a maintenance-free life of more than 40,000 h
(5 years). Nowadays, the cooler and cryopackage represents
the most important part of the total cost of the system, and
remains the main challenge in the establishment of a
viable business model for commercial wireless products.

Manufacturers of superconductor filter systems are
faced with a series of tradeoffs in the features and char-
acteristics of various cryocoolers. The compelling reliabil-
ity advantage of GM designs is an important consideration
but is not the only one. Stirling cryocoolers are smaller,
lighter, and less noisy, and hence, a good choice in appli-
cations where operating lifetime is less important. Very
promising data on the reliability of Stirling cryocoolers
has been reported [14] showing no infant mortality and an
accumulated lifetime of more than 17,250 h to date.

3.3. Benefits in Wireless Networks

The overall improvement to the wireless network can be
measured in a number of different ways depending on the
environment (rural, suburban, or urban) and the type of
access protocol in the RF link. The characteristics that can
be measured are (1) reduced number of dropped and
blocked calls, (2) improved voice quality, (3) increased
channel availability, (4) increased base-station coverage
or reduced number of base stations, (5) reduced mobile
transmit power, (6) increased network capacity and min-
utes of use (MoU), and (7) reduced bit error rate (BER) in
digital systems.

Customer field trials have been taking place since 1996
in the United States for the analog cellular spectrum ad-
vanced mobile phone service (AMPS), with 824–849 MHz
receive and 869–894 MHz transmit bands. Data from mul-
tiple trial reports are already available for 1G and 2G wire-
less networks. In 1G networks the basic benefits are range
extension, coverage improvement, voice quality enhance-
ment, and a reduced number of dropped calls. From the
viewpoint of the service providers, these benefits have
translated into increased minutes of use of their base sta-
tions, which is the economic variable of interest. However,
major deployment of superconductor subsystems in 1G net-
works has not yet taken place for a combination of reasons.
First, the technology has only relatively recently gained the
confidence of the industry and second and most impor-
tantly, the main focus of service providers has been the
deployment of 2G digital networks in urban and suburban
environments where most of their revenues are derived.

Figure 14. Rack-mountable superconducting receiver front end
that incorporates superconducting filters and cooled low-noise
amplifiers inside a cryogenic vacuum vessel.

Figure 15. Detail of superconducting filters mounted inside a
cryogenic vacuum vessel.
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However, the benefit of superconducting front ends
in 1G networks is clear especially in the rural case. A
necessary condition to transform a reduced noise figure of
the receiver front end into a system benefit is a low an-
tenna noise figure. This is the case for rural environments
where the antenna is exposed to low noise and low inter-
fering signals. Hence, in rural networks the lower noise
figure of superconducting filters translates into increased
coverage, allowing less base stations for a given area or
higher quality of service in shadowed areas. Figure 16
shows a coverage problem that would require an addi-
tional base station for the shadowed area that intercepts
the road. The coverage can be improved in just a few hours
by replacing the conventional front end with a super-
conducting one. The benefit is clear, since another base
station would cost more than $400,000 plus a few months
of work.

On the other hand, in urban areas with a lot of traffic and
human-generated noise, the antenna noise temperature can
be as high as 2000 K. To maintain the antenna signal-to-
noise ratio (SNR), the handset power has to be higher and
the receiver must be exposed to high-energy out-of-band
signals that might limit the sensitivity with IMPs. Such is
the case of the TDMA A-band operator interfered with by
high-power Special Mobile Radio (SMR) signals (Fig. 17).
By replacing the conventional front end with a supercon-
ducting one, all interferers are almost suppressed, greatly
reducing the possibility of significant IMPs.

Digital networks have become the dominant technology
in the wireless industry. Many analog cellular networks
have been converted to digital technology. However, there
is mounting evidence that digital technology has unex-
pected capacity and service limitations as well as signif-
icant coverage problems. The coexistence of different
digital protocols creates unique interference mechanisms
that need to be accounted for. TDMA transmitters are
likely to cause interference to CDMA receivers because
CDMA systems are designed to operate at the minimum
possible power, whereas TDMA systems raise the power
level in order to increase coverage and capacity. These
limitations represent a significant market opportunity for
superconducting front ends. In 2G TDMA networks sig-
nificant benefits have already been demonstrated in cov-
erage, capacity, and interference suppression, and even
better benefits are expected in 2G CDMA networks. The
most significant benefit of superconductor technology in
2G base stations is the ability to provide superior inter-
ference rejection, which allows service providers to utilize
their available spectrum without introducing guardbands
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Figure 16. Increased coverage with superconducting front end.
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or blocked channels. CDMA systems operate in an inter-
ference-limited scenario, where the maximum cell radius
is determined by capacity considerations. A reduction of
receiver noise can be translated into increased capacity
and MoU. The replacement of conventional front ends
with superconducting ones in 11 CDMA cell sites has,
resulted in an impressive average MoU increase of 43%
(Fig. 18).

Third-generation (3G) systems will offer high-burst-
rate packet communications in addition to high-quality
voice and medium-rate data. IMT-2000, the standard for
3G systems adopted by the International Telecommunica-
tion Union (ITU), identifies two frequency bands, 1885–
2025 MHz and 2110–2200 MHz, which will operate with
wideband CDMA (WCDMA) protocol. Currently, portions
of these bands are being used by 2G systems, and it is
expected that the coexistence of 2G and 3G systems will
become a new interference problem.

For example, Japanese 2G Personal Handyphone Sys-
tem (PHS) base stations employ a frequency band that is
only 0.55 MHz away from the lowest 20-MHz IMT-2000
block. PHS cell sites are present every 300 m in cities and
suburbs in Japan. This situation results in increased BER,
increased mobile transmit power and reduced coverage,
capacity, and bandwidth. Since the signal quality is de-
graded, cellphones end users tend to speak loud increasing
the transmit power. As a result, the signal-to-interference
ratio (SIR) at the base station drops and the cell collapses.
When the superconducting front end is introduced, the
interference is filtered out and the cell normal operation
can be restored (19).

There are other examples where superconducting front
ends offer clear advantages over conventional ones. In
Europe, the Universal Mobile Telecommunications Sys-
tem (UMTS) must accommodate high-power-level trans-
mit signals adjacent to receive-only bands in WCDMA. In
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some regions, new WCDMA bands will be located as close
as 2 MHz to the band edge of existing PCS bands. Another
example is hierarchical cell structures where uplink sig-
nals of nearby microcells arrive at the macrocell (umbrella
cell) at a much higher power level than do the uplink sig-
nals of remote users in the macrocell. Acceptable wireless
transmission of data requires at least four orders of mag-
nitude lower BER than what is needed for voice transmis-
sion. Superconducting front ends can provide this
enhanced BER without raising the power level in the
wireless network, which is a significant benefit in 3G
WCDMA.
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MICROWAVE SWITCHES
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1. INTRODUCTION

Modern microwave systems often require the routing of
microwave signals to different locations or subsystems.
This signal routing is frequently controlled electronically,
and strict system requirements often require rapid signal
routing. The system component used to control this flow of
microwave energy is the microwave switch. Depending on
the application, these devices must be able to rapidly
switch microwave signals whose power levels range from
the microwatt range in receiver applications to hundreds
of kilowatts in high-power radar applications.

A common use of a microwave switch is to connect a
single antenna to either a receiver or a transmitter. Figure 1
is a schematic diagram of a transmit/receive switch or TR
switch. When switch SW_A is closed (connected) and
switch SW_B is open (disconnected), the receiver is direct-
ly connected to the antenna. The transmitter is connected
to antenna when SW_B is closed and SW_A is open.

2. MICROWAVE SWITCH TERMINOLOGY AND TYPES

An ideal microwave switch in the connected or ON state
should exhibit no losses. These losses will absorb the mi-
crowave energy as it flows through the switch. The ideal
microwave switch in the disconnected or OFF state will not
allow transmission of energy. In reality, losses do occur in
the ON-state switch, and these losses must be minimized
through careful selection and design of the switch ele-
ment. The term that microwave engineers use to describe
these ON-state switch losses is switch insertion loss. In the
OFF-state switch, some transmission of energy does occur,
but can be minimized by careful selection and design. For
the OFF-state switch, the measure of the level of signal
transmission is termed switch isolation. The microwave
engineer attempts to design microwave switches with low
insertion loss and high isolation over the entire frequency
and power range of operation. Often the engineer finds
that by improving one switch property, another one is ad-
versely affected, so engineering tradeoffs are always a part
of the design process. Several design passes using com-
puter-aided design tools and construction of actual switch
prototype circuits are usually needed before the optimum
microwave switch configuration is determined.

Modern microwave switch applications require the ac-
tual switching action be done electronically rather than
mechanically (as in a light switch), allowing a digital com-
puter system, for example, to control the switching oper-
ation. The utility of electronically controlled microwave
switches can be shown by an example based on the TR
switch shown in Fig. 1. Consider a radar transmitter
sending out pulses of energy that will be reflected back
to the receiver if an object is encountered. If the object is
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25 km away from the radar site, the travel time for a single
radar pulse to go from the transmitter to the object and
back to the receiver is approximately 130ms. The micro-
wave switch must switch the radar antenna between the
high-power radar transmitter and the receiver in this
short time period (or shorter if the object is closer), and
the switch must be capable of repeating this action hun-
dreds of times each second.

Two classes of electronically controllable microwave
switching elements are widely used: solid-state switch el-
ements based on specialized diode and transistor elements
and ferrite switch elements based on magnetic material
that controls the direction of microwave energy flow. Solid-
state devices are used in applications such as battery-op-
erated radio systems, nuclear magnetic resonance imaging
systems, and electronically steered antenna arrays. Ferrite
switches are usually found only in applications such as
high-power radar systems where hundreds of kilowatts of
power must be controlled. A third class of electronically
controllable microwave switching element is the solid-state
MEMS (microelectricomechanical system) switch. Al-
though this type of switch is fabricated using processes
similar to those for diode and transistor-based solid-state
switches, its operation is significantly different from these
other switch elements to be warrant separate discussion.

Solid-state switching devices are further divided into
two types: those based on two terminal switch elements
such as p-i-n diodes (fabricated using silicon or gallium
arsenide semiconductors) or three-terminal switch ele-
ments such as gallium arsenide metal semiconductor
field-effect transistors (MESFETs). Both types of solid-
state switching elements are physically small. Microwave
p-i-n diodes that are used for low power but very high fre-
quency may be as small as 10 mm in diameter and 25mm in
length. Higher-power diodes can be 100 mm in diameter
and 250mm thick to aid in handling the additional power
requirements. FET switch elements may reside on a
square of semiconductor material no larger than
1000 mm on a side. A large RF MEMS switch matrix ar-
ray can be placed on a single semiconductor die since the
physical size of the individual switch elements can be as
small as 25 mm on a side. The bulk of a microwave switch
module can be taken up by the package used to contain the
solid-state switch element, allowing the switch module to
be handled by skilled circuit fabrication technicians or
automated electronic fabrication machines. Ferrite
switches are physically larger than their solid-state coun-
terparts because of both the physical operation of the
switch and the high power that the switch must handle.

The amount of energy used to activate the microwave
switch is also an important design specification. Ferrite
and some p-i-n diode switch elements can control much
higher powers than can FET and MEMS-based switches,
but FET and MEMS switches require very little energy to
activate, although MEMS switches require somewhat
higher switching voltages than do the diode and transis-
tor-based solid-state switching elements. The switching
energy is unusually high in some ferrite switches because
of the relatively high current required to generate the
necessary magnetic field that governs ferrite operation.
Table 1 summarizes some important microwave switch
characteristics and table shows that selection of switch
type is strongly dependent on the application. The design-
er must balance these specifications with other design
specifications such as physical size, insertion loss, isola-
tion, and cost.

3. MICROWAVE SWITCH MODELING

The primary design specification that a microwave switch
designer considers is the switch circuit’s insertion loss and
isolation. Insertion loss (IL) and isolation (ISO) are de-
fined as the level of microwave power present at the load
after the switch is installed with respect to that present at
the load before the switch is installed. This definition can
be written mathematically as [1]:

IL

ISO
¼ 10 log

PLa

PLb
dB ð1Þ

where PLa(Lb) is the power available at the load after (be-
fore) the switch module is inserted into the system. Typ-
ical values of switch insertion loss range from 0.2 to
1.0 dB, with the higher values of insertion loss typical
for microwave switch elements used at X band (8–12 GHz)
and above. A good microwave switch will exhibit isolation
greater than 20 dB. At low frequencies, microwave switch
isolation can be greater than 80 dB depending on the ac-
tual switch configuration. Because of the nature of micro-
wave switch elements, isolation and insertion loss often
exhibit marked variations with frequency.

The microwave switch designer’s task is simplified by
use of lumped-element switch modeling. These switch
models replace the actual switch with simple circuit ele-
ments that can be quickly and easily analyzed. Insertion
loss and isolation for the various switch elements is com-
puted by modeling each individual switch element as a

SW_A SW_B

Transmitter

Antenna

Receiver

Figure 1. Schematic diagram of a microwave TR switch.

Table 1. Characteristics of Common Microwave Switch
Elements

Switch Type
Switching

Energy
Switching

Time
Power-Handling

Range

Ferrite switch High Very slow
ð�100msÞ

Megawatts

FET elements Very low Very fast (10 ns) Watts
MEMS Very low Slow (2–20ms) Watts
p-i-n diodes Medium Fast (10–50 ns) Kilowatts
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parallel combination of an ideal switch and resistance RS

and capacitance CS. This simple microwave switch ele-
ment model is shown in Fig. 2. The utility of this model
can be seen by studying the simplest microwave switch
topology, the single-pole single-throw (SPST) switch. The
switching elements in the SPST circuit can be placed ei-
ther in series or shunt. Figure 3 shows a series connected
switch element (with switch model in place), and Fig. 4
shows the shunt connected switch element. Z0 is the
source and load impedance (the so-called matched-load
condition). Using the circuit diagrams shown in Figs. 3
and 4, relationships for insertion loss and isolation can be
developed. For the series switch, insertion loss and isola-
tion can be written in terms of RS, CS, and the operating
radian frequency o as

IL¼20 log 1þ
RS

2Z0

� �
ð2Þ

and

ISO¼ 10 log 1þ
1

2oCSZ0

� �2
" #

ð3Þ

whereas for the shunt switch, insertion loss and isolation
can be written as

IL¼10 log½1þ ð0:5oCSZ0Þ
2
� ð4Þ

and

ISO¼ 20 log 1þ
Z0

2RS

� �
ð5Þ

Insertion loss for the shunt switch is frequency-dependent
because of the reactance of the shunt capacitance, where-
as isolation for the series switch is the frequency-depen-
dent parameter. Figure 5 shows the insertion loss
(isolation) for the series (shunt) SPST switch as a func-
tion of resistance RS. The data shown in Fig. 5 indicate
that low insertion loss (less than 0.5 dB) occurs for resis-
tance values of less than approximately 5O for the series
switch. Isolation greater than 20 dB occurs for resistance
values of approximately 2O or less for the shunt switch.
Figures 6 and 7 illustrate the isolation (insertion loss) for
the shunt (series) SPST 50-O switch as a function of fre-
quency using the switch capacitance CS as a parameter.
Figure 6 shows that isolation of the series switch is great-
er than 25 dB at 1000 MHz using capacitance values less
than 0.1 pF. Figure 7 indicates that a shunt switch with
capacitance of 1.0 pF or less exhibits less than 0.5 dB in-
sertion loss at 1000 MHz.

Multithrow microwave switches are designed using com-
binations of series and shunt elements to implement the
desired switching function. The operation of a single-pole
double-throw (SPDT) TR switch illustrated in Fig. 1, for
example, can be predicted by replacing the two switches
SW_A and SW_B by the switch element model in Fig. 2.
Various applications often require more complex switch top-
ologies, but the insertion loss and isolation of these circuits
can still be estimated using the lumped-element switch
model in Fig. 2. It should be noted that Fig. 2 represents
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~

Figure 4. Shunt-connected SPST microwave switch showing
source, load, and equivalent circuit for the switch element.
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Figure 5. Insertion loss and isolation for the series and shunt
SPST 50-O switch as a function of series resistance RS.
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Figure 2. Simplified model for a microwave switch element,
showing the ON-state resistance RS and the OFF-state capaci-
tance CS.
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Figure 3. Series-connected SPST microwave switch showing
source, load, and equivalent circuit for the switch element.
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the simplest of switch element models. Switch packaging
and circuit connections introduce their own undesired prop-
erties that must be included by the microwave engineer as
part of the design process. Some of these undesired or par-
asitic elements are package capacitance, contact resistance,
and bond wire inductance. The parasitic elements influence
both microwave switch insertion loss and isolation.

When a microwave switch is in its high-impedance
state, the majority of the signal voltage is dropped across
the switching element. In the low-impedance state, the
current flow through the switch element can be large.
These maximum voltages and currents, and the corre-
sponding peak power, must be known at the time of the
design so that suitable switch elements can be selected.
These specifications can vary widely depending on the ap-
plication, from low-power low-voltage requirements for
receive-only applications to high-voltage high-power
switching devices for radar or other transmitter applica-
tions. A wide variety of switching elements have been de-
veloped over the decades in response to these differing
system requirements. The choices facing the microwave
switch designer are detailed in the next section.

4. MICROWAVE SWITCH ELEMENTS

Both p-i-n diodes and FETs are the primary solid-state
switch elements used in modern microwave switches. p-i-n

diodes fabricated using either silicon or gallium arsenide
are used in switching applications from frequencies below
1 MHz to 50 GHz and beyond, and can switch peak micro-
wave power into the tens of kilowatts range. p-i-n diode
switching elements exhibit ON- and OFF-state characte-
ristics that are modeled using parameters illustrated in
Fig. 2.

A p-i-n diode consists of a nearly intrinsic or pure semi-
conductor region (i region) sandwiched between heavily
doped n/p-type regions. The ON-state or forward-bias re-
sistance RS of the p-i-n diode is a function of the i-region
width W as well as the i-region carrier lifetime t and the DC

bias current flowing through the device I0. In its simplest
form, the ON-state resistance can be written as [2]

RS¼
W2

2mI0t
ð6Þ

where m is the ambipolar carrier mobility. The i-region
carrier lifetime t is the average time a carrier exists in the
i region of the device, and can vary from 1 ns in thin gal-
lium arsenide p-i-n diodes to 10 ms or longer in thick silicon
diodes. The i-region thickness W can vary from 1 mm
or less in low-power p-i-n diodes to 200 mm and higher in
p-i-n diodes designed for high-power high-voltage appli-
cations. Under reverse-bias conditions, a capacitance is
developed across the p-i-n diode’s i region. Beyond a cer-
tain reverse bias voltage, termed the punch-through volt-
age, the OFF-state or punch-through capacitance is
constant and is modeled as CS. Gallium arsenide p-i-n
diodes and some thin silicon p-i-n diodes typically exhibit
punch-through with no voltage applied (zero-bias punch-
through).

p-i-n diode switch elements are available as either dis-
crete devices or multithrow switching modules. Switch
modules provide the microwave switch designer ease of
design, whereas discrete devices provide more design
flexibility. Discrete devices are usually used in very
high-power operation. A wide variety of discrete p-i-n
switching diodes of different electrical and physical prop-
erties are commercially available. Manufacturer’s data-
sheets often specify their p-i-n diode products in terms of
W, t, RS at certain bias currents (1 or 10 mA) and frequen-
cies (usually 100 MHz), CS at a certain reverse bias volt-
age (typically � 6 V) and a frequency of 1 MHz, and the
diode’s maximum voltage rating. p-i-n diode switching
modules are specified by their multithrow switch opera-
tion, operating frequency range, minimum isolation, max-
imum insertion loss, diode voltage rating, and maximum
power handling.

A common misconception involved in specifying p-i-n
diodes is the relationship between carrier lifetime t and
p-i-n diode switching time. These two parameters are only
weakly related, with the switching time more a function of
the external driver circuitry. This driver circuit must re-
move the i-region stored charge (Q¼ I0t) to completely
turn the diode off or inject the necessary charge to turn the
diode on. The p-i-n diode driver circuit is seldom included
in switch circuit diagrams, but is fundamental to proper
switch operation. Silicon p-i-n diodes cannot be driven
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directly from digital TTL (transistor–transistor logic)-
compatible signals, so a driver circuit is used to translate
these digital signals into voltages and currents needed to
turn the p-i-n diode on and off quickly. The driver circuit
must also be AC-decoupled from the microwave switch
circuit. Zero-bias punch-through diodes such as gallium
arsenide p-i-n diodes can be driven directly by digital TTL-
compatible signals without the need for complex driver
circuitry, although AC decoupling is still required. The
circuit elements used in this decoupling circuit frequently
limit the usable bandwidth and switching speed of the
p-i-n diode switch. Figure 8 shows an example of an SPST
p-i-n diode switch circuit with driver circuit and AC decou-
pling elements included. Capacitors C1 and C2 act as DC
blocks, preventing DC from reaching either the source or
the load. Inductor L1 isolates the driver circuit from the
AC signal path, and inductor L2 provides a DC return
path. L2 and C2 may be eliminated if the load ZL can act as
the DC return path.

To improve isolation or insertion loss in p-i-n diode
switch circuits, multiple diodes may be placed in series
or parallel. If two shunt connected p-i-n diodes replace the
one diode illustrated in Fig. 4, the effective series resis-
tance RS is halved, increasing the isolation by 6 dB. When
two or more p-i-n diodes are used in shunt, improved
switch performance can frequently be obtained by spacing
the diodes a quarter-wavelength (l/4) apart. This spacing
can be obtained physically by the use of transmission lines
or a lumped-element equivalent. This technique, however,
can restrict the overall bandwidth of the switching module.

A significant achievement in switch module and mono-
lithic microwave integrated circuit (MMIC) technology oc-
curred with the development of metal semiconductor FET
(MESFET) switch elements in gallium arsenide. This
technology not only provides switch elements in modular
form but also allows entire systems, switching included, to
be fully integrated onto a single gallium arsenide inte-
grated circuit. Modern microwave FET switches can be
directly connected to their driver circuitry without the
need for complex driver or decoupling circuitry since the
control port of the FET, a three-terminal device, is inher-
ently isolated from the signal ports. FETs switch faster
than do p-i-n diodes since the amount of charge that must

be added or removed during switching is much less.
Switching energy is lower for FET switches since only a
few microamperes flow into the control line versus milli-
amperes in p-i-n diodes. The disadvantages of FET switch-
es are that they are only available in switch modules and
can handle power levels only in the tens of watts. Another
disadvantage of FET over p-i-n diode switch modules oc-
curs in unipolar power supply applications. Gallium ars-
enide FET switches require negative voltages to turn them
off, so the microwave switch designer must float or DC-iso-
late the switch to obtain the proper voltage polarity. These
DC decoupling elements complicate the switch design and
can limit the switch bandwidth.

FET switch modules can operate over wider band-
widths than p-i-n diode switches. Packaged FET modules
exhibit good switch performance from DC to 2 GHz. Wider
bandwidths of DC to 18 GHz can be obtained using unpack-
aged switch chips that are directly connected (e.g., by wire
bonding) to the circuit to be controlled. Gallium arsenide
MESFET switch modules are specified by their multi-
throw switch operation, packaging (packaged or chip
form), operating frequency range, minimum isolation,
maximum insertion loss, diode voltage rating, and maxi-
mum power handling. Insertion loss is usually higher and
isolation usually lower for the wider-bandwidth switch
modules because of engineering tradeoffs that are needed
to extend the bandwidth in these devices. Gallium ars-
enide FET switch insertion loss typically ranges from 0.2
to 1.0 dB, with the higher values of insertion loss typical
for operation at 8 GHz and above. A good MESFET switch
will exhibit isolation greater than 20 dB, although isola-
tion at lower frequencies can be greater than 80 dB.

Microwave MEMS switches utilize moving parts at the
microscopic level to create the switching action. The two
main MEMS switch structures are the cantilever beam
and the capacitive membrane switch; the capacitive mem-
brane switch is more widely used at microwave frequen-
cies (Fig. 9), frequently using coplanar waveguide. Both of
these switch structures rely on the application of an elec-
trostatic force (the switch voltage, usually in the tens of
volts) to overcome the force due to the spring constant of
the un-deformed structure. For the capacitive membrane
MEMS switch (the most common structure at microwave
frequencies), the actuation voltage is a function of the
switch area (A), the spring constant (k), and the gap above
the actuation electrode (g) [3]:

VP¼

ffiffiffiffiffiffiffiffiffiffiffiffi
8 kg3

27eA

s

ð7Þ

Using typical values of k¼ 10 N/m, A¼ 104 mm2, and a
2.5-mm gap yields a switch actuation voltage of approxi-
mately 23 V. Once the switch has been activated, g is
reduced and the holding voltage is correspondingly less.

MEMS switches exhibit better insertion loss and isola-
tion performance at high microwave frequencies than do
their solid-state counterparts, but tend to switch at slower
rates [3]. Using the typical MEMS switch values above,
the membrane switch exhibits an OFF-state capacitance of
approximately 35 fF (10�15 farads), which yields less than

Driver
circiut On/off control input

ZL

ZS

L2

C2

L1

C1 PIN Diode

~

Figure 8. SPST p-i-n diode switch with driver circuit DC decou-
pling elements shown.
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0.1 dB insertion loss at 10 GHz when used in a shunt con-
figuration (Fig. 9a). When the switch is activated (Fig. 9b),
the gap g is substantially reduced, increasing the capac-
itance by a factor of 10 or more. This increases the loss of
the switch, providing the isolation between the source and
the load. For a gap reduction of 50 (1.7 pF), an isolation of
10 dB can be achieved.

Ferrite switch modules have been largely replaced by
semiconductor switches for all except high-power applica-
tions. Ferrite switch modules are physically large and
bulky. However, they provide the only method of control-
ling microwave power into the megawatt levels. Peak pow-
ers of more than a megawatt can be easily switched at
frequencies below 8 GHz with ferrite switches with low
loss (less than 0.5 dB) and isolation greater than 20 dB.
Ferrite switches based on switching circulators have been
used as high as 220 GHz [4].

A common ferrite switch uses a switched ferrite circu-
lator as the basic switching module. The arrow in Fig. 10
shows the direction of microwave energy flow. With one
magnetic field orientation, microwave energy entering
port 1 leaves port 2, and energy entering port 2 leaves
port 3. By reversing the magnetic field orientation, the
circulation pattern (1-2-3-1) changes to (1-3-2-1),
and the circulator acts as a nonreciprocal SPDT switch.
Because of the nonreciprocity of the switch, energy enter-
ing port 1 leaves port 2 but energy entering port 2 leaves
port 3. A reciprocal version of this SPDT switch requires
one nonreciprocal switching module and two fixed circu-
lators [5]. Ferrite switch modules are inherently narrow
band. Figure 11 shows insertion loss, isolation, and VSWR
of a 35-GHz latching ferrite switch module [6], illustrating
the relatively narrowband properties of the module. Fer-
rite switches exhibit insertion losses of less than 0.5 dB at
frequencies below 12 GHz, although higher losses (up to
1.0 dB) occur at higher operating frequencies. Isolation of
20 dB or greater is typical at frequencies of 94 GHz and

beyond. The bandwidth of a ferrite switch can be extended
using special matching techniques [7].

Another drawback for the ferrite switch compared to
the solid-state microwave switch is the ferrite switch’s
relatively slow switching speed. To change switch states,
the magnetic field in the ferrite must be reversed, and
phenomena such as material demagnetization and switch-
ing eddy currents combine to slow the switching speed.
Switching speeds of several hundred nanoseconds have
been achieved in some ferrite switch modules [6]. Rela-
tively large currents are needed to induce the ferrite
switch action, making them unsuitable for most battery
or portable applications.

5. NONIDEAL MICROWAVE SWITCH
ELEMENT OPERATION

The insertion loss and isolation are measures of the
microwave switch’s impact on the fundamental microwave
signal. A side effect of using active microwave switch
elements is their generation of unwanted signals based
on the level of microwave signal energy. These so called

2

3

1

Figure 10. Microwave energy flow in a switching ferrite circu-
lator [7] (copyright 1989, John Wiley and Sons, reprinted by per-
mission of John Wiley & Sons, Inc.).
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(a)

(b)

Figure 9. RF MEMS capacitive membrane switch over coplanar
waveguide in its open (a) and closed (b) positions.
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nonlinear effects produce spurious signals that are har-
monically related to the fundamental microwave signal,
introducing distortion into the system. The two most wide-
ly specified microwave switch distortion products are sec-
ond- and third-order intermodulation distortion. These
distortion products are measured using the two-tone test,
where two signals of equal amplitude but slightly different
frequency (F1 and F2) are incident on the microwave
switch. The second-order nonlinear effects in the micro-
wave switch generate spurious signals at frequencies 2F1

and 2F2 (harmonic distortion) and at frequencies F17F2

(intermodulation distortion). The third-order nonlinearity
generates signals at frequencies 3F1 and 3F2 (harmonic
distortion), and 2F17F2 and 2F27F1 (intermodulation
distortion). The most difficult distortion terms to manage
are the third-order intermodulation products (2F1�F2

and 2F2�F1) because these frequency components can
be close to the fundamental frequencies F1 and F2, and
hence are difficult to remove by filtering. Second- and
third-order microwave switch intermodulation distortion
is frequently specified using distortion intercept points
IP2 and IP3. The intercept point is determined by mea-
suring the distortion power with respect to the power in
the fundamental [8]:

IP2¼PFþRab=a ð8Þ

IP3¼PFþ 0:5R2ab=a ð9Þ

where PF is the fundamental power (in dBm), and Rab/a

and R2ab/a are the relative second- and third-order distor-
tion powers (in dBc), respectively. Equations (8) and (9)
also show that the distortion power can be computed given
the distortion intercept point and fundamental power lev-
el. Less distortion is introduced into the system by using
high intercept point switches or switching elements.

For a single-series p-i-n diode switch, the ON-state (for-
ward-biased p-i-n diode) IP2 and IP3 have been found to
be a function of QF/RS, where Q (I0t) is the i-region stored
charge, F is the operating frequency, and RS is the series
resistance. For a series connected p-i-n diode switch, IP2
and IP3 have been computed as [8]

IP2¼ 34þ 20 log
QnCFMHz

RS

� �
dBm ð10Þ

IP3¼ 24þ 15 log
QnCFMHz

RS

� �
dBm ð11Þ

where QnC is the i-region stored charge in nanocoulombs,
F is the frequency in MHz, and RS is the series resistance
in ohms. This ratio can be increased by increasing the i-
region stored charge (high DC bias current or large carrier
lifetime) and/or lowering the series resistance. Distortion
also improves as the frequency of operation increases. The
underlying cause of forward-biased p-i-n diode distortion
is modulation of the i-region DC stored charge by the mi-
crowave signal.

The p-i-n diode also introduces distortion in its OFF

state (reverse bias) due to modulation of the reverse bias
capacitance CS by the microwave signal. Second- and

third-order distortion for the series-connected p-i-n diode
switch can be estimated from the reverse-bias capaci-
tance–voltage characteristic, specifically the first and sec-
ond derivative (C

0

S and C
0 0

S, respectively) [9]:

IP2¼
1

32ðC
0

SÞ
2Z3

0ðo1þo2Þ
2

ð12Þ

IP3¼
1

12ðC
0 0

S ÞZ
2
0ð2o1þo2Þ

ð13Þ

Since multithrow switch circuits have combinations of ON-
and OFF-state p-i-n diodes for each switch state, all diode
distortion contributions must be included for an accurate
microwave switch distortion prediction. The ON-state p-i-n
diode usually contributes more distortion than do p-i-n
diodes in the OFF state.

Gallium arsenide MESFET switches also introduce dis-
tortion [10]. ON-state MESFET switch distortion is caused
by modulation of the conducting channel region by the
applied microwave signal. In the OFF state, distortion is
generated by variations in the gate–drain and gate–source
capacitance (CGD and CGS, respectively) by the applied
signal. Figure 12 shows ON-state IP2 and IP3 versus fre-
quency for a typical 1000� 1-mm series-connected ME-
SFET switch. The transistion region for the distortion
occurs in the vicinity of RB(CGSþCGD), where RB is the
gate bias resistor. In the OFF state, MESFET switch dis-
tortion increases with increasing frequency. Figure 13
shows IP2 and IP3 for a gallium arsenide MESFET
SPST switch. Typical IP2 (IP3) values range from
80 dBm (50 dBm) for 2-GHz SPDT gallium arsenide ME-
SFET switch modules to 65 dBm (40 dBm) for 18-GHz
switch modules. Similar to p-i-n diodes, MESFET switch
ON-state distortion is usually much larger than distortion
in the OFF state. Since gallium arsenide MESFET switches
are typically available only in module form, IP2 and IP3
are specified only for the ON state.

The ferrite circulator will generate intermodulation
distortion as well. The two main sources of nonlinearity
in the ferrite circulator are due to uniform precession of
the ferrite magnetization and by the presence of spin
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Figure 12. Simulated second- and third-order distortion inter-
cept points (IP2 and IP3, respectively) for the ON-state series-con-
nected GaAs MESFET SPST switch (reprinted with permission
from Microwave Journal, Sept. 1994).
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waves [11]. Third-order intermodulation distortion has
been shown to improve with increasing frequency, similar
to the behavior of the p-i-n diode. However, the amount of
distortion introduced by the ferrite is significantly lower
than that introduced by either the p-i-n diode or MESFET
switch element. Since the switching ferrite circulator is
used at high power levels, the low distortion behavior of
the ferrite device is an asset.

6. OTHER MICROWAVE SWITCH ELEMENTS

Semiconductor and ferrite microwave switches require di-
rect-wired connections to control their switch state. Optical
control of microwave switches has been investigated by a
number of workers. The two most common types of opti-
cally controlled switches use bulk semiconductor [12] and
p-i-n diodes [13,14]. Bulk semiconductor switches, or pho-
toconductive semiconductor switches, use light energy
(usually from a high-power laser) to modulate the conduc-
tivity of the material. The most common optically con-
trolled microwave switch circuit topology has a
transmission-line gap with the bulk semiconductor within
the gap (Fig. 14). The transmission-line gap can range
from a few micrometers in low-power applications to mil-
limeters in high-power or high-voltage applications. Dur-
ing the OFF (dark) state, the high resistivity of the bulk
semiconductor effectively isolates the two transmission

lines. The switch is activated by an intense beam of pho-
tons directed on the semiconductor material, which quickly
generates electron–hole pairs in the material, increasing
the semiconductor’s conductivity, and providing a low loss
connection between the two transmission lines. When the
light source is removed, the electron–hole pairs recombine,
returning the switch to its OFF state. This turnoff process is
dependent on the carrier lifetime of the electron–hole pairs
in the semiconductor material. Various semiconductor pro-
cessing techniques such as introducing a high density of
recombination centers have been developed to lower the
carrier lifetime to speed the switching action.

Optically controlled p-i-n diode switches also rely on
electron–hole pair generation by an incident beam of pho-
tons as well. The OFF state (high isolation) is accomplished
with a reverse-biased p-i-n diode bridging the transmis-
sion line gap instead of the bulk semiconductor material
(Fig. 14). The switch is turned on with a beam of photons
focused on the i region, causing the generation of electron–
hole pairs. The i-region conductivity dramatically increas-
es, thereby creating a low-loss connection across the gap.
Carriers swept out of the i region by the electric field are
continually replenished by the optically generated carri-
ers. This same field quickly sweeps all the electron–hole
pairs out of the i region when the light source is removed,
rapidly returning the micronwave switch to its OFF state.
These switches can be activated in less than 100 ps and
turned off in several nanoseconds [13,14].

Considerable research and development has been done
in developing entire microwave communications systems
on a single integrated circuit [called system on a chip
(SOC) or single-chip radio (SCR)]. The recent technologies
of interest have been silicon because of the integrability of
the high-frequency section with digital control and signal
processing components. The microwave switch elements of
interest in SOC research are primarily based on MOS,
BiCMOS, and MEMS silicon technologies. Silicon MOS-
FET RF circuit topologies mimic those of their gallium
arsenide counterparts, but since the current-carrying
characteristics of silicon MOSFETs are poorer than galli-
um arsenide MESFETs, the resulting transistor sizes are
larger and therefore the frequency response of these RF
control elements is poorer. The silicon MOSFET also does
not handle as much power as the gallium arsenide ME-
SFET without creating large signal distortion. However,
with silicon technologies approaching 100 nm (10� 7 m)
gate widths, these devices are being used in applications
up to several gigahertz [15].

Microwave-switching FETs based on other technologies
such as silicon germanium (SiGe) have shown promise up
to 5 GHz in switching applications [16]. Higher-power mi-
crowave switch technologies based on so-called wide-band-
gap semiconductors (silicon carbide and gallium nitride)
have been proposed and studied and show promise in this
area [17].
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FURTHER READING

Several excellent publications on microwave switches are
available for further reading. The classic treatment of
p-i-n diode switches can be found in Ref. [2]. For gallium
arsenide MESFET switches, the classic papers in the field
are in Refs. [18, 19, 20]. Since ferrite switches are usually
based on circulator technology, the reader is encouraged to
read the sections on ferrite devices elsewhere in the en-
cyclopedia. A good overview of the use of MEMS for mi-
crowave switches can be found in Ref. [3]. The most widely
used research publications containing information on mi-
crowave switches are the IEEE Transactions on Micro-
wave Theory and Techniques and the Microwave Journal.
The Transactions on Microwave Theory and Techniques
has cumulative indices listing the Transactions’ publica-
tions from 1950 to 1988 [21, 22]. A digital archive of all
publications from the IEEE Microwave Theory and Tech-
niques Society from 1953 to the present is also available
[23]. Application notes from suppliers of microwave switch
elements and modules are also good sources of design
information.

MICROWAVE TUBES
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Washington, D.C.

Microwave tubes are devices that generate or amplify
electromagnetic radiation in the frequency range of
0.3–300 GHz (microwave frequencies); they are based on
the interaction between the electromagnetic radiation and
a stream of electrons inside a vacuum envelope (the tube).
Compared with solid-state microwave devices, microwave
tubes operate at much higher power levels. Average out-
put power ratings for state-of-the-art, single microwave
tubes or solid-state devices are plotted versus frequency in
Fig. 1 for the decades from 1950 to 1990. It can be seen
that in 1990 microwave tubes were 1000 times more pow-
erful than the most powerful solid-state devices at a fre-
quency of 1 GHz, and 100,000 times more powerful at a
frequency of 100 GHz.

Because of their compactness, solid-state devices are
usually the preferred choice for low-power systems, with
microwave tubes preferred in high-power systems. The
breakpoint comes for system average output power of ap-
proximately 100 W. There, the greater efficiency of micro-
wave tubes (typically, 50% vs. 25% for solid-state devices)
results in a more compact overall system when a micro-
wave tube output stage is combined with a smaller power
supply.

The superior efficiency of microwaves may be under-
stood from the fact that in vacuum the electrons do not
pass through a background material that would imped
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their movement. Thus, the heating of a background ma-
terial is not a limiting factor of high-power operation. Also,
the electron trajectories are not randomized by collisions
with a background material so that after passing through
the microwave generation region the energy spectrum of
the spent electrons is concentrated in a relatively narrow
energy range; this facilitates energy recovery from the
spent electrons and high overall device efficiency.

1. PRINCIPLES OF OPERATION

Electrons that are accelerated (or decelerated) emit elec-
tromagnetic radiation. However, unless the positions of
the electrons form an ordered pattern (bunching), the
emitted radiation will be incoherent; that is, the phase of
the electromagnetic wave emitted by an electron will be
random compared with the phases of the waves emitted by
the other electrons. To achieve powerful radiation the
emitted waves must add up in phase (coherent radiation),
and this requires bunching.

The microwave tube contains a structure (the circuit)
that supports electromagnetic waves that can interact
with the electronbeam to form microbunches of electrons.
An unbunched electronbeam passing through the vacuum
tube with axial velocity vz is shown in Fig. 2a. The periodic
axial electric field component of an electromagnetic wave
(transverse magnetic mode) is also shown in this figure,
and this field will exert a force on the electrons that will
concentrate them into bunches as shown in Fig. 2b.

When the phase of the bunches is arranged with re-
spect to the wave electric field as shown in Fig. 2, the
electrons are decelerated. The decrease in electron energy
is accompanied by an equal increase in the energy of the
electromagnetic wave. This can be regarded as coherent
radiation of microwaves by the electrons; the bunching is
required for coherence. In order for the wave to keep ex-
tracting energy from the beam, its axial phase velocity
must match the electron axial velocity; this condition is
called beam/wave synchronism.

The bunching process results from excitation of the
natural modes of an electronbeam with charge density r
streaming with axial velocity vz in the presence of a con-
stant, externally applied, axial magnetic field B0. These
modes of oscillation are of two types:

1. Space charge waves that involve the plasma frequency

op¼

ffiffiffiffiffiffiffiffiffi
er

me0

r

where e and m are, respectively, the charge and mass
of an electron and e0 is the permittivity of free space

2. Cyclotron waves that involve the electron cyclotron
frequency

oc¼
eB0

m

The propagation of a particular wave is described by its
dispersion equation, which is a relationship between its
frequency o and its axial wavenumber b. The space charge
waves on an electronbeam obey the dispersion equation

o¼ bvz � opF ð1Þ

where F, the space charge reduction factor, depends on the
finite transverse geometry of the waveguide; for an elec-
tronbeam filling a hollow cylindrical waveguide with con-
ducting walls of radius a, we obtain

F¼ 1þ
2:405

ba

� �2
" #�1=2

Thus, F approaches unity as ba becomes large. In Eq. (1),
the plus sign refers to the fast space charge wave while the
minus sign is for the slow space charge wave.

If the electrons also have a velocity component trans-
verse to the axis v>, then cyclotron waves may exist in
addition to the space charge waves. The dispersion equa-
tion for the cyclotron waves is

o¼ bvz � oc ð2Þ
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Figure 1. Histogram of power available from a single microwave
oscillator or amplifier as a function of frequency. The solid lines
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Figure 2. (a) An unbunched beam of electrons passing through a
vacuum tube together with the periodic axial electric field of an
electromagnetic wave; (b) a bunched electron beam with the
bunches arranged to be decelerated by the wave field.
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where the plus sign refers to the fast cyclotron wave and
the minus sign refers to the slow cyclotron wave.

Finally in this section, we note that the microwave tube
can be either an oscillator or an amplifier. Oscillators have
no microwave input signal and effectively amplify noise;
they are most commonly used in heating applications such
as domestic cooking, industrial processing of materials,
and heating of the ionized gas (plasma) in a controlled fu-
sion reactor to the temperature required for thermonuclear
ignition. Amplifiers do have a microwave input signal that
is strengthened by its interaction with the electronbeam to
produce an output signal that is much stronger than the
input; the output signal tracks the frequency and phase of

the input signal. Amplifiers are used in communications
and radar systems and in other systems that require phase
control, such as high-energy particle accelerators.

2. TYPES OF MICROWAVE TUBES

A number of important types of microwave tubes differ
with regard to the configuration of the circuit inside the
vacuum envelope and/or with regard to the electrode con-
figuration used for generating the electronbeam. These
differing configurations lead to a variety of combinations
of performance characteristics (e.g., operating frequency,
power, bandwidth, oscillator or amplifier operation). The
average power capability of some of the more important
types of microwave tubes are plotted in Fig. 3 as a function
of frequency.

In Table 1 the important features and applications of
each of the major types of microwave tubes is indicated.
Each tube type is identified as either an oscillator or am-
plifier, depending on its most usual deployment; however,
we have also indicated the complementary tubes that use
similar configurations. We will now describe the circuit
configuration, the electronbeam configuration, the process
of electron bunching, and the process of microwave
amplification in each of the major tube types.

2.1. Traveling-Wave Tube (TWT) Amplifiers

The configuration of a helix TWT amplifier is sketched in
Fig. 4. The Pierce electron gun ideally produces a solid
cylindrical electronbeam that streams through the circuit
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Figure 3. The average power capability of a single microwave
tube versus frequency shown for some major types of microwave
tube.

Table 1. Major Types of Microwave Tubes

Tube Type Circuit Electron Beam Advantages
Most Common
Applications

Complimentary
Tube

Traveling wave tube
(TWT) amplifier

Periodic waveguide;
helix or coupled
cavity (CC)

Solid cylindrical
beam produced
by Pierce electron
gun

Wide bandwidth Communications;
jammers

Backward wave
oscillator (BWO);
wide tunability;
used for spectro-
scopy

Klystron amplifier Resonant, small-gap
cavities separat-
ed by cutoff drift
tubes

Solid cylindrical
beam produced
by Pierce electron
gun

High gain;a high
efficiencyb

Radar; electron
accelerators for
medical applica-
tions and high-
energy physics
research

Reflex klystron
oscillator

Magnetron
oscillator

Coaxial configura-
tion of inner
cathode cylinder
and outer anode
that contains
periodic arrange-
ment of resonant
cavities

Rotating electron-
beam in annular
space between
cathode and
anode

Rugged; low-cost Domestic cooking;
industrial heat-
ing of materials

Cross-field amplifier
(CFA); used in
radar

Gyrotron oscillator Resonant cavity
employing high-
order transverse
electric mode
(e.g., TE15,2)

Annular beam of
spiraling elec-
trons produced
by magnetron in-
jection gun (MIG)

High average power
at millimeter
wavelengths
(30–300 GHz)

Plasma heating in
controlled
thermonuclear
fusion research
(CTFR)

Gyroklystron ampli-
fier; used in
millimeter-wave
radar (35 GHz,
94 GHz)

aGain is the ratio of power in the output microwave signal to power in the input microwave signal.
bEfficiency is the fraction of electron beam power that is converted to microwave output power.
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along the lines of the externally applied axial magnetic
field with velocity vz and without appreciable transverse
velocity. The circuit is a helix that supports the propaga-
tion of slow electromagnetic waves; that is, the phase ve-
locity of the wave in the axial direction is less than the
speed of light, c. For a helix of period p and diameter d, the
axial phase velocity is

vp¼ c
pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p2þ ðpdÞ2
q

and if vp is made equal to the initial value of electron ve-
locity, vz, beam/wave synchronism will be achieved.
Bunching and deceleration of the electrons can then oc-
cur as depicted in Fig. 2; the process can be regarded as an
interaction between the slow electromagnetic wave of the
helix circuit and the slow space charge wave of the elec-
tronbeam. In Fig. 5, the dispersion curves of the circuit
wave and of the slow space charge wave are sketched.
They are seen to be approximately in synchronism (i.e.,
almost touching) over a wide range of frequencies (one to
three octaves) with maximum value of frequency just a
little smaller than 2pvz0/a.

Amplification may then occur over this wide range of
frequencies. The amplifier linear gain in dB is given by

GðdBÞ¼ � 9:54þ 3:75
oL

vz

op

o

� �3=2
ð3Þ

where L is the length of the helix circuit and the first term
on the right-hand side is the insertion loss caused by ex-
citation of beam modes that do not grow.

The amplification process saturates when vz is de-
creased from its initial value by deceleration to such an
extent that the synchronism vz¼ vp is no longer main-
tained to an adequate degree. Single-pass efficiency is on
the order of only 10%, but this may be increased to ap-
proximately 50% by the use of techniques to recover energy
in the spent electronbeam, such as depressed collectors.

The helix circuit is especially capable of wide bandwidth,
but it is rather delicate and will not support a very large
power rating, especially as frequency rises (see Fig. 3). The
coupled-cavity periodic circuit, which also supports slow
waves, is much more robust and is capable of supporting
larger powers; however, its bandwidth is more limited.

A miniaturized helix TWT is used as the output power
stage of the 100 W continuous-wave (CW) microwave pow-
er module (MPM). The MPM is more compact overall than
a system with a solid-state output stage because of the
50% efficiency of the TWT. This tube also achieves a gain
of 50 dB in a length of 22 cm and covers a frequency of
range of 4.5–18 GHz. Coupled cavity TWTs have a much
smaller bandwidth of only a few percent, but they have
achieved 700 W average power at 94 GHz.

2.2. Magnetron

Magnetrons are the most ubiquitous of microwave tubes,
used by the tens of millions in domestic microwave ovens.
They also have a celebrated history, enabling high-power
radar in World War II and credited for the victory of the
Allies in the Battle of Britain and perhaps the entire war.
The primary reason for the magnetron being the earliest
radar power tube and its present widescale domestic ap-
plication is the simplicity of its structure. In contrast to
the TWT amplifier sketched in Fig. 4, the magnetron has
no electron gun. Instead, the anode and cathode are coax-
ial with the annular space between them functioning as
the region in which the electron stream and the electro-
magnetic waves interact.

A cross section of the coaxial magnetron geometry is
sketched in Fig. 6. There is a DC voltage V0 applied be-
tween the anode and cathode that produces a radial DC
electric field

E0¼
V0

r lnðb=aÞ
�

V0

2r

bþa

ðb� aÞ
ð4Þ

where r is the radial coordinate and a and b are the cath-
ode and anode radii, respectively. A DC magnetic field B0

is applied in the axial direction. Under the influence of the
crossed electric and magnetic fields, the electrons execute
a cycloidal motion that can usually be decomposed into
small orbit Larmor rotations at the electron cyclotron fre-
quency and a lower azimuthal motion around the annulus
with velocity

~vvf¼
~EE0�

~BB0

B2
0

ð5Þ
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Figure 4. Configuration of a helix traveling-wave tube amplifier.
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Figure 5. Dispersion curves of the helix circuit wave and the
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Cavities that are resonant at the operating frequency
are cut into the anode block and arranged periodically
around the azimuth. For the p mode in which the field in
adjacent cavities are 1801 out of phase as shown in Fig. 6,
the fringing fields at radius r in the annular space appear
to rotate with phase velocity

vp¼
2or

N
ð6Þ

where N is the number of cavities.
An interaction between the rotating electron cloud and

the electromagnetic fields can then lead to a growing elec-
tromagnetic wave in a manner related to the process in
the TWT. This requires synchronism between the electron
azimuthal velocity given by Eq. (5) and the phase velocity
given by Eq. (6). For electrons at the center of the annular
space, that is, r¼ (bþa)/2 and with E0 related to V0 by
Eq. (4), the synchronism condition gives

V0¼B0o
b2 � a2

N
ð7Þ

This type of synchronism relationship between V0 and B0

is known as a Buneman–Hartree equation.
There is also an inequality that V0 must satisfy to en-

sure that the DC electron trajectories will not strike the
anode. This is known as the Hull cutoff condition and is

V0o
1

8

e

m
B2

0

ðb2 � a2Þ
2

b2
ð8Þ

As the electromagnetic wave grows, energy is extracted
from the rotating electron cloud. The electrons in the pro-
cess are forced outward to new radial positions where
their potential energy is lower. The magnetron process
may therefore be viewed as converting electron potential
energy to electromagnetic wave energy. The electron
kinetic energy, however, remains sufficient to maintain
the synchronism between vf and vp until the electron
eventually reads the anode. Because of this mechanism for
maintaining a synchronous interaction, magnetrons have
relatively large efficiency compared with the single-pass
efficiency of TWT amplifiers.

The 2.45 GHz magnetrons used in ovens for domestic
cooking typically operate at better than 50% efficiency
with average output power of 600 W. Other magnetrons
have been developed with efficiency as great as 85% and
with average power of hundreds of kilowatts.

2.3. Klystrons

Although magnetrons are high-power and efficient micro-
wave oscillators, they are not suitable for applications that
require high-gain amplifiers; for such applications kly-
strons have been the devices of choice. The layout of a two-
cavity klystron is sketched in Fig. 7. Interaction between
the electronbeam and electromagnetic waves occurs only
while the electrons are passing through narrow gaps that
form the capacitive regions of the resonant cavities; the
drift tube between the cavities is cut off for electromag-
netic waves.

Each resonant cavity has a coaxial outer region that is
inductive with inductance

L¼
1

p

ffiffiffiffiffi
m0

e0

r
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Figure 7. Configuration of a two-cavity klystron amplifier.
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where m0 is the permeability of free space. This inductance
may be considered to be in parallel with the narrow-gap
region that has capacitance

C¼
e0pa2

d

The resonant frequency of the cavity will be or¼ 1=LC.
Each cavity will also be characterized by its unloaded
quality factor

Q0¼
orC

GW

where GW is the wall conductance whose nonzero value is
a measure of the microwave power that is lost in heating
the cavity walls.

When the electronbeam passes through the gap in the
first cavity, it is modulated in velocity by the microwave
field in the gap. This leads to excitation of both the slow
space charge wave and the fast space charge wave that
grow and phase interfere in the drift tube. The interference
leads to axial bunching of the electron as shown in Fig. 7,
and when such a bunched beam streams through the gap
in the output cavity, it excites microwave fields there that
may be much stronger than the fields in the input cavity.

In the regime of small signal linear operation, gain is
optimum when the distance between the gaps in the two
cavities is chosen to be

L¼
p
2

vz

opF

Then, the linear gain is

G¼
1

p2

I0

V0

� �2 oL

vz

� �2 GL

GiðGoþGLÞ
2

ð9Þ

where we have assumed that the gap width d is much less
than the wavelength; Gi and Go are the GW conductances
representing wall losses in the input cavity and output
cavity, respectively; GL is the conductance representing
power coupled from the output cavity into the load. The
electronbeam voltage and current are given by V0 and I0,
respectively.

While it is in general much more difficult to analyze
nonlinear behavior, a nonlinear analysis of the two-cavity
klystron has been carried out in the limit of small space
charge effects:

opF5
vz

L

In this limit the efficiency of converting electron kinetic
energy to microwave energy in the output cavity has been
shown to be given by

ZE¼J1ðXÞ ð10Þ

where ZE is called the electronic efficiency, J1 is the
Bessel function of the first kind of order 1, and the beam

bunching parameter is given by

X ¼
1

p
Eid

V0

oL

vz

where Ei is the magnitude of the microwave electric field
developed across the gap in the input cavity. The electron-
ic efficiency as given by Eq. (10) has a maximum value of
ZE¼ 58.2% when the beam bunching parameter X¼ 1.841.

Even higher efficiency, and certainly much higher gain
than is indicated by Eq. (9), is attainable in klystron am-
plifiers with more than two cavities. A five-cavity,
11.4 GHz klystron amplifier has been developed at the
Stanford Linear Accelerator Center for driving the next
generation of electron/positron accelerators for high-ener-
gy physics research. It has a gain of 50 dB with peak out-
put power of 56 MW in 1.5 ms-long pulses. The pulse
repetition frequency is 180 pps (pulses per second), the
electron beam in the klystron is focused with permanent
magnets, and klystron output efficiency is 60%.

2.4. Gyrotrons

As capable as klystrons are, they do become limited in
power rating as frequency rises to the millimeter-wave
regime (\30 GHz). This is true because their cutoff drift
tubes and their resonant cavities shrink in size with the
wavelength. A relatively new vacuum electronics device
that has operated successfully using a highly overmoded
circuit is the gyrotron. The configuration of a gyrotron os-
cillator is sketched in Fig. 8.

The magnetron injection gun produces an annulus of
electrons that travel along the circuit spiraling around the
lines of the axial DC magnetic field. An important param-
eter of such an electronbeam is the ratio of perpendicular
velocity v> to axial velocity vz. Usually v>/vz is in the
range of 1.0–2.0. The low value gives greater stability
against spurious oscillation, while the high value gives
greater efficiency.

A cross section of the electronbeam is shown schemat-
ically in Fig. 9, where the electrons are initially seen to
have random phase in their electron orbits. Also shown in
Fig. 9 is E0, the azimuthal electric field of a TE0n mode of
the cylindrical gyrotron cavity. An electron such as 1 (in
Fig. 9) will be decelerated by the electronbeam, and its
mass will decrease (this is a relativistic effect) leading to
an increase in its cyclotron frequency as

oc¼
eB0

m
¼

eB0

m0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðv2

z þ v2
?Þ=c

2

q

where m0 is the electron rest mass. Similarly, an electron
with phase like electron 2 will be accelerated by E0, and its
cyclotron frequency will decrease.

This modulation of the cyclotron frequencies can lead to
phase bunching in the cyclotron orbits as shown in Fig. 10.
If the electromagnetic wave is propagating axially at the
same speed as the electrons and switching its polarity at
the cyclotron frequency in the beam frame (vz¼ 0), it can
continuously decelerate the electrons and extract energy
from their decrease in transverse velocity.
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The process of phase bunching and energy extraction
may be regarded as an interaction between a fast (vp4c),
transverse electric (TE), electromagnetic wave, and the
fast cyclotron wave of the electronbeam. The dispersion
curves of these two waves is plotted in Fig. 11. The point of
grazing intersection, where the two curves just touch, is
the usual point of operation. Simultaneous solution of the
two dispersion equations plotted in Fig. 11 for the case of
grazing intersection gives the following equation, which
may be used to design a gyrotron oscillator. The cutoff fre-
quency of the operative TE mode is given by

o2
n¼o2

c

c2

c2 � v2
z

ð11Þ

Also, the axial wavenumber is given by

b¼
ocvz

c2 � v2
z

ð12Þ

For example, if the electron energy, the ratio v>/vz, and
the DC magnetic field were specified, then for a given
TEm,n,p mode, Eq. (11) could be used to determine the

cavity radius and Eq. (12) could be used to determine the
cavity length.

We also note that there is a threshold value that v>
must exceed in order to turn on the gyrotron. This is given
approximately by the inequality

v? > 0:1
�oo2

po
3
c vzc

2

bo4
n

 !1=4

where op is the plasma frequency averaged over the cavity
cross section.

Gyrotron oscillators are quite efficient in converting the
transverse kinetic energy of the spiraling electrons into
microwave energy; however, the axial electron energy is
not utilized. Overall, the output efficiency of a gyrotron
oscillator is typically in the range of 30–40%. This is also
subject to improvement by techniques for recovering en-
ergy from the spent electron beam.

Gyrotron oscillators developed for the plasma heating
application have had peak output power of 1038 kW and
average output power of 198 kW at a frequency of
140 GHz. There is also an active gyrotron amplifier re-
search-and-development program; a 94-GHz gyroklystron
has been produced with an average power of 2.5 kW and a
bandwidth of 0.35%; the average power rating is several

Electron

Initial random phase of E ⋅ v∼ ∼

2

1

Bo

Eθ

Eθ
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Figure 9. Cross section of the annulus of spiraling electrons in a
gyrotron circuit showing the initial random phases.
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Figure 8. Configuration of a gyrotron oscillator. The strong DC magnetic field which is required is
usually provided by a superconducting solenoid.
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Figure 10. Electrons in a gyrotron that are phase-bunched in
their cyclotron orbits. The relationship between the phase of the
electrons and the phase of the azimuthal field of a TE0n electro-
magnetic wave is shown on alternating half-cycles of the cyclotron
frequency.
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times larger than the most capable 94-GHz coupled-cavity
TWT amplifier. Finally, gyroklystrons are being evaluated
as drivers for high-energy electron accelerators, especially
if these are operated at microwave frequency much larger
than at present (say, Z20 GHz); a 20-GHz gyroklystron
amplifier has been demonstrated with pulsed output pow-
er of 30 MW.

3. FUTURE DIRECTIONS

There is a continuing and vigorous program of research
and development of microwave tubes to meet the needs of
advanced applications. The microwave power module
(MPM) combines three elements: (1) a low-noise, high-
gain, solid-state input amplifier; (2) a compact, high effi-
ciency, vacuum traveling-wave tube functioning as output
power booster; and (3) an integrated electronic power sup-
ply. The MPM, as mentioned previously, achieves 100 W
average power levels over an extended frequency range in
a package that is more compact and lighter than an all
solid-state system, and it is especially attractive for de-
ployment on platforms where weight and prime power are
at a premium. Current thrusts in MPM research aim at
developing a 3 octave bandwidth capability that will cover
the frequency range of 2–18 GHz in a single module. Work
is also under way on developing a high-frequency MPM
that will cover the range of 18–40 GHz; this push to mil-
limeter wavelengths is of special interest for satellite com-
munications. There has also been preliminary
consideration of developing an MPM-like system with
100 W CW capability in the frequency range 84–
104 GHz; this module would involve a serpentine folded
waveguide circuit rather than a helix circuit in order to
realize the 100 W average power rating at such a short
wavelength (B3 mm).

For applications that require higher power than TWTs
but do not need such an extended bandwidth, gyrotron
amplifiers are being developed. For 94-GHz radar, a four-
cavity, TE01 mode gyroklystron is under construction that
will have 40 dB gain, 0.8% bandwidth, peak power of
80 kW, and average power of 10 kW. Gyrotron amplifier
circuits with wider bandwidth capabilities (e.g., gyro-
TWTs and gyrotwystrons) are being considered for future
development. Also, the use of higher-order modes is being
considered to increase the amplifier average power.

Klystron amplifiers at 11.4 GHz for driving electron–
positron colliders in high-energy physics research are also
under development. The aim is to extend the 56 MW out-
put power already achieved to 75 MW. Improvements in
efficiency are also sought since the 7000 klystrons that will
be required to drive the 1-TeV NeXT collider that is being
planned at the Stanford Linear Accelerator Center will
represent consumption of large amounts of average power.

For electron–positron colliders at 3–10 TeV energy, a
higher microwave frequency will likely be chosen. Gyro-
klystrons may then be the optimum choice of amplifier.
Current experimental studies at 17.1 GHz are aimed at
demonstrating an output peak power of 100 MW. Efficien-
cy could be enhanced to the 50% level by using depressed
collectors in this device. Design studies have indicated
that similar performance might be achievable at 34 GHz
with the use of a superconducting solenoid to provide the
gyroklystron magnetic field. Typically, such amplifiers for
driving colliders operate with a duty factor of 3� 10�4 so
that 100 MW peak power would correspond to about 30 kW
average power.

Higher average power has already been achieved in
gyrotron oscillators, which have operated at 200 kW aver-
age power out to frequencies of 140 GHz. These oscillators,
which are intended for plasma heating in controlled ther-
monuclear fusion research, are currently being developed
with a goal of 1 MW average output power. Lower-power
(10 kW average) gyrotron oscillators are being developed
at millimeter wavelengths with an emphasis on minimiz-
ing system cost so that they may be widely adopted by in-
dustry for material processing applications.

Finally, we note that progress in materials research
and in computer science are enabling rapid advances in
microwave tube performance. Producing vacuum output
windows that would allow for the passage of very high
average power microwave and fabricating focusing mag-
nets that are compact and lightweight are among the ma-
jor technological challenges in high-power microwave
electronics. Diamond windows are very promising for
high-power devices. High-temperature superconductors
promise to make microwave tubes that require high mag-
netic fields (e.g., gyrotrons) practical for an increased
number of applications.

Time-dependent, multimode computer codes have been
developed that have effectively been applied to modeling
the operation of a variety of microwave generators and
have led to improving their design. The creation of an
integrated computational framework for microwave
tubes for initial design to production has been initiated.
Extensive software tools are incorporated including
thermomechanical analysis codes and electromagnetic
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Figure 11. Dispersion curves for the TE electromagnetic wave
with cutoff frequency on and for the fast cyclotron wave.
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computational codes. This will allow for interactive study
of the performance of the microwave tube being designed.

These advances will allow not only for higher power
ratings of microwave tubes at higher frequencies but also
for production of microwave power systems that are less
costly, lighter in weight, more compact, and more efficient.
The enhanced capabilities of microwave tubes will be ex-
ploited to improve the performance of radar and commu-
nication systems, to enable new industrial processing
techniques and to extend the reach of basic and applied
research.
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In general, military communication systems are different
from ordinary systems in various specific security require-
ments, namely, robustness in hostile environments, shield-
ing from adversaries, and immunity from unfriendly
eaves-dropping.

Hostile environments to communications are radiofre-
quency interference (RFI), spoofing, jamming, and fading,
either natural or human-made. RFI is unintentional but
can significantly degrade performance. Spoofing is inten-
tional and can cause a great deal of confusion. Jamming is
also intentional and can completely shut down the entire
communication. Fading can severely disrupt communica-
tions. A conventional communication system is not able to
survive in such hostile environments. All spread-spectrum
schemes can be utilized for counterattacking the measure-
ments from spoofer and jammer. A good military commu-
nication system generally requires the addition of an
antenna nulling technique that can isolate the effect of
an intentional jammer or spoofer. Techniques such as
channel interleaving can be employed to ‘‘whiten’’ the
channel in the presence of fading to reduce their efficacy.
Other schemes such as channel coding, diversity, or equal-

ization are also important to make a system robust under
a jamming or a fading environment.

The requirement of shielding from adversaries refers to
the ability of not being detected by enemies. In modern
warfare, using electronic equipment for communication,
position location, and so on, is crucial for tactical move-
ment, combat, evasion, and rescue. However, an adversary
can detect the signal that is intended for the friendly par-
ty. Consequently, the location of a soldier or a command
post can be identified and life can be jeopardized. There-
fore, low probability of detect (LPD) or low probability
of intercept (LPI) becomes critical for designing military
systems.

Eavesdropping is a technique used to surreptitiously
intercept intelligence information from an enemy. This
can always change the outcome of a battle or a war. Unlike
detecting the existence of a signal, which can usually be
achieved by using a radiometer, eavesdropping requires
the right demodulator, decoder, and so on. In order to
be immune to eavesdropping, in addition to sophisti-
cated spread-spectrum techniques, such as direct se-
quence, frequency hopping and time hopping, a system
needs a cryptography technique to ensure the secrecy of
communications.

Other important areas in military communications in-
clude target recognition (classification) and navigation.
Target recognition involves a great deal of data collection
and processing. Optical remote sensing methods, such as
optical lenses, laser or infrared light, is always a way of
collecting target images. However, in poor weather condi-
tions, it can be difficult if not impossible to obtain any im-
age using optical equipment. In recent years, synthetic
aperture radar (SAR) has been extensively utilized for re-
mote sensing. Besides providing better quality and reso-
lution of the image, the SAR system can be operated
regardless of the weather condition.

The global positioning system (GPS) is a satellite-based
navigation system with global coverage. In view of four
GPS satellites, a GPS receiver can determine its three-di-
mensional position to an accuracy of better than 16 m.
Greater accuracy of less than 1 meter can be achieved by
using correction information from another GPS receiver at
a known location. The Persian Gulf region, with its wide
expanses of featureless desert, is the ideal combat envi-
ronment in which to prove the value of GPS. Without a
reliable navigation system like GPS, the U.S. forces could
not have performed the maneuvers that contributed to the
success of Operation Desert Storm in 1991.

1. UNINTENTIONAL INTERFERENCE

The radiofrequency interference (RFI) from another un-
intentional interferer can be substantial in a multiuser,
multiservice communication system. RFI can penetrate
the receiver from main-, side-, or backlobes of the receiv-
ing antenna, resulting in significant performance degra-
dation. From the spectral point of view, the RFI can be
located within the intended receiving bandwidth, referred
to as the cochannel interference (CCI), or leaked from the
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adjacent channels, referred to as the adjacent-channel in-
terference (ACI).

The CCI can be initiated from intermodulations, leak-
age from spatial discriminated cochannel signals, and
code-division multiple-access (CDMA) scenarios, such as
direct-sequence spreading and frequency hopping (to be
discussed later). In general, making use of channel coding
to enhance the power efficiency of the desired signal can
mitigate the CCI problem.

The ACI is caused by leakage of the signal power from
adjacent channels next to the desired signal bandwidth.
This leakage exists because no ideal brick-wall filter,
which passes 100% of the signal power within a certain
range of frequencies and also completely cuts off the power
beyond this range, can be realized. Thus, portions of the
power spectra of adjacent channels overlap each other, re-
sulting in leakage. In addition to the channel coding, the
mitigation technique for the ACI rejection includes the
adoption of a bandwidth-efficient modulation scheme,
such as Gaussian minimum shift keying (GMSK) or fil-
tered phase shift keying (FPSK), which basically has a
confined power spectrum with no sidelobes.

2. SPOOFING

Spoofing is defined as the purposeful degradation, denial,
or deception to a receiver by an external source using a
‘‘look-alike’’ signal. Spoofing can cause greater damage
than other intentional interference, such as jamming, be-
cause armed forces personnel may make a costly or deadly
mistake in response to a deceived command without
knowing it.

3. JAMMING

A jammer is a device that seeks to nullify a communica-
tion system by inserting energy into the target spectrum.
The jammer power at the target antenna system can be
represented by

J¼PjGj=ð4pR2
j ÞBs=j=Lj ð1Þ

where

J ¼ jammer power at target antenna
Pj ¼RF power delivered to jammer antenna
Gj ¼ gain of jammer antenna
Rj ¼ range from jammer to target antenna
Bs/j¼ ratio between bandwidth overlap between energy

inserted into the target spectrum and jammer’s
transmitted spectrum

Lj ¼ losses in propagation between jammer and target
antenna

To be effective, the jammer must act to lower the SNR,
and hence the Eb/Ntotal, to raise the bit error rate (BER) of
the communication system beyond acceptable levels:

Eb=Ntotal¼Eb=ðN0þJ0Þ¼ ½ð1=Eb=N0Þþ ð1=Eb=J0Þ�
�1 ð2Þ

where Eb is the signal energy per bit, J0 is the jamming
energy per bit, and N0 is the one-sided power spectral
density of the received additive white Gaussian noise
(AWGN).

A measure of jammer power versus signal power is

J=S¼ ðPjGjÞ=ðPtGtÞðBs=jÞðRt=RjÞ
2
ðLa=LjÞ ð3Þ

where

S ¼ signal power at antenna
Pt ¼power delivered to transmit antenna
Gt¼ gain of the transmit antenna
Rt¼ range from transmit to receive antenna
La¼ losses in propagation between transmit and receive

antenna

If there are differences in range between the commu-
nications transmitter and jammer from the receive anten-
na, a standoff distance can be computed for a known J/S
value where the jammer becomes ineffective:

Standoff distance¼Rt½ðPjGjÞ=ðPtGtÞ

� ðS=JÞðBs=jÞðLa=LjÞ�
1=2

ð4Þ

The jammer nominally attempts to disrupt communica-
tions with minimal resource use; that is, for a given total
power it will maximize jamming energy at the detector.
The jammer can use several waveform strategies to maxi-
mize its effectiveness and reduce Eb/J0.

3.1. Broadband Noise Jamming

A broadband noise jammer, as shown in Fig. 1, employs a
noise source of bandwidth Bj that covers the entire allo-
cated spectrum Bs of the communication system under at-
tack. The noise density is

Noise density¼J=Bj¼J0 ðBj¼BsÞ ð5Þ

3.2. Partial-Band Noise Jamming

A partial-band noise jammer (PBNJ), as shown in Fig. 2,
employs a noise source that covers some fraction a of the
allocated spectrum of the communication systems under
attack. For given jammer power J, this raises the noise
density over that part of the band:

Noise density¼J=Bj¼J=ðaBsÞ¼J0 ðBjoBsÞ ð6Þ

Carrier frequency

B j = Bs
Frequency

Jammer

Figure 1. Spectrum of a broadband noise jammer.
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3.3. Worst-Case Partial-Band Jamming

A worst-case partial band jammer (WCPBJ) is employed
against a system whose instantaneous bandwidth is less
than allocated spectrum, Bj¼ bBs. One must compute the
joint probability of likely coincidence, r0, with the wave-
form and noncoincidence, (1� r0), to obtain statistics of
BER. The WCPBJ would attempt to vary the value of r0,
the fraction of bandwidth occupied, to maximize BER in
the joint probability computation.

3.4. Multitone Jamming

A multitone jammer, as shown in Fig. 3, employs sets of
sinusoids instead of noise sources to cover the jamming
band. Generally these are generated by a harmonic
source, resulting in frequency spacings that are equidis-
tant. The power per tone for the equal-amplitude ampli-
tude case is

Pj¼J=N ð7Þ

where N is the number of tones. For the case of equidistant
frequency tones, the total jamming bandwidth occupied is

Bj¼ fsðN � 1Þ ð8Þ

where fs is the frequency spacing.

3.5. Pulsed Jamming

A pulsed jammer, as shown in Fig. 4, seeks to obtain a high
instantaneous power output by reducing its duty cycle;
that is, the power production is for a fraction of time. Some
microwave tubes have the ability to produce large
amounts of instantaneous but not continuous power. The
source waveform for small duty cycles is generally rect-
angular—that is, a pulse, which is rich in harmonics and
can cover a wide instantaneous bandwidth.

3.6. Smart Jammers

The category of smart jammers includes the frequency
follower, the store and forward, and frequency chirp jam-
mers. The frequency follower and the store-and-forward
class of jammers is nominally frequency-agile and cap-
tures or senses the victim signal and mimics the carrier
frequency and perhaps the modulated waveform. These

jammers are effective against stationary or slow frequency
hoppers where the signal stays at frequency long enough
for the jammer to copy and transmit to the victim in one
frequency hop period.

The frequency chirp jammer, as its name implies, fre-
quency sweeps or chirps the intended jamming band to
put energy into the victim receiving system. These jam-
mers would be employed if certain aspects of the victim
system are known and can be exploited by a nonstationary
signal.

4. ANTISPOOFING AND ANTIJAMMING TECHNIQUES

To make a system robust in hostile environments, anti-
spoofing and antijamming techniques need to be imple-
mented. Different techniques should be adopted to
counterattack different types of jamming. They can be
based on the concepts of power, frequency, time, and spa-
tial discriminations. In most cases, a hybrid system that
includes more than one antijamming technique is imple-
mented. All techniques described here can be used for an-
tispoofing purposes as well without being particularly
specified in the context.

4.1. Direct Sequence

Direct sequence (DS) is a spread-spectrum technique that
is usually used with the phase shift keying (PSK) signal-
ing. A pseudorandom number (PN) binary sequence whose
elements have values of þ 1 or – 1 are generated by a PN
sequence generator Nc times faster than the data rate.
Conventionally, the unit of each element of a PN sequence
is called a ‘‘chip.’’ Therefore, the chip time Tc equals Td/Nc,
where Td is the data bit duration. Practically, the N can be
between 100 and 106 or higher, depending on the capabil-
ity of antijamming (antispoofing) and/or the spread band-
width of the system. Let d(t) and c(t) be denoted as the
original data and PN sequence, respectively. Then

dðtÞ¼
X1

k¼�1

dkpdðtÞ ð9Þ

and

cðtÞ¼
X1

k¼�1

ckpcðtÞ ð10Þ

where dk and ck are either þ 1 or –1, and pd(t) and pc(t) are
unit pulse functions with duration Td and Tc, respectively.
In the DS spread PSK system, the modulating signal is the
multiplication of d(t) and c(t). Figure 5 illustrates the
waveforms of d(t), c(t) and d(t)c(t).

B j = Bs
Frequency

N -tone jammer

Figure 3. Spectrum of a multitone jammer.

Pulse with power
No jamming power

between pulses

Time

Figure 4. A pulsed jammer in time domain.

Carrier frequency

Bs
Frequency

Jammer Desired signal

B j

Figure 2. Spectrum of a partial-band jammer.
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The DS spread binary PSK (DS/BPSK) signal can be
expressed as

xðtÞ¼
ffiffiffiffiffiffi
2S
p

dðtÞcðtÞ cos oct¼ cðtÞsðtÞ ð11Þ

where

sðtÞ¼
ffiffiffiffiffiffi
2S
p

dðtÞ cos oct ð12Þ

is the ordinary BPSK signaling. Since c(t) changes its po-
larity Nc times faster than d(t), the bandwidth of x(t), de-
noted by WDS, is Nc times wider than that of d(t), which is
Rd (¼ 1/Td). The processing gain of this DS/BPSK system
is simply

PG¼
WDS

Rd
¼Nc ð13Þ

In the presence of jamming signal J(t), the received sig-
nal at the receiver can be represented by

rðtÞ¼ xðtÞþJðtÞ ð14Þ

The receiver multiplies the received signal r(t) by a dupli-
cate of the PN signal c(t) to obtain

zðtÞ¼ cðtÞðxðtÞþJðtÞÞ ¼ sðtÞþ cðtÞJðtÞ ð15Þ

since c2(t)¼ 1. Therefore, the effective noise component at
the input to the BPSK demodulator becomes n(t)¼ c(t)J(t).
Again, for the case that jammer’s bandwidth BJ is much
smaller than Rc¼ 1/Tc, the bandwidth of n(t) will be ap-
proximately NJ (¼Rc/BJ) times wider than that of J(t). For
a fixed amount of jammer power J, the value of the power
spectrum density function of n(t) at the carrier frequency
o0 is approximately 1/NJ that of J(t). As a result of this,
after the signal z(t) passes through the front-end filter of
the BPSK demodulator, which is approximately Rd, the
effective noise component contributed to the decision rule
is significantly reduced. Hence, this technique essentially
enhances the effective SNR input to the demodulator. This
implies that the direct-sequence spread-spectrum ap-
proach is based on the concept of power discrimination.

It has been shown [1] that the BPSK data modulation
with QPSK direct sequence spreading is a robust antijam-
ming system to combat either continuous-wave (tone) or
random (partial-band) jammer.

It is worthwhile to mention that the DS technique can
be also used for the purpose of multiple access. The mul-
tiple access scheme that adopts the DS technique is called
code division multiple access (CDMA). Other types of mul-
tiple access include frequency division multiple access
(FDMA) and time division multiple access (TDMA). In a
CDMA system, users each have their own unique code ID.
The same idea of using process gain stated early in this
section is the concept used to discriminate the unwanted
user from the desired one.

4.2. Frequency Hopping

A frequency hopping (FH) system is driven by a frequency
synthesizer that responds to a PN sequence from a PN
code generator. The most commonly used modulation
schemes when the FH technique is adopted are M-ary fre-
quency shift keying (MFSK) modulations. Based on the
output sequence from a PN code generator, the frequency
hopper outputs a continuous sinusoidal waveform that
frequency jumps from one value to another. These fre-
quencies are, in turn, used as the carrier frequencies of a
MFSK signal.

Depending on the hopping rate that the frequency
changes, the FH system can be categorized into slow
frequency hopping (SFH) and fast frequency hopping
(FFH).

* Slow Frequency Hop. The hopping rate is slower than
or equal to the date rate, which implies that there are
one or more data bits in each hop, as shown in Fig. 6a.

Td

Data duration

Tc (PN chip duration)
d(t ):

c(t ):

d(t)c (t):

DS  spread sequence:

Figure 5. Waveforms of data d(t), PN sequence c(t), and modu-
lating signal d(t)c(t).

Frequency

Frequency

Time

Time

Td (Data duration)

Th

WFH: hopping bandwidth

Th  (Hopping time)

Td
Data duration
WFH: hopping bandwidth

MRd
(MFSK frequency band)

MRd (MFSK frequency band)

WFH

WFH

(a)

(b)

Hopping
time

Figure 6. (a) Slow frequency hopping; (b) fast frequency hop-
ping.
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* Fast Frequency Hop. The hopping rate is faster than
the data rate, which implies that there are multiple
hops within each data bit duration, as shown in
Fig. 6b.

Note that the FH/MFSK system has a much wider
range of frequencies than the ordinary MFSK system. For
a fixed jammer power J, the broadband jammer needs to
spread its power over the entire FH bandwidth WFH.
Hence, the effective corrupting power fallen into a single
MFSK band is J/PG, where PG is the processing gain of
the FH/MFSK system and is defined as

PG¼
WFH

MRd
ð16Þ

Because the PG is usually very large, the FH/MFSK is
very effective in counterattacking broadband jamming.

For a stationary partial-band or multitone jammer, an
FH system is also considered to be robust. This is due to
the fact that the signal is lost for only a small portion of
time when the hopping frequency falls into the fixed jam-
ming band. For a majority of time, the signal is free of
jamming. This implies that the FH is based on the concept
of frequency discrimination.

Unfortunately, the partial-band or multitone jammer is
intelligent enough to be able to detect the transmitted FH/
MFSK signal, follow the hopping pattern, and concentrate
its total power J to jam the full band of M MFSK carriers.
Therefore, the FH/MFSK system becomes vulnerable to
the intelligent partial-band and multitone jammers. To
solve this problem, an FFH must be adopted so that the
jammer is not able to follow the hopping pattern. In ad-
dition, the coding and time diversity becomes desirable is
this scenario.

4.3. Time Hopping

Like FH, time hopping (TH) is also driven by a PN se-
quence generated by a PN code generator. Instead of hop-
ping the carrier frequencies in a much wider frequency
band, the time hopper controls the time stamps for turn-
ing on and off the signal transmission in the time domain.
This technique is effective only to the pulsed jamming. A
TH system can force a jammer to stay on at all times in
order to be effective. Under the constraint of a fixed ener-
gy, the jammer needs to reduce its transmitting power,
resulting in less interference. Obviously, the TH system is
based on the concept of time discrimination [2].

4.4. Time Diversity

Time diversity is a technique in which each information
bit is subdivided into multiple equally spaced subbits be-
fore entering the modulator. It is usually implemented in
the FFH system to counterattack the partial-band or mul-
titone jamming. To make the counterattack more effective,
the hop duration has to be equal to or less than the subbit
duration. Therefore, if one subbit is jammed, other sub-
bits of the same bit may be hopped to a frequency outside
the jamming band and detected without errors. This

antijamming technique is also based on the concept of
time discrimination.

4.5. Antenna Nulling

A spatial discriminating technique for antispoofing and
antijamming is antenna nulling or sidelobe cancellation
[3]. In order to provide a nulling capability, the antenna
system needs to be equipped with an array of element an-
tennas and associated electronics for beamforming. At
least two spot beam element antennas, each of which
can be pointed and controlled independently, are needed.
The received signals from all element antennas are phase-
shifted and amplitude-attenuated independently and in-
dividually, and then combined to form a single signal. The
combination of this array of element antennas is called
phased-array antenna.

First, the antenna system tries to sense the presence of
a spoofer or jammer within the antenna field of view by
sampling the received signal from each element antenna
and determining whether there is significant energy out-
side the expected bandwidth. After the spoofer or jammer
is detected, a nuller algorithm processor decides and ad-
justs accordingly to the phases and attenuation weights of
all element antennas. As a result, a null is generated at
the direction to the spoofer or jammer so that the inter-
ference attack becomes completely ineffective. Figure 7
illustrates a conceptual diagram of forming an antenna
null. In most military communications systems, such as
the military satellite communications (MILSATCOM) sys-
tems, the antenna nulling scheme is required to be imple-
mented on spacecraft.

4.6. Forward Error Correcting Code

In general, using a forward error correcting (FEC) code to
improve the power efficiency can be also considered as an
anti-spoofing or antijamming technique. Various coding
schemes have been included in various systems for this
purpose. The ð7; 1

2Þ convolutional code with Viterbi decod-
ing has been widely used because of its good FEC capa-
bility [4]. The Reed–Solomon code has been shown to be
powerful for correcting burst errors [5]. Concatenated code
structure with ð7; 1

2Þ convolutional code as the inner code
and Reed–Solomon code as the outer code has been known

Resulting
antenna pattern

Null

Antenna gain (dB)

Location
of jammer

Angle of
boresight

Original antenna
pattern

Figure 7. A conceptual antenna pattern of nulling.
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to have a significant anti-corruption capability [6]. Re-
cently, a newly invented turbo code has demonstrated its
ability to provide a near-Shannon-limitcoding gain [7].

5. PROPAGATION CHANNEL CHARACTERISTICS

The term fading channel is used when the physical medi-
um affects radiowave propagation such that the received
signal appears to have amplitude fading and/or phase
jitter. Three principal fading phenomena are (1) multi-
path, (2) ionospheric effects, and (3) nuclear-blast-induced
plasma.

5.1. Multipath Fading

Multipath fading is usually associated with terrestrial
communications or low-elevation-angle satellite commu-
nications where the transmit and receive signals are sub-
ject to reflection from terrain and objects, fixed or moving.
Measurement data have been provided from NASA mis-
sions [8,9], and Brayer of MITRE also performed several
investigations in this area [10,11]. In multipath fading,
the signal is a composite of the line-of-sight wave and re-
flections, from the earth’s surface, that occur along the
propagation channel. Fade condition is dependent on the
terrain encountered, such as mountainous, smooth, lake,
or oceanic. The received signal is a composite of construc-
tive and destructive interference of the primary and co-
herent reflections to induce the scintillation behavior. It is
convenient to define the single-frequency case after Bull-
ington [12] for the primary and echo without modulation:

v¼1þReiðyþ ðn�1Þ�pÞ
¼Le�i�g ð17Þ

with

tan g¼
R sin y

1�R cos y
ð18Þ

where R is the instantaneous amplitude and y is the in-
stantaneous phase of the ‘‘composite echo.’’ Experiments
have shown that both fades and their duration would be
proportional to the combined amplitude L as

Prob½ðLmin=LÞ 	 X� ¼X ; where 0 	 X 	 1 ð19Þ

Figure 8 illustrates a relationship between fade duration
and percent of fades for an example of multipath fading at
4 GHz.

5.2. Ionospheric Effects

Fading or scintillation occurs in the ionosphere because of
the influence of electron densities in the propagation me-
dium. Ionospheric scintillation can be a major factor for
satellite communications depending on carrier frequency,
satellite to terminal locations, time of day, season, and
magnetic activity. Figure 9 indicates the change of iono-
spheric scintillation as the frequency changes [13].

Equatorial scintillation is caused by electron gradients
at altitudes of several hundred kilometers. High-latitude

scintillation occurs from the visible aurora region (regions
D and E) and from the polar cap to the aurora [14]. The
electron densities in the ionosphere tend to align with the
earth’s magnetic field lines. This causes the fading char-
acteristics to be highly geometry-dependent, particularly
at high latitudes and at the poles. Figure 10 shows the
geographic distribution of the ionospheric scintillation
[15], in which the darker the region, the severer the fade.

5.3. Nuclear-Blast-Induced Plasma

Nuclear-induced scintillation is postulated when such or-
dinance is detonated in the upper atmosphere to cut off
communications, particularly via satellite. Corroboration
of such characteristics were conducted by the ‘‘Starfish’’
experiments in the 1950s and by the STRESS test, in
which barium clouds were set up in the upper atmosphere
through which radiowave propagation was studied.

The generalized power spectrum G(f, t) of the scintil-
lation fading can be characterized by the scintillation
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decorrelation time t0 and the frequency-selective band-
width f0 [16]

Gðf ; tÞ¼
1:864t0dðtÞ

½1þ 8:572ðt0f Þ2�2
ð20Þ

for f0 �T41, where T is the minimum symbol time, and d is
the Dirac delta function. For frequency-selective fades
(f0To1), we have

Gðf ; tÞ¼ 2:981
f 0t0

C
1=2
1

exp

� �
1

2C2
1

½ðpt0f Þ2 � 2pf 0t�2 � ðpt0f Þ2
� �

�

Z 1

�1

exp �x4



� 2x2

�
C1

21=2
1þ

1

C2
1

ððpt0f Þ2 � 2pf 0tÞ
� �� ��

dx

ð21Þ

where

f 0 ¼ f0ð1þC2
1Þ

1=2

C1¼delay parameter ð� 0:25Þ
ð22Þ

For both Eqs. (20) and (21), we have

Z 1

�1

Z 1

�1

Gðf ; tÞdf dt¼ 1 ð23Þ

In scintillation, there are random time-varying compo-
nents of the electron density. If the random component
is zero mean and normally distributed, Wittwer [16] has

given the variance of this component g(f) as

g � ðf Þgðf 0Þ

¼

dðf � f 0Þ
t0ðfc=r0cÞ2

½a2þ ð2pf t0Þ
2
�3=2

for f 	 fr

0 for f > fr

8
>><

>>:

ð24Þ

where

g(� f)¼g*(f)
a2
¼ (r0

. c .NL(t)/fc)
� 2

r0 ¼ classical electron radius (2.82 � 10� 5 m)
c¼ light speed (3 � 108 m/s)

NL(t)¼ large scale (slow component of electron density)
fc ¼ carrier frequency
fr ¼1/(2pst0)
s ¼Rayleigh phase variance, Rayleigh scintillations
¼0 phase-only scintillation

6. FADING MITIGATION TECHNIQUES

There are five major techniques that can be employed to
specifically combat the effects of fading: (1) frequency band
selection and diversity, (2) spatial diversity, (3) time
diversity (interleaving), (4) polarization, and (5) equaliza-
tion. In addition, coding and frequency hopping (with or
without chirp combined), where the hop rate is faster than
the data rate, also mitigate fading.

6.1. Frequency Band Selection and Diversity

Scattering and scintillation are two major factors that
cause fading in communication systems. As was shown in
the previous section, the effectiveness of these two factors
depends on the operating frequency. Therefore, properly
selecting a frequency band for a satellite system to operate
becomes very important. Furthermore, transmitting the
signal on multiple carriers and employing a diversity com-
biner is also an effective way to combat the fading loss.

6.2. Spatial Diversity

Due to link geometry, the effects of the fading phenomena
are spatially selective as well. Fading is more sensitive to
spacing with vertical than with horizontal distance by
about an order of magnitude. Spacing the transmit/receive
apertures to decorrelate fading provides immunity. Pro-
viding multiple receptions by utilizing more than one
ground station and then combining the received signals
can build up a robust system in fading environments.

6.3. Polarization

Polarization is the orientation of the plane on which the
electric field vibrates when an electromagnetic wave pro-
pagates through the medium. The wave can be linearly,
elliptically, or circularly polarized. Jordan suggested that
multipath effects can be limited by use of circular rather
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Figure 10. Geographic distribution ionospheric scintillation.
The depth of scintillation fading is proportional to the density of
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than linear polarization [17]. This is due to the nature
of the wave propagation and multipath reflections. There-
fore, in a fading environment, circular polarization is
preferable.

6.4. Equalization

Equalization attempts to compensate for the time disper-
sion effect in the fading channel. The effects of the multi-
path channel has the effect of time smearing the signal
introducing intersymbol interference (ISI). A common
equalizer structure is the mean-square error (MSE),
where the sum of the squares of ISI and noise power is
minimized. Lee and Messerschitt [18], Widrow and
Stearns [19], and Orfanidis [20] discussed the concept of
equalization and adaptive signal processing. A synchroni-
zation sequence must be transmitted to aid the adaptation
process.

6.5. Coding

Using an effective FEC code is an important antifading
scheme. Because fading is usually on and off so that the
received signal is corrupted only in a small portion of a
duty cycle, the errors generally come in bursts. Reed–Sol-
omon code is known to be good for burst error correction.
However, in a severe fading environment where the fade
duration is long, the concatenated code structure, with a
convolutional or turbo code as the inner code and a Reed–
Solomon code as the outer code, incorporated with inter-
leaving is required.

6.6. Interleaving/Deinterleaving

Interleaving is essentially a permutation among the
transmitted channel symbols. Thus, when an interleaving
technique is adopted, the continuous data need to be sub-
divided into blocks. In addition, it generally comes with an
FEC code. In the transmitter, the modulated symbols at
the output of modulator are permuted before entering the
channel. The channel symbols are corrupted in bursts in a
fading environment. At the receiver, a deinterleaver re-
scrambles channel symbols using a reverse permutation
pattern so that the order of the originally modulated sym-
bols is preserved. Due to the process of deinterleaving, the
burst channel symbol errors are broken into scattered
random errors that will be, in turn, easily corrected by an
FEC decoder. In order to ensure the randomness of
the channel symbol errors after deinterleaving, the inter-

leaving depth should be linearly increased as the fade
duration increases.

It should be pointed out that interleaving/deinterleav-
ing results in a delay that depends on the interleaving
depth and type. Theoretically, the interleaving pattern
can be any format of permutation. Block and convolutional
interleavings are the two most commonly used patterns.

* Block Interleaver. As shown in Fig. 11, a block inter-
leaver is a regular interleaver in that the input sym-
bols are written in rows and read in columns. For a
5 � 6 block interleaver, if I1, I2, I3, I4,y are the input
symbols, the outputs are I1, I7, I13, I19, I25, I2, I8,
I14,y. It can be seen that the permutation cannot
take place until the entire block is filled up with the
input symbols. Therefore, a block interleaver of size
N suffers a delay of N symbol intervals.

* Convolutional Interleaver. Figure 12 illustrates the
structure of a convolutional interleaver. For the same
input symbols I1, I2, I3, I4,y, the outputs become I1,
X, X, X, X, X, I7, I2, X, X, X, X, I13, I8, I3, X, X, X, I19,
I14, I9, I4, X, X, I25, I20, I15, I10, I5, X,y, where X is a
dummy symbol. It can be seen that the convolutional
interleaver reads out the symbols on diagonals. So,
the convolutional interleaver can start its output
without having the entire block filled up. As a result,
the delay is one-half of the interleaver depth.

7. LOW PROBABILITY OF DETECT/LOW PROBABILITY
OF INTERCEPT (LPD/LPI)

In electronic warfare, radio signals from transmitters can
be detected by adversaries. As a result, the location of sol-
diers and command posts can be identified, jeopardizing
human lives and success of operations. In order to prevent
signals from being intercepted, receivers are designed
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Figure 12. A convolutional interleaver of depth 6.
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with good capability of low probability of detect (LPD) or
low probability of intercept (LPI).

7.1. Detection of Signals in the Presence of Noise

In communication systems, the most commonly used the-
ory is the detection theory. This refers to the technique of
making a decision as to whether a radio signal is received
in the presence of noise. It is possible that the receiver
misdetects a radio signal when it thinks that only the
noise is received. On the other hand, the receiver may
present a false alarm by declaring that a radio signal is
present when no signal actually exists. Hypothesis testing
is one of the most important statistical tools for making
such decisions [21]. The hypotheses are statements of the
possible decisions that are being considered. For example,
in a radar detection problem we might select two hypoth-
eses—a target is present (H1) or no target is present (H0).

The total power radiometer is a commonly used device
that detects the existence of a radio signal in the presence
of noise. It operates as a square-law device that outputs
the average power of the input signal within a certain
bandwidth and over a certain period of time T0. Figure 13
shows the block diagram of a total power radiometer.

The input x(t) to the radiometer includes the signal
component s(t) of power Ps and the noise component n(t),
which is white with power spectrum N0. The test statistic
z out of the radiometer can be expressed as

z¼
1

T0

Z t0 þT0

t0

ðsðtÞþn�ðtÞÞ2dt ð25Þ

where t0 is a particular time instant for starting the obser-
vation, T0 is the observation period, and n*(t) is the band-
limited noise component. Let the likelihood function, p0(z)
and p1(z), be defined as the probability of observable being
at z given conditions of H0 and H1, respectively. It can be
shown [22] that p0(z) and p1(z) can be approximated by
Gaussian probability density functions with mean values,
m0 and m1, and variances, s2

0 and s2
1, respectively, given by

m0¼PsþN0B

m1¼N0B

s2
0¼ ð2PsþN0BÞN0=T0

s2
1¼N2

0B=T0

ð26Þ

where B is the bandwidth of the input filter of the radio-
meter, assuming that an ideal filter is used.

It should be pointed out that the design of the front-end
filter bandwidth of a receiver is based on the requirement
of adjacent-channel interference (ACI). For example, a
system may require the ACI at the edge of the inputfilter
bandwidth to be at least �20 dB of the center carrier

power so that the system can provide a good link quality to
the customer. In this case, the bandwidth of the input fil-
ter, assuming to be ideal, has to be at least 1.8 times the Rs

for QPSK signaling [23], where Rs is the channel symbol
rate. On the other hand, if the receiver is used simply to
detect the presence of a radio signal, the bandwidth of the
input filter can merely match the 3 dB bandwidth of the
power spectrum of the signal. In this section, we assume
that the input filter bandwidth of the radiometer is equal
to Rs of the s(t), which is close to the 3 dB bandwidth.

When a single fixed-length packet is transmitted with a
packet duration less than the observation time T0, we will
replace the above Ps by mPs, where m is the duty cycle of the
packet within T0, assuming that the entire packet is to be
observed within the observation period T0. This is a prac-
tical assumption as long as T0 is much larger than the
packet duration.

To decide whether it is H0 or H1, the observable z is
compared against a threshold. The signal is declared to be
present if z is above or equal to the threshold, and absent if
z is below the threshold. Let us define the probability of
detection Pd as the probability that the signal is declared
to be present (z is above or equal to the threshold) when
the signal indeed exists, while the probability of false
alarm Pfa is defined as the probability that the signal is
declared to be present when no signal is actually trans-
mitted. It can be seen that the sensitivity of the detection
(interception) depends on the threshold set. If it is set too
low, although the signal will not likely be missed, the Pfa

will be high, which is not desirable. To the contrary, if the
threshold is set too high, the radiometer will not be able to
effectively detect the presence of a signal. Therefore, for
any specified values of Pfa and Pd there is a corresponding
threshold. In this type of detection problem, the Neyman–
Pearson criterion [21], which maximizes the likelihood
ratio p1(z)/p0(z) for a given Pfa is generally adopted for
setting up the threshold.

In order to be effective, a channelized total power radi-
ometer is used, in that a bank of filters and integrate-and-
dump circuits are implemented, each of which matches
with the frequency band of each channel so that the radi-
ometer can detect the entire transmitted frequency band.
Because different communication systems may allocate
different bandwidths for the entire system, for the sake
of fairness, the LPD/LPI capabilities for different systems
should be compared based on the same length of observa-
tion period T0 and the same specification of false-alarm
rate (FAR). FAR is defined as the number of false-alarm
declarations within a unit of time and for a unit of band-
width. Hence, Pfa (for each channel)¼T0[FAR] [channel
bandwidth]. For example, for a FAR¼ 1/h/MHz and T0¼

1 s, Pfa (for each channel)¼ (channel bandwidth in MHz)/
3600.

Let us consider a case where the threshold of the radi-
ometer is set such that the probability of correctly detect-
ing a radio signal Pd exceeds 50% (with FAR¼ 1/h/MHz).
Based on the Neyman–Pearson criterion, the normalized
threshold, defined as

Z¼
mean difference

standard deviation
ð27Þ

x(t) zIntegrate
and dump

Magnitude
squared

Input
filter

Figure 13. Block diagram of a total power radiometer.
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is such that

Pfa¼
1ffiffiffiffiffiffi
2p
p

Z 1

Z
exp �

x2

2

� �
dx ð28Þ

Thus, the threshold Z depends on only Pfa, which may vary
for different systems. From Eq. (26), it can be seen that

Z¼
mPs

N0

ffiffiffiffiffiffi
T0

B

r
ð29Þ

Using this threshold and the fact that B¼Rs, the received
signal-to-noise ratio (SNR), defined as Ps/N0B, required
for this detection is

SNRdetection¼
Z

m
ffiffiffiffiffiffiffiffiffiffiffi
RsT0

p ð30Þ

When a very sensitive detection device is implemented
so that the radiometer can detect the signal given a very
small amount of energy, a much finer integration time can
be used for detection. As a result, this so-called intelligent
radiometer is able to pinpoint the time at which each re-
ceived packet starts and ends. In this case, the total ob-
servation time can essentially match with the actual
packet duration. Therefore, the duty cycle is always 1.
Accordingly, the SNRdetection used in the intelligent
radiometer will be different under the same specifications
of Pd and Pfa.

7.2. Range of Vulnerability

The range of vulnerability, which is defined as the range
from the adversary within which a radio can be detected,
is used to quantify the capability of the LPI/LPD of a sys-
tem. From above, it was shown that the sensitivity of de-
tect (intercept) of a radiometer depends on the threshold
set. This implies that the range of vulnerability is depen-
dent on the level of threshold. The lower the threshold, the
longer the range for a radio not being detected. Thus, the
range of vulnerability is meaningful only under specified
values of Pfa and Pd.

It is well known [24] that the received power of a radio
signal at the receiver can be represented by

Pr¼PtGtGr=L ð31Þ

where Pt is the transmitting power, Gt is the transmit an-
tenna gain, Gr is the receive antenna gain, and L is the
loss during propagation. The received noise power can be
represented by

N¼N0B¼ kTB ð32Þ

where k is Boltzmann’s constant (¼ 1.379 � 10–23 J/K), T
is the receiver system temperature in kelvin, and B is the
bandwidth of the input filter in hertz. Combining Eqs. (31)

and (32), the receiving SNR at the radiometer can be
expressed as

SNR¼ ðEIRPÞðGr=TÞ=ðLkBÞ ð33Þ

where EIRP (¼PtGt) is the transmitted equivalent isotro-
pic radiated power from a radio and Gr/T is defined as the
figure of merit of the receiving antenna.

The range of vulnerability can be studied under two
categories, ground collection and airborne collection. The
ground vulnerability range is associated with an adversa-
rial radiometer, which is on or near the ground. In this
case, the dominant loss of the radiowave power is due to
the reflection from the terrain. The airborne vulnerability
range is associated with radiometer placed on the aircraft,
in which case the free space loss is only considered in de-
termining the received radio power.

7.2.1. Ground Collection. Blake showed that when a
radiowave is reflected from the ground, the received signal
is subject to a loss of L¼R4=ðh2

t h2
r Þ, where R is the distance

between a radio and the radiometer, ht is the radio’s trans-
mit antenna height (from ground), and hr is the radiom-
eter antenna height [24]. Therefore, from Eq. (33), the
vulnerability range for the ground collection can be ex-
pressed as

R¼ ½ðEIRPÞðh2
t h2

r ÞðGr=TÞ=ðkRsÞ=SNRdetection�
1=4 ð34Þ

7.2.2. Airborne Collection. For airborne collection, L is
simply the free-space loss that is equal to ð4pR=lÞ2, where
l is the wavelength of the carrier. Therefore, the vulner-
ability range becomes

R¼ ½ðEIRPÞðl=4pÞ2ðGr=TÞ=ðkRsÞ=SNRdetection�
1=2 ð35Þ

Plugging Eq. (30) into both Eq. (34) and Eq. (35), it can
be illustrated that

R /
EIRP . m

Z

ffiffiffiffiffiffi
T0

Rs

s !e

ð36Þ

where e¼ 1/4 for ground collection and 1/2 for air collec-
tion.

From Eq. (36), it can be seen that a radio with higher
channel symbol rate Rs is less vulnerable to the radiom-
eter detection. That is why the LPI/LPD capability is sig-
nificantly improved when a CDMA system is utilized.
Note that adopting TDMA in a system will reduce the
duty cycle m and increase the Rs by the same factor of g,
resulting in a reduction of range of vulnerability by a fac-
tor of g3/2. This implies that a TDMA system also has a
good LPI/LPD property. Furthermore, Eq. (36) also ex-
plains why the radio is more vulnerable to an intelligent
radiometer than a basic radiometer. This is due to the fact
that when an intelligent radiometer is used, the observa-
tion time is reduced by a factor of 1/m (T0 becomes mT0;
mo1) and the m in Eq. (36) is replaced by 1, resulting in an
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increase of vulnerability range R by a factor of
ffiffiffiffiffiffiffiffi
1=m

p
.

Thus, a TDMA system becomes vulnerable when an in-
telligent radiometer is utilized.

8. CRYPTOGRAPHY

One of the more important elements that differentiates
military communications from commercial communica-
tions is secrecy. Without appropriate safeguards, the trans-
mitted data are susceptible to unauthorized interception,
deletion, addition, and modification. Such unwanted expo-
sure of data may jeopardize national security. Cryptogra-
phy is a practical method of protecting transmitted
information from being intercepted.

8.1. Classical Cryptology

When a transmitter generates a plaintext or unenciphered
message to be communicated over an insecure channel to
a legitimate receiver, an eavesdropper can easily intercept
it. In order to prevent the eavesdropper from learning it,
in the classic cryptography system, the transmitter oper-
ates on the plaintext with an invertible transformation
to produce a ciphertext or cryptogram. The inverse trans-
formation (or called ‘‘key’’) is either already known by
or transmitted via a secure channel to the legitimate
receiver. Therefore, the receiver can decipher the received
ciphertext by applying the key and recover the original
plaintext. This system requires exchanges of the secret
keys among communicators.

8.2. Public Key Cryptosystems

The public key cryptosystem is the first secrecy system
that does not rely on exchanges of secret keys to obtain its
security from cryptanalysis [25]. This system employs a
public directory in that each subscriber places a key to be
used by other subscribers for encrypting their transmitted
messages addressed to each recipient. All subscribers keep
secret their corresponding decryption keys for decrypting
their received messages.

8.3. Methods of Encryption

In any cryptosystem, the most important thing is to
design a means of encryption so that it is practically
impossible for cryptanalysis to break it. Wang developed
an algorithm of generating a significantly long pseudo-
random number (PN) sequence using exponentiation in
finite fields [26]. This PN sequence can be used as an en-
cryption/decryption code that is applied to the plaintext
by the same way as in the direct-sequence (DS) spread-
spectrum system. Diffie and Hellman used the finite field
exponentiation as the operation for encipher or decipher
[25]. Merkle and Hellman designed a so-called trapdoor
knapsack n-vector as the public encryption key [27].
McEliece suggested using a linear error correcting code,
Goppa code, for the encryption algorithm [28].

9. TARGET RECOGNITION OR CLASSIFICATION

Identifying a target in a sense with object distortions and
background clutter present is a challenging problem for
military applications. Two basic mechanisms, optics and
electronics, can be adopted for target image collection.
Lens, laser, and infrared light are commonly used for op-
tical sensing, while the classic radar and synthetic aper-
ture radar (SAR) [29] are used for electronic sensing.

After the image is collected, an extensive amount of
processing is required. In general, there are five levels
of processing required to complete a target recognition:
(1) detection, (2) image enhancement, (3) segmentation,
(4) feature extraction, and (5) identification.

9.1. Detection

Detection is the most computationally demanding stage. It
must handle every pixel in the input scene, accommodate
target distortions, reject clutter, and locate all candidate
regions of interest (RoIs). It does not attempt to recognize
the object from the background; it merely attempts to lo-
cate RoIs. Because it conceivably must process every pixel
in every image, it must contain simple and fast algorithms
to avoid long processing time. Various types of correlator
(detection filter), such as hit/miss (H/M) and rank order
H/M, were developed [30].

9.2. Image Enhancement

Once RoIs have been located, each RoI must be further
enhanced to reduce background noises, and fill in holes
and sharp edges. These processes will help remove false
alarms and achieve identification. Optical morphology
[31] is a technique used to enhance the optically collected
images.

9.3. Segmentation

Segmentation refers to the inference about objects within
each RoI and includes rejection of clutter, omission of false
alarms, and identification of macroclass (large-sized) tar-
get. Early rule-based inference systems such as MYCIN
used certainty factors and developed a simple calculus to
compute an overall certainty factor for a hypothesis [32].
More recently the Dempster–Shafer theory of evidence
was developed and refined to address the evidence accu-
mulation issue in target recognition [33,34]. Currently, a
popular approach to evidence accumulation is via Bayes
nets [35]. Bayes nets are graphs, primarily tree-structured
but not necessarily so, that use Bayes’ rule to lay out all of
the conditional probability relationships in assessing the
probability that a given hypothesis is true.

9.4. Feature Extraction

The next step for target recognition is to examine the RoI
and extract features that would support the inference. In
optical sensing systems, computer generated hologram fil-
ters can be used [36]. In SAR, the extracted features might
be the locations of scattering centers, the shape of the dif-
fuse return of the object, or the location of shadows. The
concept is that appropriate features be detected, located,
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and characterized so that they can be matched against
predicted features in the final stage, identification.

9.5. Identification

The K nearest neighbor (K-NN) is a classic algorithm for
target identification or classification [37]. The problems of
this method are selecting the threshold and requiring the
number of classes that were known a priori. This process
is also slow since it uses a feedforward unsupervised
learning method [38]. More recently, feedforward neural
networks have been used for target identification [39].
This algorithm is fast, less noisy, and more accurate. It
can also classify multitarget and multibackground
images [40].

10. GLOBAL POSITIONING SYSTEM

In military applications, ranging and navigation are es-
sential. To achieve them, a space-based navigation system,
global positioning system (GPS), has been developed and
launched [41]. The objective of GPS is to provide accurate,
continuous position location information in three dimen-
sions anywhere on or near Earth in all weather conditions.
The concept involves measuring the times of arrival of ra-
dio signals transmitted from satellites whose positions are
precisely known. This gives the ranges to the known sat-
ellites, which, in turn, establishes the user’s position. To
be effective, atomic clocks are installed onboard each sat-
ellite, which must be synchronized with a master system
clock. Transmission frequencies are selected to minimize
timing errors caused by Earth’s ionosphere and to be un-
affected by rain and weather. By measuring the distance
to four GPS satellites, it is possible to establish the three
coordinates of a user’s position (latitude, longitude, and
altitude), as well as GPS time.

10.1. Space Segment

The complete GPS space segment consists of 24 satellites.
The satellites travel in 12 h circular orbits 11,000 nautical
miles above Earth. They occupy six orbital planes, inclined
551, with four operational satellites in each plane. The
satellites are positioned so that six are observable nearly
100% of the time from any point on the earth. Each is
equipped with a combination of rubidium or cesium
atomic clocks, which are accurate to within 10 ns. By
1994, the GPS had already completed its full 24-satellite
constellation.

10.2. Control Segment

The worldwide GPS ground control segment includes
monitor stations, ground antennas, and a master control
station. Receivers at the monitor stations track the GPS
satellites, record their positions and status, and relay in-
formation to the master control station. There the data are
processed to establish the satellites’ clock correction
factors and current orbital elements for transmission
back to the satellites via the ground antennas. Currently,
the master station is at Falcon Air Force Base, Colorado.
The GPS monitor stations are located in Kwajalein,

Hawaii, Diego Garcia, Ascension Island, and Colorado.
Ground antennas are located at Kwajalein, Diego Garcia,
Ascension Island, and Cape Canaveral.

10.3. User Segment

GPS receiver equipment, unique to each application, can
be placed onboard aircraft, ships, submarines, trains, cars,
trucks, or other vehicles, or it can be hand-carried. The
receivers detect, decode, and process the GPS satellite sig-
nals. GPS can determine a user’s position with an accu-
racy of better than 16 m. Greater accuracy, less than 1 m,
can be obtained by using corrections sent from another
GPS receiver at a known location, and used as a reference.

Today, there are more than 100 different receiver mod-
els in use for a wide variety of military and civilian appli-
cations. The typical handheld receiver is about the size of
a cellular phone, and is getting smaller. The hand-held
units distributed to U.S. armed forces personnel during
the Persian Gulf war weighed only 28 ounces.

11. MILITARY SATELLITE COMMUNICATION SYSTEMS

Military satellite communication systems of the United
States have been developed to support communication be-
yond line of sight and to provide global dispersed forces
and global power protection [42–44]. The system can also
support polar regions and oceans. The systems have been
designed to have both interoperability and compatibility
features so that they can support users of all types of
platforms such as land, ship, shore, submarine, air, trans-
portable, and mobile. The choice of frequency bands is
critical in designing the MILSATCOM systems. Three ba-
sic frequency bands, namely, ultrahigh frequency (UHF),
superhigh frequency (SHF), and extremely high frequency
(EHF), are available and each provides different advanta-
ges. UHF with frequency ranging from 300 to 3000 MHz is
suitable for mobile systems, which can work in bad weath-
er conditions and dense foliage. Moreover, UHF systems
are inexpensive. Since the operating frequencies for SHF
systems range from 3 to 30 GHz, they can support higher
data rates and hence provide more jam resistance than
UHF (because we spread the signals wider than UHF).
EHF frequency bands provide the highest data rates and
are the most jam-resistant of the three bands because
the operating frequencies are allocated in the range of
30–300 GHz. Designed systems are also required to pro-
vide maximum flexibility for situations such as unpredict-
able conflicts in location, time, and operation duration and
intensity. The systems are able to support voice, text, data,
imagery, and video. Figure 14 shows a typical MILS-
ATCOM system.

In the following section we will briefly describe the
current MILSATCOM systems and Milstar architecture.

11.1. Current MILSATCOM Systems

Based on the frequency bands allocated to the MILS-
ATCOM systems, one can classify the current systems
into three categories, namely UHF, SHF, and EHF systems.
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11.1.1. UHF Systems. UHF systems consist of two types
of satellites:

* FLTSATCOM and AFSATCOM. The FLTSAT serves
Navy surface ships, submarines, aircraft, and shore
stations. The AFSAT serves Air Force strategic air-
craft, airborne command posts, and ground termi-
nals. The two systems share a set of eight satellites in
synchronous equatorial orbits. The Air Force also has
communications payload on several satellites in high
inclination orbits to provide coverage of the north po-
lar region, which is not visible from the equatorial
satellites. These satellites were built by TRW with a
design life of 5 years and a weight of 1860 kg at
launch. The satellites operate in the frequency
ranges of 240–400 MHz with onboard signal process-
ing for SHF uplink. The FLTSATs 7 and 8 have fleet
EHF packages.

* UFO. UFO stands for UHF follow-on satellites, which
are built to replace the FLTSAT. The program is
managed by the Navy as a lead service with a plan
for 10 satellites, with two satellites in each of five
coverage areas. These satellites are built by Hughes
Aircraft Company with a 14-year design life. These
satellites also have EHF onboard signal processing
packages.

11.1.2. SHF Systems. The Defense Satellite Communi-
cation System (DSCS) has been developed to provide the
Department of Defense (DoD), other government agencies,
and U.S. allies with global communications services.
DSCS provides required national security and maintains
thorough communications during crisis and conflict. The
DSCS provides services that cannot be provided by other
media. The services are provided for both stressed and
unstressed environments. Stressed environments contain
jamming, nuclear scintillation, and tactical antijam (AJ).

Unstressed environments include ATM, dedicated voice
and data, high-speed computer to computer, wideband and
high capacity during peace and precrisis. These satellites
are built by TRW for Air Force Space Systems Division
with a design life of 5 years and operating frequency rang-
ing from 7200 to 8400 MHz.

11.1.3. EHF Systems. EHF systems can be classified
into two systems:

* Milstar. This system, which is the latest addition to
and the most advanced in the MILSATCOM archi-
tecture, provides service for mobile users for both
strategic and tactical missions. The tactical missions
are command and control using a low-data-rate
(LDR) communication mode, tactical intelligence dis-
semination using both LDR and medium-data-rate
(MDR) modes, Army mobile subscriber equipment
using an MDR mode, and Navy task force connectiv-
ity also using an MDR mode. The strategic missions
include strategic intelligence relay, tactical warning/
attack assessment data relay, force management, and
force report back.
The Milstar system and satellites are built to be sur-
vivable throughout all levels of conflict. The satellites
are hardened to resist the effects of nuclear radiation.
The Milstar communication links have high threat
mitigation features such as LPI, LPD, exploitation,
antijam, and antiscintillation capabilities. Other sa-
lient features associated with Milstar include LDR
and MDR communication services using robust
signal waveform, flexible network configuration,
and interoperable terminal base.
Milstar is a joint MILSATCOM program consisting
of a six-satellite constellation operating at UHF
(225–400 MHz), SHF (20.2–21.2 GHz), and EHF
(43.5–45.5 GHz). Milstar satellites can provide
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narrow coverage spot beams and MDR nulling an-
tenna capabilities.

* UFO/E. This is the ultrahigh frequency follow-on/
EHF with operating frequencies in the range of
43.5–45.5 GHz for the uplink and 20.2–21.2 GHz
for the downlink. The UFO/E does not support the
cross-links, and it provides LDR capability only.
However, UFO/E provides high-speed fleet broadcast
capability.

11.2. Milstar Architecture

The Milstar system consists of three segments and the
support facilities. The three segments are space, mission
control, and terminal segments.

11.2.1. Space Segment. The space segment includes or-
biting satellites with satellite bus, LDR and MDR pay-
loads, and cross links. Milstar satellites are placed in
geosynchronous orbits that can provide coverage up to
7651 latitude. Satellites use EHF and SHF for the uplink
and downlink, respectively. There are two Milstar I satel-
lites in orbit today with the LDR payload only. The first
Milstar II was expected to be launched in early 1999.

* LDR Payload. This provides UHF uplink with 2 GHz
bandwidth and SHF downlink with 1 GHz band-
width. It also provides fleet broadcast services. The
payload has onboard signal processing, and routing
provides interconnections from EHF/SHF links to
UHF uplinks and downlinks. The following are
some of the features associated with the LDR pay-
load:

* Data rate: 75–2400 bps.
* Frequency hopping with either low hop rate (LHR)

or high hop rate (HHR).
* Multiplexing: TDM/FDM on the uplink and TDM

on the downlink.
* Modulation: FSK on the uplink and DPSK/FSK on

the downlink.
* MDR Payload. This supports EHF uplink with 2 GHz

bandwidth and SHF downlink with 1 GHz band-
width. It provides crosslink processing of MDR
data. The payload has onboard signal processing
and resource control. The following are some of the
features associated with the MDR payload:

* Date rate: 4.8 kbps–1.544 Mbps.
* Multiplexing: TDM (up to 70 channels)/FDM (32

channels) on the uplink and single TDM on the
downlink.

* Modulation: Filter symmetric DPSK on the uplink
and DPSK on the downlink.

* Capacity: Maximum throughput of about 45 Mbps.
* Crosslink Payload. This simultaneously allows LDR

and MDR communication data transmissions and re-
ception between satellites. The crosslink payload also
allows for command and telemetry to and from all
satellites from a single ground station.

11.2.2. Mission Control Segment. The mission control
segment consists of satellite control subsystem and three
mission elements, namely, mission support, mission de-
velopment, and mission planning elements.

* Satellite Control Subsystem. This provides distribut-
ed command and control via multiple satellite mis-
sion control subsystems (SMCS) and preplanned
response to satellite. This subsystem uses LDR ter-
minal EHF/SHF communications to control Milstar
satellites.

* Mission Support Element (MSE). This provides soft-
ware and databases to control Milstar satellites. This
element also supports launch, satellite initialization,
and resolution of complex satellite anomalies.

* Mission Development Element. This provides a soft-
ware tool for building SMCS and MSE database, and
system simulation supports training and software/
database validation.

* Mission Planning Element. This provides communi-
cations planning software and generates satellite and
terminal database information. This element also
supports communication resource apportionment,
conflict resolution, contingency planning, and de-
tailed communications network planning.

11.2.3. Terminal Segment. The terminal designs and
communications protocols are required to provide for in-
teroperable communications among Army-, Navy-, and
Air Force–developed terminals. LDR terminals provide
survivable tactical and strategic user communications,
voice, teletype, and data. LDR terminals also provide force
direction/report back, tactical command and control, and
emergency message dissemination. MDR terminals can
provide all of the features that LDR can provide, including
imagery, targeting updates, and mobile subscriber equip-
ment range extension. There are three basic types of ter-
minals: Air Force Milstar, Navy, and Army terminals.

* Air Force Milstar Terminals. This include EHF/UHF
command post-ground and transportable, as well as
UHF force element (also referred to as AFSATCOM
dual modem upgrade II).

* Navy Terminals. These include ship, shore, subma-
rine, and MDR upgrade program.

* Army Terminals. These include secure mobile anti-
jam reliable tactical terminal (SMART-T) and single/
multiple channel antijam portable terminal (SCAMP)
Block I and II.

11.2.4. Support Facilities. The two basic support facili-
ties are Milstar auxiliary support center and on-orbit test
facility.
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Millimeter-wave (MMW) components are becoming more
available and affordable because of advances in the design,
processing, testing, and packaging technology. MMW cir-
cuits have become smaller, highly integrated, and low-
cost, and are being applied in instrumentation, electronic
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warfare, satellite communications, and other applications.
As a result, many MMW systems are being developed and
deployed that provide new and unique capabilities such as
more information transfer (wider bandwidth), enhanced
precision (higher resolution), and all-weather operation
(through fog, dust, and smoke), for both military and com-
mercial applications. Monolithic MMW integrated circuits
(MMICs1) are crucial to meet the requirements for the
MMW systems and play an important role in the MMW
components. This article describes the current status of
MMW monolithic integrated circuits, including the MMIC
technologies, representative designs, and performance for
various integrated circuits.

1. MMIC TECHNOLOGIES IN MMW REGIME

For MMW electronics, a large number of different semi-
conductor materials such as Si, SiGe, GaAs, InP, and other
III–V compounds, as well as wide-bandgap materials, have
been employed [1]. Various types of microwave transistors
exist, including metal semiconductor field-effect transis-
tors (MESFETs), metal-oxide-semiconductor field-effect
transistors (MOSFETs), high-electron-mobility transis-
tors (HEMTs), and heterojunction bipolar transistors
(HBTs). MMW transistors are the backbone of all the
MMW systems. They have also undergone an impressive
evolution. Continuous efforts in research of traditional
GaAs FETs and HBTs have been improved. New classes of
microwave transistors, such as wide-bandgap FETs and
metamorphic GaAs HEMTs, have been introduced. Fur-
thermore, Si saw a renaissance in microwave electronics.
SiGe HBTs are now available commercially [2]. In addi-
tion, Si MOSFETs, which formerly were considered slow
devices not suited for MMW operation, have progressed
rapidly and demonstrated the applications in MMW
MMICs.

1.1. High-Electron-Mobility Transistor (HEMT)

HEMT is a field-effect transistor whose conduction carri-
ers are separated from the donor impurities that supply
the electrons. Other names include two-dimensional elec-
tron gas FET (TEGFET), modulation-doped FET (MOD-
FET), heterostructure FET (HFET), and selectively doped
heterostructure transistor (SDHT), which focus on differ-
ent aspects of the device. Since no impurities are present
in the channel as scatterers, the electron mobility increas-
es, which means that HEMT has higher operating fre-
quency, and lower noise figure than do those of the
MESFET counterparts [3]. A typical layer structure of a
HEMT device is shown in Fig. 1. MESFET, on the other
hand, has a structure similar to that of MOSFET, except
that in a MESFET, the gate is isolated from the drain and
source by the Schottky junction instead of an actual oxide
layer.

Several families of HEMTs currently exist, categorized
by their substrate and composition of their channels. The

earliest HEMT devices were lattice-matched HEMTs [4].
In lattice-matched HEMT, the electron gas is located on
the undoped GaAs in the AlGaAs/GaAs junction. With ad-
dition of indium to the channel, the electron mobility can
be increased. Pseudomorphic HEMTs (PHEMT), InP
HEMT, and metamorphic HEMTs (MHEMT) were devel-
oped by adding different concentrations of indium in the
electron gas channel. The performance of these devices has
superseded that of lattice-matched HEMTs; therefore lat-
tice-matched HEMTs on GaAs are rarely seen nowadays.
PHEMT on GaAs substrate is currently the most popular
type of HEMT available; a thin-strained InxGa1� xAs
(x¼ 0.15–0.35) layer is grown at the site where the two-
dimensional electron gas is located, and this strained layer,
while maintaining lattice integrity, is responsible for the
term ‘‘pseudomorphic’’ for this device. InP HEMTs use InP
as the substrate, and InxGa1� xAs (x¼ 0.53) as a channel,
which is lattice-matched to the InP substrate. InP PHEMT
consists of InAlAs/InxGa1� xAs (x40.53) on InP substrate.
InP PHEMTs have exhibited the best performance in noise
and operating frequency to date, but the substrate is very
brittle and difficult to fabricate. To circumvent the disad-
vantages of InP substrate and still retain the performance
of InP HEMTs, MHEMT grown on GaAs substrate has
been developed. In MHEMTs, a buffer layer is grown to
provide good lattice match between the GaAs substrate
and the GaInAs channel. Another HEMT device, namely,
GaN HEMT, which has wide bandgap (3.4 eV) and moder-
ate electron mobility, is extremely attractive for power
amplifier designs. Presently, the lack of a GaN substrate
poses a disadvantage for mass production, but its electrical
properties still make GaN HEMT a potential contender in
power applications at microwave frequency. The charac-
teristics and performance of each type of HEMT will be
introduced in the following text.

1.1.1. GaAs pseudomorphic HEMT. GaAs PHEMT is cur-
rently most popular because of its early development and
mature fabrication. Many commercial MMIC foundries are

Source Gate Drain

Channel

Buffer

Substrate

Figure 1. Cross section of a HEMT structure. Electrons travel in
the undoped channel layer, which are provided by the layers ad-
jacent to the channel; in MESFETs, the channel is n-doped GaAs,
and the doping reduces the electron mobility of the material and
therefore yields a poorer performance compared to that of HEMT.

1The acronym MMIC usually stands for monolithic microwave
and/or MMW integrated circuit. In this article, we use it for
monolithic MMW integrated circuit in particular.
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available, including the most advanced 6-in. GaAs wafer
processes. A lot of information can be found in the liter-
ature on the subject of GaAs PHEMTs, such as a brief
summary and comparison of various PHEMT devices and
InP HEMT devices [5]. Depending on gate length and pe-
riphery, GaAs PHEMTs can operate from 2 to 120 GHz,
with output RF power up to 1 W at 44 GHz [6].

Traditional PHEMTs are AlGaAs/InGaAs/GaAs struc-
tures. However, this structure has several disadvantages,
mostly in the area of fabrication control and thermal stress.
More recent research on GaAs PHEMT has focused on In-
GaP/InGaAs/GaAs structure. InGaP has several advanta-
ges over AlGaAs: higher bandgap (1.92 eV), higher valence
band discontinuity, no deep-complex center, excellent etch-
ing selectivity between InGaAs, and good thermal stability
[7]. InGaP contains no aluminum, which makes the device
more inert in atmosphere, adding to the stability of the
device. These advantages translate to lower noise, higher
associated gain, constant threshold voltage, and lower 1/f
noise. Huang et al. have shown a 0.25-mm InGaP/InGaAs/
GaAs HEMT with an fT of 85 GHz, fmax of 160 GHz, and a
minimum noise figure of 0.46 dB at 12 GHz [7].

1.1.2. InP HEMT. In GaAs PHEMTs, the two-dimen-
sional electron gas is at the strained InxGa1� xAs (x¼
0.15–0.35) layer. It is possible to increase the speed of the
electrons in the channel by increasing the mole fraction of
indium. However, higher indium composition will exces-
sively distort the lattice making the device incapable of
being manufactured on GaAs substrate. Because InP has
a lattice constant closer to that of InGaAs, channels that
are InGaAs (where indium has the higher mole fraction)
are fabricated on InP substrates. HEMTs on InP substrate
can also be fabricated into pseudomorphic HEMTs, but the
distinction between InP lattice-matched HEMT and
PHEMT is seldom emphasized.

InP HEMTs have a significantly better speed/frequency
response ratio compared to that of GaAs PHEMTs. Several
reports demonstrated fT over 300 GHz [8–10], and a device
with 400-GHz fT has been reported [11]. An fmax of
4600 GHz has also been reported [12,13]. InP HEMTs
also have the lowest noise figure of any room-temperature
receiver technology, and are often further exploited by
cryogenic freezing to achieve ultra-low-noise amplifica-
tions. Grundbacher et al. demonstrated a W-band cryo-
genic MMIC LNA operating at 20 K that shows over 23 dB
gain with a noise temperature of 30–40 K (0.45–0.6 dB
noise figure) over the band of 80–105 GHz [14].

1.1.3. GaAs metamorphic HEMT. MHEMT combines
the affordability of GaAs process and the performance of
InP HEMTs by growing the active layers on a strain-re-
laxed, compositionally graded metamorphic buffer layer.
This buffer layer can be adjusted to accommodate any in-
dium content channel desired (30–80%), which allows de-
vice designers an additional degree of freedom to optimize
the transistor performance. GaAs MHEMTs outperform
GaAs PHEMTs in terms of noise and efficiency, and rival
InP HEMTs.

The indium content of MHEMTs can be adjusted over a
wide range. MHEMTs with intermediate indium content

(25–45%) can offer high breakdown voltages, large power
densities, and better noise performance than PHEMTs.
Whelan et al. [15] demonstrated the performance of
MHEMT at 25 GHz with an NFmin (minimum noise
figure) of 1.18 dB and associated gain of 10.7 dB; a GaAs
PHEMTs with the same periphery has 0.4 dB higher
NFmin and 3 dB less associated gain. The power density
of MHEMT at 35 GHz is 830 mW/mm and a PAE (Power-
added efficiency) of over 40%, which beats (outperforms)
the same PHEMT by 130 mW/mm. A V-band MHEMT
MMIC power amplifier with high efficiency has also been
demonstrated with an output power of 23 dBm and PAE of
39–43% from 56 to 63 GHz [16].

1.1.4. GaN HEMT. Most power devices have a low in-
put impedance (under 10O), which makes matching net-
work design very difficult. The higher power density of
GaN HEMT translates to a smaller device periphery,
which offers an input impedance much higher than that
of other power devices. High operation voltages make GaN
HEMTs compatible with 28-V systems (standard wireless
base stations), which offer higher efficiency and simplified
cooling [17]. Because of the lack of native substrates, GaN
HEMTs are usually fabricated on SiC or sapphire. GaN
HEMTs on Si substrate were also demonstrated, but suf-
fered a loss of power density.

The highest power density of GaN HEMTs reported to
data has been fabricated on SiC substrate [18]. At a fre-
quency of 10 GHz, a 1.5-mm device has an output power of
13.8 W (power density of 9.2 W/mm), and PAE of 33%. At a
frequency of 20 GHz, a power density of 6.4 W/mm and
PAE of 16% was demonstrated [19]. The noise perfor-
mance of GaN HEMTs on SiC substrate was also report-
ed with a minimum noise figure of 1.5 dB at 26 GHz [20].
GaN HEMTs on sapphire substrates demonstrate a power
density of 3.6–4.2 W/mm at 8–10 GHz [21,22]. GaN HEM-
Ts on Si substrate usually has a power density of under
2 W/mm, but a GaN HEMT on resistive Si has demon-
strated a power density of 6.6 W/mm at 2 GHz [23].

Several commercial HEMT processes are available.
Lattice-matched HEMTs are virtually nonexistent nowa-
days. Velocium provides several GaAs PHEMT and InP
HEMT processes [2 0 4], and its performance is recognized
as state of the art. Their 0.15-mm GaAs PHEMT process
has an fT of 80 GHz and fmax of 200 GHz and 0.10-mm GaAs
PHEMT process has an fT of 120 GHz and fmax of 250 GHz;
the 0.10-mm InP HEMT process has an fT of 180 GHz and
fmax of 350 GHz. Raytheon RF Components (now part of
Fairchild RF) offers the best commercial MHEMT process;
their standard low noise 0.10-mm MHEMT process has an
fmax of over 260 GHz [204] and ultralow noise of 0.24 dB
NFmin at 12 GHz [205]. There has been no commercial
GaN HEMT process until now; most reports have been in
academia or R&D; however, many online resources give
up-to-date news on the latest developments of GaN tech-
nology [206,207].

1.2. Heterojunction Bipolar Transistor (HBT)

The heterojunction bipolar transistor (HBT) is an im-
proved type of conventional bipolar transistor (BJT).
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HBT has the same vertical structure as that of BJT, as
shown in Fig. 2. This emitter material has a wider energy
bandgap than does base material, and therefore the term
‘‘heterojunction’’ applies for this device. With wider band-
gap, the base doping density can be increased without de-
creasing the current gain. Increasing base doping thus
reduces base resistance and improves the maximum os-
cillating frequency (fmax). This significantly improves the
operating frequency of the HBT [1].

In comparison to bipolar transistors, HBT can be opti-
mized for a higher fT, a higher Early voltage (high output
resistance), a lower base–emitter capacitance, a reduced
base resistance, or a higher voltage-handling capability.
Compared with GaAs- or InP-based HEMT, HBT offers a
higher transconductance, a higher current density, a low-
er flicker noise (1/f noise), and better threshold voltage
uniformity.

Several families of HBTs currently exist, which can be
categorized by their substrates and layer materials. HBT
on GaAs substrate is most popular now. In GaAs-based
HBT, GaAs and AlAs both have the zincblende structure
with a lattice constant of about 5.65 Å. Since GaAs and
AlAs have similar lattice constants, one can choose the
composition x of the ternary compound AlxGa1� xAs as the
layer material to fit the particular device requirement.
InP HBTs use InP as substrate and InGaAs as layer ma-
terial. Because GaAs and InAs do not have the same lat-
tice constant with InP, the ratio of In and Ga in InGaAs
should be selected carefully. One can choose In0.53Ga0.47As
to grow a lattice-matched layer to InP substrate. SiGe
HBTs use Si as the substrate and SiGe as the layer ma-
terial. The materials used to produce HBTs can be classi-
fied according to substrate materials, as shown in Table 1.

1.2.1. GaAs HBT. AlGaAs was the first material used
for emitter material of GaAs HBT. Because GaAs and AlAs
have similar lattice constants and AlGaAs has a wider
bandgap than does GaAs, one can arbitrarily choose the
concentration of Al in AlGaAs to produce the emitter, or
even a grading emitter. However, Al suffers from the in-
corporation with oxygen; that is, Al2O3 will increase the
recombination current and thus decrease the current
gain. InGaP is found to be more appropriate for manufac-
turing because of the selective etching solution. To etch
GaAs using H2O2 to adjust with NH4OH automatically
stops at InGaP, while using HCl to etch InGaP also stops
at GaAs [25]. In addition, InGaP will not suffer from the
oxidation as the AlGaAs does. However, it is difficult to use
InGaP to produce grading emitter because the lattice con-
stant is different from that of GaAs. The fT and fmax of
GaAs HBT are generally higher than 100 GHz. In 2001, an
InGaP/GaAs HBT with an fT of 156 GHz and fmax of
255 GHz, with a collector–emitter breakdown voltage of
9.6 V was reported [26]. This means that GaAs HBTs have
the potential to operate at frequencies higher than
200 GHz.

Several commercial foundries provide GaAs HBT
processes. WIN Semiconductors provides 2-mm HBT with
35-GHz fT and 100-GHz fmax, together with 1-mm HBT of
65-GHz fT and 80-GHz fmax [208]. Velocium has GaAs HBT
with 42-GHz fT and 72-GHz fmax [209]. TriQuint Semicon-
ductor provides 3-mm InGaP HBT with 28-GHz fT and
46-GHz fmax [210]. Global Communication Technology
Corporation (GCTC) provides 2-mm HBT with 35-GHz fT

and 60-GHz fmax [211]. GCS provides high-power process
with 45-GHz fT and 55-GHz fmax, while a high-speed pro-
cess is available with 65-GHz fT and 70-GHz fmax [212].

1.2.2. InP HBT. InP has higher electron mobility than
does GaAs, and thus it can operate at higher frequency. It
has the best potential for high-speed operation, with fT

and fmax usually higher than 150 GHz. InP HBT is also
suitable for very high speed applications. The fT and fmax

of InP-based HBT have also been demonstrated to exceed
300 GHz [27,28], with the DHBT (double heterojunction
bipolar transistor) structure, which means that the base–
emitter and base–collector junctions are all heterojunc-
tions. This makes InP HBT the highest-speed transistor at
present.

There are a couple of commercial InP HBT foundry
services. Velocium provides InP HBT with 150-GHz fT and
180-GHz fmax [209]. Global Communication Semiconduc-
tors, Inc. (GCS) also has InP HBT with 150-GHz fT and
180-GHz fmax [212].

1.2.3. SiGe HBT. SiGe HBT has received a much at-
tention lately because it can be easily adopted to the high-
ly matured Si-based CMOS process and thus is potentially
lower cost compared with the III–V material-based HBTs
(GaAs- or InP-based HBTs). SiGe HBT technology is rap-
idly advancing at present. Besides the potential of low
cost, since SiGe HBT is also fabricated on silicon sub-
strate, it can easily be integrated with CMOS technology.
However, it has the disadvantage of lower breakdown

emitterB B

E

C

base

subcollector

collector

semi-insulating substrate

Figure 2. Cross section of HBT structure.

Table 1. Range of HBT Materials Currently in Use

Substrate Emitter Base Collector

GaAs AlGaAs GaAs orAlGaAs GaAs orAlGaAs
GaInP GaAs orAlGaAs GaAs orGaInP

InP InP InGaAs GaAs orGaInP
AllnAs InGaAs InGaAs orGaInP

Si Si/poly-Si SiGe Si
Sapphire AlGaN GaN GaN

Source: Ref. 24.
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voltage and poorer power handling than the GaAs- and
InP-based HBTs.

At present, SiGe HBTs with fT and fmax greater than
150 GHz were reported. In 2001, a 0.18-mm-emitter-width
HBT with 180-GHz fmax and 210-GHz fT was reported [29].
The breakdown voltages of collector–emitter and collec-
tor–base are 3.3 and 5.5 V, respectively. Although the op-
erating frequency of the SiGe HBT is comparable to that of
GaAs HBT, the breakdown voltage is usually lower. There
are still some challenges to improve the breakdown volt-
age and thus enhance the power performance.

The companies that provide SiGe HBT foundry service
are as follows. Taiwan Semiconductor Manufacturing
Company Ltd. (TSMC) provides 0.35-mm SiGe HBT with
62-GHz fT and 70-GHz fmax [213]. IBM has provided 0.18-
mm SiGe HBT with 120-GHz fT and 100-GHz fmax, together
with 0.25-mm, 0.35-mm, and 0.5-mm HBT [214]. Atmel pro-
vides 0.3-mm SiGe HBT with 50-GHz fT and 90-GHz fmax,
as well as 0.5-mm HBT with 30-GHz fT and 50-GHz fmax

[215].

1.2.4. Applications. In digital applications, high-speed
digital circuits using emitter-coupled logic (ECL) or cur-
rent-mode logic (CML) are implemented by HBTs. With
high operating frequency of HBT, ECL of up to several
tens of GHz can be designed. For example, a 47–48-GHz
frequency divider was reported using GaAs HBT ECL and
CML [30]. On the other hand, for analog applications,
HBTs cover a range of applications, including linear am-
plifiers, wideband amplifiers, power amplifiers, low-phase-
noise oscillators, and mixers. Among these, the power am-
plifier is most important for current wireless communica-
tion applications. HBTs have advantages for power
amplifier design due to their high breakdown voltage
and high current density. Many commercial power ampli-
fier products are fabricated using HBTs. Another impor-
tant application for HBT is low-phase-noise oscillators due
to the low flicker noise characteristics of the HBT. HBTs
were also used to design wideband amplifiers. Using the
Darlington pair, a compact wideband InP HBT amplifier
operating up to 85 GHz was reported in 2000 [31]. The
device has an fT of 120 GHz and fmax of 150 GHz.

1.3. CMOS/BiCMOS

Since the late 1970s, the metal oxide semiconductor field-
effect transistor (MOSFET) has been extremely popular.
Most very-large-scale integrated circuits (VLSI), such as
digital logic, memory, and analog functions, are fabricated
using MOS technology at the present time. RF integrated
circuits (RFICs) are also preferably designed using com-
plementary MOS (CMOS) transistors, due to the low cost
of Si process and integration capability with baseband cir-
cuits. Owing to the rapid development of the deep-submi-
cro-meter CMOS technologies, many CMOS MMW
circuits have been demonstrated [32–36].

In most MOSFETs, the gate is one plate of a capacitor
separated by a thin dielectric from the bulk. With no volt-
age applied to the gate, the transistor is essentially non-
conductive between the source and drain terminals. When
a voltage of sufficient magnitude is applied to the gate,

charge of opposite polarity is induced in the semiconduc-
tor, thereby enhancing the conductivity.

1.3.1. CMOS. A p-channel enhancement-type MOS-
FET (PMOS) is fabricated on an n-type substrate with
pþ regions for the drain and source, with holes as charge
carriers. In contrast, an NMOS is formed on a p-type sub-
strate with nþ regions for the drain and source, and elec-
trons as charge carriers. PMOS was originally the
dominant technology. However, since the electron mobili-
ty is higher than the hole mobility, the speed and the cur-
rent-driving capability of NMOS devices are much better
than those of the PMOS devices. NMOS technology has
eventually replaced PMOS. Complementary MOS (CMOS)
RF ICs are designed using complementary MOS (CMOS)
technology employs both PMOS and NMOS transistors
and enables various aspects of circuit design. Therefore,
CMOS is most popular among all the MOS IC technologies
at the present time.

A cutoff frequency of 125 GHz for a 70-nm gate bulk Si
MOSFET [37] and 245 GHz fT [38] for an 80-nm CMOS
were reported in 1997 and 2001, respectively. For a long
time, MOSFETs suffered from relatively low power gains
at high frequencies and low fmax. The main reasons for this
were the high specific resistance of the gate material
(polysilicon) and the fact that the mushroom gates gener-
ally used in HEMT were not yet available in standard Si
CMOS processes. A lot of efforts have been spent to reduce
the gate resistance by depositing silicides or metal on top
of the polysilicon and by employing metal gates. These ef-
fects finally led to improved power gain and fmax behavior.
A 0.18-mm gate bulk MOSFET with an fmax of 150 GHz has
been reported [39]. A standard commercial process featu-
rings 0.25-, 0.18-, 0.13- and 90-nm CMOS mixed-signal
(MS) and RF technologies has been reported [2]. The
traditionally limited fT and fmax in CMOS have been
improved through the shrinkage of gate oxide thickness
and device dimension. The fT increases from 33 GHz in
0.25-mm technology with 50 Å of gate oxide to 110 GHz in
90-nm technology with 17 Å of gate oxide. Meanwhile, fmax

of the 90-nm technology is improved to approximately
90 GHz from the fmax of 30 GHz for 0.25-mm technology.

1.3.2. SoI/SoS technologies. SoI (Silicon on Insulator)
CMOS devices are placed on the insulator, namely, the sil-
icon dioxide. Each SoI CMOS device is completely
separated form the silicon substrate. The SoI CMOS is ad-
vantageous over bulk CMOS because of the elimination of
area junction capacitance, the lack of reverse body effect
in stacked circuits, and the fact that the SoI body is
slightly forward-biased under most operating conditions. A
0.13-mm SoI CMOS has been used to implement a
40-GHz VCO with 9–15% tuning range [40]. A 40-nm
gate SoI MOSFET with a record fmax of 193 GHz [41]
and a 80-nm gate SoI MOSFET with a record fmax of
185 GHz [42] have been reported. Silicon-on-sapphire
(SoS) CMOS technology is also attractive for RF applica-
tions because of its reduced parasitic capacitance and
reduced minimal capacitive substrate loss. Fabricated
250-nm T-gated devices can achieve 105-GHz fT and
50-GHz fmax for n-channel operation [43]. However, both
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SoI and SoS CMOS technologies are mostly in the R&D
phase and are not widely being used for production.

1.3.3. SiGe HBT and BiCMOS. There is clear trend to
shift the research efforts to HBTs for higher frequencies,
especially for MMW applications. SiGe HBT can be fabri-
cated with the existing Si CMOS technology with only a
few more steps added [2]. A 60-GHz SiGe bipolar trans-
ceiver circuit including an LNA, a direct downconverter, a
PA, and a VCO has been reported [219]. On the other
hand, BiCMOS technology development began in the early
1980s as a way of significantly enhancing digital perfor-
mance. This technology combines bipolar and CMOS tran-
sistors on the same IC chip and therefore is attractive for
high-level integrations, and even system-on-chip (SoC)
applications. The low frequency and broadband noise
characteristics of SiGe HBT are superior to those of
CMOS. The high transconductance of the BJT and HBT
leads to lower optimum source reflection coefficient and
noise resistance, simplifying lower-power noise matching.
The resulting circuits retain the characteristics of low
power, high input impedance, and wide noise margin of
CMOS and the high current-driving capability and high
speed of operation of bipolar transistor [44].

2. MILLIMETER-WAVE MMICs

2.1. Amplifiers

2.1.1. Low-Noise Amplifiers. A low-noise amplifier
(LNA) is usually the first component in a receiver, due to
the signal-to-noise ratio (SNR) consideration. The gain
and noise figure are the two most important parameters in
the design. For a MMW LNA, although the design princi-
ple is similar to that in the microwave range, as docu-
mented in many textbooks [17], there are some special

considerations. The appropriate technology must be
selected before the circuit design. GaAs PHEMT and
InP-based HEMT are typically the choices for low noise
and high gain. MHEMT has received attention and dem-
onstrated comparable performance as InP HEMT. The de-
vice size needs to be carefully selected to fulfill the design
goals based on an accurate device model or measured
small-signal scattering (S) parameters and noise-param-
eters. Both microstrip-line and coplanar waveguide (CPW)
designs were found in the literature. Either way, the lay-
out design tends to be simple, especially for those designs
above 100 GHz in order to avoid the uncertainties of the
passive-element models. The substrate thickness is also a
concern in the microstrip-line design for single-mode
operation, such as 3-mil or thinner is typically used for
circuits above 100 GHz. EM simulation, nevertheless, is
critical in high-frequency LNA design. The layout, EM,
and circuit simulation will need to be performed iterative-
ly to attain the desired targets. The stability issue also
requires thorough investigations; one needs to ensure that
the circuit is free of oscillation from very low frequency
until it has no gain.

The state-of-the-art LNAs above 40 GHz are listed in
Table 2. It is observed that the HEMT technology still
demonstrates low noise and high gain performance in
MMW regime and InP HEMT produces best results above
100 GHz. The highest-frequency LNA to be reported as of
1999 [45] had 17 dB gain at 215 GHz with six stages, and
the layout is shown in Fig. 3.

Regarding silicon-based devices, CMOS and SiGe HBT
have also evolved rapidly. The unity-gain frequency (fT)
values of CMOS and SiGe HBT have been reported to be
about 95 and 90 GHz, respectively [46,47], indicating the
potential for high-frequency application of silicon technol-
ogy. Currently there are MMIC LNAs above 20 GHz using
CMOS and SiGe HBT [47,48]. It is expected that MMW
LNA using Si-based device will be reported in the near
future.

2.1.2. Power Amplifiers. A power amplifier (PA) is typ-
ically used at the front end in a transmitter and is re-
quired to provide sufficient gain and output power to
transmit the signal. In the MMW regime, traveling-wave
tube amplifiers (TWTAs) have been used for very-high-
power applications up to 140 kW level [58]. More recently,
solid-state power amplifiers (SSPAs) and MMIC PAs for
medium-power-level applications of several watts have
been developed [59]. In addition to the output power, lin-
earity is usually another important design consideration
in many communication systems.

Table 2. State-of-the-Art LNA above 30 GHz

Technology Frequency (GHz) Gain (dB) NF (dB) Ref.

GaAs PHEMT 43 22 1.8 48
InP HEMT 60 22.8 2.2 49
InP HEMT 93 20 3.7 50
GaAS PHEMT 94 30.8 4 51
GaAS PHEMT 113 10 5.5 52
InP HEMT 142 9 — 53
InP HEMT 155 12 5.1 54
InP HEMT 170 6 6 55
InP HEMT 205 17 — 56
InP HEMT 215 17 — 57

WR−5 ProbeWR-5 Probe

Figure 3. Layout of the six-stage amplifier
including WR-5 coupling probes (r 1999
IEEE) [45].
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The design principle of a MMW PA is also similar to
that in the microwave regime. However, it is still not easy
to obtain accurate optimal load impedance of a power
transistor from load-pull testing since such a transistor
usually has a large size and thus very low input and out-
put impedances. Instead, the prematch approach was pro-
posed, and an example can be found in Ref. 60. The
combined transistors with a total gate periphery of
1600 mm were used to form a pre-matched structure as
shown in Fig. 4, and thus the very low input/output im-
pedances were transformed to desired values that can be
measured and characterized. A two-stage Ka-band 1.6-W
amplifier was developed using a single prematched struc-
ture to drive four prematched structures [60]. The MMIC
PAs with higher power and gain requirements can then be
designed on the basis of a similar structure in the next
iteration. On the other hand, the more recent advance-
ment of nonlinear modeling techniques and CAD tools is
no doubt beneficial to predict the power contour of a tran-
sistor, even at high frequencies.

The MMW MMIC PAs are currently dominated by III–
V compound HEMT (GaAs- or InP-based) devices, due to
high gain characteristics at high frequencies. A few low–
medium-power amplifiers designed for high linearity us-
ing HBTs were also reported at Q band [61]. For thermal
concerns of PA design, the thin-substrate (r2 mil) MMIC
technology has been emphasized [62]. The thin substrate
not only enhances the thermal conductivity but also ben-
efits the PA design with a number of features: (1) the
ground via holes can be made smaller so that they can be
placed under the HEMTs for a more compact device lay-
out; (2) the via hole inductance, which directly translates
to the source inductance of the common source HEMT, is
drastically reduced and thus enhances the gain perfor-
mance at MMW frequencies; and (3) the low impedance
microtrip lines on a thinner substrate are narrower and
thus make the whole PA layout more compact. All these

features will improve the output power, power gain, and
power-added efficiency (PAE) of a PA. In fact, most of
state-of-the-art MMW MMIC PA results to date were ob-
tained using 2-mil technologies. A Q-band 3-W PA is real-
ized with 2-mil 0.15-mm GaAs PHEMT process [63], and a
62.5-GHz PA using the same technology has demonstrated
564 mW and achieved 21% PAE [64]. A set of PA MMIC
chips reported by Wang et al. [65] covers 70–113 GHz us-
ing 2-mil, 0.1-mm GaAs PHEMTs.

The power-combining technique is often used to build a
high-power module with multiple MMIC PA chips. Since
the combining structures usually occupy large areas, they
can be implemented using low loss and less expensive
substrates, such as Al2O3, or quartz. A Ka-band power
module demonstrated 6-W output power, 24% PAE, and
21.5 dB associated power gain using an eight-way binary
Wilkinson combiner realized on Al2O3 substrate, as illus-
trated in Fig. 5 [59]. A V-band power module design
utilizing an eight-way radial combiner consisting of eight
basic units, with each basic unit containing three-
way planar combiners and three power amplifiers, has
been reported [66]. It achieved 3.8 W output power and
31 dB power gain. A 0.35-W, 94-GHz PA module was also
reported [67].

A number of amplifiers with medium output power and/
or wide bandwidth were also reported using InP-based de-
vices, such as a 85-GHz 16.2-dBm common-base amplifier
and a 90-GHz 14 dBm cascode amplifier, fabricated using
InP DHBT [68], and also a 60–145-GHz amplifier with
24 mW output power using 0.1-mm InP HEMTs [69].

2.1.3. Broadband Amplifiers
2.1.3.1. Distributed Amplifiers. Distributed amplifiers

(DAs), also commonly referred to as traveling-wave am-
plifiers (TWAs), are broadband circuits whose gain–band-
width product substantially exceeds the transistor unity-
gain frequency fT because the input and output capaci-
tances of the active devices can be absorbed in the distrib-
uted structures. Figure 6 shows the schematic of a
conventional DA designed with FETs. It consists of input
and output transmission lines coupled by the transcon-
ductances of the FETs. The transmission lines are formed
by using lumped inductors and are referred to as the gate
and drain lines. The gate line is periodically loaded by the
FET gate–source capacitance and is terminated in its
characteristic impedance at the end. As the RF signal
travels on the gate line, each transistor is excited by the
traveling voltage wave and transfers the signal to the

Figure 4. The Ka-band prematch structure (r1993 IEEE) [60].

Figure 5. Photograph of a 6-W power module (r 1997
IEEE) [59].
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drain line through its transconductance. If the phase
velocities on the gate line and drain line are identical,
the in-phase signals on the drain line will add up along the
forward direction as they arrive at the output. The out-
of-phase wave traveling in the reverse direction will be
absorbed by the drain-line termination.

A GaAs HEMT distributed amplifier, shown in Fig. 7,
demonstrated 20 dBm output power at 1–50 GHz [70]. To
improve the output power, a cascade broadband driver
distributed PHEMT amplifier with a high-output-power
output stage and a bandwidth of 17–40 GHz with an out-
put power of 22.5 dBm has been proposed [71].

2.1.3.2. Cascode Distributed Amplifier. In addition to
the common-source topology DAs [72,73], the cascode con-
figuration is generally used to improve the gain–band-
width product of MMW DAs. The cascode configuration,
known for its high maximum available gain, wide band-
width, improved input–output isolation, and variable gain
control capability, has been utilized in many applications
such as mixers, frequency multipliers, and distributed
amplifiers. The DAs using InP-based HEMTs demonstrat-
ed 1–112 GHz bandwidth with 7 dB gain and 1–157 GHz
bandwidth with 5 dB gain, and Fig. 8 shows the schematic
and chip photo [74]. These amplifiers were designed using
cascode cell and gate-line capacitive division to achieve
high cutoff frequency.

2.1.3.3. Matrix Distributed Amplifier. The matrix DA
has the advantages of additive and multiplicative ampli-
fication and provides higher gain as well as better reverse
isolation over a wide frequency range. The matrix DA was

formed by adding a new dimension to the distributed am-
plifier with one or more rows of transistors [75], as shown
in the schematic of Fig. 9. A matrix DA using GaAs HEMT
technology demonstrated 9 dB gain at 2–52 GHz [76].

2.1.3.4. Cascaded Single-Stage Distributed Amplifier.
The cascaded single-stage DA CSSDA shows excellent
performance with high gain, good gain flatness, lower in-
put/output VSWRs, flat group delays, and a low noise
figure. Using the concept as for traveling-wave gain stages
to maintain the DA broadband performance, the cascaded
single-stage distributed amplifiers (CSSDA) [76,77] can be

Figure 7. Photograph of the 1–50-GHz power amplifier [70].

OUT

IN 

LdLdLd

Lg Lg Lg

Figure 6. Schematic of the conventional distributed amplifier
designed using FETs.

Drain Bias

Output
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50 Ω
Rgx

RgbiasCdiv

Gate 2
  Bias
Gate 1
  Bias

Input

(a)

(b)

Figure 8. (a) Schematic, and (b) chip photo of the cascode capac-
itive-division distributed amplifier (r 1998 IEEE) [74].

IN

OUT

Figure 9. Schematic of a matrix distributed amplifier.
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used for broadband gain stages. By adopting this topology
in the DA design, the high gain and wide bandwidth could
be obtained simultaneously. With the combination of a
conventional DA and a CSSDA, an amplifier demonstrat-
ed 22-dB small-signal gain from 0.1 to 40 GHz with a chip
size of 1.5� 2 mm2, as shown in Fig. 10 [78].

2.1.3.5. DA Using Si-Based Transistors. DAs using
CMOS and SiGe HBT processes also evolve rapidly. The
reported unity-gain frequency (fT) values of CMOS and
SiGe HBT were 95 and 90 GHz, respectively [75,79], indi-
cating the potential of the high-frequency application of
silicon technology. In fact, a MMIC DA using SiGe HBT
demonstrated 50 GHz bandwidth with a gain of 5–9 dB
[80]; another SiGe differential distributed amplifier has a
single-ended gain of 7 dB with a 3 dB bandwidth of 81 GHz
[218]. There is also a MMIC DA reported to operate from
0.6 to 22 GHz using the CMOS process [81]. It is expected
that MMW DAs using CMOS processes will appear in the
near future.

2.1.3.6. Transimpedance Amplifiers. Transimpedance
amplifiers (TIAs) are also typical broadband amplifiers
covering the MMW regime. TIAs are most widely used as
preamplifiers in the receivers of optical communication
systems because of high dynamic range, wide bandwidth,
and relatively high output voltage (high transimpedance
gain). TIAs convert and amplify the current from the
photodiode to voltage. The gain is defined as the output

voltage over the input current (dVout/dIin), which has the
same unit (O), as that of a resistor, and thus is called
‘‘transimpedance gain.’’

Table 3 summarizes the most recently reported TIAs
with operation frequencies up to the MMW regime
[82–88]. A TIA using InP HBT demonstrated a transim-
pedance gain of 3.6 kO (71 dB �O) with a bandwidth of
60 GHz. This TIA benchmarks the best gain–bandwidth
product (GBP) of 1.9 THz, which is the highest transim-
pedance–bandwidth product (TZBWP) of 216O �THz and
the highest TZ-BWP per DC power efficiency of 797O �
GHz/mW for a 40-GbPs transimpedance amplifier [82].

2.2. Mixers

Mixers play the role of frequency conversion in a wireless
communication system and directly affect the integrity of
the signal transmitted or received [89]. A mixer in a re-
ceiver (downconverting mixer) is often placed after the
LNA because of the system noise consideration. On the
other hand, an upconverting mixer is used in a transmit-
ter and usually feeds the output signal to a PA and then to
the antenna.

MMIC mixers can be classified as active mixers and
passive mixers, depending on the bias conditions of mixing
devices. Passive mixers use diodes or transistors in passive
mode. An active mixer utilizes transistors or diodes ope-
rated in active region to perform frequency mixing, and
has the advantage of conversion gain or low conversion
loss, with a lower local oscillator (LO) power requirement.
Mixers with special functions, such as for modulation
applications and broad bandwidth, are also described in
this section.

2.2.1. Passive Mixers
2.2.1.1. Diode mixers. The diode mixer is the most com-

mon MMW mixer, and a Schottky diode is usually used for
its fast switching speed.

The most primitive mixer is the single-device mixer.
Although it is simple and easy to implement, it requires
filters at each I/O port to separate different frequencies
and thus attain good port-to-port isolation. Balanced con-
figurations are most frequently adopted to achieve port-to-
port isolations, which use a coupler (or hybrid) to split one
input signal into two with different phase (901 or 1801),
and then perform frequency mixing at the devices, finally
combining the mixed signals at the output port. Take
the downconverting mixer, for example; the preprocessed

Figure 10. Chip photo of the amplifier combines a conventional
DA and a CSSDA (r 2003 IEEE) [78].

Table 3. TIAs with Operation Frequency to MMW Regime

Technology Bandwidth (GHz) Gain dB �O Input Noisea (pA/OHz) PDC (mW) Ref.

InP HBT 60 71 20 797 82
InP HBT 40 62.3 — 165 83
SiGeBiCMOS 46 47 24 300 84
SiGe HBT 50 49 30 B150 85
SiGe HBT 30 47.6 — 230 86
MHEMT 43 48.4 — 180 87
InP HEMT 52 52 — 520 88

aEquivalent input noise current spectral density.
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input (RF or LO) signals with opposite phases will cancel
out at the output terminal (IF), and thus a satisfactory
isolation will be achieved. The isolation between the RF
and LO ports is determined by the hybrid under matched
conditions. Another advantage of the balanced mixer is
the suppression of certain spurious signals.

2.2.1.2. Singly Balanced Diode Mixers. The singly bal-
anced mixer can be implemented with a 901or 1801 hybrid.
A 901 hybrid singly balanced mixer is seldom adopted,
since the LO-to-RF isolation is poor. The 1801 hybrid sin-
gly balanced mixer is more frequently used, where one
signal (either RF or LO) is applied at the devices in phase
and the other is applied out of phase. If LO is applied out
of phase, the LO power, along with AM noise and spurious
signals on the LO, would cancel out. For a balanced diode
mixer, the conversion loss is determined by the diode ON-
state resistance, while the bandwidth is determined by the
hybrid. A diode mixer with a wideband hybrid could have
octave bandwidth. A CPW rat-race mixer using 0.18-mm
GaAs MESFET process achieves a conversion loss of
14.7 dB at 3.5 dBm LO power [90].

2.2.1.3. Doubly Balanced Diode Mixers. For a doubly
balanced mixer, both RF and LO signals are applied in
opposite phase and would cancel out at IF. They possess
numerous advantages, such as good isolation between all
terminals and low-order spurious signal rejection. Never-
theless, they suffer low conversion gain (high conversion
loss) and high LO power requirement. There exist ‘‘ring’’
and ‘‘star’’ configurations for doubly balanced mixers. The
schematic of a ring mixer is shown in Fig. 11. Four diodes
are connected as a ring, and LO, RF are applied at each
node between diodes through a balance to unbalance
transformer, or simply denoted as ‘‘balun,’’ which is in-
deed an 1801 hybrid. Figure 12 shows the schematic of a
star mixer. As the star mixer has no IF return inductors, it
has lower series inductance at IF port and can demon-
strate wider IF bandwidth [91].

2.2.1.4. Subharmonically Pumped (SHP) Mixers. In the
MMW regime, it is sometimes expensive to use a funda-
mental frequency LO for a mixer. Furthermore, monolith-
ic signal sources at such high frequencies may suffer from
high phase noises and limited power level. A mixer using
the harmonic signals of LO source in mixing is called a

subharmonically pumped (SHP) mixer. For a SHP mixer,
all the mixing frequencies are usually distant from each
other and can be separated easily so that good isolation
can be achieved. Balanced and subharmonically pumped
configurations can be applied simultaneously to enhance
performance. The output signal of a SHP mixer is pro-
duced by mixing the RF signal and high-order harmonics
of a LO signal. A 94-GHz SHP mixer using antiparallel
diode pair (APDP) has been reported. This mixer demon-
strated a minimum conversion loss of 11.4 dB at a RF fre-
quency of 94 GHz and a LO frequency of 23.5 GHz [92].

2.2.1.5. Resistive FET mixers. The resistive mixer is pop-
ular in the MMW regime [93]. The transistor is operated
in passive mode as a variable resistor. Compared with the
diode mixer, a resistive mixer demonstrates a compatible
noise figure, conversion loss, and similar LO power re-
quirement, with higher linearity and lower distortion
[94,95]. Besides, no drain DC current is present, so less
1/f noise is generated and thus the noise performance is
usually better than that of its active counterparts [96].
Singly balanced resistive mixers in different frequency
bands have been reported [93]. RF signal is fed in the de-
vices through two coupled-line filters to achieve low in-
sertion loss and IF rejection. The capacitors and the
transmission lines form a lowpass filter to ensure LO-to-
IF and RF-to-IF rejection. The resistive mixers attained
wide bandwidth with moderate conversion loss for a high-
IF system, as summarized in Table 4 and Table 5.

2.2.2. Active FET (HEMT) mixers
2.2.2.1. Gate Mixer. The LO power is applied at gate to

achieve a time-varying transconductance (gm) at LO fre-
quency. The RF signal is applied as small-signal voltage
input at gate, and the resulting IF signal can be derived at
drain. A W-band GaAs HEMT gate mixer has been report-
ed [8]. The device is biased near pinchoff so that gm can be
maximized. Radial stubs are inserted as short circuits at
RF/LO frequencies. With careful design, this method has
achieved conversion gain with 2 dBm LO power.

2.2.2.2. Drain Mixer. The transistor is biased at the
knee region of the DC IV curves, and a LO signal is

IF

LORF

Figure 11. Schematic of a doubly balanced ring diode mixer
(r 1993 IEEE) [91].

RF LO

IF
0

0

Figure 12. Schematic of a doubly balanced star diode mixer
(r 1993 IEEE) [91].
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applied at drain. A 60-GHz drain mixer using InGaP/In-
GaAs HEMT demonstrated a good noise performance of
3.16 dB at 58.5 GHz [103]. The mixer implemented the
image rejection function with a 901 hybrid and a Wilkin-
son in-phase power divider. The complete downconverter,
which consists of a four-stage LNA and the drain mixer,
achieved a maximum conversion gain of 22.9 dB at RF of
61 GHz, and a minimum noise figure of 3.16 dB at RF of
58.5 GHz, with an LO power of 5 dBm.

2.2.2.3. Dual-Gate Mixer. A dual-gate mixer can be
considered as a special gate mixer. The dual-gate device
has two separate gates, and thus good LO-to-RF isolation
can be achieved without extra couplers compared with the
single-gate mixers [104,105]. Design of a dual-gate mixer
beyond microwave frequency is rarely considered because
of this mixer’s notorious noise figure and the difficulty of
device modeling. However, a MMW dual-gate mixer uti-
lizing a GaAs HEMT process was reported [105]. The LO
power is applied at the first gate (G1) so that the trans-
conductance and output impedance of the second gate (G2)
are modulated. The upper gate also operates as an IF am-
plifier. Since RF and LO are separated properly, the
matching for each end (RF and LO) is easier. A compact
die size can be achieved without the requirement of a cou-
pler. This circuit showed a conversion gain of 3 dB with
5 dBm LO power and good RF return loss of better than
10 dB from 87 to 100 GHz. The RF-to-LO isolation is better
than 17 dB.

2.2.3. Mixer for Modulator Application. The balanced
mixers can be used for amplitude modulation (AM), bina-
ry phase shift keying (BPSK) modulation, and IQ modu-
lation, due to their superior spur performance, linearity,
and port-to-port isolation [97,98]. Most of them are com-
posed of doubly balanced mixers or singly balanced mixers
due to the isolation between LO and RF ports. This is im-
portant since an unwanted (spurious) carrier signal could

degrade modulation quality at high-level amplification,
and also increase difficulty in demodulation.

Modulators based on the Gilbert cell or resistive ring
architectures have been reported in the literature
[99,100]. They featured good amplitude/phase match and
LO rejection; however, most of them operated below
10 GHz. For MMW applications, the modulators can be
based on a double-balanced diode mixer structure and
show good amplitude/phase balance. However, they usu-
ally need a high LO drive power [97,98]. On the other
hand, a balanced reflection-type phase shifter [9] can be
used for the BPSK modulator, which utilized a Lange cou-
pler as a 901 hybrid and two shunt cold-mode devices for
switching. The cold-mode devices can be either HEMT
[101] or HBT [102] devices, and can be operated to
110 GHz with good amplitude/phase match.

2.2.4. Wideband mixers
2.2.4.1. Gilbert Cell Mixer. Gilbert-cell active mixers

basically consist of the RF differential transconductance
pair and four-quadrant switching devices. An RF signal is
transferred by the transconductance pair into switching
devices and mixed via switching devices driven by the LO
signal. Filters and/or matching networks could lead to the
IF output port to enhance the mixer performance. Because
of the differential LO/RF input and symmetry of trans-
conductance pair, the Gilbert cell mixer has excellent
LO/RF, LO/IF, and RF/IF isolation. Besides, owing to the
RF transconductance amplification and IF restrengthen-
ing property, Gilbert cell mixers can achieve conversion
gain in some frequency range. These advantages and com-
pact chip size make Gilbert cell mixers very popular in
wireless communication applications [106,107].

Gilbert cell mixers (Fig. 13) were not popular at high
frequencies because of transistor parasitic capacitance
and gain degradation. With the advanced device technol-
ogies and design techniques, there are a few examples
have been reported in the MMW regime. A Gilbert cell
mixer could have good conversion efficiency in the MMW

Table 4. Comparisons of Balanced Diode Mixers

LO-to-RF Isolation LO Power Requirement IP3 Spur. Rejection

Single device Filter dependent Low Low None
Single balanced (1801 hybrid) Good Moderate Moderate Good
Single balanced (901 hybrid) Poor Moderate Moderate Moderate
Doubly balanced Good High High Great

Source: Ref. 89.

Table 5. Summary of the Reported Resistive Mixer

RF Frequency (GHz) Conversion Loss (dB) IF Frequency (GHz) Spurious Signal Rejection P1 dB (dBm)

Q band 11.7 11 �35 4
(42–56 GHz) (RF¼50 GHz)
V band 12.8 18 �35 2
(56–72 GHz) (RF¼60 GHz)
W band 10.6 30 �30 �2
(72–84 GHz) (RF¼77 GHz)

Source: Ref. 15. (r2000 IEEE.)
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range with proper RF matching, and it can also achieve
very wide bandwidth (from DC to millimeter wave) with a
lossy matching technique. The Gilbert cell configuration
can also be used to design an analog multiplier; a 1–17-
GHz Gilbert cell mixer and a multiplier have achieved a
conversion gain of 9.3 dB [108]. Another distributed Gil-
bert cell analog multiplier using InP HEMT has � 5 dB
conversion gain from DC to 38 GHz [106].

2.2.4.2. Distributed Mixer. Wideband mixers can also
be implemented using distributed configurations [109–
111]. A 3–33-GHz distributed mixer using GaAs HEMT
has been reported [109]. The RF and LO signals are ap-
plied at the gate and drain lines, respectively, and the IF
signal is extracted via a lowpass filter. The mixer demon-
strated a conversion loss of better than 4 dB from 3 to
33 GHz.

2.3. MMW Oscillators and Frequency Sources

A millimeter-wave (MMW) source is a key component in a
transceiver system, especially for the applications of com-
munication, radar, image, and remote sensing [112]. The
typical requirements of a MMW oscillator are high reli-
ability, low phase noise, and low cost. The frequency sourc-
es can be implemented via either simply designing
fundamental oscillators or using lower-frequency oscilla-
tors with frequency multipliers. Applying the multiple-
push approach is also an alternative for MMW frequency
sources.

2.3.1. Design Considerations
2.3.1.1. Noise in Oscillators. There are three sources of

noise in an oscillator: AM noise due to amplitude modu-
lation, FM noise due to frequency modulation, and PM
noise due to phase modulation by the noise sources. These
noise modulations cause spectrum spread and degrade the
phase noise performance of an oscillator. The primary
noise sources in a MMIC oscillator are the 1/f noise and
thermal noise.

Phase noise theory has been investigated [113,114]. In
order to minimize the phase noise of an oscillator, the fol-
lowing should be considered in the design:

1. Maximize the unloaded Q factor of the resonator.

2. Select an active device with low noise figure and low
flicker noise.

3. Use a low LC ratio and maximize the reactive energy.

4. Minimize the phase perturbation for the circuit de-
sign.

Off-chip high-Q components are usually applied to en-
hance phase noise performance, such as dielectric resona-
tors (DRs) and varactors. Dielectric resonator oscillators
(DROs) in the MMW regime exhibit excellent phase
noise performance and temperature stability because of
the extremely high Q factor and good temperature coeffi-
cient of DR.

2.3.1.2. Fundamental Oscillators. The fundamental fre-
quency oscillator is the simplest approach for the MMW
frequency source, but has drawbacks of low Q factor and
insufficient device gain at the MMW regime. The oscilla-
tion frequency is limited by the figure of merit fmax of the
transistor.

2.3.1.3. Oscillator and Frequency Multiplier Chain. An
MMW source can be composed of a lower-frequency oscil-
lator and frequency multipliers to obtain desired frequen-
cies. There are several advantages to this approach. It is
easier to achieve low phase noise for an oscillator operat-
ing at lower frequency. Also, a wider bandwidth can be
achieved because of the frequency multiplication. Several
MMW frequency sources have been reported using MMIC
technology, including lower-frequency fundamental oscil-
lators and frequency multipliers [115,116]. Figure 14

V1

V2

Figure 13. Basic Gilbert cell mixer structure.

IF input
2-10 GHz

x2

RF output
56-64 GHz

LO drive
+10 dBm

−6 dBm
@ 13.5 GHz
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Figure 14. Block diagram of the V-band up-converter with the
LO chain consisting of lower-frequency fundamental oscillator
and frequency multipliers (r 1994 IEEE) [115].
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shows a block diagram of the V-band up-converter with
the LO chain consisting of lower-frequency fundamental
oscillator and frequency multipliers.

2.3.1.4. Multiple-Push Oscillator. A push–push (or dou-
ble-push) oscillator design consists of two fundamental
frequency oscillators operating at half of the desired out-
put frequency. Also, the higher-Q-factor resonator and
sufficient device gain are easily obtained at half of the
output frequency. The push–push oscillators have been
reported in MMW range [117,118], with phase noises of –
88 and � 109 dBc/Hz achieved at 1- and 10-MHz offsets,
respectively. A novel coupling method for push–push DRO,
although it is a hybrid circuit, demonstrated excellent
spectral purity at 40 GHz, output power, and phase noise
of about � 100 dBc/Hz at 100-kHz offset [119].

The triple-push oscillator approach, extending from the
push–push oscillator, has been proposed [121]. Figure 15
shows the chip photo of a 28.4-GHz HBT MMIC triple-
push oscillator. It consists of three identical fundamental
oscillators with a phase shift of 1201 among three odd-
mode fundamental signals. The fundamental and the sec-
ond-harmonic signals cancel out altogether, and the de-
sired third harmonic signals combine in phase.
Consequently, a triple-push oscillator can extend the us-
able frequency range and obtain high-Q-factor resonance
more easily than can a push–push oscillator. Multiple-
push (n43) oscillators can operate with a similar principle
[120]. Ka- and Q-band MMIC triple- and quadruple-push
oscillators have also been reported [121–124].

2.3.2. Device Technologies for Oscillators. HEMT has
dominated the MMW MMIC designs because of its high fT
and fmax, as well as superior low noise figure. The MMIC
fundamental frequency oscillator implemented using
GaAs-based PHEMTs demonstrated W-band (B90 GHz)
oscillations with phase noise of –90 dBc/Hz at 1-MHz offset
[125]. Monolithic oscillators using InP-based HEMTs were
also reported above 100 GHz [126,127].

For low-phase-noise applications, HBT is the preferred
because of its superior 1/f noise characteristics. To date,
the highest-frequency oscillator using GaAs HBT was re-
ported by Uchida et al. [128] with 106 GHz output and –
88 dBc/Hz phase noise at 1-MHz offset. On the other hand,
InP-based HBTs exhibit even lower 1/f noise than do GaAs
HBTs because of the lower surface recombination velocity
in InP-based materials and the absence of DX center in
the emitter. InP-based HBT VCOs demonstrated impres-
sive high-frequency performance [116,129], with –65 dBc/
Hz phase noise at 1-MHz offset of 150 GHz operation fre-
quency [116]. Also, a superior phase noise of � 95 dBc/Hz
for 1-MHz offset at 104 GHz oscillation has been reported
[130].

As for silicon-based (CMOS and SiGe HBT) technolo-
gies, the fundamental frequency CMOS VCOs were
achieved to 50 GHz with a phase noise of � 85 dBc/Hz at
1-MHz offset [131,132]. Using push–push topology, a
CMOS VCO achieved a measured output power of
� 4 dBm, a tuning range of 2.5 GHz, and a phase noise
of -85 dBc/Hz at 1-MHz offset without any output amplifier
in a commercial 0.25-mm CMOS process [216]. Fully inte-
grated MMW MMIC oscillators using SiGe HBTs were
also reported operated at 50 GHz with phase noise be-
tween � 103 and � 110 dBc/Hz at 1-MHz offset [133,134].
A SiGe push–push VCO with a phase noise of � 85 dBc/Hz
at 1-MHz offset and operating up to 150 GHz has been re-
ported [135]. The schematic is shown in Fig. 16.

2.4. Frequency Multipliers

A frequency multiplier is a component used to generate
the harmonic signal of the input signal. The conversion
loss, which is the power ratio of the desired output har-
monic signal to the input fundamental signal, reveals the
efficiency of the multiplier. Beside the conversion loss, the

Figure 15. Chip photo of the 28.4-GHz HBT MMIC triple-push
oscillator (r 2001 IEEE) [121].
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port return losses and harmonic rejections are also impor-
tant design considerations. All the frequency multipliers
degrade the phase noise by at least 20 log(n) dB, where n is
the multiple number [136].

Doublers and triplers are mostly used. Higher-harmon-
ic multipliers are seldom found because of the low power
level of harmonic signals. Although there exist quadru-
plers and higher-order multipliers using single transistor,
the multipliers are often composed of two cascaded dou-
blers or triplers with buffer amplifiers [137–139].

In designing multipliers, the type of device determines
the performance of the multiplier. Basically, active multi-
pliers feature better conversion loss and even better abil-
ity to achieve conversion gain, while passive multipliers,
although lossy, can be made very broadband, such as the
multipliers using Schottky barrier diodes. As shown in
Table 6, while passive multipliers achieve broadband per-
formance, active ones yield conversion gains within nar-
rowband frequency.

Passive multipliers are probably the most practical in
modern microwave and RF systems because of their band-
width [140–142]. Popular structures for passive doublers
are single-ended and balanced configurations. The passive
triplers are usually implemented by using an antiparallel

diode pair (APDP) due to the odd harmonics, which are
combined in phase while the even harmonics are canceled
out [141,142].

Multipliers utilizing nonlinear transmission lines
(NLTLs) and distributed varactors feature broad band-
width. Figure 17 shows the schematic and LC ladder net-
work equivalent circuit of the nonlinear transmission line.
The NLTL doubler demonstrates 6.6 dB conversion loss
in the 3 dB bandwidth 52–63.1 GHz, and a NLTL tripler
with 11.2 dB conversion loss in the 3 dB bandwidth at
81–109 GHz [145].

As mentioned, active multipliers can yield conversion
gain within a narrow band. Most of them have the con-
version loss of better than 5 dB [143,144,146–150]. Broad
bandwidth can also be achieved with the tradeoff of con-
version gain. Table 7 lists the features and performance of
reported active broadband multipliers.

The most practical way to design an active multiplier
is with the balanced structure, providing good funda-
mental and odd-harmonic rejections. It contains two
FETs and an input balun or a 1801 hybrid. Basically, it
can be used only for even-harmonic multipliers and is
most suitable for doublers. However, a modified balanced
structure using Lange couplers for the tripler as shown in
Fig. 18 has been reported [154]. The third-harmonic signal
will add in phase at the output port with suppression of
the unwanted harmonics. Also, broadband active multi-
pliers can be implemented using distributed configura-
tions [155]. Single-device structure is generally used for
a compact chip size and features good efficiencies, al-
though fundamental-frequency leakage can be a problem
[143,144].

2.5. RF Switches

Switches are important components that control the sig-
nal flow in communication systems. Transmit/receive (TR)
switches are components directly connected the low-noise
amplifiers and power amplifiers in the TR modules. Two
major design parameters for a switch are minimum inser-
tion loss in the ON state and maximum isolation in the OFF
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2Vin
C(V)

C(V) = Cd(V) +�/ZL 

L/2   L = ZLτ

2Vbias

2Vbias

�, ZL

(a)

(b)

Figure 17. (a) Schematic and (b) LC ladder network equivalent
circuit of the nonlinear transmission line (r 1996 IEEE) [145].

Table 6. Features and Performance of Reported Passive and Active Multipliers

Ref. Multipliera Frequency (GHz) Process Device Conversion Gain (dB)

140 Doubler (P) 16–40 GaAs Diode B �12
141 Tripler (P) 75–110 GaAs Diode �20.6 to �17.3
142 Tripler (P) 87–102 GaAs Diode �20 to �18
143 Doubler (A) 54 InP HEMT 5
144 Doubler (A) 76.5 InGaAs HEMT 1

aA—active mode; P—passive mode.

Table 7. Features and Performance of Reported Active Broadband Multipliers

Multiplier Frequency (GHz) Process Approach Conversion Loss (dB) Ref.

Doubler V band GaAs Balanced 8.5–11.38 151
Doubler 2–40 — Balanced 1071.5 152
Doubler 50–68 GaAs Balanced 5.572.5 153
Tripler 42–51 GaAs Balanced 11.1–17.6 154
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state. Power-handling capability is another important de-
sign consideration.

2.5.1. MEMS switch. Microelectromechanical system
(MEMS) switches are operated by using mechanical move-
ment to achieve a short circuit or an open circuit. The force
required for mechanical movement is obtained by electro-
static means. MEMS switches have demonstrated excel-
lent switching performance in MMW frequency range due
to very small parasitic effect [156–159]. The DC power
consumption of the MEMS switch is almost zero, but a
high drive voltage (20–80 V) is required. Few MEMS
switches can handle power more than 20–50 mW. MEMS
switches need to be packaged in inert atmospheres (nitro-
gen, argon) and low humidity, so the packaging costs are
very high [160]. Most of the reported MEMS switches are
of single-pole single-throw (SPST) configuration and have
demonstrated isolation of better than 30 dB [157–159].

2.5.2. Pin Diode Switch. The p-type-insulator-n type
(pin) diode is widely used for MMW switch design because
of its low insertion loss, high isolation, and high power-
handling capability [161–165]. Because pin diodes will
consume DC current when the diodes are in the ON state,
pin diode switches require DC blocking capacitors and bi-
ased network, such as RF choke or quarter-wavelength
short stub. Compared with MEMS switches and passive
FET switches, pin diode switches have demonstrated the
best power-handling capability. For example, the SPDT
(single-pole double-throw) switch provided by Skyworks
Inc. achieves watt-level power-handling capability [165].

2.5.3. Passive HEMT Switch. Since the pin diode and
MEMS processes are not compatible with the HEMT
MMIC process, the passive HEMT (or FET) switches are
still very popular because of their integrability with other
major building blocks in a MMW TR module, which are
fabricated mostly using the HEMT MMIC process. For
frequencies of 20 GHz or lower, series and/or shunt con-
figurations of passive FET can readily serve as very good
switches with excellent isolation and insertion loss results
demonstrated in two studies [166,167]. However, at higher
frequencies, the parasitic capacitor will significantly

degrade the isolation performance of a series switch and
the insertion loss of a shunt switch. Several methods to
improve switching characteristics of the passive FET
switches were reported [168–173].

2.5.3.1. Parallel Resonant Technique. Because the para-
sitic drain-to-source capacitor degrades the switch perfor-
mance significantly in the high-frequency range, the
parallel-inductor resonant technique is widely used to
compensate the parasitic capacitor of OFF-state FET. Be-
cause the impedance of OFF-state capacitors become low in
high frequency, a small inductor is placed between the
drain and the source of the transistor to resonate out the
OFF-state capacitor. In general, the small inductor is im-
plemented by a high-impedance transmission line. The
OFF-state FET and the parallel inductor are used to form a
parallel resonator, and this resonator represents high im-
pedance around the resonant frequency. The ON-state FET
with a parallel inductor still represents low impedance.
The parallel resonant technique can improve the isolation
of the series switches and insertion loss of the shunt
switches. A W-band SPST series switch employing the
parallel resonant inductor demonstrated 1.6 dB insertion
loss and 22.5 dB isolation at 94 GHz [168].

2.5.3.2. Impedance Transformation. This method utiliz-
es impedance transformation to compensate the drain-to-
source capacitance of the OFF-state passive HEMT switch-
es. As shown in Fig. 19, the ON- and OFF-state impedances
of the passive HEMT are transformed to near open circuit
and near short circuit simultaneously by an impedance
transformation. By using this concept, a Q-band SPDT
switch demonstrated a measured isolation better than
30 dB and 2 dB insertion loss from 38 to 45 GHz, while a
V-band switch has a measured isolation better than 30 dB
and 4 dB insertion loss from 53 to 61 GHz [169].

2.5.3.3. Traveling-Wave (Distributed) Concept. The tra-
veling-wave concept was also proposed for wide band
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Figure 18. Schematic of a balanced tripler using Lange couplers.
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Figure 19. (a) Schematic of a FET connected in series with the
impedance transformation network; (b) input impedances looking
into points A, B, C, D of the passive switch with impedance trans-
formation network.
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switch design. A traveling-wave switch consists of a finite
numbers of series inductors and shunt FETs as shown in
Fig. 20. The series inductors are usually implemented
with high-impedance transmission lines, and the OFF-state
transistors can be simplified as a small capacitor. The
complete traveling-wave switch represents as a 50-O ar-
tificial transmission line while the FETs are at OFF state.
The switches using the traveling-wave concept manifest
broadband characteristics. A DC–40-GHz SPDT switch
demonstrated 3 dB insertion loss and 23 dB isolation
[170], and a 15–80-GHz SPDT switch using a quarter-
wavelength transformer has an insertion of lower than
3.6 dB and an isolation of better than 25 dB [171].

2.5.3.4. Special Process. By employing the ohmic elec-
trode-sharing technology (OEST), no interconnect lines
are needed between the FETs because an ohmic electrode
is shared by the source of one FET and the drain of an-
other FET. The DC–40 GHz SPDT switches demonstrated
3.5 dB insertion loss and 25.5 dB isolation at 40 GHz, while
the SPST switch has an insertion loss of better than
1.64 dB and an isolation of better than 20.6 dB from DC
to 60 GHz [172].

The distributed FET has a single gate, with input/out-
put ports connected to the drain electrode of the FET, and
the source terminal connected to several via holes. The
structure of an SPST switch using distributed FET is
shown in Fig. 21. The small-signal characteristics of this
switch were expressed by a lossless transmission-line
model while the FET is pinched off, and a lossy transmis-
sion-line model while the FET is in ON state. A DC–110-
GHz SPST switch using the distributed FET has shown an
insertion loss of lower than 2.55 dB and an isolation of
better than 22.2 dB [173].

2.6. Phase Shifter

A phase shifter is a device that changes the phase of a
signal. Classified by the type of phase control, phase shift-
ers can be divided into groups of analog and digital phase

shifters, in which the phase shifts are, respectively, con-
tinuous and discrete. The most essential design parameter
of a phase shifter is the shift of the phase, that is, the dif-
ference between the phases of the output signal and the
input signal. Insertion loss is also important for passive
shifters. For a digital phase shifter, limits must also be
imposed on its phase error, which is a measure of the
extent to which the actual phase shift deviates from the
desired or ideal phase shift.

The analog phase shifter has the advantage of contin-
uous phase shift and thus can be adjusted to achieve pre-
cise phase shift. The reflective-type phase shifter (RTPS),
which contains a 3-dB 901 coupler and varactor diodes (or
MEMS capacitors), often has low insertion loss and low
sensitivity on temperature and process variation [174].
Another kind of phase shifter employs the concept of vec-
tor sum as shown in Fig. 22 [175], which does not depend
on varactor diodes in its phase shift mechanism and there-
fore its shift range will not be limited by the tuning range
of the varactor diodes. A vector sum phase shifter may
utilize either variable attenuators or variable-gain ampli-
fiers for its gain control. The distributed phase shifter uti-
lizing a varactor-tuned transmission line is also a popular
approach. The phase shift is achieved by changing the
phase velocity of the varactor-tuned transmission line.
The varactor can be implemented by either diodes [176] or
MEMS capacitors [177], and thus the phase shift is
achieved. There still exist other design concepts such as
tunable phase shifter [178], but they are rarely found.

Digital phase shifters use binary-represented control
signals. An n-bit digitally controlled phase shifter has n
phase shift blocks and 2n states; thus the phase shift pre-
cision is 3601/2n. There are two paths in a phase shift
unit. A switching mechanism is applied to determine the
direction in which the way the signal will pass, while
the relative phase difference between the two paths is the
phase shift of that phase shift unit. The phase-shifting
path may be implemented with either filters [179] or delay
lines [180], depending on the operating frequency of the
circuits. The vector sum concept has also been applied to
the design of a digitally controlled phase shifter [181].
There is also a digital RTPS, in which the termination is
discretely tuned. Figure 23 shows a schematic and chip
photo [182].

Combination of analog-controlled and digitally con-
trolled phase shifters has been attempted [181]. The phase
shift is first roughly achieved by a digitally controlled
phase shifter and then fine-tuned by an analog-controlled
phase shifter. This architecture alleviates the difficulty of
designing analog phase shifter with a large phase shift. It
has been shown to significantly reduce the required phase
shift of an analog-controlled phase shifter while still
achieving 3601 of phase control. The drawback is large
chip size when all the components are integrated into a
single chip.

In the MMW regime, a DC–60-GHz distributed MEMS
phase shifter has demonstrated a capability of a 3601
phase shifter with an insertion loss of 5.1 dB at 40 GHz
and 4 dB at 60 GHz, respectively [183]. Also, a 60–110-GHz
MEMS phase shifter features a figure of merit of the ratio
for tuning phase range over an insertion loss of 701/dB
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Figure 20. Schematic of the SPST traveling-wave switch.
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Figure 21. Structure of SPST switch using distributed FET (r
2000 IEEE) [173].
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from 60 to 110 GHz [184]. Monolithic phase shifters have
been operated up to 100 GHz with switching times well
under 1 ms [185]. The RTPS can also be implemented in
the MMW regime with broadband couplers. The HEMT-
based monolithic RTPS were reported in Ref. 186, while
the HBT-based can be found in Ref. 187.

2.7. Multifunction MMICs and System Applications

The advancement of MMIC technology not only improves
the existing system performance but also enables new sys-
tem applications. A multifunction MMIC incorporates sev-
eral single-function circuits onto a single chip. Although
many individual components can be integrated onto a sin-
gle chip, the level of integration heavily depends on the
maturity of MMIC process and circuit design. A typical
example is a transceiver chip, which usually includes a
LNA and a downconverting mixer for the receiving end
and an upconverting mixer, and a PA for the transmitting
end. Sometimes the VCO and frequency multipliers could
also be included as the LO chain. Since there are too many
configurations for multifunction MMICs, we introduce
only a few examples for MMW applications in this article.

2.7.1. Single-Chip Radar Transceiver for Automotive Ra-
dar Application. The forward collision warning (FCW) and
autonomous intelligent cruise control (AICC) radars are
forward-looking automotive radars (FLARs) that require a
sensor range of about 100 m. The FCW radar will detect
potential forward collision situations and provide a warn-
ing to the driver, while the AICC will operate in an au-
tonomous control loop to maintain a continuous safe
following distance.

Cost and hardware size are two dominant factors, in
addition to the performance requirement for all-weather
conditions that drive the technology for automotive ra-
dars. MMW radars have the advantages of small hard-
ware size and high range resolution over the microwave
radars. They can also be operated in the so-called all-
weather conditions, such as in rains and fogs, thus out-
performing the infrared systems. Low cost is the key fac-
tor for consumers in accepting the radar as an affordable
safety component of their vehicles. The size constraint is
also essential for integration of the radar onto the vehicle
without major impact on vehicle design and performance.
Several W-band TR MMICs, including single multifunc-
tion chips and chipsets, were developed for FLAR and/or
other automotive applications [188–192].

As an example, the block diagram of the single-chip
W-band FMCW transceiver is shown in Fig. 24 [188]. This
transceiver chip consists of a VCO, a PA, a mixer, and
an LNA. Transmit and receive channels used separate
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Figure 23. Schematic and photograph of 2-bit reflection-type
MEMS phase shifter (r 2002 IEEE) [182].

Figure 22. Schematic of the vector modula-
tor-based phase shifter (r 2002 IEEE) [175].
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Figure 24. Block diagram of the single chip W-band FMCW
transceiver (r 1995 IEEE) [188].
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antennas for better isolation. An FCW signal was gener-
ated from the VCO and fed to the transmit amplifiers. A
portion of the transmit power was coupled back to the re-
ceiving channel and used as an LO source for the mixer.
The transmitter had more than 10 dBm output power with
a tuning range of 500 MHz around 92.5 GHz. The receiv-
ing chain had a conversion gain of 9 dB. However, the re-
ceiving noise figure was higher than 20 dB for IF less than
10 MHz because of the flicker noise of the gate–HEMT di-
ode mixer. This might impact the system sensitivity for
the homodyne FCW operation for an object at a long range.
A number of W-band transceiver architectures have been
investigated to improve the sensitivity [191,192].

2.7.2. Passive Imaging Application. The interest in
MMW imaging is due primarily to its capability of imaging
through fog, cloud, smoke, sandstorms, and darkness. Ow-
ing to lack of MMW components, MMW imaging arrays
typically were previously based on the heterodyne ap-
proach and relied on a front-end mixer to convert an in-
coming signal to low frequency for signal processing. This
approach not only suffers from high conversion loss and
high noise figure but also requires complicated LO signal
generation and distribution. The LO problem is aggravated
as imaging array size increases. An alternative approach is
to employ a direct-detection architecture, which requires a
high gain LNA and a detector circuit. This approach has
the advantages of no LO requirement, low DC power con-
sumption, fewer parts, and low cost. These advantages be-
come even more pronounced in focal plane staring array
systems. Owing to advances in MMW MMIC technology,
the direct-detection imaging receiver was developed be-
cause of the enabling MMIC components, in particular,
the high-gain LNA, and thus the simple direct-detection
approach became feasible. A W-band monolithic integrated
seven-stage LNA and detector on a single chip was devel-
oped [193]. The LNA has a linear gain of 34 dB from 92 to
96 GHz with a noise figure of 4 dB. The complete monolithic
chip was tested via on-wafer probing with a W-band noise
source as the input signal and showed a net output of
10 mV between the noise source in ON and OFF states. This
chip has been successfully implemented in a real-time
MMW imaging system to facilitate aircraft landing in in-
clement weather [194,195].

2.7.3. MMIC Chipset for a V-Band Phase-Locked Local
Oscillator. A local oscillator is essential in all microwave
and MMW communication systems for frequency conver-
sion. Many systems also require a voltage-controlled os-
cillator for precise and fast frequency synthesis. As

demand increases for higher data transmission speeds,
the radiofrequency must be increased and the MMW local
oscillator will be more important.

A V-band fully monolithic voltage controlled LO chipset
has been developed to realize a MMW synthesizer [196].
The chipset is composed of a highly integrated multifunc-
tion MMIC for 15 GHz voltage-controlled oscillation and
15–30-GHz frequency doubling, and a 30–60-GHz frequen-
cy doubler. A block diagram of the MMIC LO chipset is
shown in Fig. 25. The 30-GHz oscillator chip was fabri-
cated with a 0.3-mm ion-planted MESFET process. The
chip includes a 15-GHz VCO, a 15–30-GHz balanced
frequency doubler, and an output amplifier. Output of
the 15-GHz VCO is amplified by a dual-output amplifier.
One of the two amplifier outputs is for a phase-locked loop
(PLL), and the other is fed to a 15–30-GHz frequency
doubler. The other chip, a 30–60-GHz doubler, was fabri-
cated with the 0.1-mm pseudomorphic AlGaAs/InGaAs/
GaAs HEMT process. It includes a buffer amplifier, a
30–60-GHz frequency doubler, and a 60-GHz amplifier.
The buffer amplifier is essential since the output imped-
ance of the frequency doubler changes significantly with
the frequency of the input signal. Each circuit is greatly
reduced in size by using the uniplanar structure. Output
power of 3.571.5 dBm and tuning performance of 55.6–
60.3 GHz with SSB phase noise of less than � 80 dBc/Hz
at 1-MHz offset were achieved. The chip set allows a small
and simple MMW synthesizer to be realized.

2.7.4. Ka-Band Transceiver for BCIS System. The objec-
tive of the battlefield combat identification system (BCIS)
is to provide quick and positive target identification, ei-
ther friendly or unknown, without any additional impact
to the platform operators [197]. The shooter platforms
would be equipped with a interrogator/transponder set,
while the armored personnel carrier would only have the
transponder unit. The BCIS is initiated by the shooter
platform by simply pointing the interrogator antenna and
transmitting a Ka-band spread-spectrum signal to the po-
tential target. If the potential target is also equipped with
the BCIS set, it would then receive the interrogation sig-
nal and respond to the query with the requester’s and its
own identification through the transponder unit. The
shooter platform validates the returned transponder
message and determines whether it is friendly or un-
known. The entire query–response process takes less
than one second.

The Ka-band transceiver unit is the key unit in the
BCIS equipment set. The transceiver module was devel-
oped using a total of 13 GaAs MMIC chips [197]. Later
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Figure 25. Block diagram of the MMIC LO
chipset [196].

3038 MILLIMETER-WAVE INTEGRATED CIRCUITS



most of the HEMT chips were replaced by multifunction
transceiver chips [198,199].

2.7.5. HEMT and HBT MMIC Integration. Monolithic in-
tegration of HEMT and HBT is attractive since it allows
circuit designers to take the advantages of the features of
each device. Both GaAs- and InP-based HEMT-HBT inte-
gration using selective regrowth of HEMT islands on pat-
terned and etched HBT materials have been reported
[200,201]. A few examples of MMW multifunction MMICs
based on the InP HEMT-HBT integration process have
been demonstrated. One of them is a single-chip 94-GHz
frequency source, which includes a 23.5-GHz HBT VCO
and a buffer amplifier, followed by a 23.5–94-GHz HEMT
quadrupler composed of a 23.5–47-GHz doubler, a 47-GHz
buffer amplifier, and a 47–94-GHz doubler [202]. The other
is a 94-GHz HEMT low-noise amplifier with HBT bias
regulation [203].

2.7.6. V-Band Integrated Antenna–Receiver Front End. A
V-band GaAs HEMT monolithic integrated antenna–re-
ceiver front end has been developed [217]. This chip con-
sists of a folded-slot antenna integrated with a singly
balanced diode mixer, a voltage-controlled oscillator,
a CPW-to-slotline transition, and a lowpass filter.
Figure 26 shows the complete schematic of the quasiopti-
cal integrated antenna–receiver front end. It demon-
strates a 15 dB single-sideband isotropic conversion loss.
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The millimeter-wavelength spectral band covers the fre-
quency range 30 GHz (l¼ 10 mm) to 300 GHz (l¼ 1 mm).
In the larger view, it can include a part of the submilli-
meter band: the extended range up to 1 THz (l¼ 0.3 mm),
which represents one of the least explored portions of the
electromagnetic spectrum. The frontier between the mil-
limeter–submillimeter region and the far-infrared region
is arbitrary and variable. The distinction comes mainly
from the detection techniques employed (coherent or in-
coherent detection). The millimeter spectrum is presented
in Fig. 1.

In the microwave domain, the atmosphere is transpar-
ent to frequencies up to 40 GHz except for a weak water
vapor absorption line at 22 GHz. However, in the millime-
ter domain, there are several strong absorption lines: (1) a
large and complex set of oxygen lines around 55–60 GHz,
(2) a single oxygen line around 119 GHz, and (3) a water
vapor line around 183 GHz. Above 300 GHz, several ab-
sorption lines exist, mainly due to the water vapor. The
spectral region located in between these lines, currently
called ‘‘windows,’’ is decreasingly transparent when the
frequency increases.

Millimeter waves offer a solution to the increasing de-
mand in frequency allocation due to the low-frequency-
band saturation and the requirement for higher data
rates. Moreover, a high directivity can be obtained with
small antennas associated with small-sized circuits that
become more easily integrable. Applications are nume-
rous, ranging from mobile communications, local-area
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Université de Limoges

PAUL CROZAT

Université Paris—Sud
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In the larger view, it can include a part of the submilli-
meter band: the extended range up to 1 THz (l¼ 0.3 mm),
which represents one of the least explored portions of the
electromagnetic spectrum. The frontier between the mil-
limeter–submillimeter region and the far-infrared region
is arbitrary and variable. The distinction comes mainly
from the detection techniques employed (coherent or in-
coherent detection). The millimeter spectrum is presented
in Fig. 1.

In the microwave domain, the atmosphere is transpar-
ent to frequencies up to 40 GHz except for a weak water
vapor absorption line at 22 GHz. However, in the millime-
ter domain, there are several strong absorption lines: (1) a
large and complex set of oxygen lines around 55–60 GHz,
(2) a single oxygen line around 119 GHz, and (3) a water
vapor line around 183 GHz. Above 300 GHz, several ab-
sorption lines exist, mainly due to the water vapor. The
spectral region located in between these lines, currently
called ‘‘windows,’’ is decreasingly transparent when the
frequency increases.

Millimeter waves offer a solution to the increasing de-
mand in frequency allocation due to the low-frequency-
band saturation and the requirement for higher data
rates. Moreover, a high directivity can be obtained with
small antennas associated with small-sized circuits that
become more easily integrable. Applications are nume-
rous, ranging from mobile communications, local-area
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networks, and collision avoidance radars to satellite
communications, radio astronomy, radio altimetry, and
robotics.

In the millimeter-wave range up to 100 GHz, the equip-
ment and methods of measurement have been extended
from the microwave domain. The major problems in the
millimeter field are due to the small size of the devices and
the transmission line losses. Above 100 GHz, as an alter-
native, other equipment and methods of measurement,
using a quasioptic setup, have been developed or adapted
from far-infrared techniques (dielectric waveguide cavity
resonator, free-space methods).

1. MILLIMETER-WAVE AUTOMATIC NETWORK ANALYZER

As all other types of automatic network analyzer
(ANA), the millimeter-wave automatic network analyzer
(MWANA) measures magnitudes and phases of scattering
parameters (S parameters) of the device under test
(DUT).

1.1. Main Types of MWANA

1.1.1. Broadband Coaxial Systems. In this group, single
or multiple synthesized sweeper network analyzers are
commercially available [1]. The single synthesized source
systems perform S-parameter measurements up to
50 GHz using 2.4 mm coaxial accessories, and up to
67 GHz using 1.85 mm coaxial elements (V connectors).
The multiple synthesized sources system may cover the
40 MHz to 110 GHz frequency range using 1 mm coaxial
elements (W connectors).

1.1.2. Rectangular Waveguide Systems. These network
analyzers perform S-parameter measurements in Q
(33–50 GHz), U (40–60 GHz), V (50–75 GHz), and W (75
‘‘to’’ 110 GHz) frequency ranges; the rectangular wave-
guide standards are WR-22, WR-19, WR-15, and WR-10,
respectively.

In the multiple-source network analyzer, one synthe-
sized source provides the radiofrequency (RF) (stimulus)
signal and the second provides the local-oscillator (LO)
signal. Figure 2 shows a simplified block diagram of this
system common to all waveguide bands. This system con-
sists of a conventional network analyzer, two microwave
sources (RF and LO), and a pair of band-dependent milli-
meter-wave test set modules covering the frequency bands
given above. The RF signal after amplification is routed to
the port 1 test set module for forward measurements (S11

and S21) or to the port 2 test set module for reverse mea-
surements (S22 and S12). Components in the millimeter-
wave test set module provide frequency multiplication,
signal separation to sample incident, reflected and trans-
mitted signals, and the harmonic mixers to accomplish the
intermediate frequency (IF) conversion (generally first IF)
to some MHz (e.g., 20 MHz). The second source provides
the LO for the four harmonic mixers. This LO source is set
such that the millimeter-wave RF test signal frequency
and the appropriate LO harmonic are offset by exactly the
IF (e.g., 20 MHz). For instance, in the case of the HP8510C
MWANA [1] with V-band millimeter-wave test set mod-
ules, the frequency of the two microwave sources (RF and
LO) can be expressed as follows

RF¼
Fop

4
and LO¼

ðFopþ 20 MHzÞ

14

where Fop is the operating frequency.
As compared with a single-source network analyzer

(coaxial), the rectangular waveguide system has inherent
drawbacks. Indeed the power of the RF signal injected
to the DUT cannot be controlled due to the frequency
multiplication. This power may be close to 0 dBm (1 mW
on 50-W system) and may be more dependent on the
frequency band. This feature may induce nonlinear phe-
nomena (compression, distortion) when the DUT is an ac-
tive device (transistor, amplifier, etc.). Moreover, reactive
impedance of a rectangular waveguide below its cutoff
frequency may allow instability of the active DUT.
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Figure 1. Atmospheric transmission in the millimeter domain.
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1.2. Dynamic Range of Millimeter-Wave Automatic Network
Analyzer

Dynamic range, which is the key consideration in most
measurement systems, relates to the ability of a receiver
to accurately detect a signal over a large amplitude range.
The largest input signal is usually limited by compression
in the input receiver, while the smallest ones that can be
detected are limited by the noise floor and other undesir-
able signals. Dynamic range can be improved by increas-
ing the number of measurement averages and changing
video IF bandwidth. Table 1 summarizes the dynamic
range of HP8510C for transmission measurements as
function of the frequency band.

1.3. On-Wafer Probing System

Commercially available coplanar probes cover the full
millimeter-wave band [2]. On-wafer probing in milli-
meter-wave measurement is by far the most precise tech-
nique, due to (1) better positioning and (2) better contact

repeatability. For millimeter-wave measurement, only
ground–signal–ground (G–S–G) topology is useful, since
fundamental modes must only be excited at the probe tip.
There are mainly two types of coplanar probes: coaxial-to-
coplanar probe tips and wave-guide-to-coplanar probe
tips. The former one uses the internal MWANA test set
bias tee, while the latter one may include a direct-current
(DC) bias tee inside the probe (Fig. 3). Typical values
for return loss and insertion loss are, respectively, within
10–15 dB and 1–2 dB [2]. The connection between the
probe and the test set port must be kept as short as pos-
sible, and the millimeter-wave coaxial cable may easily
add several decibels to the insertion loss.

1.4. Specific On-Wafer Calibration Technique

High-precision measurement relies on careful reference
plane definition and on-chip parasitic access determina-
tion [4]. Reference plane definition strongly correlates with
the calibration used. For SOLT (short, open, load, and
through standards) calibration, the reference plane is

X4 X4

DUT

L.O.

R.F. R.F.

L.O. L.O. L.O.

Harmonica
mixer

Directorial
coupler

Directional
coupler

Toward I.F.section
(20 MHz)

Toward I.F.section
(20 MHz)

a1 b1 a2 b2

Port 1 Port 2

Isolator Multiplier IsolatorMultiplier

Figure 2. Simplified synopsis of a MWANA test set, for an HP85106D V-band system (50–75 GHz).

Table 1. Dynamic Range ofHP8510C for Transmission Measurements as a Function of the Frequency Band

Frequency range (GHz) 38–50 40–60 50–75 75–110
Maximum power measured at port 2, nominal value þ12 dBm þ10 dBm þ10 dBm 0 dBm
Reference power at port 1, nominal value 0 dBm 0 dBm 0 dBm –3 dBm
Minimum power measured at port 2 –87 dBm –87 dBm –75 dBm –79 dBm
Receiver dynamic rangea 99 dB 97 dB 85 dB 79 dB
System dynamic rangeb 87 dB 87 dB 75 dB 75 dB

a‘‘Receiver dynamic range’’ is defined as the ratio of the maximum signal level at port 2 for 0.1 dB compression to the system noise floor.
b‘‘System dynamic range’’ is defined to the ratio of the maximum signal at port 1 and the system noise floor.
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defined by the coherent values declared for ‘‘short’’ and
‘‘open.’’ Through losses must be kept low, and delay decla-
ration must be coherent with reference plane positioning.
Any inconsistency will lead to poor measurement. For TRL
(through, reflect, line standards) or LRM (line, reflects,
match standards) calibration, the reference plane is al-
ways located in the center of the through, but may be
moved to some other convenient place after calibration.
When using on-chip standards, some or all of the on-chip
access parasitics may be included in the calibration, while
use of specific standards (on alumina substrate) implies
subsequent determination (deembedding) of the access
parasitics. In the latter case, the reference plane is usual-
ly located under the probe tip. The main error sources are
(1) bad calibration and (2) bad access parasitic determina-
tion. Advanced calibration techniques have been devised
for improving calibration while use of specific on-wafer el-
ements may improve deembedding of the access parasitic.

1.4.1. Advanced Calibration Technique. This technique
uses more standards in order to (1) obtain better stan-
dards definition (SOLT calibration) and (2) perform vector
errors correction (LRM calibration and TRL calibration).
None of these techniques are implemented in ANA hard-
ware, so specific computer programs are needed.

1.4.1.1. SOLT Enhancement. The reference plane is
solely determined by the short declaration (usually
0 pH). An open-ended long line measurement is performed
with an incorrect open declaration and an error model to
allow finding for each frequency the open declaration er-
ror, thus leading to a better frequency dependent open
declaration [5]. This allows precise measurement with
SOLT up to 110 GHz.

1.4.1.2. LRRM Calibration. A standard LRM calibration
is performed, a new reflect is measured (a short if the
calibration reflect was an open), and a new set of error
vectors is calculated [6]. This allows us to correct for

a small probe misplacement in addition to true load
deviation.

1.4.1.3. NIST Multiline Calibration. The TRL calibration
technique is based only on the accurate knowledge of the
characteristic impedance of transmission line standards.
One of the main drawbacks of TRL is its relatively narrow
operating frequency range. To perform a very broadband
(up to 110 GHz) TRL calibration, a multiline calibration
technique has been proposed by the National Institute of
Standards and Technology (NIST) [7].

1.5. Deembedding of the Access Parasitic

The use of an on-chip-specific design may allow precise
determination of all access parasitics between a reference
plane and a DUT port. This is an alternative to techniques
based on frequency dependence of Y and Z parameters,
which allow parasitic determination for transistor mea-
surement [8]. The deembedding uses direct S-parameter
correction or correction through precise parasitic model-
ing using a specially designed on-chip test device.

1.5.1. Direct S-Parameter Correction. The measure-
ment of open and short placed at the DUT port position
allows direct S-parameter correction, using S-to-Y trans-
formation:

Ydevice¼ ððYmeas � YopenÞ
�1
� ðYshort � YopenÞ

�1
Þ
�1

This technique is frequently used for microwave measure-
ment on silicon devices but is also interesting in millime-
ter-wave measurement. However, extreme care must be
taken to compensate for open capacitance (fringing field)
and short inductance (ground access) when designing the
specific open and short device.

1.5.2. Precise Parasitic Modeling. This usually uses sev-
eral short, open, and through devices. A careful modeling
of all these elements allows us to find out the true access
parasitic and the intrinsic device parasitic. Once the ac-
cess parasitic models are known, correction of the DUT
measurement are obtained through the use of a linear
simulator.

1.6. Specific Characterizations of Transistors in Millimeter
Wave

In view of the increasing number of applications in the
centimeter-wave range, the millimeter-wave range is now
largely used. MVDS (40.5–42.5 GHz), wireless local area
networks (60 GHz WLAN), and automotive radar (77 GHz)
are among the most focused millimeter-wave applications
today. In addition, advanced technologies are now avail-
able for manufacturing integrated circuits used in this
range. The main challenge is to design this integrated
circuit accurately. To this end, reliable broadband transis-
tor models are needed for designing a millimeter-wave in-
tegrated circuit. Linear models (or equivalent circuit)
including high-frequency noise sources are usually de-
duced from S parameter and noise parameter on-wafer

WR10 waveguide

Pole
diameter
0.13 mm

Bias
10 pF
50 Ω

0.65 mm

Coaxial line

Pole depth 0.67 mm

Figure 3. Mechanical structure of the waveguide–coaxial
transition and the coaxial probe. (From Ref. 3.)
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measurements. The accuracy of each element of such mod-
els depends on the measurement accuracy. The determi-
nation of equivalent circuit elements may be difficult and
inaccurate in the millimeter-wave range. The key consid-
erations in designing a reliable equivalent circuit of tran-
sistors in the millimeter-wave range are as follows:

1. The choice of calibration technique as a function of
the topology of the transistor and the nature of the
substrate,

2. The choice of the equivalent circuit topology includ-
ing parasitic elements.

Another solution consists in establishing an equivalent
circuit of transistors from S parameters and noise para-
meters performed in a relatively lower frequency range
(for instance, up to 50 GHz). The main advantage is that
the accuracy of measurement in this frequency range is
better controlled than that in the millimeter-wave range.
To validate the reliability of such an equivalent circuit, we
calculate the S parameters and noise parameters from the
elements of the equivalent circuit and we compare these
calculated data with measured ones in the millimeter-
wave range.

1.7. Millimeter-Wave Cryogenic On-Wafer Measurement

There are basically two different solutions depending on
the temperature range. For measurements down to 200 K,
the setup is similar to that of the system used for high
temperature measurement. The system works at ambient
pressure, only the chuck is cold, and a local overpressure
of drier air or nitrogen is used to prevent icing of wafer
or probe tips. In this case, the temperature gradient is
mainly located on the probe itself, so cable length at low
temperatures is kept minimal. The calibration substrate
may be kept at room temperature.

For measurements down to a few kelvin, the device and
probes are kept under vacuum in a nitrogen or helium flow
cryostat. Probe displacement under vacuum is obtained
through the use of a bellow, cable length is significant, and
calibration and measurement must be made at the same
temperature.

2. VOLTAGE AND POWER RATIO TECHNIQUES: SIX-PORT
NETWORK ANALYZER

The voltage and power ratio techniques and the six-port
network analyzer (SPNA) are based on direct detection of
the millimeter-wave. The hardware configuration of these
measurement systems is simple because it is composed of
diode or thermal detectors and of directional couplers or
probes. In contrast, heterodyne detection systems involve
multiple frequency conversions requiring local oscillators.
The complexity of the measurement system makes ran-
dom and systematic errors more difficult to estimate. That
is why direct detection techniques provide much of the
basis for precision microwave metrology. This article deals
with the measurement of the scattering parameters Sij of
n-port millimeter devices using a slotted line, a (tuned)
reflectometer, and an SPNA.

2.1. Slotted Line

This is the oldest method for measuring the reflection co-
efficient S11 of an impedance. In the millimeter frequency
range, the slotted line is realized using a piece of metallic
rectangular waveguide with a slot located at the center of
the broad wall of the guide. The electric field inside the
guide is sampled with a wire antenna connected to a
Schottky diode detector. The magnitude of S11 is given
by the voltage standing-wave ratio (VSWR). The phase of
S11 is given by the position of the antenna for which the
detected voltage is minimum. This technique has been
largely replaced by an automated method.

2.2. The Tuned Reflectometer

A simple reflectometer requires one or two directional
couplers and power detectors in order to measure the
magnitude of S11. These techniques suffer from low direc-
tivity of the couplers and from the mismatches of the
source and the measurement port G0. A tuned reflecto-
meter includes tuners in order to overcome these difficul-
ties. The measurement system is composed of a
millimeter-wave source, one coupler of directivity D, one
power detector, and two tuners. The detected power P may
be written as follows:

P¼K
S11þD

1� S11G0

����

����
2

where K is a constant characterizing the measurement
system.

The measurement procedure consists of successively
connecting a sliding load and a sliding short in order to
null D and G0 using the tuners. Thereafter, the magnitude
of S11 is given by the power ratio

jS11j ¼
P

Pcc

where Pcc is the power measurement when a short circuit
takes place at the DUT. For a frequency equal to 110 GHz,
the uncertainty measurement (defined at 2s) of |S11| us-
ing the tuned reflectometer is in the range of 0.005–0.06
when |S11| varies from 0.01 to 0.5. In metrological labs,
transmission measurements (S21) are performed using an
IF attenuator (IF substitution method).

2.3. Six-Port Network Analyzer

The term ‘‘six-port’’ is due to the six-port millimeter-wave
junction (Fig. 4). At its four output ports it provides power
readings P3 to P6, which are a weighted addition of the
incident a2 and reflected b2 waves. The complex value of
S11 (b2/a2) derives from the six-port equations:

Pi

P3
¼Ki

aia2þ bib2

a3a2

����

����
2

; i¼ 4; 5; 6

where ai and bi are the weighted factor of the waves a2 and
b2 at the ith port and Ki is a constant of the power detector.
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The four scattering parameters may be obtained by the
connection of two SPNAs at the two ports of the DUT or
one SPNA in the reflection or transmission mode.

2.4. Practical SPNA Junctions

Six-port theory is, in principle, applicable to arbitrary de-
sign. However, for better accuracy assessment, design ob-
jectives should be obtained:

* At one output port, the wave is proportional (a3) to
the incident wave a2

* At the three remaining ports we have |qi|¼ 1.5 and
arg(qi� qj)¼ 1201, where qi¼ � ai/bi for i, j¼ 4,5,6.

A simple six-port junction consists of one directional
coupler and three voltage probes (as used in the slotted
line) separated by about l/6. A similar junction replaces
the probes by a waveguide coupling structure [9]. This
structure contains two E-plane T junctions at the upper
broad wall of the main R320 (26.5–40 GHz) waveguide and

one E-plane T junction at the lower broadwall. The dis-
tances between the T junctions are about l/6.

Figure 5 shows a six-port junction using techniques
[10] at submillimeter wave (300 GHz). Similar quasiopti-
cal techniques have been applied in optic domains for a
wavelength of 0.633 mm [11]. The beamsplitter may be re-
placed by directional couplers using a metallic waveguide
or dielectric waveguide structure (94 GHz) [12].

A more wideband system [13] (75–110 GHz) has been
realized by means of connecting five 3-dB 901 hybrid cou-
plers. It can be shown that the qi points are frequency-
independent and are equal to (–j, 1þ j, � 1þ j) assuming
identical and symmetrical couplers with a coupling factor
of 3 dB. This feature is interesting in the millimeter-wave
range because the phase property of commercial couplers
are usually unknown.

Another technique is the multistate reflectometer. It
consists of two directional couplers. The internal matched
termination on the fourth arm of one coupler has been re-
placed by a phase shifter. Three states of the phase shifter
provide the three equivalent power ratios of the six-port
technique. Currently, this system permits on-wafer mea-
surement at a frequency of 140 GHz [14].

2.5. Experimental Results

Table 2 shows S11 measurement results obtained with dif-
ferent systems. The measurement results labeled ‘‘SPNA,’’
‘‘HP8510,’’ or ‘‘AB millimeter’’ can be compared with the
values labeled ‘‘LCIE’’ given by the calibration center of
LCIE (Laboratoire Central des Industries Electriques en
France), which are considered arbitrarily to be the refer-
ences. In this case, the magnitude of S11 was determined
with a tuned reflectometer while the phase is obtained
with a slotted line. The mean standard deviation is equal
to 0.01 for the magnitude and 41 for the phase. The small
differences may be due to temperature effects or the non-
repeatability of the connections.

P4

Source Six-port junction

Measurement
port

a4

P5

a5

b2

a2

P6

a6

P3

a3

Figure 4. Six-port measurement system. It provides the complex
value of the reflection coefficient S11 of the load connected at the
measurement port. The power detector, connected at each output
port, measures the power of bi, where i¼3–6.
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Mirror
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P4

Mirror

P1
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Figure 5. Six-port millimeter-wave junction using quasioptic techniques. It comprises five horns
and four dielectric sheets. Each of the dielectric sheets is a beamsplitter. A metallic mirror is placed
on the fourth branch of each beamsplitter except the one which involves the measurement of the
source signal. The distance between the mirror and the dielectric sheet gives the weight of the
added signals.
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2.6. Future Trends

The six-port junction may be realized using a microwave
monolithic integrated circuit (MMIC). The MMIC chips
can be used as a sensor in an antenna array or integrated
inside the tips of a probe station. In the latter case, the
series of losses of the probe tips and the line connection do
not decrease the measurement accuracy of the wafer probe
station.

3. SOURCE-PULL AND LOAD-PULL TECHNIQUES

Large-signal millimeter-wave measurements of represen-
tative samples of semiconductor devices are of prime im-
portance for two main reasons: (1) accuracy and
consistency check of nonlinear transistor models for
CAD and (2) experimental optimization of transistor opti-
mum operating conditions without the use of any model.

Nonlinear devices demonstrate different aspects of
their behavior depending on the source and load match.
Therefore, large-signal measurement systems use either
computer-controlled tuners or active loads to change
source and load impedances of the DUT to reach the op-
timum matching conditions under large-signal operation
(load-pull system).

Tuner systems operating up to the W band are com-
mercially available. They are widely used for the design of
low-noise amplifiers [15], power amplifiers and oscillators
[16], and mixers [17]. However, such systems do not allow
synthesis of impedances close to the edge of the Smith
chart. This main drawback becomes more and more cru-
cial if the operating frequency increases (millimeter wave)
or if on-wafer measurements are performed. For these
reasons the active source and load-pull technique has
emerged. Going further in the large-signal characteriza-
tion, novel measurement systems allowing the extraction
of voltage/current waveforms at the DUT’s ports have
been developed.

3.1. Basic Considerations on the Source and Load-Pull
Techniques

The principle of the large-signal characterization of any
non-linear two-port is sketched in Fig. 6. If a single-tone
power source is used, the four power waves are expressed

as follows:

a1ðtÞ¼
X

n

A1n cosðnotþj1nÞ;

b1ðtÞ¼
X

n

B1n cosðnotþ y1nÞ

a2ðtÞ¼
X

n

A2n cosðnotþj2nÞ;

b2ðtÞ¼
X

n

B2n cosðnotþ y2nÞ

A vector network analyzer (VNA) or six-port reflectometer
provides the measurements of the magnitudes |Ain|,
|Bjn| (i, j¼1, 2) and the power wave ratios at the same
frequency. From this information, powers, impedances
and gains can be calculated. Unfortunately, classical
VNAs do not allow the measurements of absolute phases
jin and yin. As a consequence, time-domain waveforms
cannot be extracted. A novel system allowing the mea-
surements of time-domain waveforms will be described
later.

First a conventional source and load-pull system (mea-
surements of impedances and powers) is considered. Re-
ferring to Fig. 6, a systematic approach for performing
large-signal characterization of a DUT is as follows:

1. Impose desired DC voltages or currents.

2. Tune the source and load networks.

3. Sweep the power level of the input source and mea-
sure powers, efficiency, and gain.

Then the same procedure can be repeated for different op-
erating conditions. This implies the use of a fully auto-
mated measurement system.

3.2. Multiharmonic Active Source and Load-Pull System

Multiharmonic source and load-pull systems are very use-
ful in designing optimized nonlinear microwave circuits.
Both source and load impedances have a great influence
on the performances of DUTs in terms of efficiency and
linearity. The load-pull characterization has also become a
key step in the whole modeling process of semiconductor
devices.

3.2.1. Load Pull [18]. The block diagram of a multihar-
monic load-pull system is shown in Fig. 7. The measure-
ments of absolute powers and power wave ratios are
performed by using a VNA (receiver operation mode)
calibrated with a TRL procedure. The synthesis of load

Two port

Dc supply

Source

a1(t) a2(t)

b1(t) b2(t)

Power
source

Load
network

Figure 6. Source- and load-pull techniques: principle.

Table 2. Measurement Comparison Among Network
Analyzers

Network Analyzer 93 GHz 94 GHz 95 GHz 96 GHz

LCIE 0.415 0.447 0.479 0.515
�100.81 174.81 91.41 131

SPNA 0.01 �0.013 0.012 �0.013
�0.11 þ0.21 –0.81 71

HP8510 0.005 0.002 0.01 0.002
51 31 51 31

AB millimeter 0.006 �0.007 0.02 0.01
0.11 �41 �31 �11
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impedances at the first three harmonics coming out of the
DUT is performed by using active loops and monitoring
the complex gain of each loop with attenuators and phase
shifters. Once the gains are fixed, a power sweep at the
input of the DUT is performed and input/output power
characteristics of the DUT are measured.

3.2.2. Source Pull [19]. Figure 8 shows a measurement
system based on the use of six-port reflectometers. This
system integrates both input and output active loops to
perform source and load-pull measurements. Depending

on the position of switch 1, the input six-port measures
either the input reflection coefficient of the DUT or the
reflection coefficient of the source load presented to the
DUT. For both cases the error terms found by a classical
calibration procedure are valid.

3.3. Time-Domain Waveform Measurement System [20]

As mentioned previously, conventional VNAs do not allow
the measurements of absolute phases of harmonically re-
lated signals. As a consequence, time-domain waveforms
cannot be extracted. Therefore, different institutes have
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Figure 7. Multiharmonic load-pull system block diagram.
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Figure 8. Source-pull implementation with a millimeter-wave six-port junction.
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developed measurement systems to extract time wave-
forms in one or another way usually based on the HP mi-
crowave transition analyzer. The potential of the
combination of the nonlinear network measurement sys-
tem (NNMS) with active source and load-pull techniques
is under study.

This NNMS is mainly composed of a four-channel
broadband downconverter followed by digitizers. It uses
the harmonic mixing principle to convert RF fundamental
and harmonics into IF fundamental and harmonics. This
instrument takes the place of the VNA in the system pre-
viously presented.

The calibration of the system is performed in three
main steps:

1. Classical TRL calibration

2. Power calibration calibration

3. Phase calibration

During the last step, a reference generator (step recovery
diode) is connected instead of the DUT [21]. The reference
generator is calibrated using the nose-to-nose calibration
procedure [22].

4. DIELECTRIC WAVEGUIDE CAVITY RESONATOR

As millimeter waves, resonators are useful for a large
number of applications in communication systems and
measurements of dielectric properties. In the millimeter-
wave and submillimeter-wave ranges, difficulties arise
from wavelengths which are very short, and devices are
difficult to machine with a large degree of accuracy. So the
problem is to achieve high circuit Q for volumic or hybrid
millimeter-wave integrated circuits.

Different resonator structures are used. Some of them
are derived from low-frequency application, like a cylin-
drical metallic cavity, but other devices have been devel-
oped specially for millimeter-wave measurement. In the
following subsections we present mainly the devices given
in Fig. 9, which are often used.

4.1. Cylindrical Metallic Cavity

This structure presented in Fig. 9a is composed of a cy-
lindrical metallic waveguide closed at the top and the bot-
tom by a metallic plane. The resonant frequency depends
on the dimensions of the cavity (diameter and height) and

the mode that is excited in the structures. These modes
are chosen to be TE01n or TM01n modes and depend on ex-
citation line position. The unloaded Q factor of these res-
onators increases with the axial number n. But it is
difficult to use axial numbers greater than five, because
a lot of modes are excited in a frequency band and it is
difficult to obtain good frequency isolation. Typically, at
room temperature and with copper to realize the cavity,
values of unloaded Q factor are equal to 12,000 at 30 GHz
and 7000 at 100 GHz on the TE013 modes.

4.2. Open Resonators

The most popular of this type of resonator is the Fabry–
Perot, which is presented in Fig. 9b [23,24]. These reso-
nators are used from the short microwave to the optical
domains [25]. The basic device is composed of two reflec-
tors of arbitrary radius of curvature separated by a length
d. At low frequencies, the dimensions of the mirror will be
very large, so for this reason these devices are used es-
sentially at very high frequencies. TEMplq mode is excited
in these structures, where p, l, and q are, respectively, ra-
dial, azimuthal, and axial variations of the energy which
is localized in the center between the two mirrors. In a
great number of applications, the TEMooq mode is used
and resonant frequency of these modes are periodics along
the q parameter. As in metallic cavities, the unloaded Q
factor increases with the number of axial variations, and
values of the Q factor greater than 106 are possible in
millimeter-wave measurement.

4.3. Dielectric Resonators

For high frequencies the dimension of resonators excited on
conventional modes becomes impractically small. A solu-
tion consists of using dielectric resonators excited on whis-
pering-gallery modes (WGMs), which are higher-order
modes. The first advantage of this solution is the dimen-
sion of the resonators, which is approximatively 10 times
bigger than resonator excited on conventional modes. The
geometry of the resonators is a disk with a diameter greater
than thickness, as shown in Fig. 9c [26,27]. So these reso-
nators are easy to integrate in planar circuits.

Moreover, acting on these modes, energy is confined at
the periphery of the dielectric resonator, and radiation
losses are negligible. Thus, unloaded Q factors are very
large and only limited by dielectric losses of the material
used to realize the resonators.

(a) (c)(b)

Waveguide
or coaxial Mirror Waveguide

2a

2a>>h

h

2a Energy localization

Figure 9. Example of millimeter-wave
resonators: (a) cylindrical metallic cavity;
(b) open resonators; (c) whispering-gallery
dielectric resonators.
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At room temperature and using quartz material, a
measured Q factor of 30,000 has been obtained at
100 GHz. Placed in a metallic cavity and at 77 K, a Q
factor of 30,000,000 has been measured at 7 GHz with
sapphire.

4.4. Applications to Millimeter Devices

In millimeter-wave devices, a large number of applications
use resonator circuits. These elements are used in devices
such as filters or oscillators, or for material measurements
to determine complex permittivity and permeability. In
both cases, it is very interesting to have a high Q factor of
the resonance modes.

4.4.1. Filtering. Insertion losses and rejection depend
on Q factor of the resonators. To realize these circuits, cy-
lindrical metallic cavity or WGM dielectric resonators are
suitable because association of several resonators is pos-
sible. At high frequencies, topologies of these structures
are the same as for low-frequency devices.

4.4.2. Oscillator. Frequency stabilization and phase
noise need a high Q value of the resonant device. For mil-
limeter-waves, dielectric resonators excited on WGM give
good results and are easy to integrate in the devices. With
these modes, the original topology of oscillators can be
realized by using the wave propagation effect at the peri-
phery of the resonators, which is another property of these
modes.

4.4.3. Dielectric Material Measurement. These resona-
tor devices are currently used because they permit good
accuracy with regard to the complex permittivity of the
material. For metallic cavities or open resonators, the
method consists of comparing the resonant frequency
and the unloaded Q factor of the empty and loaded reso-
nators. This method is convenient if the thickness of the
material under test is smaller than the wavelength. For
material with a large thickness, methods using WGM are
suitable. In this case, measurements of resonance fre-
quency and Q factor are compared with results obtained
by electromagnetic simulator. These methods can be used
for anisotropic dielectric or magnetic material [28].

4.5. Future Trends

The performance of millimeter-wave resonator devices
is limited by the difficulty of integration of resonators
in devices (in particular, for cavity or open resonators)
or by losses of metallic or dielectric materials. Since
the late 1980s, with the development of new dielectric
materials like sapphire in the microwave domain, per-
formances have been improved with regard to the unload-
ed Q factors. Unfortunately, characteristics of these ma-
terials change with temperature, and frequency
stabilization is difficult to obtain without using regulating
temperature devices. In the future, with technology de-
velopment, we can hope to obtain material with optimum
characteristics.

5. FREE-SPACE METHODS: INTERFEROMETRY

Waveguide loss becomes important for millimeter waves;
free-space transmission has lower loss and is good for low-
noise applications as well as for high-power applications
(in addition, larger area of beamspread produces a lower
power density). Free-space measurement is required
when contact is not possible. Such is the case in radiome-
try for measurement of temperature and chemical compo-
sition, as well as in interferometry and in radar detection
for measurement of distance, velocity, and position.

Very often for millimeter waves, the beam diameter is a
relatively small number of wavelengths; thus, diffraction
must be considered. A wide variety of components and
systems have been developed using quasioptical tech-
niques, either similar to waveguide devices or derived
from infrared and optical techniques [29,30].

5.1. Quasioptical Techniques

5.1.1. Gaussian Beams. Paraxial propagation of a beam
in free space is relatively simple to analyze if the transverse
electric field amplitude variation has a Gaussian form

EðrÞ=Eð0Þ¼ exp½�ðr=wÞ2�

where r is the distance from the axis of propagation and w
is called a ‘‘beam radius.’’ A Gaussian beam is produced
with, or focused to, a minimum size; this minimum beam
radius w0 called a ‘‘beam waist.’’

The feedhorn is the best coupling device between the
Gaussian beam and the guided wave (Fig. 10). The best
coupling (98%) is obtained with a scalar feedhorn pattern.
Several types of planar antennas (patch, bowtie, travel-
ing-wave slot) can also be used. An associated lens is used
to obtain reasonable coupling efficiency. Several types of
planar antennas (patch, bowtie, traveling-wave slot) can
be used. An associated lens allows us to reduce the beam
size and increase the coupling efficiency.

5.1.2. Quasioptical Components Used in Millimeter-
Wave Measurement. Quasioptical components provide a
wide variety of functions used for millimeter measurements:

* Beam transformations require focusing elements
such as parabolic or ellipsoidal mirrors and lenses.
To minimize the absorptive loss of lenses, low-loss di-
electrics must be selected (PTEE, alumina, fused sil-
ica, etc.); and to obtain low reflection loss, a matching
layer or grooves are essential, except for low-index
materials.

* High-Q-factor (b 10,000) resonant cavities can be
formed with two spherical mirrors or one spherical
and one plane mirror.

* Signal filtering can be achieved by interferometers
(see below) and by plate filters: Perforated conductive
plates or arrays of resonant patterns are printed on a
dielectric substrate.

* Polarizing grids are usual in quasioptical systems,
often used as beamsplitters for a polarized signal.
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These grids can be formed with freestanding wires or
with dielectric-supported conducting strips. Dielec-
tric plates are also used as beamsplitters and can
function as hybrids (901 phase shift between reflected
and transmitted beams).

* Different types of interferometers are developed from
beamsplitters and reflective devices: dual-beam in-
terferometers or Fabry–Perot interferometers.

5.1.3. Quasioptical Bench. The purpose of the quasiop-
tical bench is to create a ‘‘beam waveguide’’ including a
sufficient measurement area. Figure 11 shows a basic
bench, in which the measurement area is located between
a signal generator and a detector equipped with free-space
coupling devices (horns and lenses). The relative positions
must be finely adjustable (in three rectangular directions
and two or three rotating angles) while staying extremely
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Figure 11. Quasioptical bench.
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Figure 10. Devices for millimeter-wave and sub-millimeter-wave beam production (horn and
open-structure examples).
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stable. As in coaxial or waveguide measurements, gener-
ators and detectors can use frequency multipliers and het-
erodyne and phase-locked systems to increase the
sensitivity and stability.

Free-space measurements may use a device for analog-
to-coaxial calibration set parts. The methods are identical,
but special care is required to (1) decrease the multiple
reflections by using absorbing shields and anechoic rooms,
(2) take VSWR into account, and (3) manage external (or
internal, electromagnetic interferences. Another source of
error and instability is atmospheric absorption, when the
measuring frequency band comes over the absorption
bands of an atmospheric molecule.

5.2. Free-Space Antenna Measurement

The antenna characteristics that have to be measured in
the millimetric range are mainly radiation patterns in
co- and cross-polarization. Phase center measurements of
primary feeds, as well as beam efficiency, also have a great
importance for reflector antenna design. Measurement
techniques are much the same as at lower frequencies,
but with specific difficulties and requirements [31]. (See
also RADIOMETRY, ELECTROMAGNETIC FIELD MEASURE-
MENT.)

5.2.1. Radiation Pattern Measurements. Far-field mea-
surements must be performed outdoors if antenna dimen-
sions are large compared with the wavelength, which
generally is the case for reflector antennas at millimetric
frequencies. However, atmospheric attenuation and geo-
graphic implementation become prohibitive when the far
field exceeds 1 km. Compact antenna test ranges (CATRs)
remedy this problem for medium-to-large reflector anten-
nas in the millimetric range.

For antennas of moderate (cm) dimensions, far-field
measurements can be performed indoors. Horns and
printed antennas are tested in anechoic chambers. In
CATRs, a local plane wave is created in a zone called the
‘‘quiet zone,’’ by way of one or several reflectors used to
collimate the beam of a smaller source. Various designs
exist, ranging from the basic one with a single offset re-
flector to triple reflector systems, according to the required
cross-polarization and spillover levels and the size of the
antennas under test. Diffraction at the edges of the reflec-
tors is less critical than in the microwave range, but re-
flector surfaces requirements are more stringent because
the root-mean-square (rms) surface error should be better
than 1

100 wavelength to obtain good precision on the plane
wave phase. Corrugated or special multimode horns are
used as sources.

Hologram CATRs are being developed. Reflectors are
replaced by a hologram, with a surface accuracy require-
ment divided by 10. This technique is thus less expensive,
but it is still very new and faces problems concerning the
size of the required holograms as well as frequency band-
width limitations (20–30%) and polarization difficulties.

In the near-field scanning technique, fields are
measured close to the antenna under test, on either a
planar, cylindrical, or spherical surface. This technique
requires both amplitude and phase measurements,

because the sampled fields are used to calculate the radi-
ated far-field through a near-field to far-field transforma-
tion. In the millimeter-wave domain, this technique
encounters problems of time consumption and precision
phase measurement.

5.2.2. Other Antenna Performance Measurement. The
‘‘beam efficiency measurement’’ is performed by measur-
ing the power radiated within the mainbeam of the an-
tenna. It is especially important for radiometer antennas,
which must have very low sidelobes. It requires both ra-
diation pattern measurements, although not with wide-
angle scanning, and absolute power measurements. The
‘‘phase center position measurement’’ is useful only for
horns used as primary sources in reflector antennas. It is
performed by positioning the center of phase patterns in
different planes along the axis of the horn. It requires
precise phase measurements and mechanical positioners.

5.3. Quasioptical Measurement

5.3.1. Power Measurement. Most of the power detectors
used in the microwave measurement (Schottky diodes for
instance) still work in the millimeter-wave frequency
range. Moreover, bolometers and the calorimeters also op-
erate in this range. These devices mounted in a waveguide
structure can be associated with a horn to make up a beam
detector. To increase the sensitivity, synchronous detec-
tion and heterodyne conversion may be used. Absolute
calibration must be performed with photoacoustic detec-
tors (used at Brewster angle and through amplitude
modulation).

5.3.2. Quasioptical Device Characteristics Measure-
ment. A basic quasioptical bench allows us to measure
the main of millimeter-wave characteristics of a DUT in-
serted in the optical path: transmittance, loss and scat-
tering by insertion, and reflection by comparison with a
good reflector. Much attention must be paid to (1) the ra-
dial size of the DUT compared with the usable beam size,
(2) the compensation for phase differences, and (3) the
VSWR (which can be reduced by choosing an incidence
angle other than zero).

For low losses, noise measurements provide a better
accuracy. The equivalent noise temperature T1 is in-
creased to T2 by the insertion of a DUT at the front of a
low noise receiver. Giving the DUT physical temperature
Td, the loss factor L is obtained from

T2¼TdðL� 1ÞþLT1ð1þG2Þ

with G2
¼ [(VSWR� 1)/(VSWRþ 1)]2.

5.3.3. Noise Measurement. In addition to classic noise
measurement using a noise source (diode, gas tube) asso-
ciated in this case with a horn, the common noise mea-
surement uses two absorbing targets with two different
radiant temperatures. The target with the higher temper-
ature Th, the ‘‘hot load,’’ takes the place of the target with
the lower temperature Tc, the ‘‘cold load,’’ in front of the
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DUT. The respective output powers are Ph and Pc. With
ideal targets the equivalent noise temperature of the
DUT is

Tx¼ ðTh .Pc � Tc .PhÞ=ðPh � PcÞ

Radiometer systems must be extremely stable over long
periods and linear over the whole level range. The target
size must be enough to cover the whole beam. Tempera-
ture and absorption coefficients must be homogeneous
over the target surface. At millimeter wavelengths,
hvokT, the brightness temperature is very near the phys-
ical temperature. Measurement uncertainties comes from
variations of the effective emissivity of the target and from
the mismatch with the receiver. In addition, as a result of
the standing-wave effect, the total noise entering the re-
ceiver becomes frequency-dependent.

The standard ferrite-loaded foam absorbers may be
used as calibration targets in the lower frequency range,
but for higher frequencies the reflected power unfortu-
nately reaches � 20 dB, depending on the polarization
angle. For a single polarization and when the configura-
tion is fixed, a specially developed ridged absorber or
dielectric surface at the Brewster angle acts as a quasi-
perfect absorber.

To achieve good precision (o1%), a lot of specific tar-
gets have been developed from the principle of a conical
hole with an angle of o101 to increase the number of re-
flections.

5.3.4. Other Quasioptical Measurements. The frequency
measurement may use a downconversion by means of a
millimeter mixer coupled with a local oscillator by a qua-
sioptical coupler (an interferometer or a simple dielectric
plate). The local oscillator and the low frequency counter
are phase/frequency locked on a reference ultrastable
oscillator. On the other hand, wavemeters may use very-
high-Q-factor cavities in quasioptical techniques.

The measurement of the polarization of a signal usu-
ally takes advantage of the sensitivity of the detector
for one electromagnetic field direction (detection diodes
and rectangular waveguide mounts). To increase the ac-
curacy or to use a non-polarized detector, a polarized plate
(grid) may be inserted (with an incident angle to decrease
a possible VSWR effect). This method requires us to rotate
the whole receiver or to insert a waveguide twist behind
the horn (causing a calibration problem). The other solu-
tion is to use a quasioptical polarization rotator on the
optical path. This device uses three grids in transmission
[32] or one grid and one reflector [33]. In this way the me-
chanical rotation is limited to one light device, and the
transition time may be very short (o10 ms). Circular po-
larization may be measured with a particular disposition
of Martin–Pulplett interferometer.

The knowledge of the insertion effects (loss and phase
variations) allows us to compute the complex dielectric
constant of a material. Other methods for material
characteristics measurement use modifications of a
cavity resonator’s Q factor.

5.4. Interferometry

The resolution of an antenna has a diffraction limit of El/
D, and an interferometer increases the resolution accord-
ing to the area covered by two or several connected an-
tennas. More generally, an interferometer can be used to
measure the Fourier components of a brightness distribu-
tion. Since Ryle and Hewish [34] have formulated the
principle of aperture synthesis, many interferometers
have been built or are in progress (mainly for radio as-
tronomy). The aperture may be synthesized by multipli-
cation, physically moving of elements, or by using the
rotation of the earth. As baselines are increased, the major
problem in millimeter-wave measurement is the mainte-
nance of phase stability of local oscillators; for very-long-
baseline interferometry (VLBI), the local oscillators are
independent and need very accurate frequency standards.
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1. INTRODUCTION

Wireless data services have grown rapidly both for micro-
and macrocellular systems,1 and high- and low-mobility
applications. This is due to the various technological
breakthroughs recorded in wireless applications such as:
mobile computing, mobile and high-speed internet access,
mobile multimedia, and a host of personal communica-
tions (PC) services. The demands for ubiquitous access
to these services are ever increasing, and necessitating
continued additions of new techniques to provide more
services.

Wireless channels suffer from severe distortions caused
mainly by multipath2 fading. The severity of these distor-
tions often makes it impossible for the mobile receiver to
make a correct detection of the transmitted symbols, un-
less some less attenuated replicas of the transmitted sig-
nal are provided to the receiver. This is referred to as
diversity. Diversity techniques are based on the notion
that errors occur in reception when the channel is in deep
fade—a phenomenon that is more pronounced in mobile
communications, due to the mobility of the transmitter,
the receiver, or both of them. Therefore, if the receiver is
supplied with several replicas, say, L, of the same infor-
mation signal transmitted over independently fading
channels, the probability that all the L independently fad-
ing replicas fade below a critical value is PL (where P is the
probability that any one signal will fade below the critical
value). The error rate performance of the system is thus
improved without increasing the transmitted power. Most
of these diversity solutions, however, have traditionally
focused on the receiver diversity considerations. Examples
of diversity technique for wireless applications can be
found in Refs. 1–4.

Another powerful fading combatant that has been used
for wireless channels is the coding technique. While di-
versity system introduces spatial redundancies in the re-
ceived signals, coding technique on the other hand
introduces the redundancies in the temporal sense. In
the coding technique, an encoder takes as input n infor-
mation bits at any time instant and adds error correcting
bits (or redundancies) to produce at its output m bits
(m4n) of information bearing code, known as codeword,
and this is transmitted over the wireless channel. The

1In mobile cellular system, cell sizes (range within which a user
can be served by a nearby base station before being transferred to
another base station) may vary from large macrocells to small
microcells. Macrocells provide services to high speed mobiles,
while microcells provide services to low-mobility applications.
2Signals emanating from the transmitter arrive at the receiver
via different paths, with different delays and phase. These are
referred to as multipaths (see Section 1.1).
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ratio of the input–output bitlength of the encoder, n/m is
known as the code rate and is a measure of the amount of
information contained in one data bit after the encoding
operation. At the receiving end, an event of error due to
corruption in the wireless channel will be detected and
corrected by the decoder using its knowledge of the valid
codewords for the coding techniques employed, as long as
the numbers of bits in error are not greater than the error
correcting capability of the code. This process is known
traditionally as channel coding. Thus the temporal redun-
dancies added to the transmitted bits by the encoder are
used to achieve link quality improvement. Examples of
coding techniques for wireless applications can be found in
Refs. 5 and 6.

A combined coding–diversity scheme, known as space-
time codes, promising dramatically high data rates as well
as reliable communication over the wireless channels was
proposed in [7]. This scheme employs coding techniques
appropriate to multiple transmit antennas to achieve a
combined coding and diversity gains that enables higher
data rates, without prejudice to error rate performance.
Age-long approach to achieve higher data rates is to ex-
pand the signal constellation and use powerful coding and
modulation techniques. However, this approach falls short
of the goal of achieving truly high-speed data services be-
cause of the substantial SNR penalty paid for increasing
the signal constellation size. In addressing this problem,
the deployment of wireless systems employing multiple
transmit antenna (transmit diversity) were first proposed
in the context of signal processing in several publications
[4,8–10] using the concept of delay transmit diversity. In
the delay transmit diversity scheme, replicas of the infor-
mation signal are transmitted through multiple antennas
at different times, and necessary signal processing tech-
niques are employed at the receiver to retrieve the original
information signal. The delay transmit diversity scheme
was shown to achieve significant performance boost to the
wireless channel compared to the conventional system
with single transmit antenna.

Tarokh et al. [7] then adapted a coding perspective to
this scheme, and proposed the spacetime coding employ-
ing multiple transmit–multiple receive antennas. The
multiple transmit antennas are used to send different en-
coded signals in parallel at the transmitter, and multiple
antennas are employed at the receiver for signal detection.
An appropriate code is employed such that the number of
codewords at the output of the encoder matches the num-
ber of the transmit antennas. Spacetime codes achieve
much more significant performance improvement over the
conventional wireless system than does the delay diver-
sity transmission [7]. This celebrated result has therefore
spurred a host of research works aimed at increasing the

wireless channel capacity through the spacetime process-
ing [11–18].

Alamouti [15] designed a simple but elegant MIMO
system exploiting transmitter diversity to obtain system
performance similar to a maximum ratio combining
(MRC) receiver diversity. In his scheme, a pair of symbol
is transmitted using two antennas at first, and the trans-
formed version of the same pair is transmitted in the next
time slot, to obtain the MRC-like diversity gain. Space-
time block codes were later designed, using orthogonal
structure, and were shown to generalize the Alamouti
scheme for various MIMO configurations [13]. Several
variants of the MIMO signal processing techniques have
since been exploited. These include the spatial multiplex-
ing system [19] and MIMO maximum ratio combining
(MIMO-MRC) [14], among others. System performance
and information capacity of the wireless communication
system employing these MIMO technologies have been
demonstrated to increase dramatically over those of the
conventional wireless systems [16,19–23].

1.1. Basic Baseband MIMO Channel Model

This section illustrates a basic baseband model for the
MIMO wireless communication system. Throughout the
article, we assume a MIMO system with N transmitting
antennas at the transmitter, and L receiving antennas at
the receiver. We use the notation hij to denote the sampled
complex channel gain from transmit antenna j to receive
antenna i at discrete time k, where i¼ 1,2,y, L and j¼
1,2,y, N. Therefore, we express the L � N complex MIMO
channel matrix at time k as

HðkÞ¼

h11ðkÞ h12ðkÞ � � � h1NðkÞ

h21ðkÞ h22ðkÞ � � � h2NðkÞ

hL1ðkÞ hL2ðkÞ � � � hLNðkÞ

2

666664

3

777775

Figure 1 illustrates a general block diagram for MIMO
communication systems. The system equation describing
the input–output behavior of the MIMO system can be
expressed, for a flat fading channel as

yðkÞ¼HðkÞ cðkÞþnðkÞ ð1Þ

where yðkÞ¼ ½y1ðkÞ; y2ðkÞ; . . . ; yLðkÞ�
T denotes the L � 1

complex received signal vector, cðkÞ¼ ½c1ðkÞ; c2ðkÞ; . . . ;
cNðkÞ�

T denotes the N � 1 complex signal vector transmit-
ted from the N transmit antennas, and k is the time index.
nðkÞ¼ ½n1ðkÞ;n2ðkÞ; . . . ;nLðkÞ�

T is the L � 1 complex chan-
nel noise [additive white Gaussian noise (AWGN)] vector.

Channel
coding

To channel
decoder

Data bits Multiple
antenna
encoder

Multiple
antenna
decoder

MIMO Signal processing block

c1(k)

cN (k) yL(k)

y1(k)

hII
hLI

hLNhIN

Figure 1. MIMO communication systems.
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Here it is assumed that the AWGN is spatially and tem-
porally white [i.e., n(k) is a zero-mean complex Gaussian
vector with covariance matrix s2

nI].

1.2. Channel Effect in Mobile Wireless Communications

Channel effects in mobile wireless communication systems
arise from multipath propagation and user mobility, be-
sides the regular propagation loss and fading (attenua-
tion) on wireless links. The multipath effect is a feature
associated with the fact that the signal transmitted from a
mobile unit undergoes scattering, reflections, or diffrac-
tion before reaching the base station, where it arrives
from different paths, each with its own fading, propaga-
tion delay, and angle of arrival. Multipath scattering may
arise from scatterers local to the mobile unit, remote scat-
terers, or scatterers local to the base station, or all of them.
The signal received at the base station is a summation of
these multipaths signals. Figure 2 displays a typical mo-
bile wireless propagation environment.

The combined effect of these features leads to the char-
acterization of mobile wireless channels as time-varying
fading channels, as well as frequency-selective fading
channels.

The equation describing the input–output behavior of
the MIMO system can be expressed for frequency-selec-
tive fading channel as

y
^
ðkÞ¼

Xm�1

l¼ 0

Hðk; lÞc ðk� lÞþnðkÞ ð2Þ

where Hðk; lÞðl¼ 0; 1; 2; . . . ;m� 1Þ is the L � N MIMO
channel matrix representing the lth tap of the mobile
channel matrix response with c(k) as the input and y(k) as
the output at time instant k. The parameter m denotes the
memory length of the impulse response of the mobile
channel. To simplify the exposition hereafter, we drop
the time index k in the system equations where necessary.

1.3. Capacity of MIMO Systems

For a given channel and a given transmitter input power
PT, Shannon definition of capacity for the single transmit–
single receive antenna, or single input–single output

(SISO), system can be expressed as

C¼ log2 1þ
PT

s2
n

� �
bps=Hz ð3Þ

where s2
n is the noise variance and bps is bits per second.

For the case of MIMO transmission, assuming that
the channel state information (CSI) is unknown at the
transmitter, and that the transmitted power is divided
equally among the transmit antennas, then the capacity
formula can be written for a deterministic MIMO channel
as [24–27]

CLoN ¼ log2 det ILþ
PT

Ns2
n

H HH

� �
bps=Hz ð4Þ

and

CL�N ¼ log2 det IN þ
PT

Ns2
n

HH H

� �
bps=Hz ð5Þ

where CLoN denotes the capacity for the case when the
number of receive antennas L is less than the number of
transmit antennas N, while CL�N denotes the capacity for
the case when the number of receive antennas is greater
than or equal to the number of transmit antennas.

The ergodic capacity for fading MIMO channel is ob-
tained by taking the expectation of the capacity expression
above with respect to the random channel. Assuming that
the MIMO channel is spatially white (i.e., uncorrelated),
and consider that N¼L¼K, then for arbitrarily large
number of transmit and receive antennas, it can be shown
using the strong law of large numbers that the MIMO
channel capacity in the absence of channel knowledge at
the transmitter approaches [28–31]

C! K log2 1þ
PT

s2
n

� �
bps=Hz ð6Þ

Comparing Eq. (3) and (6), we can observed that the ca-
pacity of MIMO channel increases linearly with the num-
ber of antennas K, when K is very large. Therefore, the
bandwidth efficiency growth for MIMO transmission is
linear with the number of antennas. Figure 3 illustrates
the MIMO capacity presented by Paulraj et al. [28] for
various MIMO configurations. In this figure, the number

Remote
scatterers

Base
station

Scatterers
local to mobile

Figure 2. Mobile radio propagation environment.
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of transmit antennas is denoted as N¼MT and the num-
ber of receive antennas is denoted as N¼MR. The capacity
increase of the MIMO system over the SISO system (the
case N¼ 1, L¼ 1) is clearly depicted in the figure.

2. MIMO COMMUNICATION SYSTEM DESIGNS

MIMO communication system design can be broadly cat-
egorized into two groups:

1. Spatial multiplexing (SM) methods exploiting ca-
pacity increase from the multiple antenna system

2. Diversity methods exploiting link quality improve-
ments from the multiple antenna system

Figure 1 displays a general block diagram for both meth-
ods. In the former, incoming data bits are partitioned into
multiple substreams and each substream is transmitted,
simultaneously, on a different antenna, thereby increasing
the link capacity [19]. The multiple antennas at the re-
ceiver are then expended in separating these substreams
and therefore diversity against fading is rarely provided in
SM—at least in the initial design known as V-BLAST
(vertical Bell Labs layered spacetime codes).

In the diversity method, approaches include those ex-
ploiting both diversity and coding gains from the MIMO

processing block shown in Fig. 1, known as spacetime cod-
ing systems [7], and those exploiting only the diversity
gain, known as MIMO-MRC systems [14]. In spacetime
codes, coding techniques appropriate to multiple transmit
antennas are incorporated in the MIMO signal processing
block, in addition to the external channel codes, thereby
achieving combined coding and diversity gains from this
block. In the MIMO-MRC system, only channel codes ex-
ternal to the MIMO signal processing block are employed.
The transmit–receive multiple antennas are utilized
purely for diversity gains, with each transmit antenna
allocated a weighted fraction of the total transmitted
power. The transmit weighting vector is usually matched
to the channel in a way to maximize the postprocessing
SNR at the output of the channel [14]. MIMO-MRC sys-
tems have specific advantage of simplicity of implementa-
tions because the scheme employs MRC-like detection at
the receiver—which is typically less complex than maxi-
mum-likelihood detection (MLD) used in spacetime cod-
ing. A detailed comparison among the performances of
these methods can be found in Ref. 21.

2.1. MIMO-MRC

Figure 4 displays the model for a MIMO-MRC system
consisting of N antennas at the transmitting station and L
antennas at the receiving station. The symbol c to be

25

20

15

10

5

0

MT=1,MR=1
MT=1,MR=2
MT=2,MR=1
MT=2,MR=2
MT=4,MR=4

C
ap

ac
ity

 (
bp

s/
H

z)

SNR/dB
0 2 4 6 8 10 12 16 18 2014Figure 3. Ergodic capacity for various MIMO an-

tenna configurations.

h11 y1

w1

wLnL

n1

yL

hL1

h1N

hLN

s1

v1

vN

X

c
c'

X X

X

sNTransmit
weight
vector

calculator
Feedback

+

+

Σ

Figure 4. MIMO-MRC model.

3062 MIMO SYSTEMS FOR WIRELESS COMMUNICATIONS



transmitted is weighted with a transmit weighting vector
v¼ [v1yvN]T to obtain the transmitted signal vector:

s¼ s1 � � � sN½ �T¼ c
ffiffiffiffiffiffiffiffi
Eav

p
v1 � � � vN½ �T ð7Þ

where Eav is the average signal energy at each antenna.
The transmit weight vector v is chosen as [14,32–34]:

v¼ ½v1 � � � vN �
T¼HH w=jjHH wjj ð8Þ

where w¼ [w1ywL]T is the weight vector at the receiver.
For i.i.d. (independent, identically distributed) channel
coefficients, the condition on w to achieve maximum post-
processing SNR is |w1|¼|w2|¼?¼|wL| [14]. Without
loss of generality, w can be a unit vector. The received
signal vector is therefore characterized as

y¼Hsþn ð9Þ

where H is the L � N MIMO channel matrix and n is the
additive white Gaussian noise (AWGN) vector. The deci-
sion variable for detecting the transmitted symbol c is ob-
tained in an MRC-like processing by taking the dot product
of w and y, which can be expressed from Eqs. (7)–(9) as:

wHy¼ c
ffiffiffiffiffiffiffiffi
Eav

p
jjHHwjj þwHn ð10Þ

The output SNR from the MIMO-MRC receiver gMIMO is
therefore given by

gMIMO¼
Eav

N0
jjHH wjj2=jjwjj2 ð11Þ

where N0 is the noise power.

2.1.1. Performance Results. In this section, we present
some results to illustrate the performance of MIMO-MRC
system for several quadrature amplitude modulation
(QAM) constellations, both circular and rectangular for-
mats. Four QAM constellations have been considered in
this illustration: rectangular 16-QAM, star-QAM (8,8),
(4,12), and (5,11) constellations (Figs. 5 and 6). For the
circular QAM formats [star-QAM, (4,12)-QAM, and
(5,11)-QAM], note that the signals in the constellations
are arranged on inner and outer circles. The ratio between
the radius of the outer and inner circles of a constellation
is known as the ring ratio, a¼R/r.

Figure 7 compares the symbol error probability (SEP)
of rectangular 16-QAM, star-QAM, (4,12), and (5,11) QAM
constellations in MIMO channels, for various fading sce-
narios and various MIMO configurations. All the results
presented in this figure for the circular constellations have
been computed using the respective asymptotic optimum
value of the ring ratio [35]. It is observed from the results
that rectangular 16-QAM has similar performance with
(5,11) format, with the latter having slightly better SEP
performance at high MIMO order. Similarly, star-QAM
and (4,12) have close SEP performance, with (4,12) having
better SEP performance than star-QAM. Rectangular and
(5,11) constellations both have better SEP performance
than (4,12) and star-QAM constellations in all the MIMO
configurations considered. For all these constellations
however, dramatic improvements in the SEP performance
of the MIMO system is observed as the MIMO dimension
is increased (from N¼ 2, L¼ 2 to N¼ 4, L¼ 4 in this
figure). This is an illustration of the link quality im-
provement achieved through the multiple antenna
transmission.
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2.2. Spacetime Coding

Spacetime codes make smart use of the multiple antenna
system by combining modulation, coding, and diversity
transmission in one function and then use the multiple
transmit antennas to transmit different codewords simul-
taneously at each time instant. The system utilizes both
coding and diversity gains to realize significant perfor-
mance improvements (higher capacity) over the single an-
tenna system. The code construction is done in a way to
ensure that both the coding and diversity gains at the re-
ceiver are maximized. A celebrated pioneer work on space-
time codes [7] presents the details of the system design
criteria and code constructions.

Consider a spacetime coding system, with N transmit-
ting and L receiving antennas, over a wireless communi-
cation channel illustrated in Fig. 8. At any time instant k,
let the information-bearing signals, d(k), be encoded by the
spacetime encoder as N � 1 code vector c(k)¼ [c1(k) c2(k) �
� � cN (k)]T, and each code symbol is transmitted simulta-
neously from a different antenna. All N transmitted sig-
nals have the same transmission period. At the receiver
side, signals arriving at the different receive antennas un-
dergo independent fading. The received signal is a linear
combination of the transmitted signal and the MIMO
channel coefficients hij, (i¼ 1,y, N), ( j¼ 1,y, L), corrupt-
ed by additive noise. The received signal vector at the kth
transmission period is therefore given by Eq. (1).
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An appropriate signal processing operation is used to
extract an estimate of the information stream from the
noisy superposition of the faded version of the N trans-
mitted signals, received by each of the antennas, which is
then passed on to the detector. The main techniques pro-
posed for this purpose include and minimum mean square
error (MMSE), maximum-likelihood detection (MLD), and
singular value decomposition (SVD). While some of these
techniques (e.g., MLD) perform MIMO signal processing
only at the receiver, others (e.g., SVD) perform MIMO
processing both at the transmitter and receiver [36].
Among these detection techniques, MLD is optimum in
terms of minimizing the overall error probability [37]. In
the following therefore, we focus only on MLD. Assuming
that maximum likelihood decoding of the transmitted data
c(k) from the received signal sequences is carried out
at the receiver, and assuming that l consecutive code vec-
tors, fcðkÞglk¼ 1, have been transmitted. The maximum like-
lihood (ML) decoder can be realized using the Viterbi
algorithm with the ML metric given, in the form of min-
imum Euclidian distance, as

~cc¼ arg min
½ ~ccð1Þ; ~ccð2Þ;��� ~ccðlÞ�

jjðyð1Þ;yð2Þ; � � � ;yðlÞÞ

� ð ~HHð1Þ cð1Þ; ~HHð2Þ cð2Þ; � � � ; ~HHðlÞ cðlÞÞjj2

¼ arg min
½ ~ccð1Þ; ~ccð2Þ;���; ~ccðlÞ�

Xl

k¼ 1

jjyðkÞ� ~HHðkÞ ~ccðkÞjj2

ð12Þ

where ~HHðkÞ is the MIMO channel estimate at the receiver
at time instant k.

2.2.1. Spacetime Trellis Codes. For the case when the
underlying code is trellis-coded modulation, an expression
for upper bound on the pairwise error probability (PWEP)
of the resulting spacetime trellis code (STTC) is given [7]
as

Pðc! ~ccÞ	
Yr

i¼ 1

li

 !�L

.
Es

4N0

� ��rL

ð13Þ

where r is the rank of the error matrix between the trans-
mitted (true ) codeword and the received (possibly errone-
ous) codeword [7]. li, i¼ 1,y,r are the nonzero eigenvalues
of this error matrix, while Es/N0 is the average signal-to-
noise power ratio (SNR). The first term dr¼

Qr
i¼ 1 li rep-

resents the coding gain achieved by the spacetime code,
and the second term (Es/4N0)–rL represents a diversity
gain of rL achieved from the use of multiple antennas.
Hence, in designing a spacetime trellis code, the rank of
the error matrix r should be maximized (thereby maxi-
mizing the diversity gain) and at the same time, dr should
be also maximized (thereby maximizing the coding gain).

An example of a four-state STTC code constructed for
4-PSK signal [7] is shown in Fig. 9. This code is designed
for systems with two transmit antennas. The label ij refers
to the transition between the states i and j in the trellis,
and each symbol pairs in a given row labels the transition
out of a given state.

2.2.2. Spacetime Block Codes. Alamouti [15] proposed
an ingenious spacetime block coding scheme for transmis-
sion with two antennas. In this scheme, input symbols are
grouped in pairs and transmitted at time instant k, and a
transformed version of the symbols is transmitted at time
kþ 1. Let the symbols c1 and c2 be transmitted at time
k from the first and second antennas, respectively. Then
at time kþ 1, symbol �c�2 is transmitted from the first
antenna and symbol c�1 is transmitted from the second
antenna, where (.)* denotes the complex conjugate. The
received signals at the jth receive antenna are therefore
given by

y1
j ¼hj1c1þhj2c2þn1 j¼ 1; . . . ;L

y2
j ¼ � hj1c�2þhj2c�1þn2 j¼ 1; . . . ;L

ð14Þ

where we have assumed that the channel is fixed for the
two transmission periods.

Alamouti’s spacetime block codes have been adopted in
several wireless standards such as wideband code-division
multiple access (W-CDMA) and CDMA 2000 [38]. The code
has the following attractive features: (1) it achieves full
diversity at full transmission rate for any real or complex
signal constellation and (2) the code does not require
knowledge of CSI at the transmitter. Third, maximum
likelihood decoding of the code involves only linear pro-
cessing at the receiver, which reduces the decoding com-
plexity significantly. The Alamouti code has been
extended to the case of more than two transmit antennas
[13] using the theory of orthogonal designs.

2.3. Spatial Multiplexing

Figure 10 illustrates the principle of spatial multiplexing.
As shown in the figure, the input (information bearing)
bitstream is first demultiplexed into p substreams and
each substream is mapped to a predetermined digital
modulation [e.g., phase shift keying (PSK) or QAM]. The
p substreams are then transmitted simultaneously
over the channel using N (NZp) independent transmit
antennas [19]. The same modulation constellation with
size Q is used for each substream. Therefore, log2(Q)
information bits are mapped into one Q-ary symbol. At
the receiving end, the signals received by L (LZp) anten-
nas are processed (using any of the techniques mentioned
in Section 2.2) to recover the original bit-stream. Spatial
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Figure 9. Trellis diagram for four-state spacetime code for 4-PSK
signals. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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multiplexing achieves high data rate through the trans-
mission of parallel bitstreams.

3. RECEIVER SIGNAL PROCESSING FOR MIMO
TRANSMISSIONS OVER MOBILE CHANNELS

The combined effect of the features of mobile radio prop-
agation environment (discussed in Section 1.1) leads to
the characterization of mobile wireless channels as time-
varying fading channels, as well as frequency-selective
fading channels. For the time-varying fading problem, the
channel strengths may have significant variation within a
transmission block (rapid fading) or from one block to an-
other (quasistatic fading). In either case, channel tracking
can be employed [39,40] to estimate the amount of atten-
uation in the wireless link, and this information [or chan-
nel state information (CSI)] is then used in the detection of
the transmitted signals. The frequency selectivity pro-
blem on the other hand, results in the introduction of
intersymbol interference (ISI) among successive symbols
transmitted over mobile radio channels, causing severe
performance degradation unless corrective measure known
as equalization is employed.

3.1. MIMO Channel Equalization

For MIMO transmission over frequency-selective (mobile
radio) channels, the channel output is given by the ex-
pression in Eq. (2) and has the Z transform given by

yðzÞ¼ H
^

ðzÞcðzÞþnðzÞ ð15Þ

where H
^

ðzÞ¼
Pm�1

l¼ 0 Hðk; lÞz�1

The function of an adaptive equalizer employed at the
MIMO receiver is to carry out a reverse operation of the
frequency-selective MIMO channel actions in Eq. (15) in
order to recover the original information bits from the
noisy observation y(z).

If we assume perfect knowledge of the MIMO channel
coefficients at the receiver, then the optimum receiver is a
maximum-likelihood sequence estimator (MLSE). For
transmission over frequency-selective MIMO channel,
therefore, the best performance in terms of error rate,
can be achieved through trellis equalization of the space-
time codes based on MLSE or symbol-by-symbol maxi-
mum a posteriori probability (MAP) estimation [41].
However, it is well known that the complexity of these
methods is proportional to the number of states of the
trellis, which grows exponentially with the product of the
channel memory and the number of transmit antennas.
The complexity of the algorithm therefore becomes some-
what impractical when the channel memory becomes
large and high-order constellations are used. In address-

ing this problem, some suboptimum, reduced-complexity,
equalization methods have been developed. In the next
section, we review two families of such suboptimum equal-
izers achieving a good performance–complexity tradeoff,
which have been employed in MIMO channels. The first
of these is the family of the block linear and Decision-
Feedback equalizers, and the second is the family of the
list-type equalizers.

3.2. Block Linear and Decision Feedback Equalizers

Block linear and decision feedback equalizers are by na-
ture optimized for block transmission systems [42]; there-
fore these equalizers are easily adapted for MIMO
systems.

3.2.1. Block Linear Equalizers. The expression for the
signal estimate at the output of ZF-BLE can be written in
the form

d̂dZF�BLE¼dþ<n ð16Þ

where d is the Nl � 1 vector that stacks the transmitted
symbols (from the N transmit antennas) during the trans-
mission of a block of length l. The matrix < is an ampli-
fication factor that represents noise enhancements due to
the zero-forcing operation, and n is the noise vector.

A similar expression for the MMSE-BLE can be writ-
ten as

d̂dMMSE�BLE¼Wd̂dZF�BLE ð17Þ

where the elements of W can be seen as coefficients of a
Weiner filter. The estimate from an MMSE-BLE can then
be interpreted as the output of the ZF-BLE followed by a
Weiner filter. The Weiner filter reduces the performance
degradation caused by noise enhancement in ZF-BLE.
Therefore, the SNR at the output of the MMSE-BLE per
symbol is, in general, larger than that of the ZF-BLE.

3.2.2. Block Decision Feedback Equalizers. Figure 11
shows the block diagram of a block decision feedback
equalizer employed in a MIMO setup. At any time in-
stant, k, the received signal vector y(k) is filtered by the
equalizer’s feedforward filter (FFF), with coefficients W(k),
to obtain the filtered signal vector y0(k). Previously ob-
tained data estimates are processed through a feedback
filter (FBF), with coefficients B(k), and subtracted from
y0(k). The resultant signals are then fed into threshold
detectors from where estimates of the transmitted
data ĉcðk� DÞ, are obtained, where D is the delay in the
equalizer, and ĉcðk� DÞ corresponds to the input signals at
time k–D.
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Similar comparative analysis for the MMSE-BDFE and
ZF-BDFE [41] shows that the SNR at the output of
MMSE-BDFE is in general larger than the SNR at the
output of the counterpart ZF-BDFE. Therefore, both block
linear and block decision feedback equalization of MIMO
channel based on MMSE criterion will yield better perfor-
mance than will their counterpart zero-forcing schemes.
This conclusion is consistent with what is known for the
SISO channel case.

3.3. List-Type Equalizers

The list-type equalizer is another reduced complexity sub-
optimum equalization method. It employs a state reduc-
tion algorithm in the Viterbi or MAP equalizer, using the
concept of per survivor processing (PSP) [43], to achieve a
reduced complexity. The equalizers consider a reduced
number of taps of the channel to construct the trellis,
leading to a reduced number of states, and an adaptive
equalization of the channel is carried out on the basis of
the reduced states. To ensure that the best suboptimum
performance is achieved, a receiver filter that concen-
trates the channel energy on the first few taps chosen
for the trellis construction is used. This ensures that the
chosen taps have the strongest energy. In the MIMO chan-
nel case, this is achieved using a multidimensional whit-
ened matched filter (WMF) as a prefilter for the equalizer.

Comparing the performances of the block equalizers
and the prefiltered list-type MAP equalizers in MIMO
channel [41], it is observed that the prefiltered list-type
MAP equalizer achieves better performance than the
block equalizer. However, the list-type MAP equalizer is
much more complex to implement. Hence, the regular
tradeoff between performance and complexity has to be
part of the criteria for selecting any of these structures for
MIMO applications.

4. CONCLUSION

This article has presented a survey of the most popular
MIMO signal processing techniques used in wireless com-
munications. We have discussed in particular the spatial
multiplexing, spacetime code, and MIMO-MRC systems.
The capacity increase achieved through the spacetime
MIMO transmission is also illustrated and shown to im-
prove dramatically over the conventional wireless com-
munication system as the number of transmit–receive
antennas increase. Equalization techniques employed in

MIMO receivers for transmissions over frequency-selec-
tive, mobile communication, channels are then reviewed.
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MINIATURIZED PACKAGED (EMBEDDED)
ANTENNAS FOR PORTABLE WIRELESS DEVICES

M. ALI

University of South Carolina
Columbia, South Carolina

1. INTRODUCTION

With the rapid growth of wireless communications there
has been an ever-increasing demand for small, wideband/
multiband packaged or embedded antennas for mobile
phones, wireless PDAs, pagers, GPS receivers, implanta-
ble wireless devices, and RFID tags [1–3]. The application
list is not exhaustive and may also include many other
scenarios, such as ‘‘man-pack’’ devices for the land-warrior
and smart multifunctional wireless device for law enforce-
ment personnel. When an embedded antenna is concerned
one thing is common, the antenna is packaged within
the housing of the device. In some cases the antenna is

3068 MINIATURIZED PACKAGED (EMBEDDED) ANTENNAS FOR PORTABLE WIRELESS DEVICES



printed directly on the device PCB, its housing, or an
onboard chip.

This problem, however, is not very easy to solve. De-
pending on the specific application, there is always a set of
requirements that must be fulfilled before a useful anten-
na can be designed. These requirements can vary widely
from mobile phone application to Bluetooth to GPS. Nev-
ertheless, the key challenges that we need to confront are
bandwidth, gain, radiation pattern, polarization, and SAR
(specific absorption rate). When an antenna is packaged
or embedded within a device it suffers degradation in some
or all of these performance characteristics. This happens
because the antenna (1) needs to be miniaturized to be
accommodated within a device and (2) operates in close
proximity to other metallic and/or dielectric objects in its
vicinity. Thus a careful evaluation of antenna performance
is required. Unfortunately, since the antenna is very plat-
form-dependent, any change in the platform or embedding
medium requires full characterization and optimization.
Albeit phenomenal progress has been made in electromag-
netic analysis using the finite-element method or method
of moments (MoM) or the finite-difference time-domain
method the results obtained there from can serve as guide-
lines only. The actual performance predictor is an antenna
prototype built and tested in the laboratory. Thus simula-
tions must be conducted to get a broad knowledge and an
overall understanding of the antenna design. In circum-
stances where the simulation model can replicate the ex-
act CAD environment of the wireless device, very realistic
results are obtainable. The efficacy of the simulation tools
lies in their rapid prediction capabilities, which save a
significant amount of time from the concept to production
phase of an embedded antenna. Thus modeling and mea-
surement must proceed hand in hand to get a functioning
antenna in an embedded environment.

Note that as the development phase of the product pro-
gresses more and more variables start to add up. Thus a
significant number of measurements need to be conducted
to ascertain that performance criteria are met. As a simple
example, consider a mobile phone antenna. It starts with a
simple model of the antenna on a blank printed circuit
board. Then the board gets populated with components,
the mechanical components begin to add, the radio starts
functioning, the audio works, and so on. Thus the antenna
needs to be measured and tuned accordingly in free space,
in the presence of a phantom in various talk positions, and
for SAR every step of the way.

2. ANTENNAS FOR MOBILE PHONES

Before discussing antennas for mobile phones, it is worth-
while to mention the frequency bands of interest. For in-
stance, for the AMPS (Advanced Mobile Phone Systems)
system the frequency bands are 824–859 MHz for transmit
(Tx) and 869–894 MHz (Rx) for receive (see Table 1). From
an antenna design perspective, the two frequency bands
are fairly close to each other. Thus usually a single anten-
na is designed to support the entire 824–894-MHz band.
Respective transmit and receive frequency bands for the
GSM, DCS, and PCS systems are listed in Table 1 [4].

Lately almost all phones are at least dual-band (one
low-frequency band and the other high-frequency band).
Interest is growing to develop triple or quad-band phones
also which will enable a user to use the same phone in
different geographic locations with different air interface
standards. One example is a dual-mode AMPS/GSM
phone that can be easily triple band. Clearly it is greatly
desirable to support all three bands by just one antenna.
Thus there is demand for triple- and quad-band antennas.

A mobile phone antenna has to satisfy various perfor-
mance and regulatory requirements. Among these are
bandwidth, gain, radiation pattern, and SAR (specific ab-
sorption rate). The antenna must have good VSWR band-
width (usually within a maximum VSWR of 2.5–1). Even
though a VSWR limit of 2–1 is preferred, it is difficult to
achieve that with a small embedded antenna. The anten-
na must also have reasonable peak and average gain in
free space and in talk position. The gain in the talk posi-
tion is extremely critical to ensure proper operation. The
peak gain provides a good basis point to determine the
EIRP (effective isotropic radiated power). While there are
near-field chambers to measure complete three-dimen-
sional patterns and the antenna efficiency thereof, a gen-
erally acceptable representation is obtainable by
measuring the principal plane cuts. If average gain data
is required it can be obtained from the total three-dimen-
sional field distribution. The amount of head blockage
(pattern shadowed by or energy absorbed by the user
head) varies from antenna to antenna and from phone to
phone. Thus proper electromagnetic modeling or measure-
ment is necessary to predict the antenna average gain for
each design. Antenna gain in talk position is generally
measured with the aid of a phantom head consisting of
brain simulating fluid.

After the phone is manufactured, radiated live tests are
conducted and EIRP and receiver sensitivity are mea-
sured at different channels to obtain a complete picture of
the phone performance. This is done before the product
and test data are sent to the respective regulatory agen-
cies for compliance. In the United States the Federal Com-
munications Commission (FCC) has a set of requirements
that must be met before a mobile phone can be sold in the
market. These include the EIRP, out-of-band emission,
and most importantly, SAR (specific absorption rate).

2.1. External Antennas

Until around 2000 most mobile phone antennas were ex-
ternal. In the earlier days end-fed sleeve dipoles were used

Table 1. Frequency Bands of Different Mobile Telephone
Systems

System

Transmit
Frequency
Band (Tx)

(MHz)

Receive
Frequency
Band (Rx)

(MHz)

Antenna
Operational

Band
(MHz)

AMPS 824–859 869–894 824–894
GSM 880–915 925–960 880–960
DCS 1,710–1,785 1,805–1,880 1,710–1,880
PCS/GSM 1900 1,850–1,910 1,930–1,990 1,850–1,990
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to achieve a figure-eight radiation pattern [1]. Such pat-
terns are most common with half-wave dipole antennas.
Albeit a dipole antenna works better than a monopole
(ground plane independent and suffers from less head
blockage) its larger size, and the requirement for a balun
(when coaxial line feed is used) forced design engineers to
explore and utilize the monopole geometry. In the latter
case the cellular phone PCB (printed-circuit board) along
with its housing (if metallic) acts as the monopole ground
plane (counterpoise).

For example, at 900 MHz a resonant thin-wire mono-
pole antenna should be about 78 mm long. This length will
vary to some extent based on the wire radius and the po-
sition of the antenna with respect to the device housing.
Since a conventional monopole operates on a large ground
plane (several wavelengths in diameter for a circular
ground plane) its radiation pattern is restricted to the up-
per hemisphere only with the peak of the beam directed
toward the horizon. The directivity in such a case is
5.1 dBi, which is 3 dB higher than the directivity of a
half-wave dipole [5]. Such a large ground plane is com-
pletely impractical for a mobile phone. Because the mobile
phone ground plane is much smaller, there is a significant
amount of current flow on it and the ground plane gener-
ally dominates the radiation pattern. If a phone measures
110� 40� 25 mm, the 78-mm-long antenna and the phone
housing ensemble represents an asymmetric dipole where
the longer and wider ground plane dominates over the
small monopole antenna. Thus the radiation pattern has a
butterfly shape and is directed to Earth for a vertically
oriented phone [6]. The maximum field strength is not di-
rected toward the horizon.

External antennas have also evolved a great deal over
the years primarily due to the need for miniaturization.
Engineers have focused on reducing the antenna size by
inductive loading. This is achieved either by employing a
helical, meander, or zigzag geometry. Such an antenna
can, in general, have a three-dimensional shape. In case of
a meander or zigzag configuration it can also be planar.
Examples of small helical or meander stub antennas as
small as 35–40 mm are everywhere. Some phones come
with a retractable geometry where ordinarily the antenna
is a small stub which when extended can be much longer
in size. As apparent a small stub will be more susceptible
to performance degradation when placed close to a user’s
head than a 78-mm-long monopole antenna. The smaller
stub is simply shadowed much more than a longer anten-
na. However, experience has shown that a small stub
still provides reasonable performance for most cases. For
dual- or triple-band operation branches are created to
excite separate current flow paths. Usually the branch
having a longer current flow path is responsible for the
low-frequency band of operation while the shorter current
flow path is responsible for the high-frequency band of
operation.

2.2. Packaged (Embedded) Planar Inverted-F Antennas

2.2.1. Background. There has been a surge of interest
in planar inverted-F antennas (PIFAs) for mobile phone
applications [7–19]. Such antennas are smaller than

resonant half-wavelength-long microstrip patches and
can be easily placed internally within the housing of a
mobile phone. For mobile phone applications the PIFA is
usually placed under the back cover of the phone right
above the battery line.

The PIFA evolved from a shorted quarter-wave micro-
strip patch antenna. A conventional microstrip patch is a
half-wavelength (0.5l) long (guided wavelength), includ-
ing the edge effects and dielectric loading (see Fig. 1). A
quarter-wave patch has a short circuit along one of its
edges (Fig. 2). The short circuit is positioned along one of
the patch edge and has a width of W and depth of h as
indicated in Fig. 2. Thus the length L determines the op-
erating frequency (0.25l minus the effect of dielectric and
the edge effect).

In contrast, a PIFA (see Fig. 3) consists of a shorting pin
instead of a large plate as it is for a quarter-wave patch.
The shorting pin diameter can be the same as the probe
feed or can be different. Since only one shorting pin is
present the antenna resonant length is approximately de-
termined by LþW, which is about a quarter-wavelength
(B0.25l) at the operating frequency. However, for mobile
phone applications the positioning of the PIFA is generally
at one of the edges of the PCB for convenience and better
utilization of space. The PIFA performance is determined
largely by the antenna parameters L,W,h and the spacing
between the feed and shorting pin S. The size of the PCB
also plays a dominant role in antenna performance, par-
ticularly at the low-900-MHz frequency band. As an ex-
ample, if L¼ 50 mm, W¼ 23 mm, h¼ 6 mm, and the feed–
shorting pin spacing is 6 mm, the PIFA will operate at
890 MHz with a bandwidth of 100 MHz within 2.5–1
VSWR. Ground-plane size is 110� 50 mm.

In designing a PIFA the primary challenge is to achieve
the necessary operating bandwidth, which requires that
the PIFA height be about 8–12 mm from the ground plane.
This large antenna height makes the phone thicker even

Half-wave microstrip patch

L

W

Feed

Cross-sectional view 

h

L

εr

Figure 1. Half-wave microstrip patch.

h

L

�r

Figure 2. Quarter-wave microstrip patch.
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though the battery is very thin. It will be greatly advan-
tageous if PIFAs with much smaller heights can be de-
signed. However, bandwidth becomes extremely narrow
as antenna height is reduced.

It has been reported [20–22] that the bandwidth of a
PIFA also depends on the size of the ground plane. For
instance, for optimal bandwidth in the 900-MHz band the
combined dimensions of the length and width of the
ground plane should be 0.5l [21]. Ground planes that
are smaller than that provide much narrower bandwidth.
As an example, a PIFA (h¼ 4 mm) on a 90� 35 mm ground
plane has 2.5% bandwidth while that on a 130� 35 mm
ground plane has 9.5% bandwidth. Conversely, it can be
inferred that for a fixed bandwidth, a much thinner an-
tenna can be designed if a larger ground plane is utilized.

Based on this concept, a slotted meandered ground
plane was proposed in [16] that can effectively reduce
the heights of PIFAs by more than 50%. The meander-line
configuration proposed in [16] can be viewed as a slow-
wave structure where the phase velocity of the propagat-
ing wave is smaller than the velocity of light. This makes a
slotted meandered ground plane appear electrically long-
er, even though its physical size is unchanged, and hence
helps achieve much thinner PIFA design.

2.2.2. Dual-band PIFA on Conventional and Modified
Ground Planes. An example of a dual-band PIFA is shown
in Fig. 4. The antenna consists of two radiating elements
joined near the feedpoint. The larger element has a longer
current flow path from the feed and hence is responsible
for low band while the smaller element, which is close to
the feed, is responsible for the high band. However, the
two elements are not completely independent from each
other as it pertains to overall performance characteristics.
Both elements are at a height h from the PCB and the

feed–shorting pin (ground) spacing is s. All antenna pa-
rameters can be adjusted to vary the resonant frequency,
bandwidth, and pattern. Typically, a design will start with
a full-wave three-dimensional electromagnetic model de-
velopment using the method of moments (MoM) or finite-
element method (FEM), or finite-difference time-domain
(FDTD) method. Concurrently or afterward antenna pro-
totypes must be developed and tested. The prototype de-
velopment and testing continues for each phase of the
phone development and each degree of complexity and so-
phistication in the phone may require the engineer to
evaluate and redesign the antenna over time.

As mentioned earlier, the typical dual-band PIFA
shown in Fig. 4 depends heavily on the antenna height
from the ground plane. Larger heights are usually re-
quired to satisfy the bandwidth requirements. To alleviate
this problem, an alternative scheme has been proposed
[16]. This scheme is shown in Fig. 5. Using this slotted
meandered ground plane, PIFA heights can be reduced by
more than 50%. The meanderline configuration proposed
in Ref. 16 can be viewed as a slow-wave structure where
the phase velocity of the propagating wave is smaller than
the velocity of light. This makes a slotted meandered
ground plane appear electrically longer, even though its
physical size is unchanged, and hence helps achieve much
thinner PIFA design.

Figure 6 shows the computed and measured VSWR
data for the dual-band designs. As apparent, a significant
improvement in bandwidth can be achieved with the pro-
posed new ground plane for both the low- and high-fre-
quency bands. In the low-frequency band, computed
bandwidth for antennas on conventional and modified
ground planes are 2.1% and 7.8%, respectively. Measured
bandwidth for the PIFA on the modified ground plane
is 7.6%.

In the high-frequency band, bandwidth of antennas on
conventional and modified ground planes are 3.1% and
8.8%, respectively, whereas measured bandwidth on the
modified ground plane is 7.1%.

2.3. Packaged (Embedded) Monopole-Type Antennas

Apart from PIFAs monopole-type radiators are also of in-
terest for embedded applications. In that case the antenna
can be considered as a volume lying at a height adjacent to
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Figure 3. PIFA on a mobile phone PCB.
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sion, from M. F. Abedin and M. Ali, Modifying
the ground plane and its effect on planar in-
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the ground plane. In general there cannot be any metal
below the antenna. In addition, there should be additional
clearance area kept in between the antenna and the
ground plane (d in Fig. 7). The antenna should have a
specific height h from the ground plane.

By developing antenna geometries of various different
shapes and sizes, operation in single or multiple frequency
bands can be achieved. Such an antenna has been de-
scribed in [23,24], consisting of a driven meanderline el-
ement and two parasitic coupled elements. The geometric
configuration, size, and proximity of the driven and par-
asitic elements help materialize the desired multiband
operation. The complete antenna assembly is internal to
the handset. The antenna can be tuned to operate in ei-
ther the (1) 824–894-, 880–960-, and 1850–1990-MHz
bands or (2) 824–894-, 880–960-, and 1710–1880-MHz
bands. The size of the antenna is 50� 10�6 mm (3 cm3)
or less.

The geometry of the antenna and its associated print-
ed-circuit board (PCB) is shown in Fig. 8. As can be seen,
there are two metal layers. The bottom layer (layer 2)
consists of a PCB and two parasitic metallic strips. The
meanderline element is on the top layer at a height h from
the PCB. The antenna volume is 50� 10�h mm. The dis-
tance d is a small separation between one of the parasite

and the PCB that can be minimized when PCB space is
critical. The parasites are directly connected to the PCB
ground. The antenna is on the upper layer at a height h
from the PCB. The antenna is fed using a connector pin
from a RF signal pad on the PCB (not shown).

The double-meander geometry for the antenna has
been chosen for two reasons: (1) to shorten the length of
the antenna and make it the same size as the width of the
PCB (50 mm) and (2) to achieve wideband characteristics
[25]. The length of the antenna can be further reduced
(current length¼ 50 mm) by increasing the width (anten-
na width¼ 10 mm). Note that the length of a resonant
quarter-wave monopole operating at 900 MHz is about
78 mm. The double meandering reduces the antenna
length to 50 mm, so that it can be enclosed within the de-
vice housing.

Computed VSWR as function of antenna height h is
shown in Fig. 9, where l¼26.5 mm, S¼ 6 mm, d ¼ 4 mm,
and w¼2 mm. It is apparent that the antenna has two
resonances at around 900 and 1920 MHz. The first reso-
nance is due to the meander antenna, while the second is
due to the parasitics attached to the PCB [25,26]. The an-
tenna VSWR changes as h varies, which has two effects:
(1) a shift in the resonance frequency (as h is reduced, the
resonant frequencies move higher as expected) and (2) the
overall level of the minimum VSWR. It is also clear that
for h¼ 6 mm, the antenna is well suited for triple-band
operation. In the low-band the bandwidth is 250 MHz
(27.8%) within a VSWR of 2.5–1. This is far greater than
the required bandwidth for AMPS 800 and GSM 900 com-
bined (15.25%). In the high-band the antenna bandwidth
is 9.4%. The bandwidth required for TDMA/GSM 1900 is
1850–1990 MHz or 7.3%. For practical purposes VSWR of
2.5–1 as an upper limit has been generally found to be ac-
ceptable for mobile handsets, which creates only B0.4 dB
of loss as the VSWR changes from 2–1 to 2.5–1.
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Figure 7. A monopole-type embedded antenna.
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Figure 8. Antenna and PCB geometry with
associated parameters (dimensions in mm). [r
2004 IEEE. Reprinted, with permission, from
M. Ali, G. J. Hayes, H.-S. Hwang, and R. A.
Sadler, Design of a multi-band internal anten-
na for third generation mobile phone handsets,
IEEE Trans. Anten. Propag. 51(7):1452–1461
(July 2003).]
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A prototype antenna was fabricated and tested (see
Fig. 10). Computed and measured VSWR data are com-
pared in Fig. 11. The resonant frequencies of the antenna
for both the computed and measured cases are about the
same. The measured bandwidths in each band (low and
high) are also in good agreement with the computed band-
widths within 2.5–1 VSWR. It is clear from Fig. 11 that the
antenna operates in the AMPS 800 and GSM 900 band
within 2–1 VSWR and the GSM 1900 band within VSWR
of 2.3–1. Antenna radiation patterns and gain were mea-
sured with reference to two standard gain antennas (the
gain values of which were known from the manufacturer’s

datasheet). A logperiodic dipole antenna and a rectangu-
lar horn antenna were used for the 900 and 1900 MHz
bands, respectively. Measured gain for the two principal
plane patterns are listed in Table 2. The free-space peak
gain at 900 MHz is between 0 and � 0.5 dBi, while that at
1900 MHz is between 2.3 and 2.5 dBi. This is expected
since the antenna is more directional in the high band.

Measured normalized radiation patterns for the pro-
posed antenna are shown in Fig. 12. The azimuth
(xy-plane) patterns at 900 and 1900 MHz are shown in
Figs. 12a and 12b. At 900 MHz the vertical component is
the dominant one and its variation is nearly uniform. The
front-to-back ratio is about 3 dB. At 1900 MHz the vertical
field component is fairly directional, front-to-back ratio is
about 8 dB. Although the vertical component is not uni-
form, fairly good angular coverage can still be obtained
when both vertical and horizontal components are com-
bined.

The angular region where coverage is between –8 and
–10 dB is limited between the angular region of 60–1201.
This region will be blocked by the operator head. The
directionality in the high band can be considered as an
advantage since less energy is being deposited in the
operator head. Also to note is the significance of total field
rather than just one component. In a mobile environment
polarization purity is absent. Thus when both components
exist and are comparable they need to be combined to get
the total field.

3. ANTENNAS FOR BLUETOOTH/WLAN APPLICATIONS

Bluetooth [27] is a consortium pioneered by Ericsson in
the late 1990s and later on adopted by a large number of
companies. This is an air interface standard proposed to
support short-distance communication between devices,
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with permission, from M. Ali, G. J. Hayes, H.-
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Figure 10. Laboratory prototype of the proposed antenna. The
antenna is placed on a thin transparency film to show all param-
eters in one picture. In actual measurement a foam (erE1.0) sub-
strate 6 mm thick was used to support the antenna. [r 2004
IEEE. Reprinted, with permission, from M. Ali, G. J. Hayes, H.-S.
Hwang, and R. A. Sadler, Design of a multi-band internal antenna
for third generation mobile phone handsets, IEEE Trans. Anten.

Propag. 51(7):1452–1461 (July 2003).]
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such as mobile phones, laptops, desktops, and PDAs. The
frequency band of operation in the United States is 2.4–
2.485 GHz. This band also coincides with the IEEE
802.11b standard. For more detailed information on Blue-
tooth, please see Ref. 27. Typically the transmitter has
0 dBm of output power, which can provide a link of up to
10 m, which can be extended to up to 100 m by increasing
the output power to 20 dBm. In addition to Bluetooth,
there are the WLAN protocols based on several IEEE
standards, such as the IEEE 802.11a,b,e,g. There is also
Hyperlan in Europe. For high-speed directional WLAN
links, one must resort to directional high-gain antennas,
which are not practical for embedding within the device.
Thus most if not all embedded Bluetooth and WLAN
antennas are essentially nondirectional.

3.1. Surface Mount PIFAs

The most popular among embedded antennas for these
types of applications is the surface mount PIFA as de-
picted in Fig. 13. This antenna is essentially a planar
inverted-F antenna (PIFA) fabricated on a dielectric

substrate, such as FR4. Typical antenna size can be about
25� 4� 4 mm (length, width, height). As indicated, the
antenna has a feed and shorting pin that are connected to
the respective pads on the PCB when surface-mounted.
The antenna size can be further reduced by either modi-
fying the geometry or using higher dielectric constant
substrates (ceramics). Geometry modification usually oc-
curs in the form of employing a meanderline configura-
tion. This can be utilized either on the top surface or on
the top as well as the side surfaces. Whether it is geometry
modification or high dielectric substrate antenna size re-
duction will result in bandwidth and gain degradation.
Thus clearly one must focus on the required bandwidth
(e.g., for Bluetooth it is 2.4–2.485 GHz). Once a surface
mount PIFA is fabricated it must be embedded within the
device PCB and housing and its characteristics evaluated.
Since in most circumstances the PIFA has to reside on the
same PCB as the mobile phone antenna adequate isolation
between them must be ensured (typically 10 dB or better).
Usually this is achieved by employing spatial separation
between the two antennas.

3.2. Integrated IFAs

3.2.1. Board-Mounted IFA. As indicated, surface mount
PIFAs are fabricated separately from the wireless device
PCB and hence they need to be assembled on the PCB la-
ter on. After the placement of the antenna its character-
istics is then evaluated and if performance deficiency is
noted the design is changed accordingly. A superior and
alternative solution was proposed by Ali et al. [11,15]. In
their proposal the Bluetooth/WLAN antenna is an inte-
grated inverted-F antenna (IFA) rather than a PIFA. The
IFA is directly printed on the wireless device PCB, and
hence no assembly is required. Testing is conducted as
soon as the board is released. The antenna requires that
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Figure 11. Computed and measured VSWR
versus frequency; d¼4 mm, s¼6 mm, and l¼
26.5 mm. [r 2004 IEEE. Reprinted, with per-
mission, from M. Ali, G. J. Hayes, H.-S.
Hwang, and R.A. Sadler, Design of a multi-
band internal antenna for third generation
mobile phone handsets, IEEE Trans. Anten.

Propag. 51(7):1452–1461 (July 2003).]

Table 2. Measured Peak Gain Data for Proposed Antenna
(Free-Space) at 5.25 and 5.78 GHza

Frequency
(GHz)

Peak Gain
(dBi), yz Plane

Peak Gain
(dBi), xy Plane

5.25 1.8 at y¼01 �0.5 at y¼2101
5.78 0.8 dBi at y¼1401 0.6 dBi at y¼1901

aFor pattern characteristics and beam peak locations for yz and xy planes,

see Fig. 6.

Source: r 2004 IEEE. Reprinted, with permission, from M. Ali, T. Sitt-

ironnarit, H.-S. Hwang, R. A. Sadler, and G. J. Hayes, Wideband/dual-band

packaged antenna for 5–6 GHz WLAN application, IEEE Trans. Anten.

Propag. 52(2):610–615 (Feb. 2004).
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there be an opening on both sides of the PCB so that it can
radiate (see Fig. 14). The antenna is directly printed on
the substrate material. In Fig. 14, dielectric material has
been shown as removed from the region to help visualize
the antenna. In reality, dielectric material will be present

and the antenna will be printed on it. Note that the an-
tenna consists of a trace, a feed (that brings the signal
through a transmission line, usually a microstrip or strip-
line), a via (through hole), and a shorting pin just adjacent
to the feed. The transmission line and via are not shown in
the figure. In the window where the antenna is located
there is no metal on the top or bottom part of the PCB
except the antenna, its feed, and the shorting pin. In ad-
dition, when the PCB is placed inside a device housing,
there cannot be any metal shadowing the antenna.

In Fig. 15 measured VSWR is plotted against the fre-
quency response for the proposed antenna. Note that the
antenna works under 2–1 VSWR throughout the entire
Bluetooth band. Finally, we show measured elevation
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6 mm, and l¼26.5 mm. [r 2004 IEEE. Reprinted, with permission, from M. Ali, G. J. Hayes, H.-S.
Hwang, and R. A. Sadler, Design of a multi-band internal antenna for third generation mobile
phone handsets, IEEE Trans. Anten. Propag. 51(7):1452–1461 (July 2003).]
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plane pattern data for a typical Bluetooth PIFA on a PC
board (Fig. 15). For comparison the pattern of a half-wave
dipole on a PC board is also shown. The dipole is twice as
long as the PIFA. Note that the peak gain of the PIFA is
slightly smaller. The PIFA pattern is much broader and
does not have sharp nulls as the dipole. Patterns in other
orthogonal planes also show comparable performance.

3.2.2. Flexible Film-Type Antenna. Ali et al. [14] pre-
sented a small internal inverted-F antenna printed on the

inside surface of the stylus holder of a PDA (Fig. 16). The
antenna can be printed on a flexible film substrate and
bonded to the plastic with an adhesive. The proposed an-
tenna operated with or without the stylus considering that
the stylus and the stylus holder both were made of plastic
material.

Input impedance data for the proposed antenna with
and without a dielectric insert are shown in Fig. 17. It is
evident that the impedance locus for each case is very
close to the center of the Smith chart, especially within the
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frequency range of 2.4–2.485 GHz. The center frequency is
2.45 GHz, and the bandwidth is 11%. The antenna oper-
ates within 1.5–1 VSWR throughout the entire Bluetooth
band (2.4–2.485 GHz).

The yz-plane pattern is shown in Fig. 18. This is the
most important pattern that provides clear understanding
about the angular coverage that the antenna can provide.

3.3. Monopole-Type Radiators

In Fig. 19 a monopole type embedded antenna is shown for
wideband WLAN application in the 5–6-GHz bands
[28,29]. This antenna can support the IEEE 802.11a
wireless local-area network bands (5.15–5.35 GHz and
5.725–5.825 GHz). The configuration is similar to the
ones presented in Refs. 30 and 31. In Ref. 30, only a sin-
gle-band folded design was presented for Bluetooth appli-
cation (2.4–2.485 GHz, 3.5% bandwidth). No method of
wideband/dual-band operation was described. The pro-
posed packaged design can either be used as a wideband
antenna, which can provide bandwidths in excess of 10%
within 2–1 VSWR, or it can be used for dual-band opera-
tion, where the bands are separated by 500–700 MHz in
the 5–6 GHz band. This latter property has been exploited
to present a design that satisfies the IEEE 802.11a WLAN
5.15–5.35-GHz and 5.725–5.825-GHz bands. The antenna
design presented here is packaged within the housing of a
personal digital assistant (PDA) and has the maximum
dimensions of 28� 9� 3 mm. The wideband/dual-band op-
eration has been achieved through proximity parasitic
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Figure 16. A uniquely packaged inverted-F antenna for Blue-
tooth or WLAN. [r 2004 IEEE. Reprinted, with permission, from
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nal inverted-F antenna for Bluetooth or wireless LAN application,
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coupling between a folded radiator and an extended PCB
ground plane. The dimensions of the extended PCB
ground plane have been appropriately adjusted to ensure
the desired coupling.

The proposed antenna can also be manufactured to
operate in air. In such a case manufacturing the antenna
should be much simpler and easier. Computed VSWR
data for antenna on FR4 and in air are shown in Fig. 20.

Bandwidth obtained is 15.5% with 3 mm antenna height
and 18.0% with 4 mm antenna height (within VSWR of
2–1). In contrast bandwidth obtained with FR4 was 10%
with 3 mm antenna height (within VSWR of 2–1). Thus
wider bandwidth can be obtained by replacing FR4 with
air. However, the dimensions of the antenna in air are
about 50�22� 3 mm, while that on FR4 are 28� 9�
3 mm. A laboratory prototype of the proposed antenna
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Sadler, and G. J. Hayes, Wideband/dual-band
packaged antenna for 5–6 GHz WLAN appli-
cation, IEEE Trans. Anten. Propag. 52(2):
610–615 (Feb. 2004).]
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(on FR4) was built and tested for VSWR. Measured and
computed VSWR data are compared in Fig. 20. The agree-
ment between the measured and computed data is quite
good. Computed and measured resonant frequencies are
about the same. The measured bandwidths in both bands
are also in good agreement with the computed bandwidths
within 2–1 VSWR. It is clear that the antenna satisfies
the bandwidth requirements for the IEEE 802.11a LAN
(5.15–5.35 GHz and 5.725–5.825 GHz). The midband
VSWR is only as high as 2.7–1. Antenna radiation pat-
tern and gain were measured inside an anechoic chamber.
Measured gain for the two principal plane patterns are
listed in Table 2. The free-space peak gain at 5.25 GHz is
1.8 dBi, while that at 5.78 GHz is 0.8 dBi.

4. ELECTRICALLY SMALL ANTENNAS, DIELECTRIC
LOADING, AND BANDWIDTH

As defined by Wheller [32], an electrically small antenna
has its maximum dimension contained within a sphere
with radius l/2p. Thus, clearly, if a linear antenna such as
a straight thin-wire dipole is constructed, it needs to be l/p
or smaller to fall within this category. A comprehensive
study on the minimum achievable antenna quality factor
(Q) is available in the literature [32–36]. These references
are extremely useful if one intends to explore the funda-
mental limits on small antennas. Since most embedded or
packaged antennas for mobile phones utilize these plat-
forms, it is unlikely that these antennas will fall within
the category of electrically small antennas. However, an-
tennas for wireless radios or small antennas for VHF and
other UHF applications may belong to the class of electri-
cally small antennas. Primarily the antenna bandwidth
diminishes with extreme miniaturization, and specifically
for an electrically small antenna, the spherical volume

needs to be utilized properly to achieve the lowest possible
Q. A thin-wire dipole represents a rather poor utilization
of the radian sphere, a normal-mode helical antenna, most
commonly used in police radios (scanners) and mobile
phones, represents a better utilization of the same axial
dimension, while the disk-loaded monopole or the Gobou
antenna represents even better utilization of the small
antenna volume. There has been some effort in terms of
genetically optimizing electrically small antennas [37].

Apart from geometric modification, electrically small
antennas can also be developed using dielectric loading.
This invariably results in narrower antenna bandwidth
and lower antenna gain. For instance, a small GPS patch
using ceramic dielectric can be easily fabricated. Also
since for GPS, bandwidth required is extremely small
(only to satisfy tolerance), a small antenna size can be
readily achieved. However, comparing a 25-mm2 patch
with a 12-mm2 patch shows that the peak right-hand cir-
cularly polarized gain can fall from 6.5 to � 2 dBi. A good
discussion on dielectric loading of antennas can be found
in Ref. 38. A more recent example of a dielectric loaded
antenna can be found in Ref. 39.

5. DISCUSSION AND FUTURE TRENDS

Research will continue on antenna miniaturization and
broadbanding. Miniaturization will be achieved primarily
by utilizing the available antenna volume rather than a
planar surface. Thus designers will increasingly utilize a
three-dimensional space. Antenna geometric modification
will also occur in the form of employing meander, zigzag,
and fractal-type elements.

While electromagnetic bandgap (EBG) materials have
shown tremendous progress in improving the gain of
microstrip patch antennas by reducing the surface waves,
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such structures have not been very useful for small mobile
antenna applications. This is due partly to the fact that
mobile antennas are so dependent on their counterpoise.
There have already been some research activities in terms
of small, low-profile antenna development using novel ma-
terials [40–46]. Nevertheless, in future negative reflection
coefficient materials, negative transmission-line materials
and EBG materials may find some useful role in packaged
(embedded) antenna development.

Fractal geometries have been considered to design
small resonant antennas because of their unique space
filling properties. The usefulness of a Hilbert wire anten-
na in order to lower the antenna resonant frequency has
been studied [47–49]. Zhu et al. [48] conducted a paramet-
ric study on a matched Hilbert antenna to understand its
bandwidth and cross-polarization level. A printed Hilbert
antenna was proposed [49] for operation in the UHF band.
More recently we have proposed a miniaturized Hilbert
shaped PIFA for dual-band applications (900 and
1900 MHz) [50]. The proposed antenna occupied a volume
of only 40� 10.65� 10 mm (4.3 cm3). In contrast, a con-
ventional dual-band PIFA made of polygonal plates occu-
pies a volume of 40� 22.6� 10 mm (8.4 cm3). Thus, a 50%
saving in antenna volume was readily achieved with our
proposed design.

Apart from wire or printed dipole/monopole type an-
tennas, miniaturized slot antennas are also drawing in-
terests. Some examples can be found in Refs. 51–54. As
wireless devices shrink in size and more and more func-
tionalities are added (phone, WLAN, GPS for E-911), the
need for reconfigurable/multifunctional antennas will also
grow. Such antennas must be researched and developed
within the embedding platform. MEMs switches can play
a dominant role in that area.

As evidenced from numerous publications, smart an-
tennas are becoming increasingly popular to increase sys-
tem capacity in a mobile communication system.
Currently researchers are focusing mostly on arrays for
base-station application that can scan the beam in space
in an adaptive fashion and track the mobile user. This way
a much larger antenna gain can be achieved with little or
no interference in any other angular direction. Introduc-
ing smart antennas in mobile portable or handheld ter-
minals will require significant progress since array
elements have to be placed in very close proximity to
each other.
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MISSILE GUIDANCE
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1. A BRIEF HISTORY: FROM 1944 TO THE PRESENT

1.1. The Missile Age

Even prior to World War I—when powered flight was in
its first decade—forward-thinking individuals from seve-
ral countries advocated the use of unmanned vehicles to
deliver high-explosive weapons from afar. Although the
earliest efforts to develop a practical flying bomb were un-
dertaken in the United States and Great Britain, it was in
Germany that a workable concept finally emerged. After
14 years of intense research, the Germans ushered in the
missile age during World War II with their Vengeance
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weapons: the Luftwaffe-developed V-1 buzz bomb, and the
Army-developed V-2 rocket [1].

1.1.1. Lark Guided Missile. Because of the lack of suc-
cess of antiaircraft artillery in stopping Kamikaze aircraft
attacks against naval vessels, the U.S. Navy initiated the
development of the Lark guided missile in 1944. The first
successful intercept of an unmanned aircraft occurred 6
years later on December 2, 1950. An account of this, as
well as the development of other missiles (e.g. Sparrow,
Hawk), is provided in Ref. 2.

1.1.2. The First Ballistic Missiles. The first long-range
ballistic missile, deployed in 1944, was the German V-2.
After World War II, significant improvements in inertial
guidance system technology led to the Redstone
missile—the first short-range U.S. ballistic missile with
a highly accurate inertial guidance system. Additional
progress was made with the medium-range U.S. Jupiter
missile [3].

1.1.3. Intercontinental Ballistic Missiles (ICBMs). Fur-
ther advancements in the area of nuclear warhead design,
inertial guidance system, and booster engine technology
led to the development of the intercontinental ballistic
missile (ICBM). The first U.S. ICBM—the Atlas—was test-
ed in 1959. The Atlas would be used to launch satellites
into orbit, launch probes to the (Earth’s) Moon and other
planets, and to launch the Mercury spacecraft into orbit
around Earth. The Atlas was followed by the Titan one
year later. Both Atlas and Titan were liquid-fuelled mul-
tistage rockets that required fueling immediately prior to
launch. In 1961, the Minuteman ICBM was put into ser-
vice. Located within dispersed hardened silos, the Min-
uteman used a solid propellant stored within the missile.
The LGM-30 Minuteman III was deployed in 1970. This
system was designed such that specially configured EC-
135 airborne launch control aircraft could automatically
assume command and control of an isolated missile or
missiles in the event that command capability is lost be-
tween the launch control center and the remote missile
launch facilities. In 1986, the LGM-118A Peacekeeper was
deployed. This three-stage solid propellant system permits
10 warheads to be carried via multiple independent (in-
dependently targeted) reentry vehicles (MIRVs). At the
peak of the cold war, the Soviet Union possessed nearly
8000 nuclear warheads on ICBMs. During the cold war,
the United States built up its strategic defense arsenal,
focusing on a nuclear triad consisting of (1) long-range
bombers (B-52 bombers and KC-135 tankers) with nuclear
air-to-surface missiles, (2) USA-based ICBMs, and (3) sub-
marine-launched ballistic missiles (SLBMs) launched
from nuclear-powered submarines (http://www.chin-
fo.navy.mil/navpalib/factfile/ships/ship-ssbn.html). To
complement the ground-based leg of the triad, the U.S.
Navy would develop the submarine-launched Polaris, Po-
seidon, and Trident ICBMs (http://www.chinfo.navy.mil/
navpalib/factfile/missiles/wep-d5.html). Trident I and II
were deployed in 1979 and 1990, respectively. Both ac-
commodate nuclear MIRVs and are deployed in Ohio-class

(Trident) submarines, each carrying 24 missiles (eight 100
kiloton warheads per missile).

1.2. Treaties and Programs

1.2.1. Nuclear Proliferation Treaties: SALT and MAD. Be-
cause of the large number of Soviet nuclear war-heads
during the cold war, some felt that U.S. ICBM fields were
threatened. On March 14, 1969, President Nixon an-
nounced his decision to deploy a missile defense system
(called Safeguard) to protect U.S. ICBM fields from attack
by Soviet missiles. This initiated intense strategic arms
negotiations between the United States and the Soviet
Union. The Strategic Arms Limitation Talks (SALT), be-
tween the United States and the Soviet Union led to a
1971 agreement fixing the number of ICBMs that could be
deployed by the two nations. The Anti-ballistic Missile
(ABM) Treaty—signed by the United States and the Soviet
Union on May 26, 1972—was designed to implement the
doctrine of mutually assured destruction (MAD). MAD
was intended to discourage the launching of a first strike
by the certainty of being destroyed by retaliation. The
treaty prohibits deployment of sea-, air-, and space-based
missiles and limits deployment of sea-, air-, and space-
based sensors. The impetus behind these arguments was
to perpetuate the existing balance of power and avoid the
economic chaos that would result from a full-scale arms
race. In 1976, the U.S. Congress ordered the closing of
Safeguard—only 4 months after it was operational. In
2001, the ABM treaty came under attack in the U.S. Con-
gress as the United States and Russia (the former Soviet
Union) discussed how to differentiate between theater and
strategic missile defenses.

1.2.2. BMD and SDI. In 1983, President Reagan initi-
ated the Ballistic Missile Defense (BMD) program under
the Strategic Defense Initiative (SDI). SDI would focus on
space-based defense research. Because SDI deployment
would contravene the ABM treaty, many critics felt SDI,
with its potential offensive use, would escalate the arms
race. In 1984, the Strategic Defense Initiative Organiza-
tion (SDIO) was formed. In 1987, Judge Abraham D. So-
faer, State Department Legal Advisor, concluded that the
ABM treaty did not preclude testing of space-based missile
defense systems, including directed energy weapons; SDI
research would continue. With the breakup of the Soviet
Union in 1991, the need for great nuclear arsenals came
into question. In 1993, the Ballistic Missile Defense Orga-
nization (BMDO) was formed, replacing the SDIO, and
SDI was abandoned for ground-based anti-missile systems.

1.2.3. Strategic Arms Reduction Treaties. In November
1994, the Strategic Arms Reduction Treaty I (START I)
became effective, with the United States, Russia, Belarus,
Kazakstan, and Ukraine agreeing to reduce nuclear war-
heads by 25%. In appreciation for the ratification, the
United States appropriated $1.5 billion for assistance in
dismantling nuclear weapons, properly storing weapons
grade materials, and turning military factories into civil-
ian buildings. The 2004 Treaty of Moscow promises to re-
duce the number of warheads from 6000 to 2200 by 2012.
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1.3. Missile Warning Systems

Although the United States has no active ABM defense
system in place, an extensive warning system has been in
place for many years. Air and space defense is delegated to
the North American Aerospace Defense Command (NO-
RAD)—a joint U.S.-Canadian organization. A Ballistic
Missile Early Warning System (BMEWS) consisting of
warning and tracking radars in Alaska, Greenland, and
the United Kingdom can detect missiles 4800 km
(B3000 mi) away and provides a 15-min warning of an
attack on North America. The Perimeter Acquisition Ra-
dar Characterization System (PARCS), operating within
the United States interior, tracks incoming warheads and
determines impact areas. Phased-array radar antennas
along the U.S. Atlantic, Pacific, Alaskan, and Gulf coasts
provide warning of SLBM launches.

1.4. Persian Gulf War

In January 1991, the role of air power in modern warfare
was dramatically demonstrated during the Persian Gulf
War. Initial attacks by the United States–led multination-
al coalition were designed to suppress Iraqi air defenses.
These attacks included Tomahawk cruise missiles
launched from warships in the Persian Gulf, F-117A
Stealth fighter-bombers armed with laser-guided smart
bombs, and F-4G Wild Weasel aircraft carrying high-speed
antiradiation missiles (HARMs). These attacks permitted
F-14, F-15, F-16, and F/A-18 fighter bombers to achieve air
superiority and to drop TV- and laser-guided precision
bombs. During the ground war, A-10 Thunderbolts with
armor-piercing heat-seeking or optically guided AGM-65
Maverick missiles, provided support for ground units. The
AH-64 Apache and AH-1 Cobra helicopters fired laser-
guided Hellfire missiles, guided to tanks by ground ob-
servers or scout helicopters. The E-3A airborne warning
and control system (AWACS), a flying radar system, pro-
vided targeting information to coalition members.

1.5. Missile Defense

While most weapon systems performed superbly during
the Gulf War, little could be done to stop the Iraqi Scuds
launched against Saudi Arabia and Israel. However, a Pa-
triot surface-to-air missile (SAM) system was brought in
to repel Scud attacks. Although the Patriot system had
been used in 1987 to destroy another Patriot during a
demonstration flight, the system was originally designed
as an anti-aircraft defense system. Thus, its effectiveness
against the Scuds was limited, because intercepts often
did not take place at sufficiently high altitudes. Part of the
problem was attributed to the fact that the Patriot relied
on proximity detonation rather than a ‘‘hit to kill’’. This
would often cause the incoming Scud to break up, leaving
a free-falling warhead to detonate on the civilian popula-
tion below. The many Patriot–Scud engagements were
televised to a world audience and demonstrated the need
for a high altitude air defense system that could intercept
(tactical) ballistic missiles far from critical military assets
and civilian population centers. For this reason much re-
search shifted toward the development of hit-to-kill thea-

ter high-altitude air defense (THAAD) systems. In his
January 1991 State of the Union address, President
George H.W. Bush formally announced a shift in SDI to
a concept of global protection against limited strikes
(GPALS), and by December, he signed into law the Mis-
sile Defense Act of 1991. On January 24, 1997, a Standard
Missile 2 (SM-2) Block IVA successfully intercepted and
destroyed a Lance missile at the White Sands Missile
Range in New Mexico. During the test, the SM-2 success-
fully transitioned from radar midcourse guidance to its
heat-seeking endgame/terminal guidance system prior to
destroying the target with its blast fragmentation war-
head. On February 7, 1997, BMDO carried out a test in
which a Patriot Advanced Capability-2 (PAC-2) missile
successfully intercepted a theater ballistic target missile
over the Pacific Ocean. In April 1997, BMDO established
the Joint Program Office (JPO) for the National Missile
Defense (NMD). On June 24, 1997, the first NMD flight
test was successfully completed. During this test an exo-
atmospheric kill vehicle (EKV) sensor was used to identify
and track objects in space. To appreciate the formidable
problems associated with developing a THAAD system, it
is necessary to understand issues associated with the de-
sign of missile guidance systems.

2. MISSILE GUIDANCE, NAVIGATION, AND CONTROL
SUBSYSTEMS

We begin our technical discussion by describing the sub-
systems that make up a missile system. In addition to a
warhead, a missile contains several key supporting sub-
systems. These subsystems may include a target-sensing
system, a missile-navigation system, a guidance system,
an autopilot or control system, and the physical missile
(including airframe and actuation subsystem) (see Fig. 1).

2.1. Target Sensing System

The target sensing system provides target ‘‘information’’
to the missile guidance system, including relative position,
velocity, line-of-sight (LOS) angle and rate. Target sensing
systems may be based on a number of sensors, such as
radar, laser, heat, acoustic, or optical sensors. Optical sen-
sors, for example, may be as simple as a camera for a
weapons systems officer (WSO) to visualize the target
from a remote location. They may be a sophisticated
imaging system (see text below). For some applications,
target coordinates are known a priori (e.g., via satellite
intelligence) and a target sensor becomes irrelevant. In
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Figure 1. Information flow for missile–target engagements.
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such a case, the navigation system provides the required
information.

2.2. Navigation System

A navigation system provides information to the missile
guidance system about the missile position in space rela-
tive to some inertial frame of reference, such as a flat-
Earth constant-gravity model for short-range flights and a
rotating Earth variable-gravity model for long-range
flights. To do so, it may use information obtained from a
variety of sensors. These may include simple sensors such
as accelerometers or a radar altimeter. It may include
more sophisticated sensors such as a global positioning
system (GPS) receiver or an optical terrain sensor that
relies on comparisons between an image of the terrain be-
low with a stored image and a stored desired trajectory.
Optical stellar sensors rely on comparisons between an
image of the stars above with a stored image and a stored
desired trajectory.

2.3. Guidance System

Target and missile information is used by the guidance
system to compute updated guidance commands, which,
when issued to the missile autopilot, should ideally guide
(or steer) the missile toward the target [4,5]. When target
coordinates are known a priori, missile coordinates pro-
vided by the navigation system (e.g., GPS-based) are pe-
riodically compared with the (preprogrammed) target
coordinates to compute appropriate guidance corrections.
In general, the quality of the computed guidance com-
mands depends on the quality of the sensor data gathered
and the fidelity of the models used for the missile and tar-
get. Targets may be stationary, mobile, or highly maneu-
verable (e.g., silo, ship, fighter aircraft). Physically,
guidance commands may represent quantities such as de-
sired thrust, desired (pitch/yaw) acceleration, desired
speed, desired flight path or roll angle, and desired alti-
tude. Guidance commands issued by the guidance system
to the missile autopilot are analogous to the speed com-
mands issued by automobile drivers to the cruise control
systems in their cars. In this sense, the missile guidance
system is like the automobile driver and the missile auto-
pilot is like the automobile cruise control system. Missile
guidance commands are computed in accordance with
a guidance algorithm. Guidance algorithms and naviga-
tional aids will be discussed below.

2.4. Autopilot

The primary function of the autopilot—sometimes re-
ferred to as the flight control system (FCS) or attitude
control system (ACS)—is to ensure (1) missile attitude
stability and (2) that commands issued by the guidance
system are followed as closely as possible [4]. The autopi-
lot accomplishes this command-following objective by com-
puting and issuing appropriate control commands to the
missile’s actuators. These actuators may include, for ex-
ample, rocket thrusters, ramjets, or servomotors that

move aerodynamic control surfaces. More specifically,
the autopilot compares commands issued by the guidance
system with real-time measurements (e.g., acceleration,
attitude and attitude rate, altitude) obtained from on-
board sensors (e.g., accelerometers, gyroscopes, radar al-
timeters) and/or external tracking systems. This
comparison, essentially a subtraction of signals, produces
a feedback error signal, which is then used to compute
control commands for the missile actuators. This compu-
tation may be based on a very complex mathematical
model that captures the following: missile airframe, aero-
dynamics (depending on speed, dynamic pressure, angle of
attack, side–slip angle, etc.), actuators, sensors, flexible
modes, and uncertainty descriptions (e.g., dynamic uncer-
tainty, parametric uncertainty [6,7], disturbance/noise
bounds). It should be noted that commands that are is-
sued by the guidance system to the autopilot cannot al-
ways be followed exactly because of the presence of
multiple sources of uncertainty. Sources of uncertainty
may include disturbances acting on the missile, sensor
noise, unmodeled or uncertain missile airframe, actuator,
and sensor dynamics.

2.5. Flight Phases

The flight of a missile can be broken into three phases:
(1) a launch, separation, or boost phase; (2) a midcourse
or cruise phase; and (3) an endgame or terminal phase.
During each phase, a missile may use distinct guidance,
navigation, and control systems, specifically designed
to accommodate the requirements during that phase of
the flight. During each phase, the missile may very well
use different sets of sensors, actuators, and power sources.

2.6. Guidance System Performance Terminology

To describe the function and performance of a guidance
system, some terminology is essential. The imaginary line
that connects a missile center of gravity (c.g.) to the target
c.g. is referred to as the line of sight (LOS) [8]. The length
of this line is called the range. The associated vector from
missile to target is referred to as the range vector. The
time derivative of the range vector is called the closing
velocity. The most important measure of performance for
any missile guidance system is the so-called miss distance.
‘‘Miss distance’’ is defined to be the missile–target range
at that instant when the two are closest to one another
[8, p. 27]. The objective of most guidance systems is to
minimize the miss distance within an allotted time period.
For some applications (e.g., hit to kill), zero miss distance
is essential. For some applications (e.g., to minimize col-
lateral damage), it is essential to impact the target at a
specific angle. Because miss distance is sensitive to many
variables and small variations from missile to missile,
other quantities are used to measure performance. One of
the most common measures used is circular error proba-
bility (CEP). The CEP for a missile attempts to provide an
average miss distance for a class of missile–target engage-
ments. If a missile has a CEP of 10 m, then most of the
time, say, 68% of the time, it will detonate within 10 m of
the target.
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3. CLASSIFICATION OF MISSILES, TARGETS, GUIDANCE
SYSTEMS, NAVIGATION METHODS, AND TARGET
SENSING METHODS

The guidance system used by a missile depends on the in-
tended use of the missile. Missiles are classified according
to many categories. The most commonly used classifica-
tions are as follows: strategic, tactical, exoatmospheric,
endoatmospheric, aerodynamic, ballistic, surface-to-sur-
face, surface-to-air, air-to-surface, air-to-air, inertially
guided, terrain guided, stellar guided, satellite guided,
passive; active, homing, command-guided, radar-guided,
laser-guided, heat seeking, fire-and-forget, line-of-sight
guided, radar terrain-guided, TV guided, cruise, skid-to-
turn (STD), and bank-to-turn (BTT). Each category is now
briefly discussed.

3.1. Missile Types

3.1.1. Strategic Missiles. Strategic missiles are used pri-
marily against strategic targets, that is, resources that
permit an enemy to conduct large-scale military opera-
tions (e.g., battle management/command, control, and
communication centers, industrial/weapons manufactur-
ing centers). Such targets are usually located far behind
the battle line. As such, strategic missiles are typically
designed for long-range missions. While such missiles are
usually launched from naval vessels or from missile silos
situated below ground, they are sometimes launched from
aircraft (e.g., strategic bombers). Because such missiles
are intended to eliminate the most significant military
targets, they typically carry nuclear warheads rather than
conventional warheads. Strategic missiles typically oper-
ate at orbital speeds (B5 mi/s), outside the atmosphere,
over intercontinental distances. They use rockets/thrust-
ers/fuel and require very precise instrumentation for crit-
ical midcourse guidance. GPS has made such systems very
accurate.

3.1.2. Tactical Missiles. Tactical missiles are used pri-
marily against tactical targets, that is, resources that per-
mit an enemy to conduct small-scale military operations (a
ship, an airfield, a munitions bunker, etc.). Such targets
are usually located near the battle line. As such, tactical
missiles are typically designed for short- or medium-range
missions. Such missiles carry conventional explosive war-
heads, the size of which depends on the designated target.
Tactical missiles sometimes carry nuclear warheads in an
effort to deter the use of tactical nuclear/chemical/biolog-
ical weapons and to engage the most hardened targets
(e.g., enemy nuclear strategic missile silos). Tactical mis-
siles typically operate at lower speeds (o1 mi/s), inside the
atmosphere, and over short to medium distances (e.g.,
150 mi). They typically use aerodynamic control surfaces
(discussed below) and require adequate instrumentation
for midcourse and terminal guidance. A target sensor (e.g.,
radar seeker) permits such missiles to engage mobile and
highly maneuverable targets.

3.1.3. Exoatmospheric Missiles. Exoatmospheric mis-
siles fly their missions mostly outside Earth’s atmosphere.

Such missiles are used against long-range strategic tar-
gets. Because they fly outside the atmosphere, thrusters
are required to change direction. Such thrusters use on-
board fuel. In order to maximize warhead size, and be-
cause missile weight grows exponentially with fuel
weight, it is important that guidance and control systems
for long-range missiles (e.g., strategic, exoatmospheric)
provide for minimum fuel consumption.

3.1.4. Endoatmospheric Missiles. Endoatmospheric mis-
siles fly their missions inside Earth’s atmosphere. Such
missiles are used against strategic and tactical targets. In
contrast to exoatmospheric missiles, endoatmospheric
missiles may use movable control surfaces such as fins
(called aerodynamic control surfaces), which deflect air-
flow in order to alter the missile flight path. In such a case,
the missile is called an aerodynamic missile. Endoatmo-
spheric missiles may, in some cases, rely entirely on rocket
power. In such a case, they are not aerodynamic. Exoat-
mospheric missiles that fly outside Earth’s atmosphere
rely on rocket power and thrusters. These are not aerody-
namic. Examples of aerodynamic missiles are the Side-
winder and Patriot.

3.1.5. Ballistic Missiles. Ballistic missiles assume a
free-falling (unpowered) trajectory after an internally
guided, self-powered (boost and midcourse) ascent. Such
missiles are usually used against long-range strategic tar-
gets. ICBMs, for example, are usually exoatmospheric
strategic missiles that were developed for use against
strategic targets, and are typically launched from under-
ground missile silos and submarines. Modern ICBMs con-
tain multiple independently targeted nuclear warheads
deployed via MIRVs. Examples of ICBMs are the Atlas,
Titan, Minuteman, and Polaris. The Iraqi Scud, used in
the Persian Gulf War, is another ballistic missile.

3.1.6. Surface-to-Surface Missiles (SSMs). SSMs are typ-
ically launched from the ground, beneath the ground (e.g.,
from a missile silo), or from naval platforms against
ground targets (e.g., tank, munitions depot, missile silo)
or naval targets (e.g., battleship, submarine). ICBMs are
typically SSMs. SSMs may carry nuclear, biological, chem-
ical, or conventional warheads. Examples of SSMs are the
antiship Silkworm and the Tomahawk.

3.1.7. Surface-to-Air Missiles (SAMs). SAMs are typi-
cally launched from the ground, beneath the ground
(e.g., from a missile silo), or from naval platforms against
aircraft and missiles. SAMs were developed to defend sur-
face targets from air attacks, especially from high-altitude
bombers flying well above the range of conventional anti-
aircraft artillary (AAA). Most air defense SAMs employ
separate radars to acquire (detect) and track enemy air
threats. The separate radar is also used to guide the SAM
toward the hostile target; endgame guidance may be ac-
complished by the missile’s onboard guidance system.
SSMs are typically heavier and carry larger warheads
than SAMs because they are usually intended to penetrate
hardened targets. Shoulder-launched SAMs (e.g., Stinger)
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have become a major concern given increased terrorist
activities.

3.1.8. Air-to-Surface Missiles (ASMS). ASMs are
launched from aircraft against ground targets (e.g., a
bridge, airfield) or naval targets. While ASMs are typical-
ly intended for tactical targets, they are used by both stra-
tegic and tactical bombers. Equipping strategic bombers
with long-range ASMs extends their range, significantly
reducing the range that they need to travel toward the
intended target. Examples of ASMs are the antitank
Hawk and Hellfire, the antiradar AGM-88 HARM, the
antiship Exocet and AGM-84D Harpoon, and the antiar-
mored vehicle AGM-65 Maverick (http://www.af.mil/
factsheets/). Other ASM systems include the advanced
medium-range air-to-air missile (AIM-120 AMRAAM)
and the airborne laser (ABL) system being developed by
several defense contractors. The ABL system has been
considered for boost-phase intercepts during which the
launched missile has the largest signature and is travel-
ing at its slowest speed.

3.1.9. Air-to-Air Missiles (AAMs). AAMs are launched
from aircraft against aircraft, ballistic missiles, and most
recently against tactical missiles. Such missiles are typi-
cally light, highly maneuverable, tactical weapons. AAMs
are generally smaller, lighter, and faster than ASMs since
ASMs are typically directed at hardened, less mobile, tar-
gets. Some SAMs and ASMs are used as AAMs and vice
versa. Examples of AAMs are the AIM-7 Sparrow, AIM-9
Sidewinder, AIM-54 Phoenix, and the AIM-120A AM-
RAAM.

3.2. Guidance Methods: Fixed Targets with Known Fixed
Positions

A missile may be guided toward a target, having a known
fixed position, using a variety of guidance methods and/or
navigational aids, such as inertial, terrain, stellar, and
satellite guidance and navigation.

3.2.1. Inertially Guided Missiles. Inertially guided mis-
siles use missile spatial navigation information relative to
some inertial frame of reference to guide a missile to its
designated target. For short-range missions, one may use
a flat-Earth constant-gravity inertial frame of reference.
This is not appropriate for long-range missions, approach-
ing intercontinental distances, for which Earth may not be
treated as flat. For such missions, the sun or stars provide
an inertial frame of reference. One can also use an Earth-
centered variable-gravity frame. Position information is
typically obtained by integrating acceleration information
obtained from accelerometers or by pattern matching al-
gorithms exploiting imaging systems. Because accelerom-
eters are sensitive to gravity, they must be mounted in a
fixed position with respect to gravity. Typically, acceler-
ometers are mounted on platforms that are stabilized
by gyroscopes or star tracking telescopes. Terrain and
stellar navigation systems are examples of imaging sys-
tems. Satellite navigated missiles use satellites for navi-
gation. Some satellite guided missiles use the Navstar

Global Positioning System (GPS)—a constellation of
orbiting navigation satellites—to navigate and guide
the missile to its target. GPS has increased precision sig-
nificantly.

3.3. Guidance Methods: Mobile Targets with Unknown
Positions

If the target position is not known a priori, the foremen-
tioned methods and aids may be used in part but other
real-time target acquisition, tracking, navigation, and
guidance mechanisms are required. The most commonly
used classifications for the guidance system in such cases
are as follows: passive, active, and semiactive. These are
now discussed.

3.3.1. Passive Missiles. Passive missiles are missiles
that have a target sensor sensitive to target energy emis-
sions (e.g., radar and thermal energy) and a guidance sys-
tem that uses received target emission signals to guide the
missile toward the target. Such missiles are said to have a
passive guidance system. While such systems are, in prin-
ciple, simple to implement, it should be noted that they
rely on a ‘‘cooperative target’’: targets that radiate energy
at appreciable (detectable) power levels. Such systems are
also susceptible to decoys.

3.3.2. Active Missiles. Active missiles use an energy-
emitting transmitter combined with a reflection–detection
receiver (e.g., an active seeker) to acquire targets and
guide the missile toward the target. Such missiles are said
to have an active guidance system. For such systems,
great care is taken to ensure that transmitted and re-
ceived signals are isolated from one another. Stealthy tar-
gets are those that absorb or scatter (misdirect) the
transmitted energy. Receivers can consist of a gimballed
(movable) seeker antenna. Such mechanically directed an-
tennas are slow and have a limited field of view. Fixed
phase array antennas—operating on interferometric prin-
ciples—offer rapid electronic scanning capability as well
as a broad field of view.

3.3.3. Semiactive Missiles. Semiactive missiles use a re-
flection-sensitive receiver to guide the missile to the tar-
get. The reflected energy may be provided by a ground-
based, ship-based, or aircraft-based energy emission (e.g.,
radar or laser) system or by such a system aboard the
launching platform. In either case, a human operator (e.g.,
WSO) illuminates the target with a radar or laser beacon
and the missile automatically steers toward the source of
the reflected energy. Such missiles are said to possess
semiactive guidance systems. For such implementations,
the illuminating power can be large.

Passive systems, of course, are stealthier than semiac-
tive or active systems as they do not intentionally emit
energy toward the target. Anti-radar missiles typically
use passive guidance systems since radars are constantly
emitting energy. As an antiradar missile approaches the
intended radar, radar operators typically shut down the
radar. This causes the missile to lose its critical guidance
signal. In such a case, an active guidance system must
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take over. Active systems require more instrumentation
than passive systems and hence are heavier and more ex-
pensive.

Guidance system performance is limited by various
noise sources. For active systems, there is range depen-
dent noise that is proportional to the square of the dis-
tance from the missile to the target. For semiactive
systems, there is range dependent noise that is propor-
tional to the distance from the missile to the target. For
either system, the noise is wideband, may be modeled as
white, and goes to zero at intercept. For either system,
there are random fluctuations due to the target radar re-
turn. This source of noise is referred to as glint noise. It
depends directly on the physical dimensions of the target
and is typically highly correlated [8].

3.4. Other Guidance Methods and Missile Types

3.4.1. Homing Missiles. Homing missiles, like homing
pigeons, home in on a target by steering toward energy
emitted by or reflected from the target. If the missile
homes in on energy emitted by the target, then it uses
a passive guidance system. If the missile transmits a
signal and homes in on the reflected energy, its guid-
ance system is active. In principle, sensor information
and homing improve as the missile gets closer to the
target.

3.4.2. Command-Guided Missiles. A command guided
missile is a remotely controlled missile. A cooperating
(ground-, ship-, or aircraft-based) control station uses a
radar (or two) to acquire the target, track the target, and
track the missile. Available computers are used to com-
pute guidance commands (on the basis of ranges, eleva-
tions, and bearings) that are transmitted via radio uplink
to the missile autopilot. Powerful computers, capable of
exploiting complex target models and performance crite-
ria, can provide precision guidance updates in real time.
Such systems are limited by the distance from the track-
ing station to the missile and target. Noise increases, and
guidance degrades, as the engagement moves further from
the tracking station. Such systems are also more suscep-
tible to electronic countermeasures (ECMs). While com-
mand-guided missiles do not require a seeker, one can be
included for terminal guidance to maximize the probabil-
ity of interception at long distances from the tracking sta-
tion. The Patriot is a command-guided SAM. To
significantly increase ECM immunity, some short-range
command guided missiles have a wire that unspools at
launch, keeping the missile connected to the command
station, e.g., the all-weather optically guided antitank Tow
missile.

3.4.3. Beam Rider Guidance (BRG). BRG is a specific
form of command guidance in which the missile flies along
a beam (e.g., radar or laser), which, in principle, points
continuously toward the target. If the missile stays within
the beam, an intercept will occur. Guidance commands
steer the missile back into the beam when it deviates.

BRG causes problems at large ranges because of beam
spreading issues.

3.4.4. Command-to-LOS Guidance. Command-to-LOS
guidance—used by the Tow missile—is another command
guidance method that improves on beam rider guidance by
taking beam motion into account.

3.4.5. Energy-Guided Missiles. Radar-guided missiles
are guided to the target on the basis of radar energy. La-
ser-guided missiles are guided on the basis of laser energy.
The Hellfire is a laser-guided antitank missile. Heat-seek-
ing missiles are guided on the basis of infrared (IR, heat,
or thermal) energy. The AIM-9 Sidewinder is a heat-
seeking AAM. Most AAMs employ radar homing or heat-
seeking devices and have replaced automatic gunfire as
the main armament for fighter aircraft. The shoulder-
operated Stinger is a heat-guided fire-and-forget SAM.
Such a missile is called a ‘‘fire-and-forget missile’’ because
it allows the user to fire, take evasive action, forget, and
engage other hostile targets.

3.4.6. Degradation of Electromagnetic Energy-Based Sen-
sors. The performance of many electromagnetic energy-
based sensors (e.g., millimeter-wave radars, electrooptical
thermal imagers, and laser radar) degrades under adverse
weather conditions such as rain, fog, dust, or smoke. This
occurs when the size of the weather particles are on the
same order as the wavelength of the energy return from
the target. Under adverse conditions, microwave radars
with wavelengths in centimeters (10 GHz) are not degrad-
ed, millimeter radars with millimeter wavelengths
(100 GHz) are slightly degraded, and electrooptical sys-
tems with micrometer wavelengths (105 GHz) are severely
degraded. The AIM-120A AMRAAM is a fighter-launched
fire-and-forget AAM that uses infrared (IR) sensors to ac-
quire (detect) targets at long range. It uses inertial mid-
course guidance without the need for the fighter to
illuminate the target. A small active seeker is used for
endgame homing.

3.4.7. LOS Guidance. When a missile is near the
target, the guidance system may use line-of-sight (LOS)
guidance. The guidance system of a LOS guided missile
uses target range and LOS information obtained from
the target sensor (e.g., a seeker) to generate guidance
commands to the missile autopilot.

3.4.8. Radar Terrain Guidance. A radar terrain guided
missile uses a radar altimeter, an a priori stored path
and terrain profile to navigate and guide the missile over
the terrain during the midcourse phase of a flight (typi-
cally). The stored path represents a desired path over
the terrain. The down-looking radar altimeter is used to
measure the altitude with respect to the terrain below.
This is used to determine where the missile is with
respect to the desired path. Deviations from the path are
corrected by adjusting guidance commands to the auto-
pilot. The Tomahawk is an all-weather cruise missile
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that uses radar terrain guidance called terrain contour
matching (TERCOM) [9]. TERCOM terrain profiles—ob-
tained by reconnaissance satellites and other intelligence
sources—become finer as the missile approaches the tar-
get. Such navigational/guidance systems permit terrain
hugging. Terrain echoes (referred to as clutter) then con-
fuse observing radars.

3.4.9. TV Guidance. TV guided missiles use imaging
systems that permit a WSO to see the target and remotely
guide the missile to the target.

3.4.10. Cruise Missiles. Cruise missiles are typically
SSMs that use inertial and terrain following navigation/
guidance systems while cruising toward the target. When
near the target, endgame guidance is accomplished by ei-
ther (1) homing in on target emitted/reflected energy, (2)
focusing on a target feature by exploiting a forward-look-
ing imaging system and an onboard stored image, or (3)
using a more detailed terrain contour with a more accu-
rate downward-looking sensor. Cruise missiles offer the
ability to destroy heavily defended targets without risking
air crew. Because they are small, they are difficult to de-
tect on radar, particularly when they hug the terrain. Ex-
amples of cruise missiles are the AGM-86, Tomahawk [9],
and Harpoon. The Tomahawk uses a TERCOM guidance
during the cruise phase. For terminal guidance, a conven-
tionally armed Tomahawk uses an electrooptical digital
scene matching area correlator (DSMAC) guidance sys-
tem, which compares measured images with stored imag-
es. This technique is often referred to as an offset
navigation or guidance technique. At no time during the
terminal scene matching process does the missile look at
the target. Its sensor always looks down. DSMAC makes
Tomahawk one of the most accurate weapon systems in
service around the world.

3.4.11. Skid-to-Turn and Bank-to-Turn Missiles. Skid-to-
turn (STT) missiles, like speedboats, skid to turn. Bank-to-
turn (BTT) missiles, like airplanes, bank to turn [5,10–16].
BTT airframe designs offer higher maneuverability than
conventional STT designs by use of an asymmetric shape
and/or the addition of a wing. BTT missile autopilots are
more difficult to design than STT autopilots because of
cross-coupling issues. STT missiles achieve velocity vector
control by permitting the missile to develop angle-of-at-
tack and side–slip angles [5]. The presence of side–slip
imparts a skidding motion to the missile. BTT missiles
ideally should have no side–slip. To achieve the desired
orientation, a BTT missile is rolled (banked) so that the
plane of maximum aerodynamic normal force is oriented
to the desired direction. The magnitude of the force is
controlled by adjusting the attitude (i.e., angle of attack)
in that plane. BTT missile control is made more difficult by
the high roll rates required for high performance (i.e.,
short response time) [4, p. 285]. STT missiles typically
require pitch-yaw acceleration guidance commands,
whereas BTT missiles require pitch–roll acceleration
commands. An overview of tactical missile control design
issues and approaches is provided in Ref. 44.

4. GUIDANCE ALGORITHMS

In practice, many guidance algorithms are used [4,8,
17–19]. The purpose of a guidance algorithm is to update
missile guidance commands that will be issued to the
autopilot. This update is to be performed on the basis
of missile and target information. The goal of any guid-
ance algorithm is to steer the missile toward the target,
resulting in an intercept within an allotted time period
(i.e., until the fuel runs out or the target is out of range).
The most common algorithms are characterized by the
following terms: proportional navigation, augmented
proportional navigation, and optimal [8,19]. To simplify
the mathematical details of the exposition to follow, sup-
pose that the missile–target engagement is restricted to
the two-dimensional pitch plane of the missile. Given this,
the engagement dynamics take the following simplified
form [20]

.
RðtÞ¼Vt cosðlðtÞ � gtðtÞÞ � Vm cosðlðtÞ � gmðtÞÞ ð1Þ

.
lðtÞ¼

1

RðtÞ
½�Vt sinðlðtÞ � gtðtÞÞþVm sinðlðtÞ � gmðtÞÞ� ð2Þ

where (Vm, Vt), (gm, gt) denote missile–target speeds (as-
sumed constant) and flight path angles.

4.1. Proportional Navigation Guidance (PNG)

For proportional navigation guidance (PNG) [8,19], the
missile is commanded to turn at a rate proportional to the
closing velocity Vc (i.e., range rate) and to the angular
velocity of the LoS

.
l. The constant of proportionality N is

referred to as the PNG gain or constant. For a PNG law,
the pitch plane acceleration command ac,PNG(t) takes the
form

ac;PNGðtÞ¼NVcðtÞ
.
lðtÞ ð3Þ

Typically, N takes on values in the range [3,5].
PNG is relatively easy to implement. For tactical radar

homing missiles using PNG, an active seeker provides
LOS rate while a Doppler radar provides closing velocity.
Traditionally, LOS rate has been obtained by filtering the
output of a 2-degree-of-freedom rate gyro mounted to the
inner gimbal of the seeker [21]. More recently, ring laser
gyros (RLGs) have been used. Unlike conventional spin-
ning gyros, the RLG has no moving parts, no friction, and
hence negligible drift. For IR missiles using PNG, the IR
system provides LOS rate information, but Vc must be es-
timated. The Lark was the first missile to use PNG [8].

4.1.1. PNG Optimality and Performance Issues. It can be
shown that PNG minimizes the square integral criterionR tf

0 a2
c ðtÞdt subject to a zero-miss distance at tf, linearized

(small angle) missile–target dynamics, and constant mis-
sile–target speeds [22], where tf denotes the flight time. A
missile using PNG is fired not at the target, but at the
expected intercept point if the target were to move at con-
stant velocity in a straight line; thus, the missile is fired so
that, at least initially, it is on a collision triangle with the
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target. The initial angle between the missile velocity vec-
tor and the LOS is the missile lead angle. If the missile is
not on a collision triangle with the target, then there ex-
ists a heading error (HE). It is instructive to understand
how PNG missile acceleration requirements vary with (1)
initial heading error when the target is not maneuvering,
and (2) a constant acceleration target maneuver. These
cases are now briefly discussed assuming linearized
(small-angle) 2D dynamics with constant missile and tar-
get speeds (Vm, Vt), missile autopilot responds instanta-
neously to guidance acceleration commands (i.e., no lag),
and ideal sensor dynamics [8]. We note that the Stinger is
an example of a fire-and-forget supersonic SAM that uses
PNG with passive IR/UV homing.

4.1.2. PNG Performance: Nonmaneuvering Target, Head-
ing Error. First, consider the impact of a heading error on
PNG missile acceleration requirements when the target
moves at a constant speed in a straight line. Under the
simplifying assumptions given above, the resulting com-
manded acceleration is as follows:

ac;PNGðtÞ¼
�VmN HE

tf
1�

t

tf

� �N�2

ð4Þ

This expression shows that PNG immediately begins
removing any heading error (HE) and continues doing so
throughout the engagement. The acceleration require-
ment decreases monotonically to zero as the flight pro-
gresses. A larger N results in a larger initial missile
acceleration requirement, but a lesser final missile accel-
eration requirement. The larger the N, the faster the
heading error is removed.

4.1.3. PNG Performance: Target Undergoing Constant
Acceleration. Now, consider the impact of a constant tar-
get acceleration at on PNG missile acceleration require-
ments. Under the simplifying assumptions given above,
the resulting commanded acceleration is as follows:

ac;PNGðtÞ¼
N

N � 2
1� 1�

t

tf

� �N�2
" #

at ð5Þ

In sharp contrast to the heading error case examined
above, this expression shows that the PNG missile accel-
eration requirement for a constant target maneuver in-
creases monotonically throughout the flight. As in the
heading error case, a higher N results in a greater initial
acceleration requirement and a relaxed acceleration re-
quirement near the end of the flight ½ac;PNGmax

¼ac;PNGðtf Þ

¼ ðN=ðN � 2ÞÞat 	 at�.

4.1.4. Zero-Effort Miss (ZEM) Distance. An important
concept in guidance law design is that of zero-effort miss
distance, denoted ZEM(t) and defined as the miss distance
that would result if the target would continue at a con-
stant speed in a straight line and the missile made no
further corrective maneuvers. Given this, if one defines
the time to go as tgo ¼

def
tf � t and the ZEM distance per-

pendicular to the LOS as ZEMPLOS(t), then for PNG it can

be shown that

ac;PNGðtÞ¼N
ZEMPLOSðtÞ

t2
go

 !
ð6Þ

where ZEMPLOSðtÞ¼ yþ
.
ytgo, yERl denotes the relative

(small angle) vertical displacement between the missile
and target, and REVctgo. The concept of ZEM distance is
used to derive more advanced guidance laws [8]. The con-
cept is very powerful since ZEM can be approximated in so
many different ways.

4.1.5. PNG Miss Distance Performance: Impact of System
Dynamics. For the two cases considered above, the asso-
ciated relative displacement yERl satisfies

ÿþ
N

tf � t

.
yþ

N

ðtf � tÞ2
y¼at; yðtf Þ¼ 0

and we have zero-miss distance. The preceding discussion
on PNG assumes that guidance–control–seeker dynamics
are negligible. In practice, this assumption is not satisfied
and the inherent lag degrades miss distance performance.
When a first order lag with time constant t is assumed for
the combined guidance–control–seeker dynamics, one ob-
tains small miss distances so long as t is much smaller
than tf (e.g., tf410t). In practice, of course, high-frequency
dynamics impose bandwidth constraints that limit how
small t can be. Despite the above (general) rule of thumb,
it is essential that high-frequency system dynamics be
carefully modeled or analyzed to obtain reliable perfor-
mance predictions. Such dynamics include those associat-
ed with: control system, computational delays, A/D and D/
A conversion, actuators (e.g., thrusters, canards, tailfins),
missile structure (e.g., flexible modes), guidance system
(e.g., lead–lag compensation), and sensors (e.g., seeker ra-
dome, accelerometers, gyros). As one might expect, noise
and parasitic effects place a practical upper bound on the
achievable guidance system bandwidth. In practice, sta-
tistical Monte Carlo simulations (exploiting adjoint meth-
ods [8]) are used to evaluate performance prior to flight
testing. Such simulations consider the above as well as
acceleration/control saturation effects [14,15], typical tar-
get maneuvers, and worst-case target maneuvers.

4.1.6. TPNG and PPNG. Shukla and Mahapatra [23]
distinguish between true PNG (TPNG) and pure PNG
(PPNG). For missile’s using TPNG, acceleration com-
mands are issued perpendicular to the LOS (as above).
For PPNG, acceleration commands are issued perpendic-
ular to the missile velocity vector. The advantages of
PPNG over traditional TPNG are highlighted [23]. In con-
trast to PPNG, TPNG requires (1) a forward acceleration
and deceleration capability (because acceleration com-
mand is perpendicular to LOS; not missile velocity), (2)
unnecessarily large acceleration requirements, and (3)
restrictions on the initial conditions to ensure intercept.
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4.2. Tactical Missile Maneuverability

Tactical radar guided missiles use a seeker with a radome.
The radome causes a refraction or bending of the incoming
radar wave, which in turn, gives a false indication of tar-
get location. This phenomenon can cause problems if the
missile is highly maneuverable. One parameter that mea-
sures maneuverability is the so-called missile (pitch) turn-
ing rate frequency (or bandwidth) defined by [2]

oa ¼
def

.g
a

ð7Þ

where
.g denotes the time rate of change offlight path angle

and a denotes angle of attack (AOA). oa measures the rate
at which the missile rotates (changes flight path) by an
equivalent AOA. Assuming that the missile is modeled as
a ‘‘flying cylinder’’ [8] with length L and diameter D, it has
a lift coefficient

CL¼2a½1þ 0:75ðSplan=Sref Þa� ð8Þ

where Splan � LD, Sref ¼ pD2=4. Noting that am¼Vm
.g is

the missile acceleration, Q¼ 1
2rV2

m the dynamic pressure,
W¼mg the missile weight, and r the density of air, it fol-
lows that

oa ¼
def

.g
a
¼

am

Vm

a
¼

gQSref CL

WaVm
¼

rgVmSref 1þ 0:75
Splan

Sref
a

� �

W

ð9Þ

From this, it follows that oa decreases with increasing
missile altitude and with decreasing missile speed, i.e.,
when aerodynamic effectiveness is low.

4.3. Radome Effects: Homing–Robustness Tradeoffs

Let o denote the guidance–control–seeker bandwidth. If o
is too small, homing is poor and large miss distances re-
sult. Typically, we desire oaoo so that the closed-loop
system ‘‘accommodates’’ the capabilities of the missile. As
expected, problems can occur if o is too large. This, in part,
is because of radome–aerodynamic feedback of the missile
acceleration am into

.
l. Assuming n-pole dynamics, it can

be shown that the missile acceleration am takes the form

am¼FG½
.
l� R

.
y�

¼FG½
.
l� RAam�

¼ ½FG=ð1þFGRAÞ�
.
l;

ð10Þ

where G¼NVc represents the guidance system, F¼
[o/(sþo)]n represents the flight control system, R is the
radome slope (can be positive or negative), and A¼
(sþoa)/oaVm) denotes the missile transfer function from
am to pitch rate

.
y. For stability robustness, we require the

associated open-loop transfer function

L ¼
def

FGRA¼NVc
o

sþo

� �n

R
sþoa

oaVm

� �

to satisfy an attenuation specification such as |L(jo)|¼
NVc|R|[o/oaVm]oe for some sufficiently small constant
e40. This, however, requires

ooe
Vm

jRjNVc

� �
oa ð11Þ

for stability robustness. This implies that the bandwidth o
must be small when Vm is small, (|R|, N, Vc) are large, or
oa is small (high altitude and low missile speed). In gen-
eral, therefore, designers must tradeoff homing perfor-
mance (bandwidth) and stability robustness properties.
Missiles using thrust vectoring (e.g., exoatmospheric mis-
siles) experience similar performance–stability robustness
tradeoffs.

4.4. Augmented Proportional Guidance (APNG)

Advanced guidance laws reduce acceleration require-
ments and miss distance but require more information
(time to go, missile-target range, etc.) [18]. In an attempt
to take into account a constant target acceleration ma-
neuver at, guidance engineers developed augmented pro-
portional guidance (APNG). For APNG, the commanded
acceleration is given by

ac;APNGðtÞ¼NVc

.
lðtÞþ

1

2
Nat¼ac;PNGðtÞþ

1

2
Nat ð12Þ

or ac;APNGðtÞ¼NðZEM=t2
goÞ, where ZEM¼ yþ

.
ytgoþ

1
2 att

2
go

is the associated zero-effort miss distance. Equation (10)
shows that APNG is essentially PNG with an extra term
to account for the maneuvering target. For this guidance
law, it can be shown (under the simplifying assumptions
given earlier) that

ac;APNGðtÞ¼
1

2
N 1�

t

tf

� �N�2

at ð13Þ

In contrast with PNG, this expression shows that the
resulting APNG acceleration requirements decrease rath-
er than increase with time. From the expression, it follows
that increasing N increases the initial acceleration re-
quirement but also reduces the time required for the ac-
celeration requirements to decrease to negligible levels.
For N¼ 4, the maximum acceleration requirement for
APNG, ac;APNGmax

¼ 1
2 Nat, is equal to that for PNG,

ac;PNGmax
¼ ½N=ðN � 2Þ�at. For large N¼ 5, APNG requires

a larger maximum acceleration but less acceleration than
PNG for tZ0.2632tf. Therefore, APNG is more fuel-effi-
cient for exoatmospheric applications than PNG. Finally,
it should be noted that APNG minimizes

R tf

0 a2
c ðtÞdt sub-

ject to zero-miss distance, linear dynamics, and constant
target acceleration [8].
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4.5. PNG Command Guidance Implementation

To implement PNG in a command guidance setting (i.e.,
no seeker), a differentiating filter must be used to estimate
the LOS rate. As a result, command guidance is more sus-
ceptible to noise than homing guidance. This issue is ex-
acerbated as the engagement takes place further from the
tracking station, noise increases, and guidance degrades.
Within [24], the authors address command guided SAMs
by spreading the acceleration requirements over tgo. The
method requires estimates for target position, velocity, ac-
celeration, and tgo, but takes into account nonlinear en-
gagement geometry.

4.6. Advanced Guidance Algorithms

Classical PNG and APNG were initially based on intu-
ition. Modern or advanced guidance algorithms exploit
optimal control theory: optimizing a performance measure
subject to dynamic constraints. Even simple optimal con-
trol formulations of a missile–target engagement (e.g.,
quadratic acceleration measures) lead to a nonlinear
two-point boundary value problem requiring creative so-
lution techniques, such as, approximate solutions to the
associated Hamilton–Jacobi–Bellman equation—a formi-
dable nonlinear partial-differential equation [22]. Such a
formulation remains somewhat intractable given today’s
computing power—even for command guidance imple-
mentations that can exploit powerful remotely situated
computers. Given this, researchers have sought alterna-
tive approaches to design advanced (near-optimal) guid-
ance laws. Within [19], Nesline and Zarchan present a
PNG-like control law that optimizes square-integral ac-
celeration subject to zero-miss distance in the presence of
a one-pole guidance–control–seeker system.

Even for advanced guidance algorithms (e.g., optimal
guidance methods), the effects of guidance and control
system parasitics must be carefully evaluated to ensure
nominal performance and robustness [19]. Advanced (op-
timal) guidance methods typically require additional in-
formation such as time-to-go, target acceleration, and
target model parameters (e.g., ballistic coefficient). Given
this, Kalman filter and extended Kalman filter (EKF)
techniques are often used to estimate the required infor-
mation. For optimal guidance (OG) algorithms to work
well, the estimates must be reliable [19]. Cloutier et al.
[17] give an overview of guidance and control techniques,
including a comprehensive set of references. Other ap-
proaches to guidance law design are discussed below.

4.7. Variants of PNG

Nesline and Zarchan [19] compare PNG, APNG, and op-
timal guidance (OG). The zero-miss distance (stability)
properties of PPNG are discussed by Oh [25]. A nonlinear
PPNG formulation for maneuvering targets is provided by
Yang and Yang [26]. Closed-form expressions for PPNG
are presented by Becker [27]. A more complex version of
PNG that is ‘‘quasioptimal’’ for large maneuvers (but re-
quires tgo estimates) is discussed by Axelband and Hardy
[28]. Park and Kabamba [20] conducted 2D miss distance
analysis [20] for a guidance law that combines PNG and

pursuit guidance. White et al. extend PNG by using an
outer LOS rate loop to control the terminal geometry of
the engagement (e.g. approach angle) [29]. Generalized
PNG, in which acceleration commands are issued normal
to the LOS with a bias angle, is addressed by Yuan and
Hsu [30]. Yang and Yang address 3D generalized PNG [31]
using a spherical coordinate system fixed to the missile to
better accommodate the spherical nature of seeker mea-
surements. Analytical solutions are presented without lin-
earization. Yang et al. present generalized guidance
schemes [32] that result in missile acceleration commands
rotating the missile perpendicular to a chosen (general-
ized) direction. When this direction is appropriately se-
lected, standard laws result. Time–energy performance
criteria are also examined. Capturability issues for vari-
ants of PNG are addressed in Ref. 33 and the references
cited therein. Yang and Yang [34] present a 2D framework
showing that many developed guidance laws are special
cases of a general law. The 3D case, utilizing polar coor-
dinates, is considered by Tyan [35].

4.8. Optimal Guidance (OG) Laws

Kalman filtering techniques are often combined with OG
laws. Such is the case when weaving targets are under
consideration. Weaving targets can cause large miss dis-
tances when classical and ‘‘standard’’ OG laws are used.
Tactical ballistic missiles, for example, can spiral or weave
into resonances as they enter the atmosphere as a result of
mass or configurational asymmetries. An OG law, based
on weaving (variable amplitude) sinusoidal target maneu-
vers, is developed by Aggarwal [36]. An EKF is used to
estimate the target maneuver weave frequency. Methods
for intercepting spiraling weaving tactical ballistic targets
are also presented in [37]. This includes an optimal weave
guidance law incorporating an EKF to estimate relative
position, relative velocity, target acceleration, target jerk
information, and weave frequency information.

4.9. Differential Game Guidance

Differential game-theoretic concepts have been addressed
[22]. In such formulations, a disturbance (e.g., target ma-
neuver) ‘‘competes’’ with a control (e.g., missile accelera-
tion command). The disturbance attempts to maximize a
performance index (e.g., miss distance) while the control
attempts to minimize the index. Shima and Golan [38]
provide an analytical study using a zero-sum pursuit-eva-
sion differential game formulation to develop endgame
guidance laws assuming that the interceptor has two con-
trols. Linear biproper transfer functions are used to rep-
resent the missile’s control systems—a minimum phase
transfer function for the canard system and a non-mini-
mum-phase (NMP) transfer function for the tail control
system. A first-order strictly proper transfer function is
used for the target dynamics. Bounds are assumed for
each of the abovementioned transfer function inputs
(i.e., reference commands). The optimal strategy is bang-
bang in portions of the game space. A switching time
exists prior to interception because of the NMP nature of
the tail control system. This feature requires good esti-
mates of tgo.H

1 theory [7] provides a natural differential
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game-theoretic framework for developing guidance laws
as well as control laws.

4.10. Lyapunov-Based and Other Guidance Laws

Lyapunov methods have been very useful for deriving sta-
bilizing control laws for nonlinear systems [39]. Such
methods have been used to obtain guidance laws that re-
quire target aspect angle (relative to LOS) rather than
LOS rate [40] and that address maneuvering targets in 3D
[41]. A new guidance law—referred to as circular naviga-
tion guidance (CNG)—steers the missile along a circular
arc toward the target [42]. Traditionally, the guidance and
control systems are designed separately. While this ap-
proach has worked well for years, increasing performance
requirements affirm the value of an integrated guidance
and control system design methodology. Integrated guid-
ance and control issues have been addressed within a po-
lar coordinate framework [43]. New advanced guidance
laws may benefit from linear parameter varying (LPV)
[44] and state-dependent Riccati equation (SDRE) [45]
concepts.

4.11. Nonlinear State Estimation: Extended Kalman Filter

As discussed earlier, OG laws often require missile–target
model state/parameter estimates, such as relative posi-
tion, velocity of target, and acceleration of target tgo. An
extended Kalman filter (EKF) is often used to obtain the
required estimates. This involves using quasilinearized
dynamics to solve the associated matrix Riccati differen-
tial equation for a covariance matrix that is used with a
model based estimator—mimicking the original nonlinear
dynamics—to generate quasioptimal estimates. It is well
known that poor estimates for tgo, for example, can result
in large miss distances and significant capture region re-
duction [19]. Estimating tgo as R/Vc is valid only if Vc is
nearly constant. A recursive (noniterative) algorithm for
tgo estimates, which can be used with OG laws, is provided
by Tahk et al. [46].

To develop useful estimation techniques, much atten-
tion has been placed on modeling the target. Initially, re-
searchers used simple uncorrelated target acceleration
models that yielded misleading results. This led to the
use of simple dynamical models—point mass and more
complex. Both Cartesian and spherical coordinate formu-
lations have been investigated [47]; the latter better re-
flect the radial nature of an engagement. Single- and
multiple-modeled EKFs have been used [48] to address
the fact that no single model captures the dynamics that
may arise. Low-observability LOS measurements make
the problem particularly challenging [48]. Target observ-
ability is explored [49] under PNG and noise-free angle-
only measurements in 2D. Williams and Friedland pre-
sent a method for obtaining required estimates for APNG
(e.g. y,

.
y, at, tgo) [50]. Since no single (tractable) model and

statistics can be used to accurately capture the large set of
possible maneuvers by today’s modern tactical fighters,
adaptive filtering techniques have been employed. Such
filters attempt to adjust the filter bandwidth to reflect the
target maneuver. Some researchers have used classical
Neyman–Pearson hypothesis testing to detect bias in the

innovations to appropriately reinitialize the filter. Thresh-
old levels must be judiciously selected to avoid false de-
tections that result in switching to an inappropriate
estimator.

4.12. Long-Range Exoatmospheric Missions: Weight
Considerations

For long-range exoatmospheric missions approaching in-
tercontinental ranges, orbital speeds are required (e.g.,
B20,000 ft/s or 13,600 mi/h or 4 mi/s). To study such inter-
ceptors, two new concepts are essential. Fuel-specific im-
pulse, denoted Isp, is defined as the ratio of thrust to the
time rate of change of total missile weight. It corresponds
to the time required to generate a weight equivalent
amount of thrust. Fuel-efficient missiles have higher
fuel-specific impulses. Typical tactical missile fuel-specif-
ic impulses lie in the range of 200–300 s. Fuel mass frac-
tion, denoted mf, is defined as the ratio of propellant
weight Wprop to total weight WT¼WpropþWstructureþ

Wpayload. SAMs, for example, have a larger fuel mass frac-
tion than do AAMs because SAMs must travel through the
denser air at lower altitudes. For fuel-specific impulses
less than 300 s, large fuel mass fractions (approaching 0.9)
are required for exoatmospheric applications. A conse-
quence of this is that it takes considerable total booster
weight to propel even small payloads to near-orbital
speeds. More precisely, it can be shown [8, pp. 265–267]
that the weight of the propellant required for a single-
stage booster to impart a speed change DV to a payload
weighing Wpayload is given by

Wprop¼Wpayloadmf

exp
DV

gIsp

� �
� 1

1� ð1�mf Þ exp
DV

gIsp

� �

2

664

3

775 ð14Þ

where g denotes the acceleration due to gravity near
Earth’s surface and mf ¼

def
Wprop=ðWpropþWstructureÞ de-

notes an (approximate) fuel mass fraction that neglects
the weight of the payload Wpayload. Staging can be used to
reduce total booster weight for a given fuel-specific im-
pulse Isp and (approximate) fuel mass fraction mf. Effi-
cient propellant expenditure for exoatmospheric
intercepts has been addressed [51]. 3D midcourse guid-
ance for SAMs intercepting nonmaneuvering high-alti-
tude ballistic targets has also been addressed [52].
Neural networks are used to approximate (store) optimal
vertical guidance commands and estimate tgo. Feedback
linearization [39] is used for lateral guidance commands.

4.13. Acceleration Limitations

Endoatmospheric missile acceleration is limited by alti-
tude, speed, structural, stall AOAAOA, and drag con-
straints—stall AOA at high altitudes and structural
limitations at low altitudes [see Eq. (8)]. Exoatmospheric
interceptor acceleration is limited by thrust-to-weight ra-
tios and flight time; the latter is due to the fact that when
the fuel is exhausted, exoatmospheric missiles cannot
maneuver.
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4.14. THAAD Systems

More recent research efforts have focused on the develop-
ment of THAAD systems. Calculations show that high-al-
titude ballistic intercepts are best made head-on so that
there is little target deceleration perpendicular to the LOS
[8]. This is because such decelerations appears as a target
maneuver to the interceptor. EKF methods have been
suggested for estimating target ballistic coefficients and
state information to be used in OG laws. Estimating bal-
listic coefficients

bdef
ðW=Sref CD;0Þ; ð15Þ

where CD,0 is the zero-lift drag coefficient] is particularly
difficult at high altitudes where there is little drag
ðadrag¼ð1=2bÞrgV2

mÞ. Also, the high closing velocity of a
ballistic target engagement significantly decreases the
maximum permitted guidance system bandwidth for ra-
dome slope stability. Noise issues significantly exacerbate
the ballistic intercept problem.

5. FUTURE DEVELOPMENTS

Future developments will focus on theater-class ballis-
tic missiles, guided projectiles, miniature kill vehicles,
space-based sensors for missile defense, and boost-phase
interceptors. The future of missile guidance depends to
a large extent on the ongoing reinterpretation of the
ABM treaty between the United States and the former
Soviet Union. After September 11, 2001, work was ini-
tiated on the development of mininukes for underground
bunkers. The need for guided missiles that permit
precision strikes with minimal collateral damage was
also reaffirmed.
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1. INTRODUCTION

The world of wireless communication and its applications
have begun to grow rapidly. The driving force behind this
lies in the introduction of digital coding and digital signal
processing in wireless communications. This digital revo-
lution is driven by the development of high-performance,
low-cost CMOS technologies that allow for the integration
of an enormous amount of digital functions on a single die.
As CMOS is mainly a digital technology, placing all digital
functions on a single die is merely a matter of handling the
system complexity. To achieve a truly single-chip solution,
the analog part also has to be integrated in CMOS.

The telecommunication market is generally considered
to be a business where a single-chip solution in a cheap
(CMOS) technology results in a huge cost benefit; the
main reason is the high volume of user equipment. Fur-
thermore, in these systems, small size, low board area, low
power consumption, and high talktime are crucial, and
therefore it is of utmost importance to achieve a high level
of integration. This trend toward single-chip, fully inte-
grated systems can clearly be seen in the development of
RF systems such as GSM, EDGE, Bluetooth, and wireless
LAN. In all these systems, the analog part mainly consists
of an RF front end.

Deep submicrometer technologies allow for the opera-
tion frequency of CMOS circuits above 1 GHz, which opens
the way to fully integrated RF systems. Several research
groups have developed high-performance downconverters,
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low-phase-noise voltage-controlled oscillators, and dual-
modulus prescalers in standard CMOS technologies. The
research has already demonstrated fully integrated re-
ceivers and synthesizers with no external components, nor
tuning or trimming. Further research on low-noise ampli-
fiers, power amplifiers, and synthesizers has resulted in
fully integrated CMOS RF transceivers for DCS1800,
Bluetooth, and wireless LAN [1–3].

In this article, we will focus on the evolution from the
well-known heterodyne receiver topology to the zero- and
low-IF topology used in modern receivers. We will also
discuss the interaction between the analog part and the
digital part regarding substrate noise and decoupling.

2. TECHNOLOGICAL ASPECTS OF MIXED-SIGNAL DESIGN

2.1. Deep Submicrometer MOS Transistors

Because of the never-ending progress in technology down-
scaling and the requirement to achieve a higher degree of
integration for DSP circuits, deep submicrometer technol-
ogies are now considered as standard CMOS technologies.
Transistors with fT values near 100 GHz have been dem-
onstrated in 0.1-mm technologies [4,5]. However, the speed
increase of deep submicrometer technologies is reduced by
the parasitic capacitance of the transistor, meaning the
gate–drain overlap capacitance and the drain–bulk junc-
tion capacitance. This can clearly be seen in Fig. 1 in the
comparison for different technologies between fT and the
f3 dB, the latter is defined as the 3 dB point of a diode con-
nected transistor [6]. The f3 dB is more important for an-
alog design because it reflects the speed limitation of a
transistor in a practical configuration, namely, a simple
two-stage common-source amplifier. As can be seen in Fig.
1, the fT rapidly increases, but for real circuit designs
(f3 dB) the speed improvement is only moderate.

2.2. Integration of Passive Components

In integrated CMOS RF circuits [7,8] it becomes clear that
the transistor will not be the limiting factor but rather the
passive components and packaging will be. Since the RF
signals have to come off the chip sooner or later, and since
the RF antenna signal has to get into the chip, any

parasitic PCB, packaging, or bondwire in combination
with the ESD (electrostatic discharge) protection network
and packaging pin capacitances will strongly affect and
degrade the RF signal. Another important aspect in
mixed-signal design is the quality factor of the passive el-
ements. High-quality metal–insulator–metal capacitors
and low-resistance top-metal layers for inductors are pro-
cess options that add to the total mask count, and a high
amount of passive elements will increase the total die
area. An alternative is to separate the processing of the
active devices from the processing of the passive compo-
nents. An example is given in Ref. 9, where a low-cost
passive integration and packaging technology is combined
with a high-performance CMOS technology. These solu-
tions are feasible as long as the parasitics due to the
interconnection of the two dies are small.

3. ARCHITECTURAL ASPECTS

In mixed-signal design, the aim is to integrate both the
digital and the analog parts on one single die. However,
many analog front-end architectures are not well suited
for integration. Therefore, new architectures have been
(re)invented that allow a fully integrated solution. The
heterodyne receiver, for example, is the best-known and
most frequently used receiver topology. In this receiver the
desired signal is downconverted to a relatively high inter-
mediate frequency. Very high performances can be
achieved with the heterodyne topology. However, the
main problem is the poor degree of integration that can
be achieved as every stage requires going off chip and
requires the use of a discrete bandpass filter.

The zero-IF receiver (see Fig. 2) has been introduced as
an alternative that can achieve a much higher degree of
integration because this topology uses a direct quadrature
downconversion of the desired signal. Theoretically, no
discrete high-frequency bandpass filter is required, allow-
ing for the realization of a fully integrated receiver [10].
However the zero-IF receiver is intrinsically very sensi-
tive to parasitic baseband signals such as DC-offset volt-
ages and self-mixing. These drawbacks have kept the
zero-IF receiver from being used on large scale in new
wireless applications. It has, however, been shown that
with the use of dynamic nonlinear correction algorithms,
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implemented in the DSP, the zero-IF topology can be used
for high-performance applications such as GSM and
DECT [11,12]. In such a system, the performance of the
analog architecture is improved by the use of digital al-
gorithms, which clearly demonstrates another benefit of a
single-chip mixed-signal approach.

New receiver topologies such as the low-IF receiver
[3,13,28] have been introduced. The low-IF receiver per-
forms a downconversion from the antenna frequency di-
rectly to—as the term already indicates—a low IF (i.e., in
the range of a few 100 kHz; see Fig. 3). Downconversion is
done in quadrature and the mirror signal suppression is
performed at low frequency, after downconversion, by a
polyphase filter. This polyphase filter is a complex filter,
consisting of two signal paths: an in-phase path and a
quadrature path. This allows for an asymmetric filter
characteristic: a passband filter for positive frequencies
and a suppression at the same negative frequencies. The
polyphase filter can be implemented either as an analog
filter [13] or in the DSP, together with the other digital
functions. This again demonstrates how the interaction
between the analog architecture and the digital part im-
proves the performance of the system. The low-IF receiver
is closely related to the zero-IF receiver since it can also be
fully integrated and uses a single-stage direct downcon-

version. The difference is that the low-IF receiver does not
use baseband operation, resulting in a total immunity to
parasitic baseband signals, resolving in this way the main
disadvantage of the zero-IF receiver. By the use of a dou-
ble-quadrature structure, converters requiring neither
any external components nor any tuning or trimming
have been demonstrated [28].

4. ANALOG CIRCUIT DESIGN IN A DIGITAL CMOS
TECHNOLOGY

The general transceiver architecture, depicted in Fig. 4,
requires analog functions implemented in a digital tech-
nology. As mentioned before, due to the high fT and f3 dB of
current technologies, operating frequencies of 5 GHz and
above become possible. The low-noise amplifier, the power
amplifier, and the synthesizer are the most critical analog
functions since the overall performance of the transceiver
will depend mainly on the performance of these analog
building blocks.

4.1. The Low-Noise Amplifier

The low-noise amplifier is a very critical building block,
since mainly this block will determine the overall noise
figure and linearity of the receiver. Furthermore, in deep
submicrometer technologies, ESD issues are becoming
very important, and this will have a great influence on
the LNA design. Most RF CMOS LNA topologies use sin-
gle-stage inductive degeneration techniques [14,15] to
provide resistive input impedance to the antenna. The in-
put of the LNA is usually protected against ESD by two
reverse-biased diodes. Care has to be taken since those
protection networks increase the noise, capacitive input
load, and as such the power drain of the circuit. In Fig. 5,
an example of a 0.8-dB noise figure LNA is presented [15].
The LNA has been measured in its nominal 9-mW regime,
drawing 6 mA from a 1.5-V power supply. The forward
gain (S21) reaches more than 20 dB at 1.23 GHz. At the
same time, the reverse isolation is better than 31 dB. The
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noise figure of the LNA, in nominal operation, reaches a
minimum of 0.79 dB at 1.24 GHz. An HBM (human body
model) test has shown that the LNA is able to withstand
positive ESD pulses up to 0.6 kV and negative ESD pulses
up to � 1.4 kV, surpassing the 0.5 kV specification.

4.2. The Voltage-Controlled Oscillator

The local oscillator is responsible for the correct frequency
selection in up- and downconverters. The signal level of
the desired receive channel can be very small, whereas
adjacent channels can have very large power levels.
Therefore the phase noise specifications for the local-os-
cillator signal are very critical. Usually, the local oscillator
is realized as a phase-locked loop. The very rigid specifi-
cations are reflected in the design of the voltage-controlled
oscillator (VCO). For the realization of a gigahertz VCO in
a submicrometer CMOS technology, two options exist:
either ringoscillators or oscillators based on the resonance
frequency of an LC tank. The inductor in this LC tank can
be implemented as an active inductor or a passive one. It
has been shown that for ring oscillators as well as active
LC oscillators [16], the phase-noise is inversely related to
the power consumption. Therefore, the only viable solu-
tion to a low-power, low-phase-noise VCO is an LC oscil-
lator with a passive inductor. As could be expected, the
limitation in this oscillator is the integrated passive in-
ductor. For extremely low phase noise requirements, the
concept of bondwire inductors has been investigated
[16,17]. Since a bondwire has a parasitic inductance of
approximately 1 nH/mm and a very low series resistance,
very-high-Q inductors can be created. The most elegant
solution is the use of a spiral coil on a standard silicon
substrate, without any modifications. In combination with
fractional-N techniques, low-phase-noise PLL circuits can
be obtained. For example, in Fig. 6 a fully integrated syn-
thesizer in a 0.25-mm CMOS technology is presented [18].
The measured phase noise is less than 120 dBc/Hz at
600 kHz, while the reference and fractional spurious sig-
nals are respectively 70 dB and 100 dB below the carrier
signal.

4.3. A/D Conversion

After downconversion, an analog-to-digital converter is
the interface to the DSP. Once the signal is downconverted
to DC or low IF, there is the desired signal, along with
unwanted blockers that are significantly higher than the
signal itself. Digitizing that combination of signals re-
quires a high-dynamic range analog-to-digital converter
with excellent noise and spurious-free dynamic range per-
formance. As an example, in the case of Global System for
Mobile Communications (GSM), the blocker at 3 MHz off-
set from the carrier can be 76 dB above the signal, while
the blocker at 600 kHz offset is 56 dB above the signal.
This sets the upper limit of the A/D converter. Further-
more, at reference sensitivity level, the desired signal at
the A/D input would be 1 mV (� 60 dBV). Since the quan-
tization noise floor must be low enough not to degrade the
noise figure performance, the noise floor required would be
� 80 dBV. On the other hand, CDMA and wideband code-
division multiple access have much lower signal-to-noise
requirements, so the tolerable quantization noise floor is
relaxed for these application. A trend can be observed to
shift the A/D conversion more toward the antenna. This
clearly enables the use of multiple standard radio and re-
duces the chip area of the analog interface. The cost how-
ever, is a higher power consumption of the A/D converter.

4.4. The Power Amplifier

In the transmitter path, the power amplifier is the most
challenging block for integration in a CMOS technology.
Most of the CMOS transceivers reported in open literature
deliver power levels in the range of 0 dBm. To achieve a
fully integrated CMOS system, the power amplifier also
has to be realized in a CMOS technology, on the same die.
An alternative is to place the 0-dBm transceiver and the
power amplifier in the same package. In this case, one can
still benefit from implementing the PA in CMOS, because
of the cost reduction and the advantage of a single-tech-
nology solution. Another alternative is to use a low-cost
technology to integrate the passives [9] and to combine
this substrate with the CMOS die.

Figure 5. A 0.8-dB noise figure LNA in 0.25-mm CMOS.
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In a digital CMOS technology, switching-mode power
amplifiers are the favored candidates for wireless commu-
nications, due to their excellent high efficiency. A simpli-
fied presentation of a switching amplifier is an NMOS
transistor loaded with a parallel tank, consisting of a pow-
er supply inductor, a shunt capacitor, and a load resistor
(Fig. 7). Because of the switching LC structure, the max-
imum voltage at the drain will be higher than the power
supply, hence making the transistor sensitive to several
failure mechanisms, such as oxide breakdown and hot
electrons. The major advantage of a switching topology is
that the maximum voltage is present only when the
NMOS transistor is switched off. As a consequence, the
hot-electron issue is simplified and the main cause of de-
struction is oxide breakdown, a failure mechanism that is
easy to characterize. An important aspect is the integra-
tion of the passive components in a CMOS technology. It

can be shown that a fixed relationship exists between the
required inductor LDC, the output power, the operating
frequency, and the breakdown voltage [19]. When moving
toward GHz frequencies and deep-submicrometer technol-
ogies, the value of the inductor LDC becomes very small, as
can be seen in Fig. 8. The only way to realize such a small
inductance is to integrate it on the same die as the CMOS
transistors, since the parasitic inductance and capacitance
of bondwires will be too large relative to the required in-
ductance. The decoupling capacitance required for the PA
also needs to be integrated on the same die as the power
amplifier itself. The resonance frequency of an off-chip
decoupling capacitor typically lies around 1 GHz for a
10 pF of decoupling. In order to achieve either more decou-
pling or a higher frequency, the decoupling has to be
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Figure 7. Basic CMOS switching amplifier.
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integrated on the same die as the power amplifier, hence
justifying the trend toward fully integration. Finally, as
can be seen in Fig. 4, the power amplifier needs to be
driven by the upconversion mixer. Therefore, it is of ut-
most importance to achieve sufficient power gain in the
amplifier. On the other hand, a high power gain will re-
quire more driver stages, hence lowering the overall effi-
ciency of the transceiver. Therefore, many tradeoffs are
involved in the design of a power amplifier and overall
optimization is required [20,21]. In Fig. 9 a fully integrat-
ed power amplifier in a 0.25-mm CMOS technology is pre-
sented [8]. It can deliver up to þ 21 dBm, the required
input power is only �10 dBm, and the measured power-
added efficiency (PAE) is 25.8%.

5. SUBSTRATE COUPLING BETWEEN THE DIGITAL AND
ANALOG PARTS

In mixed-signal design, substrate coupling between the
analog and the digital parts is an important aspect that
needs special attention during design and layout. The is-
sue of substrate coupling is still under research, since a
simple and straightforward method is lacking. However,
the designer can take some precautions to minimize the
influence of the digital switching noise on the sensitive
analog blocks [29].

It is a common practice to define the ultimate voltage
reference, the ground, off chip. In high-speed applications,
various techniques such as separated digital and analog
powerlines are used to make an on-chip ground close to
the external reference. In this approach all voltages are
artificially referred to the external ground, with the on
chip ground tied as close to this external reference as pos-
sible. As integrated circuits are on chip, however, they are
naturally related to the on-chip ground, which will never
be exactly equal to the off-chip reference. It is therefore
more suitable to define the reference for a circuit on chip.
An adequate decoupling will keep the local circuit power
constant relative to this local reference. Signal distortion
due to limited power supply rejection ratio (PSRR) is thus
minimized. As a result of fast current variations in power
pads, two analog subcircuits may have a different local
reference, even when they share the same analog ground
pad [22,23]. Eventually, several local references may be
defined for various subsystems and decoupled locally. The
transmission of the signal to another subcircuit or to the
outside world can be regarded as a separate problem when
using a differential approach even for voltages that are
single-ended at first sight. A voltage is not an absolute
entity, but a difference in electric potential relative to a
predetermined reference. For example, the input of a tran-
sistor is the voltage difference and the unwanted bulk to

Figure 9. Fully integrated 0.25-mm CMOS Bluetooth power
amplifier.
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source voltage (Fig. 10a). To avoid signal disturbance due
to reference variations from one place to another, voltages
should be transferred concurrently with their reference
through a dedicated path (Fig. 10b) rather than rely on a
common ground. Similarly, to get the signal off chip, ded-
icated pins are used for the references.

The relative bondwires’ placement requires some at-
tention too. Although coupling between the wires is rela-
tively small [24], it can be sufficient to transfer noise from
a noisy path to an adjacent node. Sensitive inputs’ bond-
wires should therefore never be close to noisy wires. Even-
tually they can be shielded by enclosing them with extra
bondwires connected to a quiet ground. Even an optimally
decoupled analog circuit can be disturbed by substrate
noise injected on some other place on the chip [25]. Guard
rings can limit this effect when used correctly. Figure 11
summarizes the correct placement and biasing of the
rings. The first step in reducing substrate coupling is the
limitation of the injected noise. A guard ring close to the
digital transistors and biased with a dedicated pin will
provide a return path for injected currents (Fig. 11A). This
ring may not be biased with either of the on-chip grounds.
Biasing with the digital ground would inject extra noise
into the substrate, while using the analog ground would
couple substrate noise directly into it. To reduce the effect
of the current that reaches the bulk, a low-impedance re-
turn path is of utmost importance [26,27]. For heavily
doped substrates, the best result is obtained by mounting
the die with conductive epoxy to the leadframe using
several bondwires to connect it to the external ground
(Fig. 11B). Eventually, large substrate contacts with a
dedicated pin filling spare places on the chip can be an
alternative (Fig. 11C). In lightly doped substrates, where
most currents flow just underneath the chip surface, a
guard ring with dedicated pin surrounding the digital
block is an effective return pad. In these substrates, phys-
ical separation of noise source and sensitive circuit is also
very effective as the resistance in the noise path continu-
ously increases with the distance. For heavily doped ma-
terial, a separation of more than 4 times the epilayer
thickness is useless as most of the disturbing current then
just passes through the low ohmic bulk [26]. Substrate
noise disturbs the analog circuits through their bulk to
source voltage. To reduce this bulk effect, bulk source

voltage variations of analog MOS transistors should be
minimized. The bulk must thus be tied locally to the an-
alog reference rather than to the (slightly different) exter-
nal one. This is achieved with bulk contacts close to the
analog transistors and biased with the local analog ground
(Fig. 11D), which results in an optimal output voltage rel-
ative to the local on-chip analog reference. A guard ring
with dedicated pin around the analog circuits eventually
enhances the noise immunity even further (Fig. 11E) [26],
but does not eliminate the need of the good bulk contacts
to the local analog ground.

6. CONCLUSIONS

The trend toward deep-submicrometer technologies has
enabled the use of CMOS for the integration of high-per-
formance analog functions. First, the analog architecture
needs to be adjusted to allow a fully integrated solution.
The next step is to place both the digital and the analog
functions on a single die, which allows. For an interaction
between the analog architecture and the digital DSP,
which enables one to achieve a higher performance of
the analog part. This results in highly reconfigurable
mixed-circuit systems in the cheapest technology avail-
able. The trend toward deep-submicrometer technologies
will allow achieving those goals as long as the short-chan-
nel effects will not limit the performance concerning lin-
earity and intermodulation problems. Furthermore,
substrate noise coupling between the digital part of the
system and the sensitive analog blocks can degrade the
analog performance, hence demanding some precautions
regarding bulk contacts, guard rings, and packaging.
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MIXER CIRCUITS

KATSUJI KIMURA

NEC Corporation

A frequency mixer inputs two frequencies—a radiofre-
quency (RF) and a local–oscillator (LO) frequency—mixes
them, and produces their difference frequency and sum
frequency. The output signal is tuned by a filter, and one of
the two output frequencies is selected: the difference or the
sum. When the output difference frequency is an interme-
diate frequency (IF), the mixer is usually called a down-
conversion frequency mixer, and when the output sum
frequency is a high frequency, it is usually called an up-
conversion frequency mixer.

A frequency mixer is fundamentally a multiplier, be-
cause the analog multiplier outputs a signal proportional
to the product of the two input signals. Therefore, a fre-
quency mixer is represented by the symbol for the multi-
plier, as shown in Fig. 1.

The transfer function of a nonlinear element is ex-
pressed as

f ðuÞ¼a0þa1uþa2u2þa3u3þ � � � þanunþ � � � ð1Þ

The product xy of the two input signals x and y can be de-
rived from only the second-order term: a2u

2, where u¼ xþ y,

RF

LO

IF

Figure 1. A symbol for a frequency mixer. The symbol for a mul-
tiplier is used.
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and x and y are the two input signals. The product of the
two input signals is produced by a nonlinear element, such
as a diode or transistor. For example, single-diode mixers,
singly balanced diode mixers, doubly balanced diode mix-
ers, single-transistor mixers, singly balanced transistor
mixers, and doubly balanced transistor mixers are usually
used as frequency mixers.

1. APPLICATION TO RECEIVERS

Mixers are used to shift the received signal to an inter-
mediate frequency, where it can be amplified with good
selectivity, high gain, and low noise, and finally demodu-
lated in a receiver. Mixers have important applications in
ordinary low-frequency and microwave receivers, where
they are used to shift signals to frequencies where they
can be amplified and demodulated most efficiently. Mixers
can also be used as phase detectors and in demodulators,
and must perform these functions while adding minimal
noise and distortion.

Figure 2 shows, for example, the block diagram of a
VHF or UHF communication receiver. The receiver has
a single stage input amplifier; this preamp, which is
usually called an RF amplifier, increases the strength of
the received signal so that it exceeds the noise level of
the following stage; therefore, this preamp is also called a
low-noise amplifier (LNA). The first IF is relatively high
(in a VHF or UHF receiver, the widely accepted standard
has been 10.7 MHz); this high IF moves the image fre-
quency well away from the RF, thus allowing the image to
be rejected effectively by the input filter. The second con-
version occurs after considerable amplification, and is
used to select some particular signal within the input
band and to shift it to the second IF. Because narrow
bandwidths are generally easier to achieve at this lower
frequency, the selectivity of the filter used before the de-
tector is much better than that of the first IF. The fre-
quency synthesizer generates the variable-frequency LO
signal for the first mixer, and the fixed-frequency LO for
the second mixer.

Figure 3 illustrates an ideal analog multiplier with two
sinusoids applied to it. The signal applied to the RF port
has a carrier frequency os and a modulation waveform
A(t). The other, the LO, is a pure, unmodulated sinusoid at
frequency op.

Applying some basic trigonometry to the output is
found to consist of modulated components at the sum
and difference frequencies. The sum frequency is rejected
by the IF filter, leaving only the difference.

Fortunately, an ideal multiplier is not the only device
that can realize a mixer. Any nonlinear device can perform
the multiplying function. The use of a nonideal multiplier
results in the generation of LO harmonics and in mixing
products other than the desired one. The desired output
frequency component must be filtered from the resulting
chaos.

Another way to view the operation of a mixer is as a
switch. Indeed, in the past, diodes used in mixers have
been idealized as switches operated at the LO frequency.
Figure 4a shows a mixer modeled as a switch; the switch
interrupts the RF voltage waveform periodically at the LO
frequency. The IF voltage is the product of the RF voltage
and the switching waveform.

Another switching mixer is shown in Fig. 4b. Instead of
simply interrupting the current between the RF and IF
ports, the switch changes the polarity of the RF voltage
periodically. The advantage of this mixer over the one in
Fig. 4a is that the LO waveform has no DC component, so
the product of the RF voltage and switching waveform
does not include any voltage at the RF frequency. Thus,

Input

OutputFrequency
set commands

First mixer Second mixer

Second LO

Second IF

First IF

First
LO

Filter Filter

Filter Demod

Frequency
synthesizer

Figure 2. Double-superheterodyne VHF or UHF communication
receiver.

cos[(�s – �p)t ] + cos[(�s + �p)t ]A(t ) cos(�st ) cos(�pt ) = A(t )
2

A(t ) cos[(�s – �p)t ]A(t ) cos(�st )

A(t ) cos(�pt )

Filter

Multiplier

Figure 3. A mixer is fundamentally a multiplier. The difference
frequency in the IF results from the product of sinusoids.

S(t )

S(t )

t

(a)

VIFVRF

VIF

S(t )

S(t ) 

t

(b)

VRF

Figure 4. Two switching mixers: (a) a simple switching mixer; (b)
a polarity-switching mixer. The IF is the product of the switching
waveform s(t) and the RF input, making these mixers a type of
multiplier.

MIXER CIRCUITS 3103



even though no filters are used, the RF and LO ports of
this mixer are inherently isolated. Doubly balanced mix-
ers are realizations of the polarity-switching mixer.

2. SEMICONDUCTOR DEVICES FOR MIXERS

Only a few devices satisfy the practical requirements of
mixer operation. Any device used as a mixer must have
strong nonlinearity, electrical properties that are uniform
between individual devices, low noise, low distortion, and
adequate frequency response. The primary devices used
for mixers are Schottky barrier diodes and field-effect
transistors (FETs). Bipolar junction transistors (BJT) are
also used occasionally, primarily in Gilbert cell multiplier
circuits (see Fig. 6d), but because of their superior large-
signal-handling ability, higher frequency range, and low
noise, FET devices such as metal–oxide–semiconductor
FETs (MOSFET), gallium arsenide (GaAs) metal–semi-
conductor FETs (MESFET), and high-electron-mobility
transistors (HEMTs) have been usually preferred.

The Schottky barrier diode is the dominant device used
in mixers. Because Schottky barrier diodes are inherently
capable of fast switching, have very small reactive para-
sitics, and do not need DC bias, they can be used in very
broadband mixers. Schottky barrier diode mixers usually
do not require matching circuits, so no tuning or adjust-
ment is needed.

Although mixers using Schottky barrier diodes always
exhibit conversion loss, transistor mixers are capable of
conversion gain. This helps simplify the architecture of a
system, often allowing the use of fewer amplifier stages
than necessary in diode mixer receivers.

Since the 1950s, bipolar transistors have dominated
mixer applications as single-transistor mixers in AM radio
and communication receivers. In particular, an analog
multiplier consisting of a doubly balanced differential am-
plifier, called the Gilbert cell, was invented in the 1960s.
Since then, the Gilbert cell mixer has been used as a
monolithic integrated circuit (IC) for AM radio receivers
and communication equipment. Silicon BJTs are used in
mixers because of their low cost and ease of implementa-
tion with monolithic ICs. These bipolar devices are used as
mixers when necessary for process compatibility, although
FETs generally provide better overall performance. Sili-
con BJTs are usually used in conventional single-device or
singly and doubly balance mixers. Progress in the devel-
opment of heterojunction bipolar transistors (HBT), which
use a heterojunction for the emitter-to-base junction, may
bring about a resurgence in the use of bipolar devices as
mixers. HBTs are often used as analog multipliers oper-
ating at frequencies approaching the microwave range;
the most common form is a Gilbert cell. Silicon–germani-
um (Si–Ge) HBTs are a new technology that offers high
performance at costs close to that of silicon BJTs.

A variety of types of FETs are used in mixers. Since the
1960s, silicon MOSFETs (often dual-gate devices) have
dominated mixer applications in communication receivers
up to approximately 1 GHz. At higher frequency, GaAs
MESFETs are often used. The LO and RF signals can be
applied to separate gates of dual-gate FETs, allowing good

RF-to-LO isolation to be achieved in a single-device mixer.
Dual-gate devices can be used to realize self-oscillating
mixers, in which a single device provides both the LO and
mixer functions.

Although silicon devices have distinctly lower trans-
conductance than GaAs, they are useful up to at least the
lower microwave frequencies. In spite of the inherent in-
feriority of silicon to GaAs, silicon MOSFETs do have some
advantages. The primary one is low cost, and the perfor-
mance of silicon MOSFET mixers is not significantly
worse than GaAs in the VHF and UHF range. The high
drain-to-source resistance of silicon MOSFETs gives them
higher voltage gain than GaAs devices; in many applica-
tions this is a distinct advantage. Additionally, the positive
threshold voltage (in an n-channel enhancement MOS-
FET), in comparison with the negative threshold voltage
of a GaAs FET, is very helpful in realizing low-voltage
circuits and circuits requiring only a single DC supply.
Mixers using enhancement-mode silicon MOSFETs often
do not require gate bias, and dual-gate MOSFETs offer
convenient LO-to-RF isolation when the LO and RF are
applied to different gates.

A MESFET is a junction FET having a Schottky barrier
gate. Although silicon MESFETs have been made, they
are now obsolete, and all modern MESFETs are fabricated
on GaAs. GaAs is decidedly superior to silicon for high-
frequency mixers because of its higher electron mobility
and saturation velocity. The gate length is usually less
than 0.5 mm, and may be as short as 0.1mm; this short gate
length, in conjunction with the high electron mobility and
saturation velocity of GaAs, results in a high-frequency,
low-noise device.

HEMTs are used for mixers in the same way as con-
ventional GaAs FETs. Because the gate I–V characteristic
of a HEMT is generally more strongly nonlinear than that
of a MESFET, HEMT mixers usually have greater inter-
modulation (IM) distortion than FETs. However the noise
figure (NF) of an HEMT mixer usually is not significantly
lower than that of a GaAs FET. An HEMT is a junction
FET that uses a heterojunction (a junction between two
dissimilar semiconductors), instead of a simple epitaxial
layer, for the channel. The discontinuity of the bandgaps
of the materials used for the heterojunction creates a layer
of charge at the surface of the junction; the charge density
can be controlled by the gate voltage. Because the charge
in this layer has very high mobility, high-frequency oper-
ation and very low noise are possible. It is not unusual for
HEMTs to operate successfully as low-noise amplifiers
above 100 GHz. HEMTs require specialized fabrication
techniques, such as molecular beam epitaxy, and thus
are very expensive to manufacture. HEMT heterojunc-
tions are invariably realized with III–V semiconductors;
AlGaAs and InGaAs are common.

2.1. Passive Diode Mixers

Figure 5 shows the most common form of the three diode
mixer types: a single-device diode mixer, a singly balanced
diode mixer, and a doubly balanced diode mixer. Conver-
sion loss of 6–8 dB is usually accepted in these passive
mixers.
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2.2. Active Transistor Mixers

Active transistor mixers have several advantages, and
some disadvantages, in comparison with diode mixers.
Most significantly, an active mixer can achieve conversion
gain, while diode and other passive mixers always exhibit
loss. This allows a system using an active mixer to have
one or two fewer stages of amplification; the resulting
simplification is especially valuable in circuits where
small size and low cost are vital. A precise comparison of
distortion in diode and active transistor mixers is difficult
to make because the comparison depends on the details of
the system. Generally, however, it is fair to say that dis-
tortion levels of well-designed active mixers are usually
comparable to those of diode mixers.

It is usually easy to achieve good conversion efficiency
in active mixers. Thus, active transistor mixers have
gained a reputation for low performance. Nevertheless,
achieving good overall performance in active transistor
mixers is not difficult.

Because transistors cannot be reversed, as can diodes,
balanced transistor mixers invariably require an extra
hybrid at the IF. This can be avoided only by using a p-
channel device instead of an n-channel device, or vice ver-
sa, however, this is possible only in silicon circuits, and
even then the characteristics of p- and n-channel devices
are likely to be significantly different.

2.2.1. Bipolar Junction Transistor Mixers. Figure 6
shows BJT mixers, a single-device BJT mixer, a singly
balanced BJT mixer, a differential BJT mixer, and a dou-
bly balanced BJT mixer.

In a single-device BJT mixer (Fig. 6a), the input signals
are introduced into the device through the RF and LO dip-
lexer, which consists of an RF bandpass filter, an LO band-
pass filter, and two strips, l/4 long at the center of the RF
and LO frequency ranges; the square-law term of the de-
vice’s characteristic provides the multiplication action. A
single-device BJT mixer achieves a conversion gain of typ-
ically 20–24 dB, a noise figure of typically 4–5 dB (which is
about 3 dB more than that of the device in the amplifier at
the RF), and a third intercept point near 0 dBm. The IM
product from this type of single-device BJT mixer usually
depends on its collector current, but when the supplied
collector-to-emitter voltage VCE is not enough (typically
below 1.2 V), the IM product increases as VCE decreases.

A singly balanced BJT upconversion mixer (Fig. 6b)
consists of two BJTs interconnected by a balun or hybrid.
The two collectors are connected through a strip, l/2 long
at the center of the LO frequency range, for reducing the
LO leakage. This upconversion mixer exhibits 16 dB con-
version gain and 12 dB LO leakage suppression versus the
wanted RF output level at 900 MHz.

A singly balanced BJT differential mixer (Fig. 6c) con-
sists of an emitter-coupled differential pair. The RF is su-
perposed on the tail current by AC coupling through
capacitor C2, and the LO is applied to the upper transis-
tor pair, where capacitive degeneration and AC coupling
substantially reduce the gain at low frequencies. Note that
the circuit following C2 is differential and hence much less
susceptible to even order distortion.

A multiplier circuit (Fig. 6d) conceived in 1967 by Bar-
rie Gilbert and widely known as the Gilbert cell (although
Gilbert himself was not responsible for his eponymy; in-
deed, he has noted that a prior art search at the time
found that essentially the same idea—used as a ‘‘synchro-
nous detector’’ and not as true mixer—had already been
patented by H. Jones) is usually used as an RF mixer and
sometimes as a microwave mixer.

Ignoring the basewidth modulation, the relationship
between the collector current IC and the base-to-emitter
voltage VBE for a BJT is

IC¼ IS exp
VBE

VT

� �
ð2Þ

RFω
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LO
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Figure 5. The three most common diode mixer types: (a) single-
device; (b) singly balanced; (c) doubly balanced.
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where VT¼ kT=q is the thermal voltage, k is Boltzmann’s
constant, T is absolute temperature in Kelvin, and q is the
charge of an electron. IS is the saturation current for a
graded-base transistor.

Assuming matched devices, the differential output volt-
age of the Gilbert cell is

VIF¼ �RLIEE tanh
VRF

2VT

� �
tanh

VLO

2VT

� �
ð3Þ

For small inputs

VIF � �
RLIEE

4V2
T

VRFVLO ð4Þ

The product VRFVLO is obtained by the Gilbert cell at
small signals.

2.2.2. FET Mixers. Figure 7 shows FET mixers: a sin-
gle-device FET mixer, a dual-gate FET mixer, a singly

balanced FET mixer, a differential FET mixer, and a dou-
bly balanced FET mixer.

In a single-device FET mixer (Fig. 7a), the RF–LO dip-
lexer must combine the RF and LO and also provide
matching between the FET’s gate and both ports. The IF
filter must provide an appropriate impedance to the drain
of the FET at the IF and must short-circuit the drain at the
RVF and especially at the LO frequency and its harmonics.

The configuration of a dual-gate mixer (Fig. 7b) pro-
vides the best performance in most receiver applications.
In this circuit, the LO is connected to the gate closest to
the drain (gate 2), while the RF is connected to the gate
closest to the source (gate 1). An IF bypass filter is used at
gate 2, and an LO–RF filter is used at the drain. A dual-
gate mixer is usually realized as two single-gate FETs in a
cascade connection.

A singly balanced FET mixer (Fig. 7c) uses a transform-
er hybrid for the LO and RF; any appropriate type of hy-
brid can be used. A matching circuit is needed at the gates
of both FETs. The IF filters provide the requisite short
circuits to the drains at the LO and RF frequencies, and
additionally provide IF load impedance transformations.
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Figure 6. BJT mixers: (a) a single-device BJT mixer; (b) a singly balanced BJT upconversion
mixer; (c) a singly balanced BJT differential mixer; (d) a doubly balanced BJT mixer consisting of a
Gilbert cell.
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The singly balanced mixer of Fig. 7c is effectively two sin-
gle-device mixers interconnected by hybrids.

In a differential FET mixer (Fig. 7d), the RF is applied
to the lower FET, and the LO is applied through a balun
or hybrid to the upper FETs. This mixer operates as an
alternating switch, connecting the drain of the lower FET
alternately to the inputs of the IF balun. An LO matching
circuit may be needed. Because the RF and LO circuits are
separate, the gates of the upper FETs can be matched at
the LO frequency, and there is no tradeoff between effec-
tive LO and RF matching. Similarly, the lower FET can be
matched effectively at the RF. An IF filter is necessary to
reject LO current.

A doubly balanced FET mixer (Fig. 7e) is frequently
used as an RF or microwave mixer. Like many doubly
balanced mixers, this mixer consists of two of the singly

balanced mixers shown in Fig. 7d. Each half of the mixer
operates in the same manner as that of Fig. 7d. The in-
terconnection of the outputs, however, causes the drains of
the upper four FETs to be virtual grounds for both LO and
RF, as well as for even order spurious responses and IM
products.

3. IMAGE-REJECTION MIXERS

The image-rejection mixer (Fig. 8) is realized as the inter-
connection of a pair of balanced mixers. It is especially
useful for applications where the image and RF bands
overlap, or the image is too close to the RF to be rejected by
a filter. The LO ports of the balanced mixers are driven in
phase, but the signals applied to the RF ports have 901
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Figure 7. FET mixers: (a) a single-device FET mixer; (b) a dual-gate FET mixer; (c) a singly bal-
anced FET mixer; (d) a differential mixer; (e) a doubly balanced mixer.
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phase difference. A 901 IF hybrid is used to separate the
RF and image bands. A full discussion of the operation of
such mixers is a little complicated.

The most difficult part of the design of an image-rejec-
tion mixer is the IF hybrid. If the IF is fairly high, a
conventional RF or microwave hybrid can be used. How-
ever, if the mixer requires a baseband IF, the designer is
placed in the problematical position of trying to create a
Hilbert transforming filter, a theoretical impossibility.
Fortunately, it is possible to approximate the operation
of such a filter over a limited bandwidth.

4. MIXING

A mixer is fundamentally a multiplier. An ideal mixer
multiplies a signal by a sinusoid, shifting it to both a
higher and a lower frequency, and selects one of the re-
sulting sidebands. A modulated narrowband signal, usu-
ally called the RF signal, represented by

SRFðtÞ¼aðtÞ sin ðostÞþ bðtÞ cos ðostÞ ð5Þ

is multiplied by the LO signal function

fLOðtÞ¼ cos ðoptÞ ð6Þ

to obtain the IF signal

SIFðtÞ¼
1

2
aðtÞ sin ½ðosþopÞt� þ sin ½ðos � opÞt�g

þ
1

2
bðtÞ cos ½ðosþopÞt� þ cos ½ðos � opÞt�

ð7Þ

In the ideal mixer, two sinusoidal IF components, called
mixing products, result from each sinusoid in s(t). In
receivers, the difference-frequency component is usually
desired, and the sum-frequency component is rejected by
filters.

Even if the LO voltage applied to the mixer’s LO port is
a clean sinusoid, the nonlinearities of the mixing device
distort it, causing the LO function to have harmonics.
Those nonlinearities can also distort the RF signal,
resulting in RF harmonics. The IF is, in general, the
combination of all possible mixing products of the RF
and LO harmonics. Filters are usually used to select the
appropriate response and eliminate the other (so-called
spurious) responses.

Every mixer, even an ideal one, has a second RF that
can create a response at the IF. This is a type of spu-
rious response, and is called the image; it occurs at the

frequency 2fLO� fRF. For example, if a mixer is designed to
convert 10 GHZ to 1 GHZ with a 9-GHZ LO, the mixer will
also convert 8 GHZ to 1 GHZ at the same LO frequency.
Although none of the types of mixers we shall examine
inherently reject images, it is possible to create combina-
tions of mixers and hybrids that do reject the image
response.

It is important to note that the process of frequency
shifting, which is the fundamental purpose of a mixer, is a
linear phenomenon. Although nonlinear devices are in-
variably used for realizing mixers, there is nothing in the
process of frequency shifting that requires nonlinearity.
Distortion and spurious response other than the sum and
difference frequency, though often severe in mixers, are
not fundamentally required by the frequency-shifting
operation that a mixer performs.

4.1. Conversion Efficiency

Mixers using Schottky barrier diodes are passive compo-
nents and consequently exhibit conversion loss. This loss
has a number of consequences: the greater the loss, the
higher the noise of the system and the more amplification
is needed. High loss contributes indirectly to distortion
because of high signal levels that result from the addi-
tional preamplifier gain required to compensate for this
loss. It also contributes to the cost of the system, since
the necessary low-noise amplifier stages are usually
expensive.

Mixers using active devices often (but not always) ex-
hibit conversion gain. The conversion gain (CG) is defined
as

CG¼
IF power available at mixer output

RF power available to mixer input
ð8Þ

High mixer gain is not necessarily desirable, because it
reduces stability margins and can increase distortion.
Usually, a mixer gain of unity, or at most a few decibels,
is best.

4.2. Noise

In a passive mixer whose image response has been elim-
inated by filters, the noise figure is usually equal to, or
only a few tenths of a decibel above, the conversion loss. In
this sense, the mixer behaves as if it were an attenuator
having a temperature equal to or slightly above the
ambient.

In active mixers, the noise figure cannot be related eas-
ily to the conversion efficiency; in general, it cannot even
be related qualitatively to the device’s noise figure when
used as an amplifier. The noise figure (NF) is defined by
the equation

NF¼
input signal-to-noise power ratio

output signal-to-noise power ratio
ð9Þ

The sensitivity of a receiver is usually limited by its in-
ternally generated noise. However, other phenomena
sometimes affect the performance of a mixer front end
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Figure 8. Image-rejection mixer.
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more severely than does noise. One of these is the AM
noise, or amplitude noise, from the LO source, which is
injected into the mixer along with the LO signal. This
noise may be especially severe in a single-ended mixer
(balanced mixers reject AM LO noise to some degree)
or when the LO signal is generated at a low level and
amplified.

Phase noise is also a concern in systems using mixers.
LO sources always have a certain amount of phase jitter,
or phase noise, which is transferred degree for degree via
the mixer to the received signal. This noise may be very
serious in communications systems using either digital or
analog phase modulation. Spurious signals may also be
present, along with the desired LO signal, especially if a
phase-locked-loop frequency synthesizer is used in the LO
source. Spurious signals are usually phase modulation
sidebands of the LO signal, and, like phase noise, are
transferred to the received signal. Finally, the mixer may
generate a wide variety of intermodulation products,
which allow input signals—even if they are not within
the input passband—to generate spurious output at the
IF. These problems must be circumvented if a successful
receiver design is to be achieved.

An ideal amplifier would amplify the incoming signal
and incoming noise equally and would introduce no addi-
tional noise. From Eq. (9) such an amplifier would have a
noise figure equal to unity (0 dB).

The noise figure of several cascaded amplifier stages is

NF¼NF1þ
NG2 � 1

G1
þ

NF3 � 1

G1G2
þ � � � þ

NFn � 1

Pn
1Gn

ð10Þ

where NF is the total noise figure, NFn is the noise figure
of the nth stage, and Gn is the available gain of the nth
stage.

From Eq. (10), the gain and noise figure of the first
stage of a cascaded chain will largely determine the total
noise figure. For example, the system noise figure (on a
linear scale) for the downconverter shown in Fig. 9 is

NF¼
1

LRF
þ

NFLNA � 1

LRF
þ

1

LRFGLNA

1

LIM
� 1

� �

þ
NFM � 1

LRFGLNALI
þ � � � ¼

1

LRF
NFLNA þ

NFM � LI

GLNALI
þ � � �

� �

ð11Þ

where LRF and LI are the insertion losses of the RF filter
and the image-rejection filter, respectively, NFLNA and
NFM are the noise figures of the LNA and the mixer, re-
spectively, and GLNA is the power gain of the LNA. This
equation assumes that the noise figures of the filters are
the same as their insertion losses.

4.3. Bandwidth

The bandwidth of a diode mixer is limited by the external
circuit, especially by the hybrids or baluns used to couple
the RF and LO signals to the diodes. In active mixers,
bandwidth can be limited either by the device or by hy-
brids or matching circuits that constitute the external cir-
cuit; much the same factors are involved in establishing
active mixers’ bandwidths as amplifiers’ bandwidths.

4.4. Distortion

It is a truism that everything is nonlinear to some degree
and generates distortion. Unlike amplifiers or passive
components, however, mixers often employ strongly non-
linear devices to provide mixing. Because of these strong
nonlinearities, mixers generate high levels of distortion.
A mixer is usually the dominant distortion-generating
component in a receiver.

Distortion in mixers, as with other components, is man-
ifested as IM distortion (IMD), which involves mixing be-
tween multiple RF tones and harmonics of those tones. If
two RF excitations f1 and f2 are applied to a mixer, the
nonlinearities in the mixer will generate a number of new
frequencies, resulting in the IF spectrum shown in Fig. 10.
Figure 10 shows all intermodulation products up to third
order; by nth order, we mean all n-fold combinations of the
excitation tones (not including the LO frequency). In gen-
eral, an nth-order nonlinearity gives rise to distortion
products of nth (and lower) order.

An important property of IMD is that the level of the
nth order IM product changes by n decibels for every deci-
bel of change in the levels of the RF excitations. The ex-
trapolated point at which the excitation and IMD levels
are equal is called the nth-order IM intercept point, ab-
breviated IPn. This dependence is illustrated in Fig. 11. In
most components, the intercept point is defined as an out-
put power: in mixers it is traditionally an input power.

Given the intercept point IPn and input power level in
decibels, the IM input level PI in decibels can be found
from

PI¼
1

n
P1þ 1�

1

n

� �
IPn ð12Þ

where P1 is the input level of each of the linear RF tones
(which are assumed to be equal) in decibels. By conven-
tion, P1 and PI are the input powers of a single frequency
component where the linear output level and the level of
the nth order IM product are equal; They are not the total

S( f )

f2 – f1

f2 + f1 2f2 + f12f1 + f22f1 – f2

2f1 3f1 3f2 f2f2

2f1 – f1

f1 f2

Figure 10. IF spectrum of intermodulation products up to third
order. The frequencies f1 and f2 are the excitation.
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power of all components. For example, P1 is the threshold
level for the receiver. The fluctuation of the IMD level is
rather small in spite of the fluctuations of P1 and IPn.

4.5. Spurious Responses

A mixer converts an RF signal to an IF signal. The most
common transformation is

fIF¼ fRF � fLO ð13Þ

although others are frequently used. The discussion of
frequency mixing indicated that harmonics of both the RF
and LO could mix. The resulting set of frequencies is

fIF¼mfRF � nfLO ð14Þ

where m and n are integers. If an RF signal creates an in-
band IF response other than the desired one, it is called a
spurious response. Usually the RF, IF, and LO frequency
ranges are selected carefully to avoid spurious responses,
and filters are used to reject out-of-band RF signals that
may cause in-band IF responses. IF filters are used to
select only the desired response.

Many types of balanced mixers reject certain spurious
responses where m or n is even. Most singly balanced
mixers reject some, but not all, products where m or n (or
both) are even.

4.6. Harmonic Mixer

A mixer is sensitive to many frequencies besides those at
which it is designed to operate. The best known of these is
the image frequency, which is found at the LO sideband
opposite the input, of the RF frequency. The mixer is also
sensitive to similar sidebands on either side of each LO
harmonic. These responses are usually undesired; the

exception is the harmonic mixer, which is designed to op-
erate at one or more of these sidebands.

When a small-signal voltage is applied to the pumped
diode at any one of these frequencies, currents and volt-
ages are generated in the junction at all other sideband
frequencies. These frequencies are called the small-signal
mixing frequencies on and are given by the relation

on¼o0þnop ð15Þ

where op is the LO frequency and

n¼ � � � ;�3;�2;�1; 0;1; 2; 3; . . . ð16Þ

These frequencies are shown in Fig. 12. The frequencies
are separated from each LO harmonic by o0, the difference
between the LO frequency and the RF.

5. MODULATION AND FREQUENCY TRANSLATION

5.1. Modulation

Modulation is the process by which the information con-
tent of an audio, video, or data signal is transferred to an
RF carrier before transmission. Commonly, the signal be-
ing modulated is a sine wave of constant amplitude and is
referred to as the carrier. The signal that varies some pa-
rameter of the carrier is known as the modulation signal.
The parameters of a sine wave that may be varied are the
amplitude, the frequency, and the phase. Other types of
modulation may be applied to special signals, such as
pulsewidth and pulse position modulation of recurrent
pulses. The inverse process—recovering the information
from an RF signal—is called demodulation or detection. In
its simpler forms a modulator may cause some character-
istic of an RF signal to vary in direct proportion to the
modulating waveform: this is termed analog modulation.
More complex modulators digitize and encode the modu-
lating signal before modulation. For many applications
digital modulation is preferred to analog modulation.

A complete communication system (Fig. 13) consists of
an information source, an RF source, a modulator, an RF
channel (including both transmitter and receiver RF stag-
es, the antennas, the transmission path, etc.), a demodu-
lator, and an information user. The system works if
the information user receives the source information
with acceptable reliability. The designer’s goal is to cre-
ate a low-cost working system that complies with the legal
restrictions on such things as transmitter power, antenna
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Figure 11. The output level of each nth-order IM product varies
n decibels for every decibel change in input level. The intercept
point is the extrapolated point at which the curves intersect.
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height, and signal bandwidth. Since modulation demodu-
lation schemes differ in cost, bandwidth, interference re-
jection, power consumption, and so forth, the choice of the
modulation type is an important part of communication
system design.

Modulation, demodulation (detection), and heterodyne
action are very closely related processes. Each process in-
volves generating the sum and/or difference frequencies of
two or more sinsuoids by causing one signal to vary as a
direct function (product) of the other signal or signals. The
multiplication of one signal by another can only be accom-
plished in a nonlinear device. This is readily seen by con-
sidering any network where the output signal is some
function of the input signal e1, for example

e0¼ f ðe1Þ ð17Þ

In any perfectly linear network, this requires that

e0¼ ke1 ð18Þ

and, assuming two different input signals

e0¼ kðEa cos oatþEb cos obtÞ ð19Þ

where k is a constant. In this case the output signal con-
tains only the two input-signal frequencies. However, if
the output is a nonlinear function of the input, it can, in
general, be represented by a series expansion of the input
signal. For example, let

e0¼ k1e1þ k2e2
2þ k3e3

3þ � � � þ knen
n ð20Þ

When e1 contains two frequencies, e0 will contain the input
frequencies and their harmonics plus the products of these
frequencies. These frequency products can be expressed as
sum and difference frequencies. Thus, all modulators, de-
tectors, and mixers are of necessity nonlinear devices. The
principal distinction between these devices is the frequen-
cy differences between the input signals and the desired
output signal or signals. For example, amplitude modula-
tion in general involves the multiplication of a high-fre-
quency carrier by low-frequency modulation signals to
produce sideband signals near the carrier frequency. In
a mixer, two high-frequency signals are multiplied to pro-
duce an output signal at a frequency that is the difference
between the input-signal frequencies. In a detector for
amplitude modulation, the carrier is multiplied by the
sideband signals to produce their different frequencies at
the output.

To understand the modulation process, it is helpful
to visualize a modulator as a blackbox (Fig. 14) with two

inputs and one output connected to a carrier oscillator
producing a sinusoidal voltage with constant amplitude
and frequency fRF. The output is a modulated waveform

FðtÞ¼AðtÞ cos ½ostþYðtÞ� ¼AðtÞ cos FðtÞ ð21Þ

whose amplitude A(t) or angle F(t), or both, are controlled
by vm(t). In amplitude modulation (AM) the carrier enve-
lope A(t) is varied while Y(t) remains constant; in angle
modulation A(t) is fixed and the modulating signal con-
trols F(t). Angle modulation may be either frequency mod-
ulation (FM) or phase modulation (PM), depending upon
the relationship between the angle F(t) and the modula-
tion signal.

Although the waveform [21] might be called a modu-
lated cosine wave, it is not a single-frequency sinusoid
when modulation is present. If either A(t) or Y(t) varies
with time, the spectrum of F(t) will occupy a bandwidth
determined by both the modulating signal and the type of
modulation used.

5.1.1. Amplitude Modulation. Amplitude modulation in
the form of ON–OFF keying of radio-telegraph transmitters
is the oldest type of modulation. Today, amplitude modu-
lation is widely used for those analog voice applications
that require simple receivers (e.g., commercial broadcast-
ing) and require narrow bandwidths.

In amplitude modulation the instantaneous amplitude
of the carrier is varied in proportion to the modulating
signal. The modulating signal may be a single frequency,
or, more often, it may consist of many frequencies of var-
ious amplitudes and phases, e.g., the signals constituting
speech. For a carrier modulated by a single-frequency sine
wave of constant amplitude, the instantaneous signal e(t)
is given by

eðtÞ¼Eð1þm cos omtÞ cos ðoctþfÞ ð22Þ

where E is the peak amplitude of unmodulated carrier, m
is the modulation factor as defined below, om is the fre-
quency of the modulating voltage (radians per second), oc
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RF channel Demodulator Information
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Figure 13. Conceptual diagram of a commu-
nication system.
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Figure 14. Blackbox view of a modulator.
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is the carrier frequency (radians per second), and f is the
phase angle of the carrier (radians).

The instantaneous carrier amplitude is plotted as a
function of time in Fig. 15. The modulation factor m is
defined for asymmetrical modulation in the following
manner:

m¼
Emax � E

E
ðupward or positive modulationÞ ð23Þ

m¼
E� Emin

E
ðdownward or negative modulationÞ ð24Þ

The maximum downward modulation factor, 1.0, is
reached when the modulation peak reduces the instanta-
neous carrier envelope to zero. The upward modulation
factor is unlimited.

The modulation carrier described by Eq. (22) can be
rewritten as follows:

eðtÞ ¼Eð1þm cos omtÞ cos ðoctþfÞ

¼E cos ðoctþfÞþ
mE

2
cos ½ðocþomÞtþf�

þ
mE

2
cos ½ðoc � omÞtþf�

ð25Þ

Thus, the amplitude modulation of a carrier by a cosine
wave has the effect of adding two new sinusoidal signals
displaced in frequency from the carrier by the modulating
frequency. The spectrum of the modulated carrier is
shown in Fig. 16.

5.1.2. Angle Modulation. Information can be transmit-
ted on a carrier by varying any of the parameters of the
sinusoid in accordance with the modulating voltage. Thus,
a carrier is described by

eðtÞ¼Ec cos y ð26Þ

where y¼octþf.
This carrier can be made to convey information by

modulating the peak amplitude Ec or by varying the in-
stantaneous phase angle y of the carrier. This type of
modulation is known as angle modulation. The two types
of angle modulation that have practical application are
phase modulation (PM) and frequency modulation (FM).

In phase modulation, the instantaneous phase angle y
of the carrier is varied by the amplitude of the modulating
signal. The principal application of phase modulation is in
the utilization of modified phase modulators in systems
that transmit frequency modulation. The expression for a
carrier phase-modulated by a single sinusoid is given by

eðtÞ ¼Ec cos ðoctþfþDf cos omtÞ ð27Þ

where Df is the peak value of phase variation introduced
by modulation and is called the phase deviation, and om is
the modulation frequency (radians per second).

In frequency modulation, the instantaneous frequency
of the carrier, that is, the time derivative of the phase an-
gle y, is made to vary in accordance with the amplitude of
the modulating signal. Thus

f ¼
1

2p
dy
dt

ð28Þ

When the carrier is frequency-modulated by a single
sinusoid

f ¼ fRFþDf cos omt ð29Þ

where Df is the peak frequency deviation introduced by
modulation. The instantaneous total phase angle y is

Emax

Emin

e(t)

Modulation envelope

E

Figure 15. Amplitude-modulated carrier.
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Figure 16. Frequency spectrum of an amplitude-modulated car-
rier: (a) carrier modulated by a sinusoid of frequency om; (b) car-
rier modulated by a complex signal composed of several sinusoids.
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given by

y¼ 2p
Z

f dtþ y0 ð30Þ

y¼ 2pfRFtþ
Df

fm
sin 2pfmtþ y0 ð31Þ

The complete expression for a carrier that is frequency-
modulated by a single sinusoid is

eðtÞ¼Ec cos ot
cþ

Df

fm
sin 2pfmtþ y0

� �
ð32Þ

The maximum frequency difference between the modu-
lated carrier and the unmodulated carrier is the frequency
deviation Df. The ratio of Df to the modulation frequency
fm is known as the modulation index or the deviation ratio.
The degree of modulation in an FM system is usually
defined as the ratio of Df to the maximum frequency
deviation of which the system is capable. Degree of
modulation in an FM system is therefore not a property
of the signal itself.

In digital wireless communication systems, Gaussian-
filtered minimum-shift keying (GMSK) is the most popu-
lar, and four-level frequency-shift keying (4-FSK) and
p/4-shifted differential encoded quadriphase (or quadra-
ture) phase-shift keying (p/4-DQPSK) are also used.
GMSK and 4-FSK are both frequency modulation, but
p/4-DQPSK is phase modulation.

5.1.3. Pulse Modulation. In pulse-modulated systems,
one or more parameters of the pulse are varied in accor-
dance with a modulating signal to transmit the desired
information. The modulated pulse train may in turn be
used to modulate a carrier in either angle or amplitude.
Pulse modulation provides a method of time duplexing,
since the entire modulation information of a signal chan-
nel can be contained in a single pulsetrain having a low
duty cycle, i.e., ratio of pulse width to interpulse period,
and therefore the time interval between successive pulses
of a particular channel can be used to transmit pulse in-
formation from other channels.

Pulse modulation systems can be divided into two basic
types: pulse modulation proper, where the pulse parame-
ter which is varied in accordance with the modulating
signal is a continuous function of the modulating signal;
and quantized pulse modulation, where the continuous
information to be transmitted is approximated by a finite
number of discrete values, one of which is transmitted by
each single pulse or group of pulses. The two methods are
illustrated in Fig. 17. In quantized pulse modulation sys-
tems, the input function can be approximated with arbi-
trary accuracy by increase of the number of discrete
values available to describe the input function. An exam-
ple of a quantized pulse modulation system is shown in
Fig. 18; the information is transmitted in pulse code
groups, the sequence of pulses sent each period indicat-
ing a discrete value of the modulating signal at that in-
stant. Typically, the pulse group might employ a binary
number code, the presence of each pulse in the group

indicating a 1 or 0 in the binary representation of the
modulating signal.

The principal methods for transmitting information by
means of unquantized pulse modulation are pulse-ampli-
tude modulation (PAM; see Fig. 19), pulsewidth modula-
tion (PWM), and pulse position modulation (PPM).

5.2. Frequency Translation

The most common form of radio receiver is the superhet-
erodyne configuration shown in Fig. 20a. The signal input,

Modulating signal

Quantized pulse code groups

Figure 18. Example of a quantized pulse modulation system.
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pulse parameter
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Figure 17. Input–output relationships of quantized and unqu-
antized pulse modulation systems: (a) unquantized modulation
system; (b) quantized modulation system.
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with a frequency os, is usually first amplified in a tunable
bandpass amplifier, called the RF amplifier, and is then
fed into a circuit called the mixer along with an oscillator
signal, which is local to the receiver, having a frequency
op. The LO is also tunable and is ganged with the input
bandpass amplifier so that the difference between the in-
put signal frequency and that of the LO is constant.

In operation, the mixer must achieve analog multipli-
cation. With multiplication, sum and difference frequency
components at os7op are produced at the output of the
mixer. Usually, the sum frequency is rejected by sharply
tuned circuits and the difference frequency component is
subsequently amplified in a fixed-tuned bandpass ampli-
fier. The difference frequency is called the intermediate
frequency (IF), and the fixed-tuned amplifier is called the
IF amplifier. The advantage of this superheterodyne con-
figuration is that most amplification and outband rejection
occurs with fixed-tuned circuits, which can be optimized

for gain level and rejection. Another advantage is that the
fixed-tuned amplifier can provide a voltage-controlled gain
to achieve automatic gain control (AGC) with input signal
level. In high-performance and/or small-size receivers, the
filtering in the IF amplifier is obtained with electrome-
chanical crystal filters.

To formalize the mixer operation, assume that both the
input signal and the local oscillator output are unmodu-
lated, single-tone sinusoids:

Vs¼Es cos ðostÞ ð33Þ

Vp¼Ep cos ðoptÞ ð34Þ

If the multiplier (mixer) has a gain constant K, the output
is

V0¼
K

2
EsEp½cos ðos � opÞtþ cos ðosþopÞt� ð35Þ

The difference frequency, os�op, is denoted by oif.
If the input is a modulated signal, the modulation also

is translated to a band about the new carrier frequency,
oif. For example, if the input is amplitude-modulated,

Vs¼Esð1þm cos omtÞ cos ost

¼Es cos ðostÞ þ
m

2
Es cos ðos � omÞt

þ
m

2
Ep cos ðosþomÞt

ð36Þ

The input can be represented as in Fig. 20b, with the car-
rier frequency term and an upper sideband and a lower
sideband, each containing the modulation information.

For a linear multiplier, each of the input components
is multiplied by the LO input, and the output of the
multiplier contains six terms, as shown in Fig. 20c: the
difference-frequency carrier with two sidebands and
the sum-frequency carrier with two sidebands. The latter
combination is usually rejected by the bandpass of the IF
amplifier.
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Figure 19. Pulse amplitude modulation: (a) amplitude-modulat-
ed pulsetrain; (b) frequency spectrum of the modulated pulse-
train.
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6. ANALOG MULTIPLICATION

An analog multiplier can be used as a mixer. A multiplier
inputs two electrical quantities, usually voltages but
sometimes currents, and outputs the product of the two
inputs, usually currents but sometimes voltages. The
product of two quantities is derived from only the sec-
ond-order term of the transfer characteristic of the ele-
ment, because the product xy can be derived from only the
second term of (xþ y)2. The second-order term is, for ex-
ample, obtained from the inherent exponential law for a
bipolar transistor or the inherent square law for a MOS
transistor.

There are three methods of realizing analog multi-
pliers: the first is by cross-coupling two variable-gain
cells, the second is by cross-coupling two squaring cir-
cuits, and the third is by using a multiplier core. Block
diagrams of these three multiplication methods are shown
in Fig. 21a–c. For example, the bipolar doubly balanced
differential amplifier, the so-called Gilbert cell, is the first
case, and utilizes two-quadrant analog multipliers as vari-
able-gain cells. The second method has been known for a
long time and is called the quarter-square technique. The

third method is also based on the quarter-square tech-
nique, because a multiplier core is a cell consisting of the
four properly combined squaring circuits.

6.1. Multipliers Consisting of Two Cross-Coupled
Variable-Gain Cells

6.1.1. The Gilbert Cell. The Gilbert cell, shown in
Fig. 22, is the most popular analog multiplier, and consists
of two cross-coupled, emitter-coupled pairs together with a
third emitter-coupled pair. The two cross-coupled, emitter-
coupled pairs form a multiplier cell. The Gilbert cell con-
sists of two cross-coupled variable-gain cells, because the
lower emitter-coupled pair varies the transconductance of
the upper cross-coupled, emitter-coupled pairs.

Assuming matched devices, the differential output cur-
rent of the Gilbert cell is expressed as

DI¼ Iþ � I� ¼ ðIC13þ IC15Þ � ðIC14þ IC16Þ

¼ a2
FI0 tanh

Vx

2VT

� �
tanh

Vy

2VT

� � ð37Þ

where aF is the DC common-base current gain factor.
The differential output current of the Gilbert cell is ex-

pressed as a product of two hyperbolic tangent functions.
Therefore, the operating input voltage ranges of the Gil-
bert cell are both very narrow. Many circuit design tech-
niques for linearizing the input voltage range of the
Gilbert cell have been discussed to achieve wider input
voltage ranges.

In addition, the Gilbert cell has been applied to ultra-
high-frequency (UHF) bands of some tens of gigahertz us-
ing GaAs heterojunction bipolar transistor (HBT) and InP
HBT technologies. The operating frequency of the Gilbert
cell was 500 MHz at most in the 1960s.
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Figure 21. Multiplier block diagrams: (a) built from two cross-
coupled variable-gain cells; (b) built from two cross-coupled squar-
ing circuits; (c) built from a multiplier core and an input system.
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The series connection of the two cross-coupled, emitter-
coupled pairs with a third emitter-coupled pair requires a
high supply voltage, more than 2.0 V. Therefore, many
circuit design techniques for linearizing the low-voltage
Gilbert cell have also been discussed.

6.1.2. Modified Gilbert Cell with a Linear Transconduc-
tance Amplifier. The modified Gilbert cell with a linear
transconductance amplifier in Fig. 23 possesses a linear
transconductance characteristic only with regard to the
second input voltage Vy, because it utilizes a linear trans-
conductance amplifier for the lower stage. Low-voltage
operation is also achieved using the differential current
source output system of two emitter–follower-augmented
current mirrors. The general structure of the mixer is a
Gilbert cell with a linear transconductance amplifier,
since the cross-coupled emitter-coupled pairs that input
the LO signal possess a limiting characteristic. To achieve
the desired low distortion, the differential pair normally
used as the lower stage of the cell is replaced with a
superlinear transconductance amplifier. In practice, the
linear input voltage range of the superlinear transconduc-
tance amplifier at a 1.9 V supply voltage is 0.9 V peak to
peak for less than 1% total harmonic distortion (THD) or
0.8 V for less than 0.1% THD.

The differential output current of the modified Gilbert
cell with a linear transconductance amplifier is

DI¼ Iþ � I� ¼ ðIC1þ IC3Þ � ðIC2þ IC4Þ

¼2GyVy tanh
Vx

2VT

� � ð38Þ

where Gy¼ 1/Ry and the DC common-base current gain
factor aF is taken as equal to one for simplification, since
its value is 0.98 or 0.99 in current popular bipolar tech-
nology.

The product of the hyperbolic tangent function of the
first input voltage and the second input voltage of the lin-
ear transconductance amplifier is obtained.

6.2. Quarter-Square Multipliers Consisting of Two
Cross-Coupled Squaring Circuits

To realize a multiplier using squaring circuits the basic
idea is based on the identity (xþ y)2� (x� y)2

¼ 4xy or (xþ
y)2
� x2
� y2
¼ 2xy. The former identity is usually ex-

pressed as

1

4
ðxþ yÞ2 � ðx� yÞ2
� 	

¼ xy ð39Þ

The quarter-square technique based on the above identity
has been well known for a long time.

The two input voltage ranges and the linearity of the
transconductances of the quarter-square multiplier usu-
ally depend on the square-law characteristics of the squar-
ing circuits and sometimes depend on the linearities of the
adder and subtractor in the input stage. A quarter-square
multiplier does not usually possess limiting characteris-
tics with regard to both inputs.

6.3. Four-Quadrant Analog Multipliers with a
Multiplier Core

The multiplier core can be considered as four properly
combined square circuits. The multiplication is based on
the identity

ðaxþ byÞ2þ ða� cÞxþ b�
1

c

� �
y

� �2

� ½ða� cÞxþ by�2 � axþ b�
1

c

� �
y

� �2

¼2xy

ð40Þ

where a, b, and c are constants.
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Figure 23. Modified Gilbert cell with a linear
transconductance amplifier.
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If each squaring circuit is a square-law element with
another parameter z, the identity becomes

ðaxþbyþ zÞ2þ ða� cÞxþ b�
1

c

� �
yþ z

� �2

� ½ða� cÞxþbyþ z�2

� axþ b�
1

c

� �
yþ z

� �2

¼ 4xy

ð41Þ

In Eqs. (40) and (41), the parameters a, b, c, and z can be
canceled out.

MOS transistors operating in the saturation region can
be used as square-law elements. Four properly arranged
MOS transistors with two properly combined inputs pro-
duce the product of the hyperbolic functions of the inputs.
A cell consisting of four emitter- or source-common tran-
sistors biased by a single cell tail current can be used as a
multiplier core.

6.3.1. Bipolar Multiplier Core. Figure 24a shows a
bipolar multiplier core. The individual input voltages
applied to the bases of the four transistors in the core
can be expressed as V1¼aVxþ bVyþVR, V2¼ ða� 1ÞVxþ

ðb� 1ÞVyþVR, V3¼ ða� 1ÞVxþ bVyþVR, V4¼aVxþ

Vx

VR Io

Vy RR
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R

R

R

(c)

∆I

I + I –
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Figure 24. Bipolar multiplier: (a) general cir-
cuit diagram of core; (b) the core with the sim-
plest combination of the two input voltages;
(c) the bipolar multiplier consisting of a mul-
tiplier core and resistive dividers.
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ðb� 1ÞVyþVR. The differential output current is ex-
pressed as

DI¼ Iþ � I� ¼ ðIC1þ IC2Þ � ðIC3þ IC4Þ

¼ aFI0 tanh
Vx

2VT

� �
tanh

Vy

2VT

� � ð42Þ

The parameters a and b are canceled out. The transfer
function of the bipolar multiplier core is expressed as the
product of the two transfer functions of the emitter-cou-
pled pairs. The difference between Eqs. (42) and (38) is
only in whether the tail current value is multiplied by the
parameter aF or by its square. Therefore, a bipolar multi-
plier core consisting of a quadritail cell is a low-voltage
version of the Gilbert cell.

Simple combinations of two inputs are obtained when
a¼ b¼ 1

2;a¼
1
2, and b¼ 1, and a¼ b¼ 1 as shown in Fig. 24b.

In particular, when a¼b¼ 1, resistive voltage adders are
applicable because no inversion of the signals Vx and vy is
needed (Fig. 24c).

6.3.2. MOS Multiplier Core. Figure 25a shows the MOS
four-quadrant analog multiplier consisting of a multiplier
core. Individual input voltages applied to the gates of the
four MOS transistors in the core are expressed as
V1¼aVxþ bVyþVR, V2¼ ða� cÞVxþ ðb� 1=cÞVyþVR,
V3¼ ða� cÞVxþ bVyþVR, V4¼aVxþ ðb� 1=cÞVyþVR.
The multiplication is based on the identity of Eq. (41).

Ignoring the body effect and channel-length modula-
tion, the equations for drain current versus drain-to-
source voltage can be expressed in terms of three regions
of operation as

ID¼ 0 ð43aÞ

for VGSrVT, the OFF region,

ID¼ 2b VGS � VT �
VDS

2

� �
VDS ð43bÞ

for VDSrVGS–VT, the triode region, and

ID¼ bðVGS � VTÞ
2

ð43cÞ

for VGSZVT and VDSZVGS�VT, the saturation region,
where b¼ m (Co/2)(W/L) is the transconductance parame-
ter, m is the effective surface carrier mobility, Co is the gate
oxide capacitance per unit area, W and L are the channel
width and length, and VT is the threshold voltage.

The differential output current is expressed as

DI¼ Iþ � I� ¼ ðID1þ ID2Þ � ðID3þ ID4Þ

¼ 2bVxVy ðV
2
x þV2

y þ VxVy

�� ��oI0=2bÞ
ð44Þ

The parameters a, b, and c are canceled out. Four properly
arranged MOS transistor with two properly combined in-
puts produce the product of two input voltages. Simple
combinations of two inputs are obtained when a¼ b¼ 1

2
and c¼ 1, a¼ 1

2 and b¼ c¼ 1, and ða¼ b¼ c¼ 1Þ as shown
in Fig. 25b.

Figure 25c shows a CMOS four-quadrant analog mul-
tiplier consisting of only a multiplier core and an active
voltage adder.

In addition, a multiplier consisting of the multiplier
core in Fig. 25a and a voltage adder and subtractor has
been implemented with a GaAs MESFET IC, and a useful
frequency range from dc to UHF bands of 3 GHz was ob-
tained for a frequency mixer operating on a supply voltage
of 2 or 3 V.

7. RADIOFREQUENCY SIGNAL AND LOCAL OSCILLATOR

Figure 26 shows a block diagram of a communication sys-
tem, showing modulation and demodulation. A wireless
communication system will usually consists of an infor-
mation source, which is modulated up to RF or microwave
frequencies and then transmitted. A receiver will take the
modulated signal from the antenna, demodulate it, and
send it to an information ‘‘sink,’’ as illustrated in Fig. 26.
The rate at which information can be sent over the chan-
nel is determined by the available bandwidth, the modu-
lation scheme, and the integrity of the modulation–
demodulation process.

Frequency synthesizers are ubiquitous building blocks
in wireless communication systems, since they produce
the precise reference frequencies for modulation and de-
modulation of baseband signals up to the transmit and/or
receive frequencies.

Info.
source

Data
modulator

Frequency
synthesizer

Transmit

Baseband
data

signal Info.
source

Data
modulator

Frequency
synthesizer

Receive

Figure 26. Block diagram of communications system, showing modulation and demodulation.
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A simple frequency synthesizer might consist of a tran-
sistor oscillator operating at a single frequency deter-
mined by a precise crystal circuit. Tunable transistor
frequency sources rely on variations in the characteristics
of a resonant circuit to set the frequency. These circuits
can then be embedded in phase-locked loops (PLLs) to
broaden their range of operation and further enhance
their performance.

A representative view of a frequency synthesizer is giv-
en in Fig. 27 which shows a generic synthesizer producing
a single tone of a given amplitude that has a delta-func-
tion-like characteristic in the frequency domain.

Indirect frequency synthesizers rely in feedback, usu-
ally in the form of the PLL, to synthesize the frequency. A
block diagram of a representative PLL frequency synthe-
sizer is shown in Fig. 28. Most PLLs contain three basic
building blocks: a phase detector, an amplifier loop filter,
and a voltage-controlled oscillator (VCO). During opera-
tion, the loop will acquire (or lock onto) an input signal,
track it, an exhibit a fixed phase relationship with respect
to the input. The output frequency of the loop can be var-
ied by altering the division ratio (N) within the loop, or by
tuning the input frequency with an input frequency di-
vider (Q). Thus, the PLL can act as a broadband frequency
synthesizer.

8. FREQUENCY SYNTHESIZER FIGURES OF MERIT

An ideal frequency synthesizer would produce a perfectly
pure sinusoidal signal, which would be tunable over some
specified bandwidth. The amplitude, phase, and frequency
of the source would not change under varying loading,
bias, or temperature conditions. Of course, such an ideal
circuit is impossible to realize in practice, and a variety of
performance measures have been defined over the years to
characterize the deviation from the ideal.

8.1. Noise

The output power of the synthesizer is not concentrated
exclusively at the carrier frequency. Instead, it is distrib-

uted around it, and the spectral distribution on either side
of the carrier is known as the spectral sideband. This is
illustrated schematically in Fig. 29. This noise can be rep-
resented as modulation of the carrier signal, and resolved
into AM and FM components. The AM portion of the sig-
nal is typically smaller than the FM portion.

FM noise power is represented as a ratio of the power in
some specified bandwidth (usually 1 Hz) in one sideband
to the power in the carrier signal itself. These ratios are
usually specified in ‘‘dBc/Hz’’ at some frequency offset from
the carrier. The entire noise power can be integrated over
a specified bandwidth to realize a total angular error in
the output of the oscillator, and oscillators are often spec-
ified this way.

8.2. Tuning Range

The tuning range of an oscillator specifies the variation in
output frequency with input voltage or current (usually
voltage). The slope of this variation is usually expressed in
megahertz per volt. In particular, the key requirements of
oscillator or synthesizer tuning are that the slope of the
frequency variation remain relatively consistent over the
entire range of tuning and that the total frequency vari-
ation achieve some minimum specified value.

8.3. Frequency Stability

Frequency stability of an oscillator is typically specified in
parts per million per degree centigrade (ppm/1C). This pa-
rameter is related to the Q of the resonator and the fre-
quency variation of the resonator with temperature. In a
free-running system this parameter is particularly impor-
tant, whereas in a PLL it is less so, since an oscillator that
drifts may be locked to a more stable oscillator source.
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8.4. Harmonics

Harmonics are output from the oscillator synthesizer that
occur at integral multiples of the fundamental frequen-
cies. They are typically caused by nonlinearities on the
transistor or other active devices used to produce the sig-
nal. They can be minimized by proper biasing of the active
device and design of the output matching network to filter
out the harmonics. Harmonics are typically specified in
‘‘dBc’’ below the carrier.

8.5. Spurious Outputs

Spurious outputs are outputs of the oscillator synthesizer
that are not necessarily harmonically related to the
fundamental output signal. As with harmonics, they are
typically specified in ‘‘dBc’’ below the carrier.
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The desire for mobility and for communication with others
is deeply ingrained in human nature. The need to develop
an efficient public mobile communication system has been
driving a lot of researchers since the late nineteenth cen-
tury. It is generally accepted that mobile communication
(precisely speaking, mobile radiocommunication) was
born in 1897, when Guglielmo Marconi gained a patent
for his wireless telegraph. Since then, mobile communica-
tions have gone from the early stages at the beginning
of the twentieth century, when mobile communication
was widely used in navigation and in maintaining con-
tacts with remotely traveling ships and airplanes, through
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infancy of the 1950s and the 1960s, to maturity at the end
of the twentieth century, when public mobile telephony,
paging, and other mobile services are common place.
There are several comprehensive readings available on
each of those specific services [1–4], and this article does
not pretend to cover all topics related to mobile commu-
nication. Rather, we concentrate on some specific issues
that, in our opinion, allow the reader to understand major
differences between mobile and stationary or fixed com-
munications.

1. HISTORY

Mobile communication has always been used by people,
particularly during military struggles, when commanders
needed to pass their orders to remote troops in the middle
of a battle. Several methods have been used, with horns
and drums among the most popular. Different optical
‘‘mobile communication’’ systems based on so-called
signal flags have also been used for maritime applications.
All of those methods have been, however, of a limited
range and small capacity. There were no major improve-
ments in mobile communication until the birth of electro-
magnetic theory.

In the late nineteenth century, after the theoretical
predictions made by Maxwell in his treatise on electricity
and magnetism and Rudolf Hertz’s experimental work on
the transmission and reception of electromagnetic waves,
Guglielmo Marconi and some other researchers started to
look into possible applications of electromagnetic radia-
tion for communication purposes. Since then, radio com-
munications have been used to save lives, win battles,
generate new businesses, maximize opportunities, and so
forth. From the introduction of public mobile cellular
telephony in the 1980s, mobile communications have
become elements of mass communication with the objec-
tive of providing a broad range of services similar to, and
in some instances exceeding, those offered by the public
switched telephone network (PSTN). The level of penetra-
tion for mobile phones varies among different countries,
but in some countries it is already high.

Before the 1970s, numerous private mobile radio net-
works—citizen band (CB) radio, ham operator mobile ra-
dio, and portable home radio telephones—used different
types of equipment utilizing diverse fragments of radio
spectrum located in the frequency band from about
30 MHz to 3 GHz. Standardization started to take place
in the 1970s with the development of the Nordic Mobile
Telephone (NMT) system by Ericsson and the Advanced
Mobile Phone Services (AMPS) by AT&T. Both systems
have become de facto and de jure the technical standards
for the analog mobile telephony as the so-called first-
generation systems. Soon after the deployment of those
first-generation systems, second generation, fully digital
mobile cellular systems appeared on drawing boards
throughout the world. The Groupe Spécial Mobile
(GSM), pan-European, fully digital cellular telephony
standard was developed in late 1980s. After its successful
deployment, it began to be accepted as a standard for the
second-generation mobile radio not only in Europe but

also in other parts of the world. The main competition
for the GSM monopoly in digital mobile telephony has
come from code-division multiple-access (CDMA) spread-
spectrum technology, developed primarily for military
applications. The CDMA-based IS-95 systems, and time-
division multiple-access (TDMA)–based GSM systems
have their powerful supporters and vigorous opponents,
and it is not clear yet which approach is going to be adopt-
ed in the development of the third generation of mobile
telephony or the future public land mobile telecommuni-
cation system (FPLMTS), which recently has been re-
named International Mobile Telecommunications—2000
(IMT-2000).

2. OVERVIEW OF CONCEPTS

A typical mobile communication system consists of mobile
terminals, base stations, mobile switching centers, and
telecommunication channels. Those telecommunication
channels are either of a fixed nature (cables or dedicated
radiolinks), to provide connections between base stations
and the mobile switching center, or mobile radio channels
between mobile terminals and base stations servicing
those terminals.

Unlike fixed telecommunication channels, the mobile
radio channels are nonstationary and exhibit a high level
of unpredictability with regard to channel characteristics.
In addition, due to the nature of radiocommunication and
low directivity of antennas used, there is always a possi-
bility of strong interference from other users of the radio
spectrum. All these factors need to be carefully taken into
account while calculating a power budget for a mobile ra-
dio channel.

One of the specific features of mobile communication
systems is the need to assign a free radio channel to the
user requiring the connection. This is done during setup of
the connection. This setup, combined with the limited fre-
quency spectrum available for mobile services, means that
the number of simultaneous calls within the coverage area
of a single base station is highly limited. Therefore, before
introduction of the cellular concept (which is explained
later in the section on spectrum management), the
number of simultaneous calls within a system covering
sometimes a huge area was very low. For example, the
single-base-station mobile system in New York City in the
1970s could only support a maximum of 12 simultaneous
calls over one thousand square miles [5]. The concept of
such a cellular system is illustrated in Fig. 1.

There are generally four different types of channels
that are used for communication between the base station
and mobiles: (1) forward voice channels (FVCs), used
for voice transmission from the base station to mobiles;
(2) reverse voice channels (RVCs), used for voice trans-
mission from mobiles to the base station; (3) forward con-
trol channels (FCC), used for transmission of signaling
data from the base station to mobiles; and (4) reverse con-
trol channels (RCC), used for transmission of signaling
data from mobiles to the base station. The control chan-
nels transmit and receive data necessary to set up a call,
moving it to an unused voice channel, and to manage the
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handovers between base stations. They are also used for
constant monitoring of the system and for synchronization
purposes.

The base station serves as a bridge between all mobile
users in its coverage area and the mobile switching center
(MSC). The MSC acts as a central switching point, closing
the traffic among the connected base stations, and serves
as a gateway to the PSTN. It also coordinates all activities
of the base stations and accommodates all billing and
maintenance functions. A typical MSC handles 100,000
cellular subscribers and 5000 simultaneous conversa-
tions [6].

3. CLASSIFICATION

Mobile communication systems are classified into genera-
tions in accordance with evolution of systems in time. In-
dicators for a generation are involved transmission
techniques, supported services, and status of unification.
First-generation systems were introduced in the early
1980s and used analog techniques basically for speech
services. Second generation systems evolved in the late
1980s and are now in a mature form. They utilize digital
techniques, and, apart from speech, they support some

low-rate data services. Second-generation systems may be
further classified into cellular, cordless, and professional
radio systems. Due to the wide range of second-generation
systems and their immense complexity, we only summa-
rize some air interface parameters of selected digital cel-
lular systems in Table 1. Standards for third-generation
systems are currently being developed to provide mobile
multimedia telecommunications and universal coverage.
In the following subsections, we will give a concise over-
view of mobile communication systems and refer to the
literature for details.

3.1. First-Generation Systems

The first-generation cellular systems use analog frequen-
cy modulation (FM) for traffic channels, digital frequency
shift keying (FSK) for signaling channels, and a frequency
division duplex (FDD) method. In addition, frequency-di-
vision multiple access (FDMA) is employed to share the
transmission medium. In the beginning, businesspeople
were the main customers, but later acceptance in resi-
dential markets started to increase immensely. In 1981,
the Scandinavian countries introduced the Nordic
Mobile Telephone standard NMT-450 [7] and in 1986 the
NMT-900 standard, where the numbers in the acronyms
indicate the utilized frequency band in MHz. The AMPS
system [8] was developed in the United States, and service
opened in 1983. AMPS has been adapted by many coun-
tries, such as Canada and Australia. A variant of AMPS is
the Total Access Communication system (TACS) deployed
in 1985 in the United Kingdom, which basically uses a
smaller channel spacing than AMPS. In 1986, the C-450
system [9] opened its service in Germany.

3.2. Second-Generation Systems

3.2.1. Cellular Systems
3.2.1.1. Global System for Mobile Communication.

Although mobile communication in most European coun-
tries was well covered by their individual analog cellular
systems, incompatible standards made it impossible to

Mobile terminal
BS Base station

MSC Mobile switching center

Public
switched
telephone

nework

BS

BS

BS

BS

MSC

Figure 1. Configuration of a cellular system.

Table 1. Characteristics of Selected Second-Generation Systems

Mobile System GSM DCS-1800 DECT IS-95

Frequency band
MS-BS 890–915 MHz 1710–1785 MHz 1880–1990 MHz 824–849 MHz
BS-MS 935–960 MHz 1805–1880 MHz 1880–1900 MHz 869–894 MHz

Carrier spacing 200 kHz 200 kHz 1728 kHz 1250 kHz
Duplex spacing 45 MHz 95 MHz 0 Hz 45 MHz
No. of carriers 125 375 10 20
System bandwidth 2 � 25 MHz 2 � 75 MHz 20 MHz 2 � 25 MHz

Speech coder
Full rate 13 kb/s RPE-LTP 13 kb/s RPE-LTP 32 kb/s ADPCM 8, 4, 2, 1 kb/s QCELP
Half rate 5.6 kb/s VSELP 4.5 kb/s VSELP

Multiple access TDMA TDMA TDMA CDMA
Duplexing method FDD FDD TDD FDD
Modulation GMSK (BTa

¼0.3) GMSK (BTa
¼0.3) GMSK (BTa

¼0.5) QPSK/BPSK
Frame bit rate 271 kbps 271 kbps 1.152 Mbps 1.288 Mbps
Frame length 4.615 ms 4.615 ms 10 ms 20 ms

aBT:3 dB bandwidth and bit duration product of the Gaussian filter.
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interwork among systems or share equipment. To over-
come this deficiency, the Conférence Européenne des Post-
es et Télécommunications (CEPT) established in 1982 the
Groupe Spécial Mobile to develop a pan-European stan-
dard. The outcome was the GSM system [10], which now
stands for global system for mobile communication. The
standard specifies a digital cellular system on the basis of
a dedicated pan-European frequency band allocated at
900 MHz. GSM supports a variety of speech and low-rate
data services. In 1991, the first GSM system opened and
since then it has experienced tremendous popularity
worldwide, as indicated by the more than 65 countries
that have already adopted GSM. An extension of GSM is
the Digital Cellular System—1800 (DCS-1800) standard
allocated in the 1.8-GHz band. DCS-1800 has been de-
signed to meet the requirements of personal communica-
tion networks (PCN).

3.2.1.2. Interim Standard 54 (IS-54). During the 1980s,
increasing demand on cellular services was observed in
the United States, approaching traffic capacity limits of
analog AMPS. To satisfy the enormous capacity require-
ments, the Cellular Telecommunication Industry Associa-
tion asked for a digital standard. As a result, IS-54 [11]
has been developed and is also known as United States
Digital Cellular (USDC). IS-54 is designed to coexist with
analog AMPS in the same frequency band but to replace
the analog system step by step. For that reason, IS-54 has
to be upward compatible to AMPS and hence is sometimes
referred to as digital AMPS (D-AMPS). With the used dig-
ital techniques and planned employment of a half-rate co-
dec, IS-54 is expected to provide six times the traffic
capacity than AMPS.

3.2.1.3. Interim Standard 95 (IS-95). Development of IS-
95 was launched in 1991 after Qualcomm successfully
demonstrated a CDMA digital cellular validation system.
The IS-95 standard [12] specifies a direct-sequence CDMA
digital cellular system. This wideband digital cellular
standard employs a set of spreading sequences that are
assigned to users. All users in the cellular system transmit
in the same radio channel but using different sequences.
Therefore, frequency planning is not required and can be
thought of as replaced by planning how to allocate spread-
ing sequences in different cells.

3.2.1.4. Personal Digital Cellular (PDC). The Japanese
effort to increase capacity over analog systems is docu-
mented in a PDC air interface standard [13], which was
issued in 1991. This digital cellular system has been allo-
cated a different frequency band than the analog system.
It supports speech, data, and short message services.

3.2.2. Cordless Systems
3.2.2.1. Cordless Telephony (CT2). The initial goal of

cordless telephony was to provide wireless pay phone ser-
vices with low-cost equipment but no support of incoming
calls. These systems cover only a single cell with a radius
of about 300 m outdoor and 50 m indoor. Most manufac-
tures in Europe agreed on a common air interface (CAI),
which become the CT2/CAI standard [14]. It uses digital

techniques and replaces analog cordless telephony, which
offered only a small number of channels. In Canada, CT2
þ was developed to support incoming calls as well. By
dedicating more carriers for signaling purposes, location
management was practicable.

3.2.2.2. Digital European Cordless Telecommunications
(DECT). The DECT standard [14] was developed by the
European Telecommunications Standards Institute
(ETSI) and has been allocated a guaranteed pan-Europe-
an frequency. It is designed as a flexible interface based on
open system interconnection (OSI) and was finalized in
1992. The system provides mobility in picocells with very
high capacity. Speech and data services are supported
where incoming and outgoing calls can be managed. Ini-
tially, DECT was intended for interworking with private
automatic branch exchange (PABX) to provide mobility
within the area of a PABX. Its application-independent
interface allows also interworking with PSTN, integrated
services digital network (ISDN), or even GSM. For oper-
ators of public networks, DECT can be employed to span
the last mile to subscribers by radio local loop (RLL).

3.2.2.3. Personal Handy Phone Systems (PHS). In 1989,
the Japanese Ministry of Posts and Telecommunications
initiated the standardization process for another cordless
system, which become the PHS standard [15]. Among oth-
er things, the standard defines the air interface, voice ser-
vices, and data services. The system is designed for small
cells, and it maintains incoming as well as outgoing calls.
A special feature of PHS is that mobiles that are close
enough may bypass the base station and communicate di-
rectly with each other.

3.2.3. Professional Mobile Radio. Besides cellular and
cordless systems, a variety of professional mobile radio
(PMR) systems have been designed for professional and
private users. In 1988, the European Commission and
ETSI initiated standardization of a PMR system known as
trans-European trunked radio (TETRA). Applications in-
clude group calls within a fleet of users and fleet manage-
ment as required by police, safety organizations, or taxi
companies. Similarly, in the United States the so-called
Associated Public Safety Communications Officers Project
25 (APCO 25) is specifically concerned with public safety
radio services. There are a number of other PMR systems,
such as European radio message (ERMES), digital short-
range radio (DSSR), and terrestrial flight telephone sys-
tem (TFTS), to mention only a few.

3.3. Third-Generation Systems

At present, mobile communications is realized by many
kinds of competitive and incompatible standards, systems,
and services. On the other hand, unification of cellular,
paging, cordless, and professional mobile radio is desirable
to manage limited physical resources, improve system
quality, and keep up with the great demand for mobile
services. Third-generation systems aim to provide unifi-
cation and worldwide coverage.
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3.3.1. Universal Mobile Telecommunication System. The
European effort to support the same type of services any-
where and anytime is known as the Universal Mobile
Telecommunication System (UMTS) and is described in
Ref. 16. It is based on GSM, DCS-1800, and DECT. Stan-
dardization is concerned with air interface and protocol
issues aiming for global coverage for speech, low-to-medi-
um bit rate services, and multimedia capabilities. A major
challenge is to achieve higher data rates, up to 2 mbps. In
1987, the European Union launched a program called Re-
search and Development in Advanced Communications
Technologies in Europe (RACE). RACE was supposed to
investigate advanced options for mobile communications
and in that way assist ETSI in standardization of UMTS.
Several subprojects within RACE were concerned with
advanced topics, as the following examples indicate. The
advanced TDMA (ATDMA) project investigated antenna
systems and equalization issues. An approach to increase
data rate was undertaken in the Code Division Testbed
(CODIT) project. Recently, an agreement was reached
among European companies on the radio interface for
UMTS based on wideband CDMA (W-CDMA) and time
division CDMA (TD-CDMA) technologies [17]. Operation
of UMTS is expected to commence in the beginning of the
twenty-first century.

3.3.2. International Mobile Telecommunications—2000.
In the mid-1980s, the International Telecommunications
Union (ITU) began its studies of future public land mobile
telecommunication systems, the goal of which is to sup-
port mobile communication anywhere, anytime. The goals
are similar to those intended to be reached by UMTS, but
under a worldwide perspective. The ITU approach is now
called International Mobile Telecommunications—2000
(IMT-2000) [18], the former FPLMTS (the attached 2000
indicates the frequency band of operation in MHz as well
as the year in which service is planned to open). At the
World Administrative Radio Conference in 1992 (WARC-
92), a bandwidth of 230 MHz in the 2 GHz frequency band
was allocated worldwide to IMT-2000. A major objective of
IMT-2000 is to offer users a small, inexpensive pocket
communicator and provide for seamless roaming of a
mobile terminal across various networks. Services range
from voice to data and mobile multimedia applications or
even Internet access. These services will be offered for a
wide range of operating environments, such as indoor,
outdoor, terrestrial, and satellite networks. ITM-2000 will
utilize technologies like the asynchronous transfer mode
(ATM) to provide broadband transport services.

3.3.3. Other Systems
3.3.3.1. Wireless Local Area Networks (WLANs). Mobile

data of second-generation systems offers only low bit rate
wireless data transmission but with wide-area mobility and
roaming. UMTS and IMT-2000 are supposed to increase the
bit rate to some 2 Mbps. On the other hand, for in-house
and on-premises networking there is substantial demand
for higher bit rates in the range of 20 Mbps, whereas mo-
bility is required only in a restricted area. WLAN systems
for such local networking are planned to complement third-
generation systems and are considered a flexible and cost-

effective alternative to cable-based LANs. Since proprietory
solutions are typically customized and rely on products of a
particular equipment supplier, standardization of WLAN
systems has been undertaken as follows. The high-perfor-
mance radio local-area network (HIPERLAN) standard
[19] was developed by ETSI. HIPERLAN achieves a bit
rate of 20 Mbps and can be used to extend wired LANs such
as Ethernet. Spectrum has been recommended in the
5- and 17-GHz bands. Access to the shared transmission
channel is gained by a contention-based and collision avoid-
ance strategy. All time-critical services are supported by
best effort and, in principle, may achieve the same access
priority. The Institute of Electrical and Electronics Engi-
neers (IEEE) 802.11 standard [20] represents the first ap-
proach for WLAN products from an internationally
recognized, independent organization. It defines the proto-
col for two types of networks—namely, adhoc and client/
server networks. IEEE 802.11 operates in the industrial,
scientific, and medical (ISM) band at 2.4 GHz using spread-
spectrum modulation. The medium access control (MAC)
uses a collision avoidance mechanism. The third major ef-
fort in the area of WLANs is known as wireless ATM
(WATM) [21,22]. With ATM being a widely accepted stan-
dard for broadband networking, it is natural to extend this
technology into the wireless domain. Accordingly, the ATM
Forum is working toward a WATM standard. A WATM
system will provide bandwidth on demand for low- and
high-priority services, hence providing real support of time
critical multimedia services. Furthermore, a WATM system
will interwork seamlessly with wired ATM networks and
can be expected to cooperate very well with IMT-2000.

3.3.3.2. Satellite Systems. Further improvement of cov-
erage can be provided by satellite systems [23], which are
a component of future-generation mobile systems. Low-
Earth-orbit (LEO) satellite systems typically operate on
orbits at an altitude of 700–1400 km, whereas medium-
Earth-orbit (MEO) satellite systems have their orbits at
about 10,000 km. Compared to geostationary satellite sys-
tems, LEO and MEO systems allow low-power handhelds
and smaller antennas and offer a smaller round-trip delay
between Earth and satellite. Both LEO and MEO systems
employ a number of satellites that form a satellite network
and offer worldwide coverage. Satellite systems can be
used to cover remote areas that are out of range of a ter-
restrial cellular system or where a telephony system does
not exist. The first generation of satellite personal com-
munications networks (S-PCN) will basically support
voice, data, facsimile, and paging. Promising candidates
of LEO/MEO systems are Intermediate Circular Orbit
(ICO) satellite cellular telephone systems, formerly known
as Inmarsat-P, Odyssey, Globalstar, and Iridium. The sec-
ond generation of S-PCN systems, such as the Teledesic
approach, will evolve toward multimedia services and
employ ATM technology as well.

4. MOBILE RADIO CHANNELS

Mobile radio channels considered to be a complex and se-
vere transmission medium. Path loss often exceeds that of
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free space by several tens of decibels. Reflection, diffrac-
tion, scattering, and shadowing lead to fading and multi-
path reception (Fig. 2). Mobile radio channels are time
variant, where signals fluctuate randomly as the receiver
moves over irregular terrain and among buildings. Un-
derstanding channel behavior and development of chan-
nel models for a specific band is always vital for efficient
system design.

4.1. Large-Scale Propagation Models

Propagation models that predict the average signal
strength of a received signal at a given distance from the
transmitter are called large-scale propagation models.
These models are concerned with loss along the wave
propagation path between the mobile and base stations.
Extensive measurement campaigns have been undertak-
en to develop models for some typical environments. We
distinguish roughly between rural, sub-urban, and urban
environments.

4.1.1. Free-Space Model. The ideal large-scale model is
free-space propagation, assuming that no objects or obsta-
cles influence propagation. Free-space path loss is given
by [24]

LF¼ 10 log Gtþ 10 log Gr � 20 log fc

� 20 log d� 32:44 dB
ð1Þ

where Gt and Gr are the transmitter and receiver antenna
gain compared to an isotropic antenna, fc is the carrier
frequency in MHz, and d is the distance between the
transmitter and receiver in km.

4.1.2. Okumura–Hata Model. Okumura [25] presented
a graphical method to predict the median attenuation rel-
ative to free space for a quasismooth terrain. The model
consists of a set of curves developed from measurements
and is valid for a particular set of system parameters in
terms of carrier frequency, antenna height, and so forth.
After the free-space path loss has been computed, the me-
dian attenuation, as given by Okumura’s curves, has to be
added. Additional correction factors apply for different
terrains. Later, Hata [26] transformed Okumura’s graph-
ical method into an analytical framework. The Hata model

for urban areas is given by the empirical formula

L50;urban¼ 69:55 dBþ 26:16 log fc

� 13:82 log ht � aðhrÞ

þ ð44:9� 6:55 log htÞ log d

ð2Þ

where L50, urban is the median path loss in dB. Equation (2)
is valid for carrier frequencies fc in the range from 150 to
1500 MHz, mobile antenna height hr from 1 to 10 m, and
base station antenna height ranging from 30 to 200 m.
The distance d between mobile and base is supposed to
be within 1–20 km. The correction factor a(hr) for mobile
antenna height hr for a small- or medium-sized city is
given by

aðhrÞ¼ ð1:1 log fc � 0:7Þhr

� ð1:56 log fcÞ � 0:8 dB
ð3Þ

and for a large city it is given by

aðhrÞ¼
8:29 logð1:54hrÞ½ �

2
�1:1 dB for fc 	 300 MHz

3:2 logð11:75hrÞ½ �
2
�4:97 dB for fc � 300 MHz

(

ð4Þ

Equation (2) serves as the standard formula in urban
areas and has to be modified for suburban areas:

L50;suburban¼L50;urban � 2½logðfc=28Þ�2

� 5:4 dB
ð5Þ

For rural areas, we have to use

L50;rural¼L50;urban � 4:78ðlog fcÞ
2

� 18:33 log fc � 40:94 dB
ð6Þ

A uniform extension of these formulas for carrier the fre-
quency range 1500 MHzrfcr2000 MHz and small cells,
such as those of personal communications systems, is
specified by the European Co-operative for Scientific and
Technical research (COST-231) recommendation [27].

4.2. Wideband Characterization

To model the time and frequency dispersion of a mobile
radio channel with respect to wideband transmission, a
system theory approach can be utilized [28]. This
approach is concerned with fading and multipath in the
vicinity of a small area. A set of system functions provides
a description in either the time or frequency domain. Due
to the random nature of the radio channel, system func-
tions describe stochastic processes.

4.2.1. Time-Variant Impulse Response and Autocorrela-
tion Function. Bello [28] showed that a radio channel may
be regarded as a linear time-variant systems. He intro-
duced a set of continuous-time and continuous-frequency

1. Echo path

LOS path

3. Echo path

2. Echo path

Figure 2. Illustration of multipath propagation typically experi-
enced in a mobile radio environment. Signals between transmit-
ter and receiver propagate along a line-of-sight (LOS) path and
are scattered through several echo paths.
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system functions, each of which completely describes the
channel and can be transformed into any of the remaining
functions. For the sake of clarity, we assume hereinafter
that signal spectra are narrow compared with carrier fre-
quency and channel bandwidth. Thus, we can use a com-
plex lowpass equivalent to represent a bandpass system
[29]. In doing so, let us focus on the time domain and con-
sider the input delay spread function h(t, t), defined by

yðtÞ¼

Z 1

�1

xðt� tÞhðt; tÞdt ð7Þ

where x(t) and y(t) denote the complex envelope of the
transmitted and received signals, respectively. The input
delay spread function h(t, t) can be thought of as time-
variant impulse response of the lowpass equivalent chan-
nel at time t due to unit input impulse applied in the past
at time t� t.

Correlation functions provide significant insight into
stochastic processes and are often used to avoid specifica-
tion of multidimensional probability density functions. In
this context, the autocorrelation function of the channel
impulse response is given by [28]

Rhðt1; t2; t1; t2Þ¼hðt1; t1Þh�ðt2; t2Þ ð8Þ

where h(t, t) is assumed to be a random process without
deterministic component, hð�Þ denotes the ensemble aver-
age of h( � ), and * indicated a conjugate complex. Variables
t1 and t2 denote time instants, whereas t1 and t2 denote
delays. For many mobile radio channels Eq. (8) does not
depend on absolute time but on time difference. In addi-
tion, scatterers may be regarded as uncorrelated. Such a
channel is called a wide-sense stationary uncorrelated
scattering (WSSUS) channel, and its autocorrelation func-
tion simplifies to [28]

Rhðt1; t2; t1; t2Þ¼PhðDt; t2Þdðt2 � t1Þ ð9Þ

where Ph(Dt; t2) is a cross-power spectral density, Dt¼
t2� t1 indicates time difference, and d(t) denotes a unit
impulse at time t¼ t2� t1.

4.2.2. Time and Frequency Dispersion Parameters. In
practice, a set of typical channel parameters is used to
characterize the dispersive behavior of a mobile radio
channel in the time and frequency domain. Similar to
Bello’s system approach of corresponding functions, time
and frequency dispersion parameters possess dual repre-
sentations in the frequency and time domain, respectively.
These parameters can be obtained from measurements
and employed for channel classification.

4.2.2.1. Delay Spread and Coherence Bandwidth. Be-
cause of multipath propagation, the impulse response of
a mobile radio channel appears as a series of pulses rather
than a single delayed pulse. A received signal suffers
spreading in time compared to the transmitted signal. De-
lay spread can range from a few hundred nanoseconds in-
side buildings up to some microseconds in urban areas.

Delay-related parameters can be obtained from the power
delay profile Ph(t) [29], which is defined as the power
spectral density for Dt¼ 0:

PhðtÞ¼PhðDt; tÞ Dt¼ 0j ð10Þ

Maximum excess delay is defined as the period between
the time of the first arriving signal and the maximum time
at which a multipath signal exceeds a given threshold.
The first moment of a power delay profile is called mean
excess delay mt and is defined by

mt¼

Z 1

0

tPhðtÞdt
Z 1

0
PhðtÞdt

ð11Þ

The square root of the second central moment of the power
delay profile is referred to as root-mean-square (RMS)
delay spread, st, and is defined by

st¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ 1

0
½t�mt�

2PhðtÞdt
Z 1

0
PhðtÞdt

vuuuuut ð12Þ

The coherence bandwidth Bc translates time dispersion
into the language of the frequency domain. It specifies the
frequency range over which a channel affects the signal
spectrum nearly in the same way, causing an approxi-
mately constant attenuation and linear change in phase.
Coherence bandwidth is inversely proportional to rms
delay spread:

Bc /
1

st
ð13Þ

4.2.2.2. Doppler Spread and Coherence Time. Move-
ment of a mobile station relative to a base station or move-
ment of objects within the channel causes the received
frequency at the mobile station to differ from the transmit-
ted frequency due to Doppler shift. In a multipath envi-
ronment, a mobile station receives signals from different
paths. Its relative movement with respect to each path dif-
fers, which results in a range of Doppler shifts. The band-
width over which dispersion of the transmitted frequency
occurs is referred to as the Doppler spread, Bd. The time
domain equivalent to Doppler spread Bd is called coherence
time, Tc. It specifies a period over which the channel im-
pulse response h(t,t) is nearly time invariant. Coherence
time is inversely proportional to Doppler spread:

Tc /
1

Bd
ð14Þ

4.2.3. Classification of Multipath Channels
4.2.3.1. Flat Fading. This type of fading is related to

delay spread. It occurs when the signal symbol period is

MOBILE COMMUNICATION 3127



much larger than rms delay spread. As a result, inter-
symbol interference (ISI) almost vanishes. In the dual
domain, the signal bandwidth is narrow compared to the
coherence bandwidth. The channel has a flat transfer
function with almost linear phase, thus affecting all
spectral components of the signal similarly.

4.2.3.2. Frequency Selective Fading. If the signal symbol
period is much lower than rms delay spread, the receiver
is able to resolve multipath components, and ISI impairs
transmission. In that case, the bandwidth of the signal
exceeds the coherence bandwidth, and various spectrum
components may be affected differently. Frequency selec-
tive fading is also caused by delay spread.

4.2.3.3. Fast Fading. This type of fading is caused by
motion in a mobile environment and hence relates to
Doppler spread. Fast fading can be observed when signi-
ficant changes in the channel impulse response occur
within the signal symbol period. In other words, the band-
width of the Doppler spectrum is wide compared with the
signal bandwidth, which then causes significant signal
distortion.

4.2.3.4. Slow Fading. In the case when the channel im-
pulse response is almost time invariant for the duration of
a signal symbol period, we observe a slow fading and only
a minor signal distortion. The Doppler spread is then nar-
row compared to the signal bandwidth.

4.3. Narrowband Characteristics

We consider an unmodulated sinusoidal waveform being
transmitted at carrier frequency fc and described in com-
plex notation by x(t)¼ exp(j2pfct), where j¼

ffiffiffiffiffiffiffi
�1
p

. The
equivalent lowpass signal at the receiver can be written
as [29]

yðtÞ¼ yIðtÞþ jyQðtÞ

¼
X1

i¼�1

aiðtÞ . exp½j2pfd;it� j2pfctiðtÞ�
ð15Þ

where yI(t) and yQ(t) denote, respectively, in-phase and
quadrature components of the complex-valued signal y(t),
ai(t) is complex amplitude, fd,i is Doppler frequency, and
ti(t) is delay of the ith multipath component.

4.3.1. Fading Distributions
4.3.1.1. Rayleigh Fading. Suppose there is no dominant

path between transmitter and receiver, and all multipath
components are multiply reflected to build a diffuse re-
ceived signal. In that case, complex amplitude ai(t), Dopp-
ler frequency fd,i, and delay ti(t) can be considered
statistically independent of each other. The probability
density function of the received signal envelope
rðtÞ¼ jyðtÞj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2

I ðtÞ þ y2
QðtÞ

q
leads to a Rayleigh distribution

given by [24]

pRay1eighðrÞ¼
r

s2
y

exp �
r2

2s2
y

 !
ð16Þ

where rZ0 is the received signal envelope and
s2

y ¼Efy2
I ðtÞg ¼Efy2

QðtÞg is the variance of the zero-mean
and normally distributed processes, describing yI(t) and
yQ(t). Mean mr and variance sr of r(t) are given by
mr¼EfrðtÞg ¼

ffiffiffiffiffiffiffiffi
p=2

p
. sy and s2

r ¼ ð2� p=2Þ . s2
y , respectively.

4.3.1.2. Rice Fading. Let the received signal contain a
dominant component that might be caused by a line-of-
sight (LOS) path or single reflected multipath compo-
nents. In terms of an equivalent lowpass signal, we
have to add a constant r0 to the real part of y(t) and thus
y(t)¼ [r0þ yI(t)]þ jyQ(t). The corresponding probability
distribution function of the signal envelope rðtÞ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½r0þ yIðtÞ

2
� þ y2

QðtÞ
q

leads to a Rician distribution [24]

pRiceðrÞ¼
r

s2
y

exp �
r2þ r2

0

2s2
y

 !
I0

r . r0

s2
y

 !
ð17Þ

where r0Z0 is the peak amplitude of the dominant com-
ponent and I0( � ) is the zero-order modified Bessel function
of the first kind.

4.3.1.3. Lognormal Fading. When a mobile station
moves within an area about the base station, the local-
mean power Pr of the received signal varies about the
area-mean power Ps due to shadowing effects. Measure-
ments have shown that the logarithmic value Lr¼

10 log(Pr) in dB of the local-mean power Pr is normal dis-
tributed about the logarithmic value Ls¼ 10 log(Ps) in dB
of the area-mean power Ps. This gives rise to the call Pr

being lognormal distributed, and the corresponding prob-
ability density function is given by [30]

plognormalðPrÞ ¼
10 log eð Þ

Pr

.
1ffiffiffiffiffiffiffiffiffiffi

2pss

p

� exp �
10 logðPrÞ � Ls½ �

2

2s2
s

( ) ð18Þ

where standard deviation ss in dB characterizes the shad-
owing effect.

5. SPECTRUM MANAGEMENT

The radiofrequency spectrum is a limited resource that
has to be shared in some way among the communication
community. With the increasing demand for mobile radio
communication, regulations and methods for efficient
spectrum usage are required. Frequency authorities
such as the ITU and the Federal Communications Com-
mission (FCC) play a vital part in allocating frequency
bands to new systems and in worldwide coordination
of the radio spectrum. Once a frequency band has been
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licensed, the cellular concept enables spectrum efficiency
by reusing frequency in spatial by distant areas. Band-
width-efficient modulation schemes can be used to in-
crease further the total number of available channels in
a system.

5.1. Frequency Licensing

Spectrum planning is a hierarchical process that starts at
the highest international level at the ITU and is covered
by the WARC. This international framework is a base for
national frequency planning and allocation. From the
start of a licensing process to actual frequency allocation
with specified services, often several years ellapse. On the
other hand, today’s main requirements of licensing proce-
dures are speed, transparency, fairness, efficiency, and
conformity with government objectives. As a response,
several national regulatory methods for licensing of
frequency bands have been applied and are still used,
depending on the local situation [31].

5.1.1. Over-the-Counter Allocation. This is the tradi-
tional method, which can be regarded as a first come, first
served principle. Obviously, with this method there will be
unsatisfied demand. In addition, there is no guarantee
that those who apply first will be those who value the
spectrum most highly or whose service is of greatest im-
portance to the community. In cases where demand does
not exceed supply (e.g., for many military applications),
this approach is still favored.

5.1.2. Comparative Assessment. In this approach gove-
rnments and regulators assess the relative merits of dif-
ferent applicants for a frequency band. The criteria are
varied—for example, anticipated consumer benefits, the
technology applied, or the perceived overall social worth of
the service to be supplied. A regulator must be able to
make judgments about the most valued use of a frequency
band. Apparently, comparative assessment is neither
transparent nor fast or even fair and should only be
used when a decision can be easily reached (e.g., if there
is no competition between providers due to a monopolistic
market).

5.1.3. Lotteries. Lotteries involve a random distribu-
tion of licenses to different applicants of the same fre-
quency band. Lotteries are quick and fair as long as all
participants have the same weight and do not circumvent
this by submitting multiple entries under different names.
Even then lotteries might not be effective because the val-
ue of the service cannot be accounted for.

5.1.4. Tenders. Applicants provide sealed bid tenders
for a desired frequency band. The advantages of this
method are its fairness and transparency. The problem
is that it is not effective in the sense that the most valued
service will be gained by the company with the highest
financial resources. This may lead to proprietary services
if the final service in that band is not completely defined in
advance. Otherwise, if the service is already defined, this
approach is better than those previously mentioned. One

major disadvantage still remains: the high possibility of
overvaluing the asset because the bids of others are not
known.

5.1.5. Auctions. Auctioning of frequency bands com-
bines the advantages of the tender approach with infor-
mation about the bids of the applicants. In addition,
government interests concerning enhanced competition
can be taken into account by restricting the occupied
amount of frequency bands for an applicant to a certain
percentage. Sometimes the fairness of this approach is
criticized because similar lots could be sold for very dif-
ferent prices. Furthermore, collisions may happen at auc-
tions. To offer multiple frequency bands at the same time,
the simultaneous multiple-round auction was developed.
It seems that the latter method is one of the best for ef-
ficient and fair spectrum management. It fulfills most of
the requirements mentioned previously and returns the
pressure from the regulators back to the applicants. Thus,
it is going to be applied in future licensing procedures in
which an excess of demand over supply can be forecast
(e.g., for third-generation mobile systems).

5.2. Frequency Reuse

The concept of frequency reuse is a core element of all cel-
lular mobile radio systems [1,6]. It significantly increases
system capacity, which may be indicated by the total num-
ber of available duplex channels. The frequency band al-
located to a cellular system is organized into a finite
number of frequency channels, each of which can be si-
multaneously reused in different geographic locations (so-
called cells). In that way, a cellular system can serve more
customers compared with the case when the whole system
area is covered by just a single base station. On the other
hand, reuse of frequency channels causes interference be-
tween those cells that use the same channel (this is called
cochannel interference). It is a major task of cellular sys-
tem design to maximize capacity and to minimize inter-
ference. Since capacity can be increased by using smaller
cells and interference decreases with larger cells, a com-
promise is required.

In cellular system design, some idealized assumptions
are made that ease the complex task of capacity and in-
terference analysis. First, a hexagonal cell shape is nor-
mally proposed as a model to approximate the actual
footprint of a base station. Thus, the whole coverage
area of a cellular system can be represented by a homo-
geneous grid of hexagons. Because of this geometry, the
number of cells in a cluster or cluster size can only take
certain values and is given by

N¼ I2þ IJþJ2 ð19Þ

where the shift parameters I and J are nonnegative inte-
gers. Figure 3 shows the frequency reuse concept for a
seven-cell cluster in which each letter denotes a set of fre-
quencies. A certain cell is surrounded by adjacent channel
neighbors. The nearest co-channel neighbor (say, to cell G)
can be found by moving along a chain of I¼ 2 hexagons,
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turning 601 counter-clockwise, and finally moving in that
new direction along J¼ 1 cells.

Here, we consider a homogeneous hexagonal cellular
system in which cells are roughly of equal size. It turns out
that cochannel interference does not depend on transmis-
sion power but on the ratio between distance D of a cell to
the center of the nearest cochannel cell and radius R of a
cell (Fig. 4). This parameter is called the cochannel reuse
ratio and is given by

Q¼D=R¼
ffiffiffiffiffiffiffi
3N
p

ð20Þ

A large cochannel reuse ratio means that transmission
quality is high, since cochannel interference is kept low
because of a reasonable spatial separation of cochannel
neighbors. Large capacity can be obtained when the clus-
ter size and correspondingly the cochannel reuse ratio is
small.

Usually, cochannel interference can be quantified by
computing the signal-to-interference ratio (SIR). For that
purpose, let g denote the path loss exponent and assume g
to be constant over the whole coverage area of the cellular
system. In a mobile radio environment, g typically ranges
between two and four. In addition, assume that all base
stations transmit the same power. Then the SIR at a mo-
bile station can be estimated by

S

I
¼

R�g
Pi0

i¼ 1 D�gi

ð21Þ

where i0 is the number of cochannel interfering cells. Let
us now consider cochannel interfering cells from the first

tier only and assume that all those base stations are at a
distance D from the desired base station. Then the SIR can
be approximated as

S

I
¼

Qg

i0
¼
ðD=RÞg

i0
¼
ð
ffiffiffiffiffiffiffi
3N
p

Þ
g

i0
ð22Þ

Finally, in the worst-case scenario, in which the mobile
station is located at the cell boundaries, the SIR can be
approximated as

S

I
¼

1

2ðQ� 1Þ�gþ 2Q�gþ 2ðQþ 1Þ�g
ð23Þ

Table 2 shows SIR values for some typical cluster sizes.
The pass loss exponent is taken as g¼ 4, and the number i0
of cochannel interfering cells in a fully developed system is
about six. Subjective tests undertaken for voice services
have shown that an S/I¼ 18 dB gives satisfactory quality.
In a homogeneous hexagonal system, this requires a clus-
ter size of at least seven.

Apart from frequency reuse, there are some other tech-
niques to improve the capacity of a cellular system. Im-
proved capacity is often required to adapt the initial
system to an increasing demand on services or to better
cover congested areas. Sectoring is such a technique and
replaces omnidirectional antennas at a base station by
several sector antennas. Most common is an arrangement
of three or six sectors whereby a 1201 or 601 directional
antenna radiates within a certain sector. Due to less co-
channel interferers in the first tier of a sectorized system,
this approach decreases the signal-to-interference ratio
and thus allows for a smaller cluster size (i.e., higher ca-
pacity). A second technique is called cell splitting, which
basically reduces the cell sizes. In that way, more cells fit
within an area, resulting in more available channels per
area.

5.3. Digital Modulation Techniques for
Mobile Communication

A modulation scheme for a mobile communication system
should utilize the allocated frequency band and power as
efficiently as possible. With regard to second-generation
systems and the intended application of data services in
future wireless systems, digital modulation techniques
are a natural choice. Selection of an appropriate digital
modulation scheme can be made on the basis of the fol-
lowing characteristics. The power density spectrum is de-
fined as the relative power in a modulated signal versus

A B C D

F G A B

C D E F G
I  = 2

J  = 1

Figure 3. Illustration of the cellular concept by means of a seven-
cell cluster. The seven frequencies reused in the system are
labeled A through G. Shift parameters are I¼2 and J¼1.

D

R

Figure 4. Interference geometry between two co-channel cells
used to compute the signal-to-interference ratio assuming an ide-
alized hexagonal cell shape. Cells are of radius R and have dis-
tance D from each other.

Table 2. Signal-to-Interference Ratio for Various Cluster
Sizes

S/I in dB

I J N Q Eq. (22) Eq. (23)

1 1 3 3.00 11.30 8.03
2 1 7 4.58 18.65 17.26
3 0 9 5.19 20.84 19.74
2 2 12 6.00 23.34 22.57

3130 MOBILE COMMUNICATION



frequency. It consists of a main lobe and several sidelobes,
which indicate interference into adjacent channels. A
modulation scheme can be further assessed by its robust-
ness against interference and channel impairments,
which is indicated by a low bit error rate. Bandwidth ef-
ficiency measures the bit rate that can be transmitted per
unit of frequency bandwidth and is expressed as the num-
ber of bits per second per hertz (bps/Hz). Apart from that,
implementation complexity and costs have to be consid-
ered as well. A desirable modulation scheme should
achieve high bandwidth efficiency at a given bit error
rate and simultaneously offer a narrow power density
spectrum. Digital modulation schemes currently being
used in second generation systems can be classified into
phase shift keying (PSK) and continuous phase modula-
tion (CPM).

The family of PSK schemes belongs to the class of lin-
ear modulation techniques [29]; that is, a modulating dig-
ital signal is used to vary linearly the amplitude of a
transmitted signal. The most popular schemes within this
family include quaternary phase shift keying (QPSK), off-
set QPSK (OQPSK), p/4 phase shift QPSK (p/4-QPSK),
and differentially encoded p/4-QPSK, called p/4-DQPSK.
QPSK splits the baseband data signal into two pulse-
streams (namely, in-phase and quadrature components),
which reduces the data rate to half that of the baseband
signal. The phase of the carrier takes one of four values
(say, 01, 901, 1801, or 2701 or an equally spaced but rotated
constellation of these). Side lobes in the power density
spectrum of a QPSK-modulated signal are usually sup-
pressed by passing the signal through a front-end filter,
but then the signal envelope will no longer have a constant
envelope. When the filtered signal experiences a 1801 shift
in carrier phase, the envelope fluctuates significantly and
even goes through zero. Such an envelope fluctuation will
cause reappearance of sidelobes every time the filtered
QPSK modulated signal passes a nonlinearity (e.g., a non-
linear amplifier). An improvement over QPSK offers the
OQPSK modulation scheme, in which a shift of one bit
delay is introduced to the quadrature component. As a re-
sult, in-phase and quadrature components have signal
transitions at separate time instants, and thus shifts in
carrier phase are limited to a maximum of 7901. Because
1801 phase shifts have been removed, the envelope cannot
go through zero any longer. Envelope fluctuations are less
severe, and nonlinear amplification can be applied. Final-
ly, p/4-QPSK can be regarded as a compromise between

QPSK and OQPSK, which limits the maximum phase
shift to 7135. p/4-QPSK can be differentially encoded
and is then called p/4-DQPSK. The p/4-DQPSK technique
uses the phase shifts in the carrier instead of the phase to
transmit information. It can be noncoherently detected,
which is one of the reasons that p/4-DQPSK has been em-
ployed in many digital mobile communication systems,
such as IS-54, PDC, and PHS.

Improvement of OQPSK in terms of out-of-band radi-
ation can be obtained from the CPM technique [32], which
continuously varies the carrier phase and thus completely
avoids discontinuous phase transitions. Further, all CPM
schemes have constant carrier envelopes and hence allow
for nonlinear amplification. Among the most popular CPM
schemes are minimum shift keying (MSK) and Gaussian
minimum shift keying (GMSK). MSK can be regarded as a
special case of OQPSK in which the baseband signal uses
half-sinusoidal pulses instead of a rectangular pulseshape
(this produces the desired smooth phase transitions). Un-
fortunately, MSK does not have a power density spectrum
as compact as desirable for mobile radio. A tighter spec-
trum can be achieved by passing the modulating signal
through a premodulating pulseshaping filter. Following
this concept, GMSK uses a filter with a Gaussian or bell-
shaped transfer function. The compact power density
spectrum of GMSK is gained at the expense of an
increased irreducible bit error rate due to intersymbol
interference. GMSK has been adopted for GSM, DECT,
and CT-2.

Table 3 summarizes modulation techniques used in
second-generation systems along with the achieved
bandwidth efficiency. The most popular schemes are
p/4-DQPSK and GMSK. Note that the employed GMSK
schemes differ in the 3 dB bandwidth and bit duration
product BT of the Gaussian filter.

6. CONCLUSION

Mobile communication has already become an integral
part of modern life and is one of the driving forces of tele-
communications. Wireless access to global telecommuni-
cation can be expected to change the face of
telecommunication even further. Apart from traditional
voice services and low-rate data, future mobile communi-
cation will provide for multimedia services that are a mix-
ture of voice, data, text, graphic, and video. Land mobile,

Table 3. Spectral Efficiency of Second-Generation Systems

System Modulation Technique Data Rate (kbps/s) Channel Spacing (kHz) Efficiency (bps/Hz)

GSM GMSK (BTa
¼0.3) 270.8 200 1.35

IS-54 p/4-DQPSK 48.6 30 1.62
IS-95 QPSK/BPSK 1288 1250 1.03
PDC p/4-DQPSK 42 25 1.68
CT-2 GMSK (BTa

¼0.5) 72 100 0.72
DECT GMSK (BTa

¼0.5) 1152 1728 0.67
PHPS p/4-DQPSK 384 300 1.28
TETRA p/4-DQPSK 36 25 1.44

aBT¼3 dB-bandwidth and bit duration product of the Gaussian filter.
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maritime, aeronautic, and satellite systems will not just
coexist but will establish a global mobile system allowing
users to communicate at any time and from anywhere in
the world. Before this vision of a global mobile system can
become reality, several technical challenges have to be
resolved. Such resolution will require support from all
areas of communication engineering, such as source and
channel coding, bandwidth-efficient modulation, multiple
access control, and protocol and security issues.
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MOBILE RADIO CHANNELS
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1. INTRODUCTION

The term mobile channel refers to the transfer function of
a radio link when one or both of the terminals are moving.
The moving terminal is typically in a vehicle such as a car,
or a personal communications terminal such as a cell-
phone. Normally one end of the radio link is fixed, and this
is referred to as the base station. In the link, there is usu-
ally multipath radiowave propagation, which is changing
with time, or as a function of position of the moving ter-
minal. The effects of this multipath propagation dominate
the behavior and characterization of the mobile channel.
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The radiofrequency of the link ranges from hundreds of
kilohertz, as in broadcast AM radio, to microwave fre-
quencies, as in cellphone communications. Indeed, even
optical frequencies are used, as in an infrared link used for
indoor computer communications. The kind of channel
most often referred to as ‘‘mobile,’’ however, is that using
microwave frequencies, and this article concentrates on
the characteristics of a mobile microwave radio link. Much
of the dynamic channel behavior can be scaled by the car-
rier frequency and by the speed of the mobile terminal.

Current spectral usage is a result of many different
historical developments, so the bands used by mobile radio
channels have evolved to be at many frequencies. For ex-
ample, current vehicular and personal communications
terminals mostly use frequencies around 900 MHz and
1.8 GHz. In the future, higher frequencies will be used.
The frequency has a definitive bearing on the rate at
which the channel changes.

Some examples of mobile channels include domestic
cordless telephones; cellular telephones and radiotele-
phones; pagers; satellite communication terminals, includ-
ing navigational services such as Global Positioning System
(GPS) reception; and radio networks for local data commu-
nications. Finally, the reception by portable receivers of
broadcast radio, at frequencies of a few hundred kilohertz
(AM radio), are common forms of the mobile radio channel.

The use of mobile channels has grown very quickly
since the early 1990s. This growth will continue. It is
driven by a combination of consumer demand for mobile
voice and data services and advances in electronic tech-
nology. A limiting factor to the growth is that many users

must share the radio spectrum, which is a finite resource.
The spectral sharing is not only local; it is also interna-
tional, and so spectral regulatory issues have also become
formidable. The increasing pressure to use the spectrum
more efficiently is also a driving force in regulatory and
technical developments.

To a user, a mobile or personal communications system is
simple: it is a terminal, such as a telephone, that uses a ra-
dio link instead of a wire link. The conspicuous result is that
the terminal is compact for portability, and it has an anten-
na, although for personal communications the antenna is
often no longer visible. To the communication engineer,
however, the mobile terminal can be viewed as a compo-
nent in an electrical circuit. The mobile channel is one link
in the circuit, but this link is the most complex, owing to its
use of radiowaves in complicated propagation environments
and of radio signal-processing technology needed to facili-
tate wireless transmission among multiple users.

In mobile channels, efficient spectral utilization is a
function of the basic limitations on controlling radiowave
behavior in complicated physical environments, including
the launching and gathering of the waves. Thus antennas
and propagation are key topics, and their roles character-
ize the channel behavior.

2. THE MOBILE CHANNEL

The mobile channel covers many different transfer func-
tions that have different properties. Figure 1 illustrates
individual channels [1]. The figure shows half of a link,
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Figure 1. Various channels in a mobile communications link. The term ‘‘mobile channel’’ refers to
the analog aspects of the channel, excluding modulation and coding.
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with the other half essentially an inverse process. The
multipath propagation environment represents the phys-
ical environment of the radio waves in the mobile channel.
The flow of information is described here for transmission,
but the description adapts readily to reception. A raw in-
formation channel refers to the transfer function that sep-
arates the transmitted and received raw information. For
speech, for example, degradations of the immediate acous-
tical environment from reverberation and acoustic noise
form part of the channel ‘‘seen’’ by the user at the receiv-
ing end. The quality of the information channel may be
subjective, although standard metrics of distortion and
signal-to-noise ratio can be applied for characterization.
The electrical signal is often digitized for efficient trans-
mission, and the digital channel is nonlinear, but its chan-
nel quality can be measured directly as a bit error ratio
(BER). This digital form is sometimes rearranged by en-
coding techniques for more robust transmission of the in-
formation. The digital information is coded into analog
waveforms and then mixed, or heterodyned, to the radio
carrier frequency and transmitted via the antenna.

The distinguishing feature of the mobile channel is the
changing multipath propagation between transmitter and
receiver. The receiving antenna gathers the many incident
electromagnetic waves from the multipath environment.
These multipath contributions mutually interfere in a
random, time-varying manner, and so statistical tech-
niques are needed to characterize the channel. In the
physical transmission media, the waves that bear the in-
formation are the signals of the electromagnetic propaga-
tion channel. The antenna reduces the signals from a
vector form of orthogonal polarizations to a scalar volt-
age. The signal at the open-circuited receiving antenna
terminal is the output of the electromagnetic signal chan-
nel. The antenna needs to be terminated in order to max-
imize the power received by the front end. The signal-to-
noise ratio (SNR) is established at this point in the link,
and the resulting signal is the output of the radio channel.
The antenna is a critical part of the mobile channel, and it
can control much of the channel behavior. The baseband
equivalent form of the radio channel, which is the radio
channel shifted in frequency to a lowpass spectral posi-
tion, is the signal that engineers use for mathematical
characterization and most electronic (including digital)
signal processing. The analog form of the radio channel
is what will be referred to from here on as the mobile
channel.

2.1. Multiple Access for Mobile Channels

Most mobile communications systems are for multiple us-
ers, and a multiple access technique is required to allow
the spectrum to be shared. In cellular systems, for exam-
ple, the frequencies are reused at geographically spaced
locations. For indoor systems, the frequency reuse spacing
may be between floors. In a system design, the multiple
access technique interacts with the choice of channel mod-
ulation and signal coding. The three basic techniques are
frequency-division multiple access (FDMA), which has
channels occupying different narrow bandwidths simulta-
neously; code-division multiple access (CDMA), in which

multiple users share wider band-widths simultaneously
by using differently coded waveforms; and time-division
multiple access (TDMA), in which users share a band-
width by occupying it at multiplexed times. Some systems
employ a combination of these techniques.

Multiple access is not a part of the mobile channel as
such. However, the reader should remain aware that mul-
tiple access is part of the communations system and the
choice of technique has an influence on the mobile channel
bandwidth, its usage, and the type of signaling employed.
Multiple access also brings in co- and adjacent-channel
interference, in which the unwanted signals at a receiver
may not be noiselike, but in fact be signals with very sim-
ilar characteristics to the wanted signal. In systems with
densely packed users, the system capacity is interference-
limited.

3. MULTIPATH PROPAGATION EFFECTS

Multipath radiowave propagation is the dominant feature
of the mobile channel. More often than not, the transmit-
ted signal has no line-of-sight path to the receiver, so that
only indirect radiowave paths reach the receiving anten-
na. For micro-wave frequencies, the propagation mecha-
nisms are a mixture of specular (i.e., mirrorlike) reflection
from electrically smooth surfaces such as the ground,
walls of buildings, and sides of vehicles; diffraction from
edges of buildings, hills, and other structures or forma-
tions; scattering from posts, cables, furniture, and other
components; and diffuse scattering from electrically rough
surfaces such as some walls, trees, and grounds.

Some multipath propagation occurs in nearly all com-
munications links. The basic phenomenon is that several
replicas of the signal are received, instead of one clean
version. The result can be seen as television ghosts, for
example. On transmission lines, reflections from mis-
matches on the line give the same effect, for example, ech-
oes on telephone lines. On a long distance point-to-point
radio link, a direct line-of-sight wave, a single ground
bounce, and atmospherically refracted waves can all con-
tribute to the received signal. When signal replicas are too
close together to be discriminated and processed as dis-
crete contributions, the received signal becomes distorted.
This distortion limits the capacity of the channel. The
phenomena is akin to the severe acoustic distortion known
as the railway station effect, where increasing power out-
put (volume) does not increase the intelligibility of the
message. In digital communications, the distortion caused
by multipath propagation creates an analogous effect; an
increase in transmitted power does not decrease the BER
as a simplistic implication of Shannon’s theorem might
suggest. The amount and nature of the multipath propa-
gation sets the level of power at which the BER becomes
essentially independent of the SNR. The effect has often
been referred to as the ‘‘irreducible BER,’’ but the use of
signal processing, in particular equalization, can in fact
reduce the BER further. Experimental examples of the ir-
reducible BER in the digital channel are given below, but
this article otherwise concerns the analog mechanisms
and the statistical nature of the mobile channel.
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3.1. Fading in the Mobile Channel

3.1.1. Fast Fading. The interference, or phase mixing, of
the multipath contributions causes time- and frequency-
dependent fading in the gain of the channel. The time de-
pendence is normally from the changing position of the
mobile terminal, and so is also referred to as space depen-
dence. At a given frequency, the power of the received sig-
nal, and thus the gain of the mobile channel, changes with
time. This changing SNR is called signal fading and is of-
ten experienced as audible ‘‘swooshing’’ or ‘‘picket fencing’’
when an FM station (with a radio frequency of about
100 MHz) is received by the antenna on a moving car. If
the mobile terminal is stationary, the signal may continue
to experience some fading, and this is caused by changes
in the multipath environment, which may include moving
vehicles and other objects.

In nearly all situations the changing mobile position
dominates the time variation of the mobile channel. Usu-
ally, the multipath environment is taken, or at least mod-
eled, as unchanging. This is called the static multipath
assumption. In this case, a static mobile experiences an
unchanging channel. If now the radiofrequency is swept,
then the gain of the transfer function experiences fading
similar to that due to changes in position, because the
electrical path distances of the multipath components are
frequency-dependent. For a continuous-wave (CW) signal,
the time- and frequency-dependent fades can be some
40 dB below the mean power level, and up to 10 dB above
the mean. This indicates the large dynamic range re-
quired of the receiver just to handle the multipath inter-
ference. This fading is variously called the fast fading,
short-term fading, or Rayleigh fading after the Rayleigh
distribution of the signal magnitude. The maximum den-
sity of fading is a fade about every half-wavelength on av-
erage, and this occurs typically in urban outdoor and
indoor environments. The fast fading dominates the mo-
bile channel characteristics and usage. For example, tra-
ditional amplitude modulation at microwave frequencies
is not feasible, because for a fast-moving mobile terminal
the fading interferes directly with the modulation.

3.1.2. Slow Fading. The dynamic range of the received
signal is also affected by slow fading, also called long-term
fading or shadow fading. This is superimposed on the fast
fading. It is caused by shadowing of the radio signal to the
scatterers as the mobile terminal moves behind large ob-
stacles such as hills and buildings. The rate of the slow
fading therefore depends on the large-scale nature of the
physical environment. The basic short-term multipath
mechanism remains unchanged. The dynamic range of
the slow fading is typically less than that of the fast fad-
ing, being confined to about 710 dB for most of the time in
urban and suburban environments. The total dynamic
range for the fading therefore becomes about 70 dB. The
distance-based path loss, as a mobile terminal roams near
to and far from a base station, adds to this range.

3.2. Narrowband and Wideband

In a typical mobile microwave signal link, the relative
bandwidth is small. This means that the spectral extent of

the signal is less than a few percent of the nominal carrier
frequency. The fading within the frequency response of the
transfer function is referred to as frequency-selective fad-
ing. If the bandwidth is sufficiently small so that all the
frequency components fade together, then this is called a
flat fading channel.

In the mobile channel context, a narrowband channel
has flat fading and a wideband channel has frequency-
selective fading. The use of a single frequency, or CW, for
channel characterization is the limiting case of the
narrowband channel. Historically, fading has been the
principal observed characteristic of the mobile channel.
Fast fading is merely one manifestation of the reception of
several replica signals.

3.3. The Effect of Fading on the Digital Channel: Irreducible
Bit Error Ratio

3.3.1. Timing Errors from Random Frequency Modula-
tion. The digital channel in Fig. 1 is in principle the sim-
plest channel to characterize experimentally, since it
concerns a BER measure. The fading in the mobile chan-
nel has a particular effect on the BER curves, namely, the
‘‘irreducible BER’’ mentioned above. The example in Fig. 2
[2] shows curves of BER against carrier-to-noise ratio
(CNR) from simulations of the narrowband mobile chan-
nel with carrier frequency 920 MHz. The static (no fading)
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Figure 2. The irreducible BER for a digital mobile channel is
attained when an increase of SNR does not improve the BER. The
static (no fading) channel shows the classical waterfall shape of
the Gaussian noise-limited channel, but as the fading rate in-
creases, the form of the curve alters drastically. (From Ref. 2.)
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curve shows the classical waterfall shape of the Gaussian
channel. But the fading channel curves, shown with fad-
ing rate fD, feature irreducible BERs, which occur at lower
CNRs with increasing fading rate. The fading rate of
40 Hz corresponds to a mobile speed of about 40 km/h
and a carrier frequency of 900 MHz. This corresponds ap-
proximately with using a cellphone from a moving car. The
curves hold their basic form independently of the type of
angle modulation used. The mechanism for the bit errors
is timing error caused by the random FM, discussed below,
imposed on the signal by the fading channel. The random
FM causes jitter on the symbols after they have passed
through the mobile channel.

3.3.2. Intersymbol Interference from Multiple Time De-
lays. As the signaling rate increases, an analogous irre-
ducible BER effect occurs as a result of the several signal
replicas arriving at different times. This spread of delays
causes intersymbol interference when one dispersed sym-
bol overlaps with other, similarly dispersed symbols. In
analog parlance, this is called dispersive distortion. In the
mobile channel the situation is complicated by the disper-
sion changing with time. The effect is depicted in the ex-
perimental example of Fig. 3 [3], where for a fixed fading
rate of fD¼ 40 Hz the increasing digital transmission rate
experiences an increasing irreducible BER. As in Fig. 2,
the effect is that the capacity of a given link cannot be
increased by simply increasing the CNR, for example,
by increasing the transmitted power. Signal processing
is required.

3.4. Signal Processing for Mitigation of the Multipath Effect

Several signal-processing techniques can be applied to the
mobile channel to reduce distortion and recover the ca-
pacity relative to the static channel. Equalization and
rake systems basically attempt to gather the delayed sig-
nal replicas and recombine them into a single signal,
which, ideally, is no longer distorted or faded. Antenna
diversity uses multiple antenna elements to receive the
same signal but with different multipath degradations,
and combines the signals so that the resultant channel
has better capacity than any of the channels from the in-
dividual antenna elements. A combination of the equal-
ization, or rake, and antenna diversity methods is called
space-time processing. All these techniques can be effec-
tive in improving the mobile channel. In fact, the use of
antenna diversity offers very large potential capacities by
effectively reusing the frequency at different positions in
space.

3.5. The Mobile Channel as a Transfer Function

Figure 4 depicts a static mobile channel, which is taken as
the baseband equivalent radio channel of Fig. 1. Recall
that the effect of the antennas is included in the transfer
function. The impulse response h(t) and the transfer func-
tion H(o) are related by Fourier transformation in the
usual way, denoted h(t)3H(o). Here t is the delay time
and o is the angular baseband equivalent frequency. The
impulse response indicates the dispersive nature of the
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Figure 4. The static mobile channel transfer function. x(t) and
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after the receiving antenna, respectively. The impulse response
can be found by Fourier transformation of a swept frequency
measurement, for example.
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channel, which causes distortion of the signals which are
transmitted through it. This impulse response is modeled
as a series of discrete delta functions below.

The example of Fig. 4 is for an instant in time t. As the
mobile terminal moves, the delays and phases of the indi-
vidual multipath contributions become functions of time.
The impulse response and transfer function therefore be-
come expressed mathematically as functions of time, that
is, h(t, t) and H(o, t). If the scatterers in the multipath
environment can be considered to be essentially station-
ary, then the time t and position z are related by the ve-
locity V of the mobile: z¼Vt. From now on the spatial
variable z will be mostly used.

The following sections will develop, through the use of
several assumptions about the channel, a double Fourier
transform relation between the impulse response as a
function of delay time and time (i.e., position) and the
transfer function as a function of baseband angular fre-
quency and Doppler frequency. Because of the variation of
the transfer functions, the statistical parameters of the
channel are relevant, and these also can be couched in
terms of Fourier relations.

3.6. The Receiving Antenna in Multipath Transmission

The moving antenna combines the radiowave contribu-
tions, which have continuously changing delays, ampli-
tudes, and polarizations. Deterministic analysis is not
feasible except in simplistic situations, and to be able to
interpret the statistical description requires an apprecia-
tion of multipath phenomena.

A base station transmitter is taken to emit power in a
fixed radiation pattern. After multiple scattering, for ex-
ample from many reflections, the polarization is changed
in a random way and the electric (and magnetic) field has
all three Cartesian components, independent of the trans-
mitted polarization. These components can be indepen-
dent functions of frequency and position. So the total
incident electric field, at a point in space, can be written
in baseband equivalent form [i.e., with a complex enve-
lope, in which a factor of exp(joCt) is suppressed, where oC

is the carrier frequency] as the complex vector

EIðo; x; y; zÞ¼Exðo; x; y; zÞ x̂xþEyðo; x; zÞ ŷy

þEzðo; x; y; zÞ ẑz
ð1Þ

in which the components, such as Ex, are complex scalars.
The introduction of an antenna promotes a change to

spherical coordinates referred to the antenna orientation
and position. The position is denoted with the single spa-
tial variable z. The incident fields are now written as

EIðo; z; y;fÞ¼Eyðo; z; y;fÞŷyþEfðo; z; y;fÞf̂f ð2Þ

The open circuit voltage of an antenna depends on both
the incident field and the receiving pattern,
haðo; y;fÞ¼hyðo; y;fÞŷyþhfðo; y;fÞf̂f. This notation for
the receiving pattern should not be confused with the
symbol for the impulse response, h(t, z). The open circuit

voltage is defined by

VOðo; zÞ¼
Z 2p

0

Z p

0
EIðo; z; y;fÞ .haðo; y;fÞ sin y dy df ð3Þ

and represents the transfer function of the electromag-
netic signal channel.

By expanding the dot product, this transfer function is
written in terms of the incident field components, which
are now collectively detected as standing waves, and the
receiving pattern components, as

Hðo; zÞ¼
Z 2p

0

Z p

0
½Eyðo; z; y;fÞhyðw; yfÞ

þEfðo; z; y;fÞhfðo; y;fÞ� sin y dy df

ð4Þ

This formula shows the inseparability of the antenna pat-
tern and the incident fields in the definition of the mobile
channel.

The antenna pattern is recognized as a filter in the
spatial (including polarization) domain. The frequency de-
pendence of the antenna pattern also represents a filter in
the more familiar frequency domain. The space–frequency
filter of the antenna is the difference between the vector
electromagnetic propagation channel and the scalar elec-
tromagnetic signal channel of Fig. 1. If terminating
(i.e., matching) the antenna has a negligible effect over
the band of interest, then Eq. (4) represents the mobile
channel.

4. CHANNEL MODEL USING DISCRETE
EFFECTIVE SCATTERERS

Modeling the incident waves as emanating from discrete
directions allows the convenience of using effective point
sources. These are referred to as effective scatterers, be-
cause their scalar contribution is the physical incident
wave weighted by the receiving pattern. The transfer
function is written as the sum of effective scatterers,
which have an amplitude a, a phase c, and a delay time
t for the information carried:

Hðo; zÞ¼
X

i

ai expðjciÞ expð�joRtiÞ ð5Þ

Here the radiofrequency is the sum of the carrier fre-
quency (the center frequency of the radio band) and base-
band equivalent frequency:

oR¼oCþo ð6Þ

In the static situation, the terms in the transfer func-
tion containing the delays are constant and can be incor-
porated into the phases of the effective scatterers.

The effect of the moving terminal on the transfer func-
tion can be seen by considering an effective scatterer at a
relatively large distance r0 from it. The geometry is shown
in Fig. 5. The mobile terminal moves a distance z along
the spatial axis in the positive direction. The electrical
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distance to the ith effective scatterer changes from kRr0i,
where kR is the radiofrequency wavenumber, to

kRri �kRr0i � kRz cos yi

¼oRti �
oR

c
cos yiz

¼oRti � uiz

ð7Þ

where

ui¼ kR cos yi ð8Þ

is the spatial Doppler frequency in radians per meter. The
Doppler frequency in radians per second is

oDi¼uiV ¼ kRV cos yi ð9Þ

Here ui is a scaled directional cosine to the ith effective
scatterer, and a receiver movement z produces a phase
shift uiz in the signal from the scatterer.

The changing phase term of an effective scatterer at
position z in Eq. (5) is

oRti¼oCtiþoti �
oC

c
cos yiz�

o
c

cos yiz ð10Þ

The first term is independent of the position and baseband
frequency, and can be incorporated in the phase of the
scatterer. The last term is negligible, because in micro-
wave communications we normally have a small relative
bandwidth (i.e., o/oC51). So within the approximations

above, the transfer function is

Hðo; zÞ¼
X

i

ai expðjciÞ exp½jð�otiþ zuiÞ� ð11Þ

Fourier transformation with respect to the baseband fre-
quency o gives the position-dependent impulse response
as a function of the delay time and position,

hðt; zÞ ¼
X

i

ai expðjciÞdðt� tiÞ expðjuizÞ ð12Þ

A further Fourier transformation, this time with respect
to the position z, gives a function of delay time and spatial
Doppler frequency, denoted

aðt;uÞ¼
X

i

ai expðjciÞdðt� tiÞ2pdðu� uiÞ ð13Þ

4.1. Fourier Transform Relations with Continuous
Transfer Functions

The Fourier pair a(t, u)3H(o, z) have the continuous
form

Hðo; zÞ¼
1

2p

Z 1

0

Z kC

�kC

aðt;uÞ exp½jð�otþ zuÞ�du dt ð14Þ

aðt;uÞ¼
1

2p

Z 1

�1

Z 1

�1

Hðo; zÞ exp½jðot� zuÞ�do dz ð15Þ

Note the mixed signs of the exponents. Moving in the neg-
ative z direction instead of the positive z direction, for ex-
ample, changes the sign of the exponent zu in Eqs. (14)
and (15).

From the double Fourier transform relation, there
can be four complex functions that carry the same infor-
mation for characterization of the mobile channel. These
are denoted:

a(t, u), the scattering function in the time delay–spatial
Doppler domain (referred to as the effective scatter-
ing distribution)

h(t, z), the impulse response in the delay–space domain
(spatial spectrum)

A(o, u), the transfer function in the baseband frequen-
cy–spatial Doppler domain (frequency spectrum)

H(o, z), the transfer function in the baseband frequen-
cy–space domain (space–frequency spectrum)

The functions are related by the following single-dimen-
sional Fourier transforms of the mobile channel:

aðt;uÞ¼
1

2p

Z
Aðo;uÞejotdo

Aðo;uÞ¼
Z

aðt;uÞe�jotdt

ð16Þ
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Figure 5. Point source with moving receiver. In a model of the
channel, Eq. (5), the point source is not necessarily a physical
scatterer, but can rather be considered as a point representation
(an ‘‘effective scatterer’’) that produces the waves received from a
given angular direction.
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hðt; zÞ¼
1

2p

Z
Hðo; zÞejotdo

Hðo; zÞ¼
Z

hðt; zÞe�jotdt

ð17Þ

aðt;uÞ¼
Z

hðt; zÞe�jzudz

hðt; zÞ¼
1

2p

Z
aðt;uÞejzudu

ð18Þ

Aðo;uÞ¼
Z

Hðo; zÞe�jzudz

Hðo; zÞ¼
1

2p

Z
Aðo;uÞejzudu

ð19Þ

The amplitudes, phases, delays, and directions of the
effective sources are randomly distributed, and the trans-
fer function consequently behaves randomly, so a statisti-
cal approach is called for their characterization.

4.2. Averaging across a Transfer Function for Channel Gain

In terms of an individual channel transfer function, the
total power, or channel gain, is given by

PðiÞ ¼
1

LoB

Z

L

Z

oB

jHðo; zÞj2do dz ð20Þ

where L is an averaging distance or locus covering the
positional averaging, and oB is an averaging bandwidth.
Any of the abovementioned channel functions can be used
to get the power in this way (Parseval’s theorem). Inte-
grating single variables gives the frequency-dependent
power transfer function averaged over position

jHðoÞj2¼
1

L

Z

L

jHðo; zÞj2dz ð21Þ

and the position-dependent- (time-dependent) power
transfer function averaged over the frequency band:

jHðzÞj2¼
1

oB

Z

oB

jHðo; zÞj2do ð22Þ

This quantity is approximated in a receiver by the posi-
tion-varying (or time-varying) received-signal strength in-
dicator (RSSI) signal. However, in practice, the RSSI
voltage is normally proportional to the logarithm of the
channel power.

On averaging the power across a wideband channel,
the total received power fades less than a narrowband
component. This is the advantage of wideband modulation
systems. Analogously, antenna diversity is used to reduce
the fading by averaging the channel over samples of the
spatial variable.

5. STATISTICAL BASIS OF A MOBILE CHANNEL

5.1. Power Spectra and Channel Correlation Functions

Assuming ergodicity so that the statistics remain second
order, the autocorrelation function, denoted by R, of the
effective scatterer distribution with respect to the delay
times is written

Raðt1; t2;uÞ¼ aðt1;uÞa
�ðt2;uÞ

� �
ð23Þ

where the angular brackets denote averaging over all
relevant realizations of the effective scattering distribu-
tion. This contrasts with the averaging over frequency or
space for a single channel realization as in the previous
section. The average power in the effective scattering dis-
tribution is

Pðt;uÞ ¼Raðt; t;uÞ¼ jaðt;uÞj2
� �

ð24Þ

Note that the averaging is of the powers, not of the com-
plex values, of the a(t, u).

This averaged power distribution can be expressed in
several different statistical forms as seen below. Substi-
tuting Eq. (16) into Eq. (23) gives the Fourier transform

Raðt1; t2;uÞ

¼
1

4p2

Z 1

�1

Z 1

�1

RAðo1;o2;uÞ exp½jðo1t1 � o2t2Þ�do1do2

ð25Þ

The inverse relation is

RAðo1;o2;uÞ

¼

Z 1

0

Z 1

0
Raðt1; t2;uÞ exp½�jðo1t1 � o2t2Þ�dt1dt2

ð26Þ

Major simplifications are possible under certain assump-
tions, as follows.

5.1.1. Wide-Sense Stationarity in Frequency. The chan-
nel is now assumed to be wide sense stationary in the fre-
quency domain. This means that the mean and correlation
of A(o,u) do not depend on the choice of frequency, o, but
on only the frequency difference, Do¼o2�o1. This is a
reasonable assumption for the frequencies within the
small relative bandwidths of most mobile communications
systems. Denote the autocorrelation of a wide-sense sta-
tionary (WSS) process using S, for example, by

RAðo1;o2;uÞ¼RAðo;oþDo;uÞ

¼SAðDo;uÞ ðWSS in oÞ
ð27Þ

that is, the autocorrelation of the transfer function in the
frequency–spatial Doppler domain is a power spectrum
whose argument is the frequency difference. The symbols
S and R are used to represent the correspondence of the
power spectra S and the autocorrelation R of a process
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that is WSS. As a result of the wide sense stationarity in o,
we can write Eq. (25) as

Raðt1; t2;uÞ¼
1

4p2

Z Z
SAðDo;uÞ expð�jDot2Þ

� exp½�jo1ðt2 � t1Þ�do1dDo

¼Pðt2;uÞdðt2 � t1Þ

ð28Þ

where

Pðt;uÞ¼
1

2p

Z 1

�1

SAðDo;uÞ expðjDotÞdDo ð29Þ

is the averaged power delay–Doppler frequency distribu-
tion of Eq. (24). The delta function in the autocorrelation
of Eq. (28) is referred to as the uncorrelated scattering
(US), and here means that a fading signal received at a
given delay time is uncorrelated (when averaged over the
relevant realizations) with a fading signal received at any
other delay time. The wide-sense stationarity (via the Do
factor) in the baseband frequency domain and the uncor-
related scattering in the delay time domain [the d(Dt)
factor] are equivalent characteristics.

5.1.2. Wide-Sense Stationarity in Space. Similarly, wide-
sense stationarity in the spatial domain corresponds to
uncorrelated scattering in the Doppler domain. This
means that the fading signal at one spatial Doppler fre-
quency u [or angle y¼ cos�1(u/kC)] is uncorrelated with a
fading signal received from any other spatial Doppler
frequency. Denoting the spatial difference Dz¼ z2� z1,
we have

Raðt;u1;u2Þ¼

ZZ
Shðt;DzÞ exp½jðz2u2 � z1u1Þ�dz1dz2

¼Pðt;u2Þ2pdðu2 � u1Þ

ð30Þ

where the averaged power of the effective scattering dis-
tribution is expressed as

Pðt;uÞ¼
Z

Shðt;DzÞ expð�jDzuÞdDz ð31Þ

5.1.3. Wide-Sense Stationary Uncorrelated Scattering
Channel. Combining the space and frequency wide-sense
stationary conditions, we have

Raðt1; t2;u1;u2Þ

¼
1

2p

ZZ
SHðDo;DzÞ exp½jð�Dot2þDzu2Þ

dDodDzdðt2 � t1Þ2pdðu2 � u1Þ

¼Pðt2;u2Þdðt2 � t1Þ2pdðu2 � u1Þ

ð32Þ

where now

Pðt;uÞ¼
1

2p

ZZ
SHðDo;DzÞ exp½�jðDot� DzuÞ�dDodDz

ð33Þ

The inverse Fourier transform is

SHðDo;DzÞ¼
1

2p

ZZ
Pðt;uÞ exp½jðDot� DzuÞ�dtdu ð34Þ

Thus the wide-sense stationarity conditions presented
above result in the frequency–space correlation function
being the double Fourier transform of the average power
density of the effective scatterer distribution.

The term WSSUS was used by Bello [4] to describe
tropospheric multipath channels containing scintillating
scatterers being illuminated by static antennas. In the
context of the mobile channel, the WSS refers to wide-
sense stationarity in position, which implies uncorrelated
scattering in the spatial Doppler frequency. The US refers
to the delta function in delay time (effective sources at
different delays are mutually uncorrelated), which implies
WSS in the frequency domain.

The assumption of the WSSUS conditions in the chan-
nel allows the convenience of the double Fourier transform
relations. However, in applying the Fourier relations for a
given situation, the validity of the WSSUS model should
always be questioned. The channel can often be arranged
to be ‘‘sufficiently valid’’ for gaining useful insight and in-
ferring channel behavior, by appropriately arranging the
averaging. This averaging, denoted with the angular
brackets, is often taken as several sampled records over
short distances (tens of carrier wavelengths or several
tens of fades) in order to stay within a given physical en-
vironment, followed by the power distribution averaging.
Statistically, ensemble averaging implies many ‘‘realiza-
tions.’’ We can interpret this as several sampled records
that should have uncorrelated data (e.g., well-separated
spatial paths) within the same physical environment, or
else as several records in different (i.e., independent) phys-
ical environments. The two cases are different. One case
averages within a single environment; the other case av-
erages over many different environments. Strictly speak-
ing, the presence of multiple uncorrelated records in the
same immediate environment does not truly satisfy the
hypothesis of statistically independent records, because
the scattering distribution is the same, that is, the signal
sources constituting the physical scatterers are common to
all the data records.

5.2. Key Relations for a Mobile Channel

Equations (14), (15) and, (33), (34) are key results for the
mobile channel. They relate, respectively, by double Fou-
rier transformation, a baseband channel transfer function
H(o, z) to an effective source distribution a(t, u) that pro-
vides the incident multipath signals, and the average
power spectral density of the channel SH(Do, Dz) to
the average power distribution of the effective scatterers,
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P(t, u). Figure 6 [1] depicts the relations between the
functions.

5.3. Averaged Power Profiles

The more familiar single transformations also are of in-
terest. Mathematically, we can put Dz¼0 in the frequency
correlation

SHðDoÞ¼SHðDo;Dz¼0Þ¼ Hðo; z0ÞH
�ðoþDo; z0Þ

� �
ð35Þ

from which Eq. (34) reduces to

SHðDoÞ¼
Z

PðtÞ expð�jDotÞdt ð36Þ

where the average power delay profile

PðtÞ¼
Z

Pðt;uÞdu ð37Þ

is the average power at delay t, found by integrating over
all spatial Doppler frequencies (u¼ kC to u¼ � kC), that is,
in all directions over the averaged power of the effective
scattering distribution. In practice, the antenna performs
this integration [recall that the effective scattering distri-
bution P(t, u) already includes the effect of the antenna];
for example, an omnidirectional antenna will gather the
waves from all the directions. However, a single measure-
ment from an antenna only accounts for a single realiza-
tion of the effective scattering distribution—that is, for one
point in the space of one environment. To estimate P(t)
from measurements, the averaging of the profile needs to
be done over several different positions [i.e., several z0

values in Eq. (35))], either in the same physical environ-
ment or in many different physical environments, as dis-
cussed above.

The frequency correlation function SH(Do) is the
Fourier transform of the average power delay profile P(t)

for the WSS channel with uncorrelated scattering. The
inverse relation is

PðtÞ¼
1

2p

Z
SHðDoÞ expðjDotÞdDo ð38Þ

The Fourier relation in Eqs. (36) and (38) is identical to the
relation between the transfer function and its impulse
response, as in Fig. 4.

Similarly to the average delay profile, the average
spatial Doppler profile is averaged over all delays:

PðuÞ¼

Z
Pðt;uÞdt ð39Þ

P(t) and P(u) are sometimes called the delay spectrum and
Doppler spectrum, respectively. Finally, the total power of
the effective scatterers is given by

P¼

ZZ
Pðt;uÞdtdu ð40Þ

Many details, extending to situations outside the mobile
channel, may be found in Ref. 3.

5.3.1. Spreads. The spread, or second centralized
moment, of a distribution is a standard characterizing
parameter. For an instantaneous (i.e., snapshot, or un-
averaged) channel distribution function, the instanta-
neous spread is the standard deviation of that function.
For example, for a channel with a snapshot transfer
function h(t), the definition of the instantaneous delay
spread is

sðiÞt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R
t2jhðtÞj2dtR
jhðtÞj2dt

�

R
tjhðtÞj2dtR
jhðtÞj2dt

 !2
vuut

ð41Þ

Individual channel

Effective
scattering
distribution


(�, u)

(�,�) (u, z)

Transfer function
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frequency u
A(�, u) h(�, z)

(u, z)

H(�, z)
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Transfer function
at position z

Impulse
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at position z

Squaring and averaging

Correlation of channel
transfer function
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P(�, u) = 〈|a(�, u)|2〉
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Figure 6. Fourier transform relations for the mobile channel functions and for their statistical
representations under wide sense stationarity in frequency and position, u¼kC cos y is the spatial
Doppler frequency, with y the zenith angle with respect to the direction of motion z, and kC the
wavenumber of the radio carrier frequency. (From Ref. 1.)
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The (average) delay spread, denoted st, follows the
same definition but uses the averaged distribution
P(t)¼/|h(t)|2S instead of |h(t)|2. The analogous defini-
tion for the Doppler spread is

su¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
u2PðuÞduR
PðuÞdu

�

R
uPðuÞduR
PðuÞdu

� �2
s

ð42Þ

It is important to note that it is the individual power
distributions that are averaged to produce the power pro-
files, which are then used to produce the spreads. Statis-
tically, it is wrong to calculate the spreads of individual
channels, average these, and call the result the average
spread.

5.3.2. Power Profile Examples. Two power profiles that
are commonly used for modeling because of their simplic-
ity, are the one-sided exponential

PðtÞ¼
1

st
exp �

t
st

� �
, SHðDoÞ

¼
1

1þ j2pDost
ðt � 0Þ

ð43Þ

and the two-path

PðtÞ¼ dðtÞþ ja2 expðja2Þj
2dðt� t2Þ

,SHðDoÞ¼ 1þ ja2 expð ja2Þj
2 expð jDot2Þ

ð44Þ

which are shown in Fig. 7. The exponential is the most
commonly used model.

The two-path model offers much insight into the mech-
anisms of the channel and is used in the following sections
to develop the basic characteristics and parameters of

interest of the mobile channel’s behavior. It is later ex-
tended to the many-path situation. Liberties are taken
with the mathematical use of the delta functions to allow
convenient modeling.

6. THE TWO-PATH MODEL

The two-path model and its ‘‘statistics’’ (the model is treat-
ed statistically despite the situation being deterministic)
produce and explain nearly all of the behavior that can be
found in real-world mobile channels. Such a model is also
used in point-to-point communications where there can be
a direct wave with a single ground bounce. The term ‘‘two-
path’’ refers to two effective sources. However, the intro-
duction of the directions of the effective sources is delayed
until later, since the directions have no bearing on the re-
ceived signal while the receiver is static. The moving re-
ceiver introduces a changing frequency dependence, and
the rate of change is determined by the directions. Under-
standing the behavior of the static model allows a smooth
transition to understanding the many-path channel be-
havior.

6.1. Static Model for Frequency-Selective Fading

The two-path scenario is shown with its variation with
frequency in Fig. 8. The impulse response, on setting t1¼ 0
and a1¼ 0 for the first path, is

hð2ÞðtÞ¼ dðtÞþa2 expð ja2Þdðt� t2Þ ð45Þ

and so represents a signal arriving with zero delay with
normalized magnitude and zero phase, and a signal arriv-
ing at a delay of t2 with magnitude a2 and phase a2. The
transfer function is minimum phase when a2r1, and is
maximum phase (or in the general case, non-minimum
phase) when a241.

This model, which is static in the sense that the
two effective scatterers are constant in amplitude and
phase, needs no averaging to obtain the power profile. So
P(t)¼/|h(t)|2S¼|h(t)|2 for the static case. The delay
spread is thus the same as the instantaneous delay
spread, and from Eqs. (44) and (41), is sð2Þt ¼a2t2=
ð1þa2

2Þ. The delay spread is not affected by time reversal
or magnitude scaling of the power profile. In the two-path
case, this means that a2 can be replaced by 1/a2 (i.e., a

1.0

0.8

0.6

0.4

0.2

0
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Delay time (	s)

Two-path profile
1

a2
2

Exponential profile

Figure 7. Examples of the exponential and the two-path models
for the power delay profile. The two-path model comprises idea-
lized discrete multipath contributions, whereas the exponential
profile has a continuum of multipath contributions.
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Figure 8. The impulse response of the static two-path model
amplitudes 1 and a2, and a complex plane representation of the
transfer function for the case a241.
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change from a minimum- to a maximum-phase channel)
and the delay spread stays the same.

6.1.1. Transfer Function. The transfer function is ob-
tained by Fourier transformation of Eq. (45), and is (the
factor 1/2p is omitted for brevity)

Hð2ÞðoÞ¼ 1þa2 exp½jða2 � ot2Þ� ð46Þ

where the delay difference is Dt¼ t2� t1¼ t2. The in-phase
component is the real part of the transfer function, I(o)¼
1þa2 cos(ot2� a2), and similarly the quadrature part is
Q(o)¼a2 sin(ot2� a2). Apart from the DC term, these are
simply quadrature sinusoids. The phase of the second ef-
fective scatterer, a2, is now set to zero for brevity. The
power transfer function is jHðoÞj2¼1þa2

2þ 2a2 cosðot2Þ,
and so the frequency fading behavior is periodic with pe-
riod 1/t2 (Hz). The phase of the transfer function is

fð2ÞðoÞ¼ tan�1 �a2 sinot2

1þa2 cosot2

� �
ð47Þ

which has a maximum rate of change when the power is a
minimum. For the case a2r1, the maximum and mini-
mum values of the phase are 7sin�1a2. When a2¼ 1 and
ot2¼np (n is an integer), the phase changes by p over an
infinitesimally small change in o.

6.1.2. Group Delay. The group delay of a transfer func-
tion is the negative derivative of the phase with respect to
frequency, tg(o)¼ � @f(o)/@o. It approximates the time
delay of the envelope of a narrowband signal after it has
passed through a transfer function with phase f(o) [5].
Changes in the group delay mean changes in the expected
arrival times of information, such as symbols, at the
receiver.

For a channel that contains many delay values, the
received signal becomes distorted owing to the dispersion.
For the two-path model, the group delay is found by
differentiating Eq. (47) to be

tð2Þg ðoÞ¼
a2t2ða2þ cosot2Þ

1þa2
2þ2a2 cosot2

ð48Þ

For the minimum-phase case, this varies between a2t2/
(a2� 1) and a2t2/(a2þ 1). If different frequencies were sent
through the channel, then these values are the extrema of
the group delays that would be experienced. Figure 9
shows the in-phase and quadrature signals, the envelope
and phase, and the group delay for the transfer function of
a static two-path model.

6.1.3. Features of the Static Two-Path Model. The fea-
tures from this deterministic model are frequency depen-
dence with

* Smoothly varying in-phase and quadrature compo-
nents

* Fading envelope

* Sharp transitions of the phase of the transfer func-
tion, occurring when the envelope is at a minimum

* Possibility of both minimum-phase fades (a2r1) and
non-minimum-phase fades (a241)

* Dispersive channel with sharp spikes in the group
delay at the envelope minima

These transfer function variations are all periodic in the
two-path model, but as seen below, the same effects occur
also in the real-world channel, but with a random fre-
quency and space dependence.

The reason for the phase behavior coinciding with the
envelope is best seen from the locus of the signal in Fig. 8,
where the envelope minima occur as the locus is passing
closest to the origin, which is also when the phase is
changing the quickest. For deep fades, the phase change is
always nearly 7p (the sign depends on whether a2 is less
than or greater than one), and such phase jumps are also a
characteristic of the many-path channel.

6.2. Moving Receiver

In a moving receiver, we can fix the frequency to a CW for
simplicity and get behavior as in the static channel of Fig.
8, but with spatial (i.e., time, for a given mobile speed),
instead of frequency, dependence. For a CW channel, the
transfer function is

Hð2ÞðzÞ¼ 1þa2 exp½ jða2þDuzÞ� ð49Þ

where Du¼ kC(cosy2� cosy1) is the spatial Doppler fre-
quency difference between the two effective sources. The
transfer function now has spatial periodicity with a period
(in meters) of 2p/Du. For example, with sources exactly in
front of (y1¼ 0) and behind (y2¼ p) the moving receiver,
the periodicity is given by a spacing of exactly z¼ lC/2,
that is, half the carrier wavelength.
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Figure 9. The periodic frequency selective channel behavior for
the static two-path model. The receiver is at a fixed position. The
magnitude shows fading, the phase is changing quickly at the
fade frequencies, and the group delay is correspondingly large
(and negative for a2r1) at the fade frequencies.
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6.3. Random Frequency Modulation

The spatial analogy to the group delay is the random FM,
given in radians per meter by the derivative of the phase
with respect to position as oR(z)¼ 2p@f(z)/@z. The random
FM is an angle modulation in the channel and will be ap-
plied to a signal borne by the channel. It means that angle
modulation systems are affected as the receiver moves. In
practice, the random FM is often too small to be noticed in
a working system, but as carrier frequencies increase, the
fading rate and the spectrum of random FM increasingly
invades the signal band. In summary, the CW spatial mo-
bile channel follows the same behavior as that in the fre-
quency-dependent static channel, the transfer function
signals shown in Fig. 9 apply with the abscissa ot2 re-
placed with zDu, and the group delay becomes the random
FM (with the opposite polarity).

6.3.1. Two-Dimensional Transfer Function. The frequen-
cy and spatial dependences can be combined to give the
two-dimensional transfer function, again with a2¼ 0

Hð2Þðo; zÞ¼ 1þa2 exp½ jðDuz� ot2Þ� ð50Þ

which explicitly indicates the two-dimensional nature of
the fading. The range of angles Du determines the spatial
fading rate, and the range of delay times, Dt¼ t2, deter-
mines the rate of fading in the frequency domain. The
statistical equivalents of these quantities, the Doppler
spread and the delay spread, are used for describing the
average fading rates found in the real world many-path
situation.

7. STATISTICAL APPROACH USING TWO-PATH MODEL

The statistical approach is required when there are too
many paths to determine the channel, which is normally
the case in mobile communications. The statistical ap-
proach to the two-path model also offers insight into the
statistical behavior of the many-path case. In the static
case, the transfer function of the two-path model assumes
all its possible values as the relative amplitude a2 and
phase a2 are varied. In practice, averaging is over the
phase-mixing process, so here we fix the amplitude and
average over the changing phase only. In the static case,
the phase of the frequency-dependent transfer function
can be changed by changing the frequency. In a mobile
channel, the fixed-frequency transfer function is averaged
over the varying phase by averaging over many positions.

Since the two-path transfer function has a symmetric,
periodic envelope with half period p/t2 (rad), equally likely
frequencies are expressed by a uniform probability density
function (pdf) over one of the periods:

poðoÞ¼
t2

p
; n

p
t2
	 o 	 ð2nþ 1Þ

p
t2
ðn any integerÞ ð51Þ

The analogous expression for the moving receiver holds
for equally likely positions (viz., pz(z)¼Du/p). These pdfs
allow the pdfs of the channel function to be calculated
below.

7.1. Probability Density Function of Channel Power

For a2o1 and equally likely frequencies, the pdf for the
power g(o)¼|H(o)|2 is, from function transformation of
po

Pr2 ðgÞ ¼poðoÞ
@o
@gðoÞ

����

����¼
1

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2a2Þ

2
� ½g� ð1þa2

2Þ�
2

q ð52Þ

where 1þa2
2 and (2a2)2 are the mean and variance, re-

spectively, of the power in the two-path channel.

7.2. Cumulative Density Function of Channel Power

The cumulative density function (cdf) is the integral of
the pdf over its range values (1�a2)2 to (1þa2)2, and is
written

Probðgð2ÞðoÞ 	 g0Þ¼ 1�
1

p
cos�1 g0 � ð1þa2

2Þ

2a2

� �
ð53Þ

This probability approach is an alternative to the deter-
ministic form H(2)(o) for characterizing the two-path
channel. The approach is needed when a deterministic
form is not available. The cdfs for the n-path model with
all the an¼ 1 are given in Fig. 10 for n¼ 2,3,8. The eight-
path case is very close, except at the tails of the distribu-
tion, to the Rayleigh distribution, which corresponds to
the limiting case n-N, discussed further below.

The pdf for the two-path case is centered at its mean,
1þa2

2, and is confined to its limits, that is, between
(1�a2)2 and (1þa2)2. At these limits, the pdf pð2Þg goes to
infinity. The many-path pdfs can behave the same way.
This does not cause interpretation problems, however,
since the probability of the power being at these limits is
infinitesimal and the integral of the function of course
maintains its unity value. For example, for a2¼ 1, the
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Figure 10. The cdf for the power of the n¼2,3,4,8 channels,
where all the multipath amplitudes are the same. The n¼8 model
is essentially the same, for the cdf range displayed, as Rayleigh
(n-N) distribution, given in Fig. 14.
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fades go exactly to zero in the transfer function. In the cdf
of Fig. 10, the interpretation is that there is an infinites-
imally small probability of the power being zero:

ProbðgðoÞ 	 g0Þ ! 0 as g0 ! 0; a2¼ 1 ð54Þ

A similar situation holds for the power approaching its
maximum value (1þa2)2:

ProbðgðoÞ 	 g0Þ ! 1 as g0 ! ð1þa2Þ
2

ð55Þ

In the a2¼ 1 two-path example, the cdf diagram shows
that for 10% of the frequencies the power transfer function
is more than 13 dB below its mean value. The cdf curves
are arranged so that the mean power always corresponds
to 0 dB. A flat channel (a2¼ 0) would be represented by a
line at g0¼ 0 dB.

In summary, it is the phase difference between the
source contributions that is the generic random variable
for the statistical approach to the short-term variation of
the power or envelope. In the static scenario, the averag-
ing over the phase difference is implemented by varying
the frequency. For the moving-receiver case, the CW
transfer function is averaged over space. In the general
case, the transfer function is a two-dimensional distribu-
tion with phase mixing causing fading in both frequency
and position.

7.3. Coherence Bandwidth

An important parameter in a frequency-selective fading
channel is the frequency separation for which the fading
becomes effectively independent in the statistical sense.
This frequency separation is determined by the auto-
correlation of the channel transfer function. It is present-
ed here as independent of frequency, that is, the channel
is assumed to be WSS. The frequency correlation coeffi-
cient function, sometimes referred to as the coherence
function, is

CðDoÞ¼
SHðDoÞ � HðoÞ

� �
H�ðoÞ
� �

SHð0Þ � HðoÞ
� �

H�ðoÞ
� � ð56Þ

and for the static two-path model with a2¼ 1, the magni-
tude of this is

jCð2ÞðDoÞj ¼ cos
Dot2

2

����

����; a2¼1 ð57Þ

The coherence bandwidth OC (rad/s) is defined as the
frequency span from the maximum (unity) of the frequen-
cy correlation coefficient function to where the magnitude
of the function first drops to a value CC

jCðDo¼OCÞj ¼CC ð58Þ

as illustrated in Fig. 11.
CC is taken by various authors from 1/e¼ 0.37 to 0.9

[6–8]. A change of CC scales the coherence bandwidth
nonlinearly, so any results derived from some value of CC

are also scaled in some way. The coherence function is
periodic in Do for the two-path channel, since H(2)(o) is
periodic. Oð2ÞC is minimum for a2¼ 1, and for this case, the
coherence bandwidth in hertz, Oð2ÞC =2p, can be written
directly from Eqs. (57) and (58) as

Bð2ÞC;Hz¼
1

pt2
cos�1 CC; a2¼ 1 ð59Þ

The coherence bandwidth decreases with increasing delay
difference between the two-path contributions, t2. Also,
the coherence bandwidth decreases with increasing rela-
tive amplitude a2. When a2 is small, the coherence band-
width becomes undefined, as the coherence function does
not drop down to CC.

7.4. Product of Coherence Bandwidth and Delay Spread

While the delay spread is a measure of the channel time
dispersion, the coherence bandwidth is a measure of the
fading rate with changing frequency. The ideal communi-
cations channel has a zero delay spread and infinite
coherence bandwidth. For the two-path model, the delay
spread increases while the coherence bandwidth decreas-
es for increasing relative delay t2 and increasing relative
amplitude a2. The coherence bandwidth and the delay
spread are thus inversely related, but the exact relation-
ship is not simple in the many-path case.

The product of these two parameters was taken for ex-
perimental channels using CC¼ 0.75 [7], and an empirical
law was found that Bst was constant and approximately
equal to 1

8 (Gans’ law). The constancy of the product can
also be viewed as an uncertainty principle [5,9]. It gives a
lower bound for the many-path channel as

BC;HzðCCÞ . st �
1

2p
cos�1 CC ð60Þ

The equality holds for the two-path case with equal pow-
ers, as in Eq. (59), which corresponds to maximum delay
spread.

C (∆�)

1

Cc

0

0
ΩC

∆�

Figure 11. The definition of a coherence bandwidth OC in terms
of the frequency correlation coefficient function, or coherence
function, and a correlation value of CC. Narrowband channels,
separated by a minimum frequency OC, will display mutually un-
correlated fading in the sense that the correlation coefficient is
CcoB0.75.
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For the two-path channel, the product Bð2ÞC sð2Þt does not
exist for small a2, since Bð2ÞC does not exist. The dependence
of this product on a2, is weaker than its dependence on the
choice of CC. The product Bð2ÞC sð2Þt is a minimum when a2 is
1, that is, when the frequency fades are the deepest. In
this case and for the value CC¼ 0.75, the two-path product
is in close agreement with Gans’s law, Bð2ÞC;Hzs

ð2Þ
t ¼

ð1=2pÞ cos�1 0:75 � 1
8.

In the two-path model, then, the virtually constant
value of the product allows the delay spread to be calcu-
lated from a measured correlation bandwidth, or vice
versa. However, in a general many-path case, the expres-
sion for the coherence-bandwidth–delay-spread product
must be heeded as a lower limit. It should always be borne
in mind that the choice of CC for the coherence bandwidth
affects the value of the product. Because the delay spread
is mathematically unbounded in the model (no limit is
placed on t2), there is no theoretical upper limit for Bst in
the many-path case, even though the coherence band-
width can simultaneously remain essentially constant. In
practice, physical and practical considerations such as the
space loss described below are imposed on the model and
the delay spread and the product become bounded through
these.

7.5. Correlation Distance

The correlation distance is the spatial counterpart of the
coherence bandwidth. It is traditionally defined as
the spatial displacement dd¼Dz corresponding to when
the spatial correlation coefficient, defined at a given fre-
quency, decreases to some value. Instead of using the
complex transfer function H(z), analogously to using
H(o) for the coherence function, the envelope correlation
coefficient function

rrðDzÞ¼
RrðDzÞ � rh i2

Rrð0Þ � rh i2
ð61Þ

has been used traditionally, and the coefficient value is
taken as rr(dd)¼ 0.7. The correlation distance is a mea-
sure of the spatial fading rate and therefore depends in-
versely on the spatial Doppler spread su. The product of
these, dd su, is lower bounded, but not with the same re-
lationships as Bst.

8. MANY-PATH MODEL

The preceding discussion has touched several times on the
many-path model. Many channel parameters for the
three-path model can be derived deterministically. The
three-path model has been of interest in point-to-point
links because it matches the physical situation of a direct,
a ground bounce, and a single atmospherically diffracted
ray. It has been also used to help ‘‘randomize,’’ relative to
the two-path model, a transfer function for a more realis-
tic-looking (over two or three fades), but tractable, model.
However, it otherwise offers little more insight into the
channel behavior than does the two-path model. The sta-
tistics for the few-path (less than about 10) model are

rather complicated. When there are more than about 10
components of similar amplitude, however, the statistics
follow, to a good approximation, the limiting case of a very
large number of paths. The phase-mixing process of add-
ing many random phasors gives, from the central limit
theorem, the classical Rayleigh channel. The distribution
functions are given below.

8.1. Phase Mixing with Many Random Contributions

Equations (11) and (12) describe the model. For a narrow
band channel, the in-phase and quadrature components
are Gaussian-distributed from the central limit theorem.
It follows that: the distribution of the power is chi-square
with 2 degrees of freedom (i.e., exponential), the envelope
is Rayleigh-distributed, and the phase is uniformly dis-
tributed. The transfer function signals, as a function of
position, are depicted in Fig. 12. The incident power is
from all directions for this example. The figure can be
compared with the signals from the two-path model,
shown as a function of frequency in Fig. 9. The features
of the channel are essentially the same as those in the two-
path model, although the process is random. There are
both minimum-phase and maximum-phase deep fades.
Similarly, the random FM spikes have an associated
polarity that is random.

8.1.1. Rayleigh Envelope and Uniform Phase. The signal
representing the channel transfer function is represented
as a complex Gaussian process. The in-phase component
and quadrature components are denoted x and y, the
envelope r, and the phase y, and these are related as

xþ jy¼ r ejy ð62Þ

Here x and y are independent, zero mean Gaussians, so
the pdf for each is (here for x)

pxðxÞ¼
1ffiffiffiffiffiffi
2p
p

s
exp �

x2

2s2

� �
ð63Þ

where s is the standard deviation of each component. The
envelope and phase pdfs are established as independent
with Rayleigh and uniform distributions respectively,
through the steps

pr;yðr; yÞ¼px;yðx; yÞ
@ðx; yÞ

@ðr; yÞ

����

����

¼
r

s2
exp

�r2

2s2

� �
.

1

2p
ðr � 0Þ

¼prðrÞ .pyðyÞ

ð64Þ

The pdf of the phase is 1/(2p), so the mean phase is p and
the standard deviation is p=

ffiffiffi
3
p

. The averaged power is

r2
� �
¼ x2
� �
þ y2
� �
¼ 2s2 ð65Þ
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and r2 is recognized as having a chi-square distribution
with 2 degrees of freedom,

pr2 ðr2Þ¼
1

2s2
exp �

r2

2s2

� �
ð66Þ

The Rayleigh statistics are included in the more general
Rice statistics, below.

8.1.2. Rice Envelope and Phase. Sometimes there is a
single dominant effective source. This usually corresponds
to a line-of-sight situation, which gives a single dominant
effective scatterer. Multipath transmission still occurs,
and the Rice distribution describes the statistics of the
narrowband envelope. The Rice distribution results from
one or both of the Gaussian processes having nonzero
mean. These phase processes become

xRi¼ xþ xs; yRi¼ yþ ys ð67Þ

where the x and y are zero-mean Gaussian and xs and ys

are the respective means representing the dominant com-
ponent (sometimes called the specular, or coherent, com-
ponent, with x and y representing the diffuse, or
incoherent component) of the signal. The phasor combina-
tion is shown in Fig. 13 in which f¼ tan� 1(yRi/xRi) is the
absolute phase of the Rice envelope rRi, and y is the phase
difference between rRi (Rayleigh component plus domi-
nant component) and the dominant component rs. The
mean of the absolute phase of the process is E{yþf}. A
coordinate rotation allows the phase to be defined as just y.

From

ðxRi � xsÞ
2
þ ðyRi � ysÞ

2
¼ r2¼ r2

Riþ r2
s � 2rRirs cos y ð68Þ

the Rice pdf is

prRi ;yðrRi; yÞ¼
rRi

2ps2
exp �

r2
Riþ r2

s � 2rRirs cos y
2s2

� �
ð69Þ

The envelope and phase are thus statistically dependent,
unlike the Rayleigh case. The þ p and � p transitions that
occur in the phase of the Rayleigh signal as the locus
passes near the origin are now reduced to smaller values,
which depend on the length of the envelope phasor com-
ponent rRi. The Rice channel can be purely minimum
phase when the dominant component is large enough.

The Rice k factor is the ratio of powers of the dominant
component and the Rayleigh component:

kRi¼
r2

s

2s2
ð70Þ

When the dominant component rs approaches zero, kRi

approaches 0, and the distribution reduces to Rayleigh.
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Figure 12. The signals of a many-path, narrow-
band channel as a function of position. As the mobile
receiver moves, the narrowband signal quantities
vary in a way similar to the behavior of the plots.
The in-phase and quadrature components comprise
complex Gaussians, the magnitude or envelope is
Rayleigh-distributed, the phase is uniformly distrib-
uted, and the random FM is Student-t-distributed.
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Figure 13. The Rice process has envelope rRi comprising the ad-
ditive constant rs and the Rayleigh envelope r. The phase of the
Rice signal is y.
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Similarly, when the dominant component becomes very
large, the Rice distribution for the envelope approaches
Gaussian with mean rs.

8.1.3. Rice Envelope. For convenience, the envelope is
normalized by the Gaussian standard deviation:

rðnÞRi ¼
rRi

s
ð71Þ

The envelope pdf is

prRi
ðrRiÞ¼

rRi

2ps2
exp �

r2
Riþ r2

s

2s2

� �Z 2p

0

exp
rRirs cos y

s2

� �
dy

¼
rRi

s2
exp �

r2
Riþ r2

s

2s2

� �
I0

rRirs

s2

� �
; rRi � 0

ð72Þ

or in terms of rðnÞRi and kRi,

p
rðnÞ

Ri
ðrðnÞRi Þ

¼
1

s
rðnÞRi exp �

1

2
rðnÞRi

� �2
þ kRi

� �� �
I0 rðnÞRi

ffiffiffiffiffiffiffiffiffiffi
2kRi

p� �
; rðnÞRi � 0

ð73Þ

As kRi approaches infinity, the Rice pdf becomes a deltalike
function, being a Gaussian with a variance approaching
zero.

The Rice distribution is sometimes called Nakagami–
Rice, in recognition of its independent development by
Rice [10] and by Nakagami [11], who reported it in English
at a later time. Because of its physical justification for
many situations, the Rice distribution is the preferred one
for short-term fading. Review material covering aspects of
Rice’s work is presented in Refs. 12 and 13. The distribu-
tion for the random FM and group delay for the Rice
channel is given by the Student t distribution [1,14].

The Rice envelope cumulative density function (cdf) is
expressed as

ProbðrRi 	 r0Þ¼ 1�Q1
rs

s
;
r0

s

� �
ð74Þ

where Q is the Marcum Q function [15]. Further worth-
while discussion on the Q function is given in Refs. 1, 16,
and 17. The Rice envelope cdf is sketched in Fig. 14 for
values of the Rice k factor, including the Rayleigh case.

8.2. Lognormal Shadow Fading

Shadow fading has been found experimentally to be well
described by the lognormal distribution. Whereas the
Gaussian distribution results from the addition of many
random variables, the lognormal distribution results from
the product of many positive random variables. It follows
that when Gaussian variables are expressed in logarith-
mic units, they then follow a lognormal distribution. The
transformation of variables between the distributions is
z¼ ex, or ln z¼ x. (z here is a variable, not distance.) If x is

Gaussian, then z is lognormal. Alternatively stated, if z is
lognormal, then ln z is Gaussian. The pdf of the lognormal
distribution is found from the Gaussian pdf

plðzÞ¼pxðxÞ
@x

@z

����

����¼
1ffiffiffiffiffiffi

2p
p

slzz
exp �

ðln z�mlzÞ
2

2s2
lz

 !
ð75Þ

where mlz and s2
lz are the mean and variance respectively

of ln z. The lognormal signal representing the local mean
of the envelope looks like one of the phase components of
Fig. 14, except that the scale would be in decibels rather
than linear. Typically slz is 3–8 dB in urban environments.

8.3. Suzuki: Lognormal and Rayleigh

Combining the short-term Rayleigh and long-term lognor-
mal distributions provides a model for the stochastic com-
ponent of the path loss of a narrowband signal in mobile
communications.

The lognormal distribution is over the mean of the en-
velope. This can be interpreted as Gaussian for the enve-
lope mean in decibels. The Rayleigh envelope mean is
linearly related to the Gaussian standard deviation, viz.,
rh i¼

ffiffiffiffiffiffiffiffi
p=2

p
s, so the lognormal distribution can be applied

to the s [18]. The distribution can be written

pSuðrÞ ¼

Z 1

0

r

s2
exp �

r2

2s2

� �
.

1ffiffiffiffiffiffi
2p
p

ssl

exp �
ðlns�mlÞ

2

2s2
l

 !
ds

ð76Þ

No closed form has been found for the integral, which is a
practical inconvenience when applying the Suzuki distri-
bution. However, the distribution has the advantage of
being based on a physical model for the envelope, and thus
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offers good agreement with experimental results on large-
scale records of envelopes of narrowband signals.

Many other distributions have been used to fit mobile
channel fading [19]. Some have various advantages for
mathematical manipulations or for the fitting of experi-
mental data. Two are noteworthy because of their versa-
tility. The Nakagami m [11] distribution has a single
parameter that allows the shape of the distribution to be
altered, in particular for small values of r. The generalized
gamma distribution [20] has effectively two parameters
that can independently adjust the shape of the small and
large values of r.

9. PATH LOSS AND THE MOBILE CHANNEL

Much of the preceding discussion has been a statistical
description of the behavior of the mobile channel. The
interest in the envelope or power of the mobile transfer
function is because this dominates the SNR of the received
signal. The power is also referred to as the channel gain.
How this ties in with the path loss is addressed in this
section. In so doing, the discussion returns to the electro-
magnetic propagation and antenna issues of the opening
sections.

Path loss is a well-defined concept originating from
point-to-point radio links. It comes from the Friis trans-
mission equation, which relates the transmitted and re-
ceived powers (PT, PR respectively), the antenna gains (GT,
GR respectively), and the path loss L:

PR

PT
¼GTGR

1

L
ð77Þ

Path loss is seen from this equation to be the reciprocal of
the path gain. For frequency-independent antenna gains,
the free space path loss for a separation distance d and
wavelength l¼ c/f is

LF¼
4pd

l

� �2

¼
4pfd

c

� �2

ð78Þ

so that it varies as the frequency squared and the distance
squared. The incident field strength is not dependent on
frequency. In Eq. (77), the antennas are considered im-
pedance-and polarization-matched.

9.1. Mean Path Loss and Mean Antenna Gain

In a mobile channel, the classical point-to-point situation
does not apply. The received power and the receiving an-
tenna gain become statistical quantities. The antenna’s
mean gain can be defined by the average gain into a well-
defined distributed direction. The mean received power
can be defined from a time average. The path loss is the
time-varying quantity (because of the spatially dependent
phase mixture of multipath propagation signals), and so
the mean received power with Eq. (77) defines a mean
path loss. Sometimes the term mean effective gain is used
when comparing antennas by measuring their time-aver-
aged received powers in the same environment. In this

context, it must be assumed that the transmitting power
and the mean path loss are both common to each mea-
surement record used for the averaging. The mean effec-
tive gains are then proportional to the mean received
powers and include polarization mismatches. What is be-
ing measured is how well, on average, the vector antenna
pattern is directed toward the vector distribution of in-
coming power from the measurement environments.

9.2. Scenario Models

Model distributions are used to approximate the average
incident power incident power directions for various ap-
plications. For a mobile vehicle, for example, the Clarke
scenario [21,22], given by

SðCÞðy;fÞ¼SðCÞðyÞ¼ dðy� p=2Þ ð79Þ

is often used. This corresponds to a uniform source distri-
bution at the horizon, surrounding the antenna. Trans-
forming to the spatial Doppler variable results in the pdf

pðCÞu ðuÞ¼
1

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

C � u2
q ð80Þ

and this spatial Doppler spectrum is for the incident fields
or the electromagnetic propagation channel (for one po-
larization), and also for the mobile channel if an omnidi-
rectional (in the y¼ p/2 plane) antenna is used. The spatial
Doppler spread is sðCÞu ¼ kC=

ffiffiffi
2
p
ðrad=mÞ. The spatial corre-

lation coefficient for the envelope is rðCÞr ðDzÞ � J2
0 ðkCDzÞ,

giving a 0.7 correlation distance of about 0.13 wavelengths
and an average distance between fades of about 0.5 wave-
length.

For a directional antenna, the spatial Doppler distri-
bution corresponding to the pattern must be multiplied
with Eq. (80) to get the spatial Doppler spectrum of the
mobile channel. This is how the antenna pattern can con-
trol the mobile channel behavior. A single-lobed, direc-
tional pattern acts as a spatial Doppler bandpass filter
and results in a decreased (relative to an omnidirectional
pattern) Doppler spread, and therefore a decreased spatial
fading rate. This effect can be seen with laser speckle,
where the dark areas are the deep fades of energy, and the
interspeckle distance, even though the frequency is opti-
cal, is sufficiently large to be visible to the eye because the
spatial Doppler spread of the illuminating beam is so
small.
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Mobile satellite (MSAT) systems provide communications
services to mobile and portable terminals using a radio-
transmission path between the terminal and the satellite.
An example of such a system, illustrating its typical com-
ponents, is shown in Fig. 1. The mobile terminal may be
installed in any one of a number of platforms including
cars, trucks, railcars, aircraft, and ships. Alternatively, it
could be a portable terminal with a size ranging from that
of a handheld unit up to that of a briefcase, depending on
the system and the service provided. Yet a third class
could be small but fixed remote terminals serving func-
tions such as seismic data collection and pipeline moni-
toring and control. A mobile satellite system requires one
or more satellites with connectivity to the terrestrial in-
frastructure (e.g., to the public switched telephone net-
work and to the various digital networks) supplied by one
or more Earth stations. Typically, most of the communi-
cations traffic is between the mobile terminal and another
terminal or application outside the mobile satellite sys-
tem. However, most mobile satellite systems allow for mo-
bile-to-mobile communications within the system. The
Earth stations are coordinated by a control center in a
way that shares the satellite transmission resources
efficiently. Also, the control center may issue commands
to the satellites via the Earth stations.

A number of radiolinks are required for such a system.
Communication from the Earth station to the mobile ter-
minal is said to be in the forward direction, whereas com-
munication from the mobile terminal to the Earth station
is said to be in the return direction. In both the forward
and return directions, an uplink to the satellite and a
downlink from the satellite are required, for a total of four
radiolinks. The links between the Earth station and the
satellite are sometimes referred to as feeder links, whereas
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Mobile satellite (MSAT) systems provide communications
services to mobile and portable terminals using a radio-
transmission path between the terminal and the satellite.
An example of such a system, illustrating its typical com-
ponents, is shown in Fig. 1. The mobile terminal may be
installed in any one of a number of platforms including
cars, trucks, railcars, aircraft, and ships. Alternatively, it
could be a portable terminal with a size ranging from that
of a handheld unit up to that of a briefcase, depending on
the system and the service provided. Yet a third class
could be small but fixed remote terminals serving func-
tions such as seismic data collection and pipeline moni-
toring and control. A mobile satellite system requires one
or more satellites with connectivity to the terrestrial in-
frastructure (e.g., to the public switched telephone net-
work and to the various digital networks) supplied by one
or more Earth stations. Typically, most of the communi-
cations traffic is between the mobile terminal and another
terminal or application outside the mobile satellite sys-
tem. However, most mobile satellite systems allow for mo-
bile-to-mobile communications within the system. The
Earth stations are coordinated by a control center in a
way that shares the satellite transmission resources
efficiently. Also, the control center may issue commands
to the satellites via the Earth stations.

A number of radiolinks are required for such a system.
Communication from the Earth station to the mobile ter-
minal is said to be in the forward direction, whereas com-
munication from the mobile terminal to the Earth station
is said to be in the return direction. In both the forward
and return directions, an uplink to the satellite and a
downlink from the satellite are required, for a total of four
radiolinks. The links between the Earth station and the
satellite are sometimes referred to as feeder links, whereas
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the links between the mobile terminal and the satellite are
typically referred to as service links or mobile links. In
some of the more advanced satellite systems with multiple
satellites, there are radiolinks between adjacent satellites
called intersatellite links.

A wide variety of services and applications are support-
ed by mobile satellite systems, with many more proposed.
First- and second-generation systems are limited to data
rates ranging from a few hundred bits per second (bps) to
several tens of kilobits per second (kbps) and have con-
centrated their efforts on providing services that fall with-
in categories such as telephone-quality speech, packet
data communications, facsimile, generic asynchronous
stream data, and paging. Third-generation systems are
expected to be capable of transmission at rates up to sev-
eral hundred kilobits per second and will be capable of
delivering moderate-quality video and high-quality audio
services. Increasingly, the services delivered by these sys-
tems will appear to be an extension of those available to
users over the converging terrestrial systems.

Many satellites isolate selected frequency bands from
the composite uplink signal using filtering, translate these
selected bands to their downlink frequency band, amplify
them, and then transmit them toward the Earth in the
appropriate antenna beam. The term transparent satellite
is used in this case. As an extension of this concept, some
of the newer satellites use digital processing to select the
uplink signal in a given frequency band, timeslot, and an-
tenna beam, and then ‘‘switch’’ it to the desired downlink
frequency band, timeslot, and antenna beam. The most
sophisticated satellites demodulate the uplink transmis-
sions and then process the resulting data signals in the
same manner as a digital switch prior to modulation for
downlink transmission. This type of satellite is sometimes
referred to as a regenerative satellite.

A wide variety of mobile satellite terminals is commer-
cially available. Here, we give only a few examples. Figure
2 shows a receive-only unit, manufactured by Skywave
Mobile Communications Inc., that can be used to receive
alphanumeric messages sent to a personal computer–
based terminal, over the Inmarsat-D system. This system

is a high-penetration system and can receive messages
even when moderate blockage of the satellite signal is oc-
curring. The receiver is the small black rectangular object
beside the laptop computer. The white disk-shaped object
is the antenna, which has a magnetic base allowing it to be
temporarily mounted on the roof of a vehicle. At other
times, any flat surface will suffice.

A Mitsubishi MSAT telephone transceiver, mounted on
the front wall of the trunk of a car, is shown in Fig. 3. The
corresponding antenna subsystem, mounted on the car’s
roof, is shown in Fig. 4. A third subsystem, which is not
shown, is the user’s interface unit in the passenger com-
partment, including the telephone handset.

The major subsystems of the CAL Corporation’s satel-
lite telephone terminal, for telephone communications to
aircraft via MSAT, are shown in Fig. 5. Most of the ter-
minal’s electronics are contained in the blackbox on the
right-hand side. This box would normally be mounted

Figure 1. The major components of a mobile satel-
lite system. Lines terminated with arrowheads
indicate communication links.

Figure 2. A receiver and antenna for the Inmarsat-D high-pene-
tration messaging system. The receiver is shown connected to a
laptop computer. (Reprinted with permission from Skywave
Mobile Communications, Inc.)
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inside the pressurized cabin of the aircraft. The antenna
subsystem is shown on the left-hand side, with its radome
placed behind it. For this particular antenna, two short
helices are used as the transducing elements in order to
achieve the required amount of antenna gain while keep-
ing the profile of the antenna low. The antenna is often
mounted on the top of the fuselage, as is shown in Fig. 6.
However, on some aircraft the top of the tail fin is a pre-
ferred location for antenna mounting.

1. MOBILE SATELLITE LINKS

We will start by considering the path of the radio signal as
it travels from the satellite to the mobile terminal, that is,
the downlink in the forward direction. A detailed discus-
sion of this link will introduce the concepts necessary to
understand more concise discussions pertaining to the

other links of interest in a mobile satellite system. Radio-
frequency bandwidth and electrical power are two scarce
resources that tend to constrain the design of mobile sat-
ellite systems. In this section, the focus is primarily on
power; efficient bandwidth utilization is partially ad-
dressed in subsequent sections. Clearly, downlink power
will be limited because most satellites use solar power as
their primary source of electrical power. Also, uplink pow-
er from the mobile terminal tends to be limited because
such a terminal receives electrical power from either its
own battery or that of the vehicle.

1.1. Line-of-Sight Transmission

At the satellite, the signal is amplified so that its average
signal power is Pt dBW, at the input to the transmitting

Figure 4. The antenna for a Mitsubishi MSAT telephone termi-
nal, mounted on the roof of a car.

Figure 5. The major subsystems of the satellite telephone ter-
minal, intended for use by aircraft with the MSAT system. (Re-
printed with permission from CAL Corporation.)

Figure 3. A Mitsubishi MSAT telephone transceiver mounted on
the front wall of the trunk of a car.

Figure 6. A Cessna Citation jet aircraft, operated by the Ontario
Air Ambulance Service, equipped with a mobile satellite commu-
nications terminal. The antenna subsystem can be seen mounted
on top of the fuselage.
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antenna. It is the transmitting antenna’s function to
spread that signal power as uniformly as possible over
the desired coverage area on Earth’s surface, while wast-
ing as little power as possible outside this coverage area.
This is directly analogous to the ability of the reflecting
surface of a flashlight to focus the light from the bulb into
a beam of light. A measure of the ability of the antenna to
focus the radiation is its gain, which is the ratio of the flux
density at the center of the coverage area to that value
that would occur if the power had been radiated equally in
all directions (i.e., isotropic radiation). This gain is a func-
tion of the size of the antenna, and for a circular parabolic
antenna it is given by

G¼ 10 log10

Op2D2

l2
dBi ð1Þ

where O is the efficiency of the antenna (typically between
50% and 70%), D is the diameter in meters, and l is the
wavelength of the radiofrequency signal in meters. Other
types of antennas will have differing gains, but Eq. (1)
provides an order-of-magnitude estimate of the required
antenna size to achieve a prescribed gain. This discussion
assumes that a single beam is used to cover the desired
area. For reasons that will be discussed later, it may be
advantageous to cover the desired area with multiple
overlapping beams, but using the same antenna super-
structure. An example of one way to achieve this is to use a
single large reflector with multiple feeds (i.e., source
transducers) in different locations near the focal point of
the reflector. Of course, increasing the number of beams
increases the complexity of the satellite. The size and
weight of the satellite’s antennas are constrained by the
need to maintain reasonable costs for the satellite and its
launch. Nevertheless, advanced technology allows for sur-
prisingly large antennas to be deployed in space. For ex-
ample, the North American MSAT satellites have two
elliptical antennas, measuring 6� 5 m, and provide five
beams covering all continental North America, the Carib-
bean Sea, and Hawaii. Some later systems have signifi-
cantly larger antennas and can support more than 100
beams.

As the signal travels from the satellite to Earth, its flux
density decreases as the square of the distance traveled.
This power loss is referred to as the free-space path loss
and is given by

Lp¼ 10 log10

ð4pdÞ2

l2
dB ð2Þ

where d is the distance traveled between the satellite and
the mobile terminal. A geostationary orbit is a circular
orbit for which the orbital radius, position, and velocity
are such that the satellite remains in approximately the
same location above the equator as Earth rotates. For a
geostationary orbit, like that of MSAT, the radius is about
42,163 km, resulting in a typical propagation delay of
greater than an eighth of a second to traverse from the
satellite to the surface of Earth. At MSAT frequencies,
the corresponding path loss is about 188 dB! The great

altitude of a geostationary satellite allows it to view about
a third of the surface of the planet. Consequently, global
coverage (with the exception of the polar regions) is pos-
sible with only three satellites. A larger number of satel-
lites, in circular orbits at lower altitudes, can be used to
provide global service with the advantages of lower path
loss, shorter propagation delay, and lower launch costs on
a per satellite basis. For reasons of satellite longevity, al-
titudes that avoid the Van Allan radiation belts are usu-
ally selected. The low-Earth orbits (LEOs) are located
beneath the primary belt and have altitudes between
500 and 2000 km. Similarly, the medium-Earth orbits
(MEOs) are located between the primary and secondary
belts and have altitudes between 9000 and 14,000 km. The
medium-Earth orbits are sometimes referred to as inter-
mediate circular orbits (ICOs). Unlike systems that use
geostationary orbits, these other systems typically use
several distinct orbital planes, each of which is inclined
with respect to the equator. A number of proposed systems
have planned to use highly elliptical orbits (HEOs) instead
of circular ones. The potential advantage of a HEO-based
system is that it can provide high angle-of-elevation cov-
erage to selected areas in the temperate zones (i.e., those
parts of the world for which the demand for communica-
tions services is the greatest) with a moderate number of
satellites. Despite this advantage, it does not appear that
HEO systems will play a significant role in mobile satellite
communications.

On reaching the terminal, the signal energy is collected
by the receiving antenna and is converted by a transducer
to an electrical signal. A typical example of a mobile sat-
ellite antenna designed for the MSAT system is shown in
Fig. 7. Here, the transducing element is a short helical
structure, similar to the element used for the land mobile
satellite terminal and to each of the two elements for the
aircraft mobile satellite terminal shown previously in this
article. The white dome is a radome that is placed over the
antenna to protect it. This antenna must be steered in
azimuth but has a wide enough beam that steering in el-
evation is not necessary. Many mobile terminals use
closed-loop antenna steering mechanisms, based on the
received signal strength. The graybox shown in Fig. 7
contains a self-calibrating electronic compass that can be
used to improve the antenna steering achievable using
signal strength alone. Because of the fact that the physical
rules describing the propagation of transmitting and re-
ceiving display a reciprocal relationship, an appropriate
measure of the antenna’s ability to collect the energy is the
antenna gain, as described in the text near Eq. (1). There-
fore, the average power of the received signal from the
line-of-sight propagation path at the output of the receiv-
ing antenna is given by

Pr¼ 10 log10 C¼PtþGt � LpþGrdBW ð3Þ

where Gt is the gain of the transmitting antenna and Gr is
the gain of the receiving antenna.

The signal’s radiofrequency plays a major role in
Eq. (3), with Gt, Lp, and Gr increasing with the square of
the frequency. The net result is that the received power
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also increases with the square of the frequency. Alterna-
tively, if the received power is treated as the fixed param-
eter, smaller antennas could be used at higher
frequencies. Some of this benefit for higher frequencies
is offset by other propagation effects. For example, the
lower frequencies (i.e., longer wavelengths) are more ro-
bust in the presence of blockage by collections of small
obstacles such as foliage and rain. A second factor that is
very important is the availability of an otherwise unused
radio spectrum. At the international level, spectrum usage
is determined by the International Telecommunications
Union (ITU) at an ongoing series of World Administrative
Radio Conferences (WARC). Then national bodies, such as
the Federal Communications Commission (FCC) in the
United States, license-specific service providers to offer
the corresponding services within each country. A wide
variety of frequency bands have been allocated for mobile
satellite systems, typically with the larger allocations be-
ing at the higher carrier frequencies as a result of avail-
ability. Consequently, the systems that offer low-data-rate
services are generally allocated lower frequency bands
than do those offering high data rate services. For exam-
ple, a number of systems offering low-rate store-and-for-
ward messaging services communicate between the
satellite and the mobile terminal in frequency bands
between 100 and 400 MHz, although most of the systems
offering medium-rate mobile satellite telephone services

use bands between 1.5 and 2.5 GHz, and many of the pro-
posed systems for providing high-rate multimedia services
plan to operate in bands between 20 and 30 GHz.

Because of the large path loss that is typical of satellite
transmissions, the received power is very low. In fact, it is
so low that the thermal noise in the receiving antenna and
front end of the receiver must be accounted for. The re-
sulting carrier-to-noise-spectral-density ratio is given by

10 log10

C

N0
¼Pr � Tr � kdB .Hz ð4Þ

where Tr is the composite noise temperature of the recei-
ver expressed (dBK) and k is Boltzmann’s constant
(� 228.6 dBW/K �Hz). If the transmission is digital with
a rate of R bps, the energy-per-bit-to-noise-spectral-
density ratio is given by

Eb

N0
¼

C

N0 � R
ð5Þ

Of course, thermal noise is not the only impairment that
needs to be considered. Some of the other common impair-
ments that are encountered by mobile satellite transmis-
sions will be addressed in the following sections.

1.2. Multipath Propagation and Shadowing

In addition to the line-of-sight path, the signal can reach
the receiving antenna by reflected paths from objects that
are usually located nearby. Often, several distinct reflect-
ing objects are in the field of view of the receiving antenna.
If the differences in the propagation times for the various
propagation paths (reflected and line of sight) are much
less than the reciprocal of the bandwidth of the transmit-
ted signal, the effect of the multipath propagation can be
viewed as non-time-dispersive. This type of multipath
propagation will affect the power and carrier phase of
the received signal according to the nature of the super-
position of the paths, but it will not distort its frequency
content or introduce intersymbol interference in the case
of a digital transmission. For land mobile satellite appli-
cations, measurements [1] taken in a frequency band near
1.8 GHz indicate that the difference in propagation times
rarely exceeds 600 ns. Consequently, for signal band-
widths up to several hundred kilohertz, the multipath
propagation can be considered non-time-dispersive. The
following discussion is based on this assumption being
valid. If the geometry of the paths change with time as a
result of terminal motion, satellite motion, or motion of
the reflecting objects, the power and carrier phase of the
received signal will vary with time. This time-varying
phenomenon is referred to as fading, or more specifically
as flat fading for the non-time-dispersive case.

For the purpose of evaluating the performance of can-
didate transmission techniques, it is frequently desirable
to model the propagation environment in a way that is
suitable for numerical analysis and simulation. An appro-
ximation that is often made is to assume that the reflecting
objects are adequately numerous and independent in

Figure 7. A prototype antenna system designed for the North
American MSAT system. On the right-hand side of the foreground
is the short helical antenna element. It can be steered in azimuth
but is fixed in elevation. The box on the left-hand side is the an-
tenna steering unit, and the radome is shown in the background.

3154 MOBILE SATELLITE COMMUNICATIONS



nature for the central-limit theorem to apply. Conse-
quently the fading can be represented by a Gaussian pro-
cess that is completely statistically characterized by its
power spectral density. The power spectral density will be
nonzero only over a bandwidth equal to the difference in
frequency between the path with the greatest Doppler fre-
quency shift and that with the least [2]. This type of fading
model is referred to as Rayleigh fading. The combination of
the line-of-sight path with the Rayleigh fading reflected
path is referred to as Rician fading, which has the addi-
tional parameter called the carrier-to-multipath ratio (C/
M), defined to be the ratio of the average signal power re-
ceived over the line-of-sight path to that received over the
reflected paths.

Another effect that can greatly affect the availability
and performance of a mobile communication link is shad-
owing, the term given to blockage of the line-of-sight path.
Such blockage occurs naturally in terrestrial mobile sat-
ellite environments as the moving vehicle passes by ob-
stacles such as buildings, trees, and bridges. Many
obstacles result in such severe attenuation of the line-
of-sight signal that it is weaker than the reflected paths
and can be ignored. A useful but simple model for shad-
owing is to switch between a good state (unshadowed) and
a bad state (shadowed) with the typical time period for
enduring each state being determined by the parameters
of a two-state Markov model [3,4]. A transmission model
corresponding to this discussion is shown in Fig. 8. A
simple shadowing model is to apply a fixed attenuation
selected on a shadowing event by shadowing event basis,
using a lognormal distribution. If the shadowing is caused
predominantly by foliage, the line-of-sight path may
also be included with being subjected to attenuation
according to another lognormal distribution [5]. Of course
the values selected for the model’s parameters depend on
many issues, including angle of elevation to the satellite,
type of terminal (e.g., land mobile, aircraft, marine, hand-
held), antenna gain pattern, vehicular velocity, satellite
velocity, environment (e.g. urban, suburban, highway),
and terrain.

1.3. Other Sources of Degradation

Degradation to the received signal caused by thermal
noise, multipath propagation, and shadowing have al-
ready been discussed. In many systems, these are the
dominant sources of degradation, but there are a number
of other ones that should be appreciated. Perhaps the next
most important source of degradation is interference to
the desired signal from other signals within the same sys-
tem. If the interference is caused by another signal that is
located in the same frequency channel as the desired sig-
nal, the interference is referred to as cochannel interfer-
ence. For narrowband signals, cochannel interference is
generally caused by interferers in other antenna beams
for which the out-of-beam attenuation provided by the
satellite antenna is not sufficiently great to render the in-
terfering signal negligible. For spread spectrum signals,
some of the cochannel interference may be due to other
signals within the same beam. Interference to the desired
signal can occur from signals in the adjacent frequency
channels as a result of the fact that some of their trans-
mitted energy falls outside of their allotted frequency
channel. This type of interference is known as adjacent-
channel interference.

For some mobile satellite systems, the ratio of the car-
rier frequency to the bit rate is many orders of magnitude.
When this is the case, a nonnegligible amount of degra-
dation can occur because the phase of the radiofrequency
carrier differs significantly from its ideal value in a time-
varying nature, which is the result of the electronic com-
ponents in the system. This phenomenon is called phase
noise. Common sources of phase noise include imperfect
oscillators and frequency synthesizers, vibration of the
mobile terminal’s electronic circuitry (known as micropho-
nics), and electronic steering of the mobile terminal’s
phased-array antenna.

Nonlinear power amplification, at several locations in a
mobile satellite system, can cause degradation. In the case
of the transmitting power amplifier in the mobile termi-
nal, typically only a single carrier (signal) is present, and
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Figure 8. A useful model of fading and shadowing for the evaluation of mobile satellite trans-
mission schemes. Here, c is the average power for the line-of-sight path and m is the average power
for the reflected paths.
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the distortion of that signal by the amplifier’s nonlinear
behavior has two effects: (1) there will be a small reduction
in the power efficiency of the desired transmission—for
example, if the signal is digital, a little more transmit
power will be necessary to achieve the required bit-error
rate; and (2) the distortion will often broaden the power
spectrum of the transmitted signal, resulting in increased
interference in the adjacent channels.

Nonlinear distortion will also occur in the transmit
power amplifiers of Earth stations and the satellites. Usu-
ally, many carriers will be amplified simultaneously. In
this case, the result is a broadband noiselike signal caused
by the intermodulation of the many carriers present in the
amplifier.

Depending on the frequency band used by the given
mobile satellite system, it may be necessary to account
for effects such as ionospheric scintillation, tropospheric
scintillation, gaseous absorption, and rain attenuation.
In general, these effects become more severe for lower
angles of elevation.

2. THE SIGNAL-PROCESSING PATH

In this section we discuss some of the signal-processing
techniques that can be used to increase the efficiency with
which the scarce resources of the radiofrequency spectrum
and electrical power are used. Figure 9 shows a high-level
block diagram of the processing stages for the transmit-
ting side of the communication chain. The inverse opera-
tions are performed on the receiving side to recover the
transmitted information. Here, we will discuss the blocks
in this processing chain only to the level necessary for
understanding their role in a mobile satellite context.
More detailed treatment of many of these processing stag-
es can be found elsewhere in this encyclopedia.

The first block in the chain is the information source.
Examples include telephone-quality speech, data repre-
senting text, and multimedia signals representing a
composite of audio, video, and data components. Regard-
less of the type of information that is to be transmitted, it
is important to minimize the number of bits required to
represent the information subject to constraints such as
delay, processing complexity, and quality of the represen-
tation. This is the objective of the second block in the
chain, entitled ‘‘source coding.’’ Using telephone-quality
speech as an example, the analog waveform can be accu-
rately represented using a 64-kbps stream of data, by
sampling the waveform at 8 ksps (8000 samples per sec-
ond) and giving each sample 8 bits of precision. However,
using more recently developed speech-coding standard-
ized techniques, the bit rate can be reduced a full order of

magnitude to 6.4 kbps without a significant reduction in
speech quality [6]. Very efficient standardized low-rate
videocoding techniques also exist [7]. Of course, the same
techniques as are used for computer storage can be used to
reduce the size of data and text files for mobile satellite
transmission.

2.1. Error Control Coding

Error control coding introduces redundancy into the bit-
stream by increasing the total number of bits in such a
way that each original bit influences several bits in the
error-control-coded bitstream. This redundancy can then
be used to correct (forward error correction coding) or de-
tect (error detection coding) transmission errors at the re-
ceiver. We will consider forward error correction first.
Even though the additional bits do result in an increase
in the required number of bits to be transmitted, appro-
priate coding and decoding schemes will generally result
in a net reduction in the transmitted power required to
meet a given bit error rate. For first-generation mobile
satellite systems, rate-1

2 constraint length 7 convolutional
coding has been a fairly standard choice. Note that the
rate is the ratio of the number of bits into the coder to
those out of the coder. In some cases, punctured versions of
this code have been used to achieve a higher coding rate,
thereby improving bandwidth efficiency at the expense of
power efficiency. A predominant reason for the popularity
of this code is that it was one of the first fairly powerful
error correction codes for which decoder integrated cir-
cuits, capable of processing soft decisions, were commer-
cially available. For decoding in fast fading and shadowing
conditions, the soft decision should incorporate channel
state information so that the decoder assigns relatively
less importance to bits that were received when the signal
was faded or blocked.

The achievable coding gain is a strong function of
the block length over which coding is performed, with
larger blocks allowing for greater gains. For applica-
tions for which the packet or frame length is quite short
(e.g., most packet data and low-rate speech applications)
convolutional coding is still a good choice, although con-
straint lengths greater than 7 can be implemented
now. Tail biting (i.e., encoding the input data in a circu-
lar buffer) can be performed to eliminate the overhead of
transmitting extra bits to terminate the code’s decoding
trellis [8].

For applications for which the frame length is longer
than a couple of hundred bits, turbo coding will be a strong
candidate for future systems [9]. The performance of
turbo coding improves as the block length increases; how-
ever, the end-to-end delay of the transmission system

Information
source

Source
coding

Error
control
coding

Interleaving Data
modulation

Channel
sharing
(multiple
access)

To
receiver

processing

Figure 9. A high-level block diagram of the processing stages for the transmitting side of the
communication chain.
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increases with increasing block lengths. Consequently,
only services that are tolerant of fairly large delays can
benefit from the most power efficient error control coding.
For rate-1

2 coding, Fig. 10 shows the performance for con-
straint length 9 convolutional coding (80-bit block) and
turbo coding (512-bit block and 10,000-bit block). This
turbo code uses 16-state recursive systematic convolution-
al codes as its component codes. These performance
results assume antipodal signaling (e.g., ideal coherent
binary phase shift keying); the only channel impairment is
Gaussian noise.

In general, the benefit that can be achieved by error
correction coding increases with increasing decoding
complexity and block (i.e., codeword) size, and with de-
creasing code rate. One way to achieve a higher code
rate, for a fixed decoding complexity, is to use puncturing
[10]. Puncturing increases the code rate by selectively
deleting some of the coded bits prior to transmission. In
order to increase the code rate beyond 1 bit per symbol, it
is necessary for the coder to map the input sequence of
bits into a sequence of symbols for which the size of
the symbol alphabet is greater than 2. A well-known tech-
nique for doing this is trellis-coded modulation [11,12].
Some forms of trellis-coded modulations are designed
in such a way that standard convolutional decoder
integrated circuits can be used to perform the decoding.
These forms are referred to as pragmatic trellis-coded
modulations [13]. An example of the tradeoff between
power and bandwidth efficiency can be seen in Fig. 11.
Here, all three codes are based upon the same convolu-
tional code, where the rate-1

2 code is a constraint length 9
code, the rate-3

4 code is a punctured version of the rate-1
2

code, and the rate-1 code is a pragmatic trellis-coded
modulation with the rate-1

2 code mapped into a four-level
constellation.

Error detection coding is useful for services that are
message- or frame-based, and it is important to know
whether a given message or frame has been received
correctly. In these cases a small field of parity bits (e.g.,
16 parity bits) is appended to the message, with the parity
bits generated using a cyclic redundancy code. At the
receiver, if the parity bits computed from the received
data bits do not agree with the received parity bits, the
message is known to be in error. In some systems, a re-
quest will then be sent to the transmitter to retransmit
the message.

Returning to error correction coding, many forward er-
ror correction codes are much better suited to correcting
randomly distributed single errors than long bursts of er-
rors, assuming that the average bit error rate is fixed.
However, some impairments such as multipath fading
cause error patterns that are bursty in nature. To the ex-
tent allowed by constraints such as message length and
delay restrictions for the service, interleaving can be used
between the coder and the modulator in an attempt to
eliminate error bursts prior to decoding. Interleaving per-
mutes the order of the coded symbols according to a rule
that is known at both the transmitter and the receiver.
After demodulation at the receiver, the deinterleaver per-
forms the inverse permutation prior to passing the soft
decisions to the decoder. By so doing, sequences of soft
decisions corresponding to poor bursts of signal are broken
up and mixed with soft decisions that were received under
more favorable conditions.

2.2. Modulation

After interleaving, the sequence of coded symbols is
modulated. Here, we restrict our consideration to linear
modulation schemes. For a linear modulation scheme, the
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transmitted signal is given by

sðtÞ¼Re
XN�1

i¼ 0

aigðt� iTÞ

" #
ejo0t

( )

¼
XN�1

i¼ 0

gðt� iTÞReðaiÞ

" #
cosðo0tÞ

�
XN�1

i¼ 0

gðt� iTÞImðaiÞ

" #
sinðo0tÞ

ð6Þ

where ai; i¼ 0,y,N� 1 is the sequence of complex modu-
lation symbols, T is the symbol period, g(t) is the unit pulse
response of the pulseshaping filter and is assumed to be
real, and o0 is the radian carrier frequency. In the second
line of Eq. (6), the term inside the square brackets prior to
‘‘cos’’ is referred to as the in-phase component of the signal
and the term inside the square brackets prior to ‘‘sin’’ is
referred to as the quadrature component of the signal. For
M-ary signaling, each ai is selected from an alphabet of M
complex numbers, with the modulus of each complex num-
ber representing the amplitude of the given symbol and
the phase of each complex number representing the phase
of the given symbol. The majority of mobile satellite com-
munication systems use one or more forms of phase mod-
ulation. In the case of phase modulation, each ai is
selected from a symbol alphabet for which all elements
have a modulus of 1. Therefore, only the phase of the
symbol varies. Binary phase shift keying (BPSK) is pop-
ular for low-rate systems because of its robustness. For
BPSK, each ai is select from the alphabet {1, � 1} which is
purely real, and consequently a BPSK waveform has no
quadrature component. A variation of BPSK, that is used
in aeronautical satellite communications, is p/2-BPSK for
which subsequent symbols experience a relative phase
shift of p/2 radians. For example, each ai is select from the
alphabet {1, � 1} when i is even and from {j, � j} when i is
odd. When used with an appropriate choice of pulseshap-
ing filter, such as a 40% square-root raised-cosine filter,
the result is a waveform that suffers less spectral spread-
ing when passed through a nonlinear amplifier, but enjoys
all the robustness of standard BPSK. For systems requir-
ing some additional spectral efficiency, some form of quad-
rature phase shift keying (QPSK) is usually selected.
Standard QPSK can be thought of as two BPSK signals
transmitted in parallel: one as the in-phase component
and the other as the quadrature component. A variation of
QPSK that is of some interest is p/4-QPSK, for which sub-
sequent symbols experience a relative phase shift of p/4
radians. The advantages of selecting p/4-QPSK are similar
to those described previously for p/2-BPSK. Another vari-
ation of QPSK that is even more robust to nonlinear am-
plification is offset QPSK for which the symbol timing for
the in-phase component is offset by half a symbol period
relative to that of the quadrature component.

2.3. Multiple Access

Next we consider how the satellite resources of bandwidth
and power can be efficiently shared between many users.

The sharing of the transmission medium between several
users is referred to as multiple access (see MULTIPLE ACCESS

MOBILE COMMUNICATIONS). We start from a highly idealized
point of view, considering the case where there is only
a single beam, perfect synchronization in both time and
frequency have been achieved, and no interference is
permitted between users.

First, let power be the only constraint. Each user can
have as much bandwidth as desired but cannot exceed
some fixed maximum value of transmit power. Under this
constraint, each user attempts to maximize throughput
(i.e., bit rate) subject to the requirement that the average
bit error rate is better than some specified value. In gen-
eral, lowering the coding rate allows for greater power ef-
ficiency and consequently a higher throughput for a given
amount of power. The achievable region is illustrated by
the area under the curve labeled ‘‘Power constraint’’ in
Fig. 12. Note that the coding rate is expressed in bits per
dimension, which takes into account the modulation and
error control coding. This is the ratio of the number of bits
into the error correction coder to the number of dimen-
sions out of the modulator, over a fixed period of time. In
Eq. (6), Re{ai} and Im{ai} can be considered as examples of
dimensions in the signal space. It is well known that for a
bandwidth of B and a time duration of Ts the number of
available dimensions is 2BTs [14].

Now let bandwidth be the only constraint considered.
Clearly, the composite bit rate will increase linearly as the
users increase their coding rate. The achievable region is
illustrated by the area under the curve labeled ‘‘Band-
width constraint’’ in Fig. 12. If both the power and band-
width constraints are taken into account, there is an
optimal code rate (assuming block size and decoding com-
plexity are fixed) Ropt that maximizes the throughput of
the system. If the system is operating at a lower rate, it is
said to be bandwidth-limited, and if it is operating at a
higher rate, it is said to be power-limited. With most of the
early mobile satellite systems, the satellites were compa-
rably weak, the demand for spectrum was low, and few
devices were available to support coding rates below rate
1
2. Consequently, most early systems were operating in the
power-limited region. With newer systems, much more
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Figure 12. The tradeoff between capacity and coding rate subject
to a power constraint and bandwidth constraint. Ropt is the coding
rate that maximizes the capacity.
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emphasis is now placed on achieving nearly optimum
capacity in the system design.

One example of a set of dimensions (i.e., a basis) for the
signal space is the time sample representation of the com-
posite signal, with sampling being performed at the Ny-
quist rate. If sequential groups of these time samples are
apportioned between the users, the sharing arrangement
is called time-division multiple access (TDMA). Here, the
mobile terminals must be fairly accurately synchronized
in time so that bursts arriving at the satellite from differ-
ent terminals can be tightly packed without interfering
with each other. Typically, the required timing accuracy is
achieved when the terminal requests to initiate commu-
nication by sending a short burst on a random access
channel, for which accurate timing is not necessary. Then
along with an assignment of a set of timeslots, the system
sends the terminal an accurate clock correction that was
calculated by the Earth station based on the measured
time-of-arrival of the burst. Of course many other poten-
tially useful bases exist. If nonoverlapping portions of the
total bandwidth are apportioned between the users the
arrangement is called frequency-division multiple access
(FDMA). In this case, timing accuracy is no longer impor-
tant, but narrower-band filtering is necessary and the
lower data rates present on each carrier tend to make the
system more susceptible to phase noise. If orthogonal
codes are used to form the basis of the signal space, the
sharing is called code-division multiple access (CDMA). In
a synchronous CDMA system, the carriers must be syn-
chronized in time to within a small fraction of a chip pe-
riod so that orthogonality is maintained. In the forward
direction, this is fairly straightforward to achieve if all the
signals are originating from a single Earth station. In an
asynchronous CDMA system, time synchronization is not
required with the result that the signals are no longer
truly orthogonal, resulting in some interference. In the
return direction, achieving sufficiently accurate time syn-
chronization among all the mobile terminals is quite chal-
lenging so asynchronous CDMA could be preferred over
synchronous CDMA. Of course, combinations of these ap-
proaches are possible. Most of the mobile satellite systems
to date have used FDMA. However, systems based on nar-
rowband TDMA, which is a combination of FDMA and
TDMA, are beginning to appear, even though CDMA is a
strong candidate for systems with many beams or where
there are severe power spectral density limitations.

More efficient use of both bandwidth and power can be
achieved if the satellite’s antenna system covers the de-
sired area of Earth’s surface with several smaller beams
instead of one large one. The power efficiency of the link is
improved as a result of the higher antenna gain associated
with the smaller beams. With respect to frequency, the to-
tal allocated system bandwidth is divided into a number of
distinct subbands, which need not be of equal bandwidth.
As illustrated in Fig. 13, each beam is assigned a subband
in such a manner that some desired minimum distance
between beams with the same subband is maintained. The
frequency reuse factor is the ratio of the number of beams
to the number of distinct frequency subbands.

For most of the preceding discussion, it was assumed
that no interference between users is permitted. In reality,

some interference is unavoidable and may even be desir-
able to decrease system complexity and possibly to im-
prove system capacity. For example, some CDMA systems
allow each transmission to be completely asynchronous in
chip timing and carrier phase relative to that of other us-
ers occupying the same frequency band and period in time.
In this case, each transmission appears to be low-level
broadband noise to the other users. Unlike the FDMA and
TDMA systems for which the interference tends to be
dominated by a small number of dominant interferers, the
interference experienced by a user is the result of a very
large number of other users resulting in a level of inter-
ference that is much less variable. Full statistical advan-
tage can be taken of voice activation without the need for
sophisticated dynamic channel assignment strategies.
Powerful error correction coding allows for high levels of
both intra- and interbeam interference. This results in the
ability to reuse the same frequency bands in every beam
and a corresponding high level of capacity in a multibeam
satellite system [15].

Because interference is unavoidable, interference mit-
igation techniques are of interest. One example of such a
technique is power control, for which the power of each
user terminal is dynamically adjusted with the goal of
providing it with just enough power to meet the required
grade of service. Allowing terminals additional power
would only serve to exacerbate the interference levels ex-
perienced in the system. A second example is the use of
multiuser detection schemes (16).

3. PRESENT AND PLANNED SYSTEMS

Here the intent is to provide some examples of systems
that are presently offering mobile satellite communica-
tions services and of those that are planned for the future.
The systems discussed represent only a sampling and not
an exhaustive summary.

Global mobile satellite communications got its start in
1976 when 3 Marisat satellites where launched and posi-
tioned at approximately equal intervals in geostationary
orbits. In 1979, Inmarsat was formed to offer global
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Figure 13. Total coverage area, consisting of multiple beams. In
this case, there are 14 beams and the total frequency band is
subdivided into three subbands. Two of the subbands are used in
five beams, whereas the remaining subband is used in four. The
resulting frequency reuse factor is 4.667.
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maritime satellite communications services. Inmarsat is a
multinational organization that was created by the United
Nations affiliated International Maritime Organization.
Even though its original charter restricted its operation to
maritime services, its charter was later extended to in-
clude aeronautical as well as land mobile and portable
services. The nature of the Inmarsat organization contin-
ued to evolve with the goal of allowing it to offer an in-
creasing array of mobile satellite services in a
commercially competitive environment.

Inmarsat-A was the first system to offer commercial
service on a global basis. Its terminals are relatively large
and expensive; the typical antenna is a 1-m-diameter par-
abolic dish, and a terminal weight of around 35 kg is rep-
resentative. Consequently, the majority of customers are
large commercial users with most of the marine terminals
installed on ocean-going ships and most of the portable
terminals belonging to governments or news gathering
organizations. Voice transmission was accomplished using
analog frequency modulation, which is neither bandwidth
nor power efficient by today’s standards. Inmarsat has in-
troduced several new voice and data systems that are
based on more recent digital technologies. All Inmarsat’s
systems operate over geostationary satellites. The first of
these new systems is the Inmarsat aeronautical system,
which is based on the work of the International Civil Avi-
ation Organization and the Airlines Electronic Engineer-
ing Committee.

The purpose of the aeronautical system is to provide
comprehensive aeronautical communications services, in-
cluding basic air traffic services, aeronautical operational
control, and cabin telephone. Inmarsat began by providing
the cabin telephone service, with other services to be
phased in later. This system is unique in that it is the
only mobile satellite system that has been designed in a
manner consistent with Open System Interconnect (OSI)
principles.

The Inmarsat-M and -B systems were developed in
parallel and share a common protocol. The M system offers
lower-cost and reduced weight (typically about 10 kg) ter-
minals, which provide communications-quality voice
(4.2 kbps voice coding rate with the addition of error con-
trol coding bringing the rate up to 6.4 kbps), low-speed
data (2.4 kbps), and facsimile services. In addition to ma-
rine and land mobile terminals, portable terminals the
size of a small briefcase (including the antenna) are avail-
able. Telephone booths based on Inmarsat-M technology,
which are powered using solar panels, are used in under-
developed parts of the world.

Inmarsat-B is the designated successor to Inmarsat-A
for providing high-quality professional communications
services. For operation within the global beam of a satel-
lite, the mobile antenna requirements for the A and B sys-
tems are identical, with a typical gain of 20 dBi. Inmarsat-
M terminals have smaller antennas, with gains of 14 and
12 dBi for marine and land mobile terminals, respectively.
Also available are still smaller ‘‘mini-M’’ terminals that
operate only in the higher gain beams provided by the In-
marsat-3 series of satellites, launched in 1996 and 1997.

Inmarsat-C was introduced in 1990 to support store-
and-forward packet data services such as telex, electronic

mail, messaging, and position reporting. Even though only
low-bit rates (600 bps) are supported, the terminals are
small and inexpensive relative to those for the other In-
marsat sytems. An antenna with a gain as low as 1 dBi will
suffice.

A number of regional systems offer terminals and ser-
vices similar to those of the mini-M system. One example
is the North American MSAT system, for which Canada
and the United States each launched a geostationary sat-
ellite. A number of future regional systems are planned for
Asia and the Middle East, using extremely large geosta-
tionary satellites, which should be capable of delivering
these services to handheld terminals, or higher data rate
services to larger terminals.

These systems are alike in that they all use geostation-
ary satellites, and the mobile terminals receive their sig-
nals in a band around 1550 MHz and transmit their
signals in a band around 1650 MHz. Systems exist that
use completely different frequency bands and in some
cases orbits. We will begin with brief discussions of two
systems that offer two-way messaging and position deter-
mination. These systems have targeted truck fleet man-
agement and cargo position reporting as primary
application areas.

In 1990, the OmniTRACS system began full operation,
providing two-way communications and position reporting
services. It was licensed to operate on a secondary basis,
which implies that it must not interfere with primary us-
ers, in the 12/14 GHz bands using existing geostationary
satellites. The early start of service has allowed the
OmniTRACS system to build up a large customer base.
A number of novel spread-spectrum techniques are
employed to safeguard against interfering with other
systems.

The Orbcomm system plans to operate with a full con-
stellation of 36 LEO satellites. The mobile terminals will
receive their signals at about 138 MHz and transmit their
signals at about 150 MHz. The system operators hope to
achieve a competitive cost advantage by having small in-
expensive satellites, low launch costs (as a result of the
small satellites and low orbits), and lower terminal costs
caused by the lower-frequency electronics.

A number of planned systems expect to offer handheld
telephone services on a global basis. Three systems that
deserve particularly close attention are Globalstar, Iridi-
um, and ICO. Globalstar and Iridium are LEO systems
with 48 and 66 active satellites in a full constellation, re-
spectively. The ICO system will use 10 active MEO satel-
lites. The multiple-access technique selected for ICO and
Iridium is narrowband TDMA, whereas Globalstar will
use CDMA. Iridium and Globalstar should be offering
global services before the turn of the century, whereas
ICO is expected to be a couple of years later.

Early in the next century, a number of satellite systems
are planned to offer a broad range of services, including
higher rate services that should effectively extend the dig-
ital network capabilities that will be available terrestrial-
ly. The highest profile of these is the Teledesic system.
Originally, this system planned to use 840 LEO satellites!
This has now been scaled back to a planned initial
constellation of 288 LEO satellites.
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For a number of reasons, position determination can be
very important for a mobile satellite communication user.
In fact, position determination is an integral part of many
of the services such as vehicle fleet management and cargo
tracking. Some terminals may use position information for
antenna steering and to aid in the satellite and antenna
beam handoff algorithms. Also, accurate position informa-
tion is required for obtaining a license to offer service in
some countries because the national authority insists on
knowing if a call is being made within its territory. Some
mobile satellite communications systems are capable of
providing fairly coarse position estimation using the sig-
nals and satellites within the systems itself. However,
accurate position determination is usually done by
taking advantage of the Navstar global positioning sys-
tem (GPS) (17).

The GPS system employs 24 satellites distributed in 6
orbital planes, each inclined by 551 with respect to the
equator. These satellites are in 12 h medium earth orbits.
Even though the system is financed by the US Depart-
ment of Defense, it is used globally for both civilian and
military applications. In addition to the signals generated
aboard the Navstar satellites, the Inmarsat-3 satel-
lites have transponders that can relay ground-generated
GPS-type signals. These additional signals can be used to
improve the accuracy and reliability of the position esti-
mates. A GPS receiver estimates the range to several sat-
ellites and then uses these estimates to determine its
position by triangulation. Range estimates to Earth’s
three satellites are sufficient to provide two-dimensional
position (i.e., on the Earth’s surface or if the altitude is
known) plus accurate time, whereas four satellites are re-
quired to provide three-dimensional position plus accurate
time. Each Navstar satellite transmits in two frequency
bands; the L1 carrier is centered at 1575.42 MHz, and the
L2 carrier is centered at 1227.60 MHz. Frequency-depen-
dent range estimates can be used to compensate for the
effect of the ionosphere. The L1 carrier is modulated with a
short coarse/acquisition code (C/A code) at a chip rate of
about 1 MHz and a longer precision code (P code) at a chip
rate of about 10 MHz. The L2 carrier is modulated with the
P code only. The P code is dithered in a pseudorandom
fashion so that precision is limited for users other than
those in the U.S. military. In addition to the previously
mentioned ranging codes, the carriers are modulated by a
low-rate datastream carrying a navigation message that
includes satellite position and satellite clock correction in-
formation. Typical civilian GPS receiver sets achieve a po-
sition accuracy of about 100 m and a time accuracy of
about 10 ns. It is expected that the dithering of the P code
will be eliminated within several years, allowing the ac-
curacy for civilian sets to improve to better than 30 m.

4. TRENDS IN MOBILE SATELLITE SYSTEMS

Increasingly a broader range of services is being offered,
with many of the new services requiring data rates that
are higher than those currently available. Ultimately the
services offered to mobile satellite users will be an exten-
sion of those that are available from terrestrial systems,

with the result that mobile satellite service offerings will
be pulled along by the expansion and convergence that is
occurring terrestrially. The upward trend in the data rates
will necessitate increased use of the higher-frequency
bands by mobile satellite systems.

In order to achieve the large numbers of users predict-
ed by market studies, the trend toward smaller and less
expensive terminals will need to continue. Small and sim-
ple antennas for the mobile terminals will be essential to
achieve this goal. New systems must find ways to provide
the extra power needed to offer the combination of higher
data rates to smaller terminals. For systems based on geo-
stationary satellites, this will require very powerful sat-
ellites with extremely large antennas. Because of reduced
path loss, for systems using satellites in lower orbits, the
size and power of the satellite can be traded off with the
altitude of the orbit. Of course, as the altitude of the orbit
decreases, the number of satellites needed to provide glob-
al coverage increases.

A large number of systems are in the planning stage,
and one can expect fierce competition based on cost to the
user, range of services, quality of services, and availability.
Because it is usually not feasible to overcome blockage,
satellite diversity to offer improved availability may be-
come an important issue. Systems based on geostationary
satellites will have an advantage for services requiring
broad area coverage, such as point-to-multipoint commu-
nications, broadcasting, and wide-area paging. On the
other hand, systems based on lower-Earth orbits will
have an advantage for global point-to-point communica-
tions services, particularly if large transmission delays
are undesirable. An example of such a service is global
handheld telephony.

From the wide range of technologies and service offer-
ings that characterize planned systems, it is clear that the
field of mobile satellite communications is far from being
mature.
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1. INTRODUCTION

Due to its high efficiency, the mode-matching (MM)
method has been applied for the calculation of waveguide
structures already for a very long time. It is one of the
oldest electromagnetics (EM)-based methods for the rig-
orous solution of waveguide discontinuity problems. In
their historical papers 1944, Whinnery, Jamieson [1,2]
and Robbins [2] calculated parallel-plate and coaxial
transmission-line discontinuities, such as step junctions
and diaphragms, already utilizing the typical character-

istic features of the method, which later was called the
‘‘mode-matching method’’: expansion of the tangential
electromagnetic field at the plane of discontinuity in terms
of the corresponding waveguide modes, application of the
(mode) matching conditions for tangential fields at the
discontinuity, and utilization of the orthogonal properties
of the waveguide modes for determination of the corre-
sponding expansion coefficients.

Like nearly all important developments concerning the
solution of electromagnetic problems, the work in Refs. 1
and 2 was—besides the original contributions of the
authors—however, also a result of already available broad
knowledge on the solution of waveguide problems con-
tributed by many researchers. These included (to name
only a few of them) Hahn’s analysis of cavity resonators [3]
using a modal expansion method, Courant and Hilbert’s
eigenfunction expansion and eigenfunction orthogonality
theorem [4] (the general case of the well-known Fourier
series expansion method), Stratton’s general waveguide
modes solution approach constructed from superposition
of elementary wavefunctions [5], the network formulation
of microwave field theory and scattering matrix descrip-
tion of waveguide discontinuities during the 1940s at MIT,
summarized by Marcuvitz et al. in [6,7], and the compre-
hensive contributions on integral equation formulations of
the field problem of discontinuities and obstacles and its
solutions by Schwinger at MIT, put together in Ref. 10. A
compendious historical review of these early microwave
field theory developments is given by Oliner [45].

The MM technique has been applied by Clarricoats and
Slinn [13] and Wexler [14] to waveguide discontinuities
using matrix notations and including the consideration of
higher-order mode effects between discontinuities. Wexler
called the method modal analysis, a notation that is also
used in literature when referring to the MM technique. A
MM technique utilizing an intermediate section for offset
discontinuities has been introduced by Piefke [15] and
Knetsch [17,18]. Convergence investigations have been
carried out by Mastermann and Clarricoats [20], Lee et al.
[22], Mittra et al. [23], and Chu et al. [58]. Lee et al. [22]
used the term mode-matching, a term that is now widely
adopted in the literature for this method, and is also used
in the present article.

In 1960, Collin [11] applied the eigenfunctions expan-
sion principle for the solution of the transverse cross
section eigenvalue problem of inhomogeneous wave-
guides. Such applications are later referred to as ‘‘field
matching’’ [91,92]. Field matching has found considerable
applications during the 1980s for solving in particular
microstrip and finline cross section eigenvalue problems,
e.g., Kowalski, Pregla [21], Bornemann, Arndt [59,96]. For
field matching, also special techniques have been applied,
such as the transverse resonance method, Sorrentino [91],
Sorrentino, Itoh [48], Bornemann, Arndt [96]. Hybrid
combinations of the field-matching and MM methods
have been applied for solving discontinuities at inhomo-
geneous waveguide structures by Arndt et al., Omar et al.
[29,52,70,107]. The field-matching method, however, leads
to numerically often inefficient indirect eigenvalue pro-
blems (e.g., to the necessity of search algorithms for the
zeros of a determinant). For waveguide discontinuities
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involving nonanalytical eigenvalue problems, therefore,
other hybrid combinations, such as the MM/finite-element
(MM/FE) method, Beyer, Arndt [123,129], Montejo-Garai,
Zarpata [132], are preferred, where the FE cross section
solution leads to a numerically more convenient standard
explicit eigenvalue problem.

Arndt, Bornemann, Vahldiek applied 1981 [31] the MM
method has been applied [131] for the rigorous analysis and
optimization of E-plane metal-insert filters. A detailed des-
cription of the MM technique in terms of full-wave scattering
matrix parameters for cascaded waveguide structures
applied for optimized filters and transformers has been
presented by Patzelt and Arndt [34]. The direct application
of the full-wave scattering matrix (generalized scattering
matrix, GSM) formalism [31,34] for cascaded waveguide
discontinuities including evanescent modes leads to a nume-
rically stable description of composed waveguide compo-
nents and circuits also applicable to all higher-order modes.

Besides the GSM combination of discontinuities, the
generalized admittance, e.g., [79] and generalized impe-
dance matrices e.g., [121,146] (GAM, GIM) have been
applied. Although there were initially some discussions
regarding advantages and disadvantages with preference
for GSM, GAM, or GIM combinations, all three formula-
tions lead to nearly the same order of efficiency [142]. It is
also worth mentioning that many new terms and formula-
tions, introduced in many publications basically for the
MM method, mostly describe the same (MM) approach
with—at best—some only marginal modifications. This
phenomenon obviously also results from the fact that the
MM method can be interpreted [102] as a special case of
Harrington’s method of moments, [16] when using ortho-
gonal eigenfunctions as basis functions.

Waveguide discontinuity problems for different port
planes, with applications such as T-, X-, and six-port
junctions, and magic tees, — have been solved by the MM
method mostly either utilizing Kühn’s resonator method
[26] [e.g., 35,42,49,64,78,103,110,115] or Sharp’s Green
function technique [12] [e.g., 104,105]. A three-plane [7]
MM method has been applied [101,140] by Zaki et al.

For scattering problems at the waveguide discontinuity
to open space, the MM method has been used in conjunc-
tion with the method of moments [32,39,68,82,87] by
Kühn, Hombach, James, and Arndt et al. The plane-
wave spectrum in half-space combination is applied in
[65] by Encinar, Rebollar.

Although analytic solutions of the waveguide cross
section eigenvalue problem for the application of the MM
method, in addition to rectangular, circular, coaxial wave-
guides, have also been presented for elliptic waveguide
discontinuities by Matras, Bunger, Arndt, Mongiardo,
et al. [135,141,149], the applicability of the efficient MM
method is greatly extended by using the MM/FE technique
mentioned above [123,129,132]. In this way, for instance,
the inclusion of waffle-iron, dual-mode, ridged waveguide,
and combline filters is possible [142,143,148,154,160].

To extend the flexibility of the MM technique for
applications to arbitrarily shaped planar waveguide struc-
tures, Reiter and Arndt introduced 1992 the boundary
contour MM (BCMM) method [108,130]. A wideband
modeling of planar waveguide structures is also possible

by the efficient boundary integral resonant-mode expan-
sion (BIRME) method [138,139,153] (Conciauro et al.,
1996). Arbitrarily shaped 3D waveguide structures can
be included by a hybrid MM/method-of-moment (MM/
MoM) technique, which was been introduced by Bunger,
Arndt, 2000 [150].

Oliner stated in his overview [43] that the ‘‘network
formulation of microwave field theory has been fundamen-
tal to the rapid progress made by the microwave commu-
nity.’’ In view of the extremely high efficiency of the MM
technique combined with the elegant completeness of the
rigorous full-wave generalized scattering matrix formula-
tions of waveguide circuits, I would like to append: MM
techniques and their hybrid combinations are about to
realize a microwave engineers’ dream of achieving CAD
tools for rigorous, optimized waveguide component designs
within extremely short response times on a PC.

In this article, we will describe some basic relations of
the MM method, and discuss some advanced aspects.
Representative application examples will demonstrate
the versatility and computational speed of the MM
method.

2. THEORY

2.1. Mode Matching at a Step Discontinuity

Step discontinuities between two homogeneous wave-
guides (Fig. 1) are basic key building blocks, by which
many other elements and components can be composed,
including irises, transitions, bifurcations, iris filters, di-
plexers, and transformers. Moreover, the basic principles
of the MM technique can be well elucidated at a step
discontinuity.

At the plane of discontinuity z¼ 0, the tangential
electromagnetic field components Eti, Hti at the plane of
discontinuity z¼ 0 can either be described using Maxwell’s
equations directly (e.g., see Refs. 91 and 119 where explicit
mode-matching formulations for some simple step discon-
tinuities are given), or one can apply the more elegant
description via vector potentials or Hertzian potentials
(e.g. [11]). Matching of the tangential field components
ultimately leads to a relation of forward (ai)- and backward
(bi)-traveling or evanescent modes (also designated as
incident or scattered modes) described by their amplitude
coefficients ai, bi, respectively, which are advantageously
normalized to the complex apparent power transmitted
through the common aperture A of the discontinuity

a2; b2¼

ZZ

A

~EEtp;r�
~HHtp;rdA ð1Þ

such that a mode amplitude of ai¼ 1
ffiffiffiffiffi
W
p

, bi¼ 1
ffiffiffiffiffi
W
p

, at z¼
0 transports an apparent power of amount 1 W through
the cross-section A of the waveguide in forward (p) or
backward (r) direction, respectively.

In this way, a more general description when matching
the tangential field components along the transverse sur-
face of the general step discontinuity from region I to II
(Fig. 1) is possible, yielding directly the relation between
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incident and scattered mode amplitude coefficients a and
b, e.g. [34,142]

ffiffiffiffiffi
ZI

i

q
ðaI

i þbI
i Þ¼

P1

j¼ 1

Cij

ffiffiffiffiffiffiffi
ZII

j

q
ðaII

j þ bII
j Þ i¼ 1 . . .1

P1

i¼ 1

Cij

ffiffiffiffiffiffi
YI

i

q
ðaI

i � bI
i Þ¼

ffiffiffiffiffiffiffi
YII

j

q
ðaII

j � bII
j Þ j¼ 1 . . .1;

ð2Þ

where Z¼ 1/Y are the modal wave impedances

Zi¼
1

Yi
¼

om
bi

TE modes

bi
oe TM modes
ffiffiffi
m
e

r
TEM modes

8
>>>>>><

>>>>>>:

ð3Þ

with jb¼ g, the propagation factor determined by the
separation equation (7). The mode amplitude coefficients
in (2) are related to the normalized voltages U and
currents I introduced by Marcuvitz [7] by

Uiffiffiffiffiffi
Zi

p ¼ui¼aiþ bi

Ii

ffiffiffiffiffi
Zi

p
¼ ii¼ai � bi

ð4Þ

Cij in (2) are the elements of the frequency independent1

coupling matrix

Cij¼

Z

SII

Z
eIT

i eII
j dS¼

Z

SII

Z
hIT

i hII
j dS ð5Þ

where e and h are the transversal eigenvectors

e¼

uz�rtC TE modes

�rtC TM and TEM modes

8
<

:

h¼uz�e

ð6Þ
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Figure 2. Scattering matrix combination of two cascaded struc-
tures.
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1Note that this holds only for this kind of structures like step
discontinuities in z direction. For cavities, for instance, Fig. 3, Cij

relating to different planes are frequency dependent.

3164 MODE-MATCHING METHODS



with uz is the unit vector in the z direction, and T denotes
the transposed. The potentials C are for TE- and/or TM-
mode solutions of the 2D Helmholtz equation

r2
t Cþ k2

c ¼ 0 ð7Þ

with the separation condition

k2
c þ b2

¼ k2 ð8Þ

where k is the free-space wavenumber, and r2
t ¼r

2 �

ð@2=@z2Þ denotes the transversal Laplace operator. For
TEM modes, C are solutions of the Laplacian equation

r2
t C¼ 0 ð9Þ

The potentials C are suitably normalized:

Z

S

Z
rT

t CiriCidS¼ 1 ð10Þ

The Dirichlet and Neumann boundary conditions are

CTM ¼0 GE
@CTM

@n ¼ 0 GM ðTM modesÞ

@CTE

@n ¼ 0 GE CTE¼ 0 GM ðTE modesÞ

CTEM
i ¼

constO0 GEi

0 else GE

8
<

:
@CTEM

@n ¼ 0 GM ðith TEM modeÞ

ð11Þ

where G denotes an electric (E) or magnetic (M) wall.

2.2. Generalized Scattering Matrix

Equation (2) can be represented in the form of a matrix
equation by using either the incident and scattered mode
amplitude coefficients a and b

aIþbI
¼VðaIIþbII

Þ

VT
ðaI � bI

Þ¼aII � bII
ð12Þ

or by using the normalized voltages u and currents i (4)

uI¼VuII

VTiI
¼ iII

ð13Þ

with

V¼ ½
ffiffiffiffiffiffi
YI

p
�½C�½

ffiffiffiffiffi
ZI

p
�

ffiffiffiffiffiffi
YI

p
¼diag ð

ffiffiffiffiffiffi
YI
p
Þ

ffiffiffiffiffi
ZI

p
¼diag ð

ffiffiffiffiffi
ZI
p
Þ

ð14Þ

The formulation in terms of a and b (12) leads after
rearranging the relations in terms of scattered and in-
cident mode amplitude coefficients directly to the modal
generalized scattering matrix (GSM)

b¼Sa¼
S11 S12

S21 S22

" #
a ð15Þ

with the submatrices and 1 the unit matrix

S11¼ � 1þVS21

S12¼V½1þS22�

S21¼ 2T�1VT

S22¼T�1
½1�VTV�

T¼1þVTV

ð16Þ

Note that only the inversion of submatrix T is required.
From (12)–(16) it can be shown that the GSM S has

the interesting properties being symmetric and self-
inverting:

S¼ST
¼S�1: ð17Þ

The generalized S-matrix S, which includes evanescent
modes does not show the familiar unitarity relation for
passive circuits. The unitarity holds only if relating to
purely propagating waves. It can be shown, however, that
the coupling matrix (5) is unitary also for the general case.

CTC¼1 ð17aÞ

Some of these rather well-known relations [18] are put
together in Ref. 127, where it is also shown that other
matching criterions, such as the conservation of the
complex power used e.g., in Ref. 36, lead to identical
mode-matching expressions similar to those of (12) and
(13), see also Ref. 56. This follows finally from the general
orthogonal properties relations for different E, H modes
already given in Ref. 11.

In case of rectangular, circular, circular coaxial, and
elliptical waveguide discontinuities, the cross section
eigenvectors required for the MM technique are given
analytically [7,9,11,13–122,141]. For more general cross
sections, the corresponding eigenvalue problem can be
solved numerically, where formulations by a 2D finite-
element (FE) method [123,129,132] are preferred, leading
to a fast convergent direct solution without requiring
search algorithms that are usually necessary for cross
section field matching, e.g., [29,96], or boundary integral
approaches [137]. The powerful MM/FE method signifi-
cantly extends the applicability of the MM method to a
wide class of waveguide discontinuities and components,
including waveguide structures with ridged, waffle-iron,
arbitrarily shaped iris, combline cross-sections [142,143,
148,154,160].
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For fastest convergence, it is shown [20,22,23,58] that
for a step discontinuity, the ratio of the number of expan-
sion modes used on both sides should be chosen according
to the size of the different waveguide cross section areas.
This ‘fastest convergence ratio’ [58] is conveniently given
automatically when selecting a fixed cutoff frequency up
to which all higher-order modes are included on both sides
[142]. For usual step discontinuities, a cutoff frequency
of about 10–40 times the highest analysis frequency
has given excellent convergence and agreement with
measurements [142].

For industrial microwave component design optimiza-
tions using rigorous EM methods, losses are commonly
neglected, since an optimum solution for the lossless case
leads also to the optimum solution for the lossy case.
Moreover, finite measured insertion losses are due mainly
to parameters that are often of a rather more statistical
nature, such as ohmic contacts between halves of fabri-
cated waveguide housings or surface roughness influ-
ences, than of a finite metal conductivity nature.
Nevertheless, the MM method offers the possibility to
include losses due to finite metallic conductivity, if re-
quired, by appropriate MM in a rather straightforward
manner [145].

The complete required information for a multiport
discontinuity (e.g., step-to-multiaperture waveguide; see
Fig. 1) is inherently involved in the corresponding single
discontinuity [83,85]. Hence, multiport discontinuities
such as n furcations can be formulated by merely using
corresponding matrix schemes utilizing the S matrix of a
single step as submatrix [77,83,85].

2.3. Line Integral Formulation of Coupling Integrals

The frequency-independent coupling area integrals (5)
can be formulated in terms of numerically somewhat
more convenient line integrals by using the common
definitions of the transversal eigenvectors (6) [142,156]:

k2

cII
k2

cII � k2
cI

I

GII

CII @CI

@n dc TE-TE

0 TE-TE and TEM-TE

�

I

GII

CII @CI

@t dc TE-TE and TEM-TE

k2
cI

k2
cI � k2

cII

I

GII

CI @CII

@n dc TM-TM

I

GII

CI @CII

@n dc TE-TE and TEM-TE

0 TEM-TM

ð18Þ

In case of degenerate modes (kcI¼ kcII), an adequate
expression for the limiting case kcI-kcII has to be taken
into account [157].

2.4. Orthogonality of Eigenmodes

An important property of the transversal eigenvectors e
and h (6) is their orthogonality [11]. In case of degenerate
eigenmodes, that is, modes as a solution of (9) of same

cutoff frequency, namely, same eigenvalue (kci¼ kcj), the
orthogonality has to be enforced.

The scalar product of two eigenvectors be defined as
follows:

hei;eji¼

Z

O

Z
eT

i ejdO¼
Z

O

Z
hT

i hjdO

¼

Z

O

Z
uT

z ðe
T
i �hjÞdO

ð19Þ

For orthogonal eigenvectors their scalar product is zero
[11]. With (6), (7), and (11), we obtain after partial
integration

hei;eji¼

Z

G
ci

@cj

@n
dGþ k2

cj

ZZ

O
cicjdO

¼

Z

G
cj

@ci

@n
dGþ k2

ci

ZZ

O
cicjdO

i; j of same mode type

�

Z

G
ci

@cj

@t
dG¼ 0; i TE; j TM or TEM

Z

G
ci

@cj

@n
dG¼ 0; i TM; j TEM

8
>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>:

ð20Þ

where ‘‘t’’ designates the tangential direction.
For the first case, the contour integrals are zero if i and

j are of type TE or TM:

hei;eji¼ 0; k2
ciOk2

cj and i; j same mode type ð21Þ

That is: Two eigenvectors are orthogonal if they are of
different mode types or if they are of same mode type and
have different cutoff frequencies. These features are sum-
marized in Ref. 11.

For degenerate eigenmodes, two or more eigenvectors
of the same type have the same eigenvalue (same cutoff
frequency) and hence the same propagation factor (8).
Therefore, any linear combination of degenerate eigen-
modes is also a degenerate eigenmode [11]. As there are
only a finite number of degenerate eigenmodes ~eei, their
orthogonality can be enforced by using the Gram–Schmidt
orthogonalization [165], where ei is the recursively deter-
mined new orthogonal eigenvector:

e1¼ ~ee1

ei¼ ~eei �
Xi�1

j

h ~eei; eiiej

hei; eii¼ 1

ð22Þ

2.5. Cascaded Elements

The generalized scattering matrix (GSM) of a cascaded
microwave circuit C (Fig. 2) consisting of two partial
components A and B is given by a straight-forward
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numerically stable matrix combination, where [1] is the
unit matrix:

½SC
11� ¼ ½S

A
11� þ ½S

A
12�½S

B
11�½Q�½S

A
21�

½SC
12� ¼ ½S

A
12�ð½1� þ ½S

B
11�½Q�½S

A
22�Þ½S

B
12�

½SC
21� ¼ ½S

B
21�½Q�½S

A
21�

½SC
22� ¼ ½S

B
22� þ ½S

B
21�½Q�½S

A
22�½S

B
12�

½Q� ¼ ð½1� � ½SA
22�½S

B
11�Þ
�1:

ð23Þ

The GSM Se of a structure described by a GSM S
containing at all ports i homogeneous waveguide sections
of lengths li is

½Se� ¼ ½D�½S�½D�

½D� ¼ ½diagðexpð�jbliÞ�
ð24Þ

In this way, based on the single-step discontinuity, a
complete class of waveguide structures can conveniently
be described, including transformers, irises, filters, diplex-
ers, and polarizers. Typical examples can be found in the
literature [31,33–35,37,38,42,46,47,49–51,53–55,60,63,64,
66,67,74,78–106,109–126] an overview is also given in
Refs. 119,142 and 153.

For modes below their cutoff frequencies, the propaga-
tion factor g¼ jb is real. It is therefore obvious that the
numerical effort can be significantly reduced by consider-
ing only modes in the cascading process for which the
amount of exp(� gl) is higher than a defined limiting
value. These modes, which contribute significantly, are
called accessible modes [27]. The set of modes of higher
number applied at the immediate discontinuity is called
localized modes.

2.6. Generalized Admittance, Impedance Matrices

Besides the generalized scattering matrix GSM S (15), the
generalized admittance matrix (GAM) Y, the generalized
impedance matrix (GIM) Z and the transmission matrix W
have been applied in the literature [57,79,104,105,121,
122]. The GAM and GIM descriptions of a step disconti-
nuity require additional waveguide sections of finite
length at the ports. Based on normalized voltages and
currents (4) and the relations (12), the corresponding
expressions can be derived [57,79,104,105,121,122]. The
relationships between S, Y, and Z are given by

½Y � ¼ ð½1� � ½S�Þð½1� þ ½S�Þ�1

½S� ¼ ð½1� � ½Y �Þð½1� � ½Y �Þ�1

½S� ¼ ð½Z� � ½1�Þð½Z� � ½1�Þ�1

ð25Þ

The transmission matrix W is only applicable for same
number of modes of the ports. Moreover, W is numerically
instable as the implied exp(� gl) and exp(þ gl) expressions
can exceed the available numerical range of the corre-

sponding computer for large gl. The S, Y, Z formulations
have their advantages and disadvantages. By selecting
appropriate reference planes and applying adequate seg-
mentation techniques [166,167], Y, Z can be set up for
boundary enlargement and boundary reduction struc-
tures, respectively, without requiring the solution of an
equation system [79,104,105,121,122,153]. On the other
hand, for cascaded structures when taking the reduction
according to accessible modes into account, Y, Z represen-
tations require the solution of an entire equation system of
the form

ðiaÞ¼ ððyaaÞ � ðyalÞððyllÞ � ð1ÞÞ
�1
ðylaÞÞðuaÞ ð26Þ

where the subscripts ‘‘a’’ and ‘‘l’’ denote the corresponding
accessible and localized terms, respectively. For the re-
duced Z matrix, we obtain an identical expression. This is
in contrast to the S-matrix description, where we need
only deleting the corresponding submatrix elements in
(23).

The combination of Y, Z with an empty waveguide
requires higher computational effort than the multiplica-
tion with diagonal matrices (24) for S. Hence, a simple
variation of the intermediate lengths, such as during
optimization, is more time-consuming. Moreover, if a
section length falls in the vicinity of half a wavelength of
a propagating mode, there is the possibility of numerical
instability in the expressions for Y,Z. Finally, as the
generalized S matrix for describing the behavior of a
microwave structure is usually desired, Y- and Z-matrix
formulations have to be converted to the S matrix accord-
ing to (25), which requires an additional matrix inversion.
To sum up, it is meanwhile commonly adopted that the
criterion of the computational effort, as seen on a global
average, does not justify the exclusive preference for a
specific matrix representation.

2.7. T-, X-, and Six-Port Junctions

Many waveguide components include structures with
apertures in different planes (Fig. 3), such as corners
and T and X junctions. Kühn’s resonator method [26]
applied for the calculation of the S parameters of a
waveguide corner leads, for instance, via superposition

Sk
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xk

xk
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yi

xi
x

a 0

c

zy

xj

ωsk

ωxi

ωyj

ωxj

ωsk

Figure 3. Rectangular cavity with port apertures in different
planes.
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of the two standing-wave solutions of short-circuited 901
degree waveguides of the two ports I and II in a common
‘‘resonator’’ region, to an equation system of the form
[83,103]

aI � bI

aII � bII

 !
¼
½DI�½Q�

½QT�½DII�

" #
aIþbI

aIIþbII

 !
ð27Þ

where [D] are diagonal matrices and [Q] is a frequency-
dependent matrix, which describes the coupling between
the ports. Analog expressions can be derived for T-, X-, and
six-port junctions [78,83,85,99,103,110,115].

Sharp’s [12] cavity method leads directly to generalized
admittance expressions of the form

Yehði;jÞ
mn ¼ jo

Z

Sj

Z

Si

n�ehðjÞ
n ðrÞGðr; r

0ÞhhðiÞ
m ðr

0Þdr dr0 ð28Þ

with the aperture eigenvectors (6), and the Green function
G of the cavity. The corresponding descriptions for T-, X-,
and six-port structures can be found in the literature
[12,79,88,100,104,153].

Both formulations are nearly equivalent in terms of
efficiency with the condition that for Sharp’s method both
eigenfunctions of the apertures and the cavity Green
function are given analytically.

2.8. Arbitrarily Shaped Planar Structures

Many waveguide components include arbitrarily shaped
planar waveguide structures (Fig. 4), such as mitered
bends, cylindrical posts, Y-junctions, steps or irises with
finite radii, and shaped cavities. For such structures, the
boundary contour MM method (BCMM) is applied
[108,130]. The basic idea is to describe the arbitrarily
shaped contour between the k-port apertures by a com-
plete set of cylindrical mode functions, which leads to a set
of linear equations

Ta¼EðaþbÞ ð29Þ

where the elements of the matrix T are the coupling
integrals of the field vectors of the cavity region. Because
of the nonorthogonality of these field vectors at the

boundary, the matrix is not diagonal. The matrix E
describes the expansion of the electric field in the wave-
guide ports by cylindrical wavefunctions in the cavity
region.

The excitation coefficients a can be eliminated, which
yields the generalized S-matrix at the k-port junction in
the form

S¼ ð1�CÞ�1
ð1þCÞ ð30Þ

with

C¼
1

jZ
ETT�1E ð31Þ

Z is the free space characteristic impedance. A second
method for such structures is the hybrid MM/transfinite-
element method [157], which has the advantage over the
BCMM of higher flexibility, for example, as it is not
restricted by possibly shaded regions in the description
of the boundary region. In this way, septated T junctions,
for instance, can also be efficiently calculated.

The boundary integral resonant-mode expansion
(BIRME) method [138,139,153] is a third method, which
applies a wideband pole expansion representation of the
admittance matrix expressions. This method has been
described [138,139,153] mainly for H-plane- or E-plane-
type of modes, so far.

2.9. Arbitrarily Shaped Cross Sections

For arbitrarily shaped cross sections, such as for cross
irises and ridged waveguide structures, the hybrid MM/
finite-element (MM/FE) method is advantageously ap-
plied. This hybrid combination extends the applicability
of the MM method to the inclusion of a comprehensive
class of components [142], such as waffle-iron filters, dual-
mode filters with coupling screws, and cross-irises.

III
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aI
I

x

z
y

ZI
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ZII
r

(ϕ)
(ϕ)

ϕ

1 2

�

Figure 4. Arbitrarily shaped planar waveguide structure.

Figure 5. Optimized C-band satellite diplexer. Photograph and
measured results by courtesy of MBB (now EADS), Prof. Fasold,
Germany. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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2.10. Radiating Apertures and Arbitrarily Shaped 3D-Structures

Radiating apertures can be included in the MM method by
applying a hybrid MM/method-of-moments (MoM) techni-
que. The same is true for arbitrarily shaped 3D waveguide
structures, such as partial-height posts within a partially
open circular cavity (e.g., suitable for combline filter
elements) [142,150,157,164].

3. SOME TYPICAL APPLICATION EXAMPLES

A classical satellite industry component example [90],
illustrating the current state of the art design of advanced

microwave components by fast MM techniques and direct
full-wave optimization, is the C-band diplexer shown in
Fig. 5. The compact component (silver-plated aluminum
housing) without tuning screws has been fabricated by a
computer-controlled milling technique. For the optimiza-
tion of such components, the evolution strategy [64] is
advantageously applied. Typical MM method CPU speeds
on standard PCs for such components showing excellent
accuracy with measurements are in the order of merely
fractions of a second per frequency point. This may
illustrate the high computational power of the MM tech-
nique for the CAD and optimization of advanced wave-
guide components.

(a)
(b)

S11 at
f=12.53 GHz

−20

−22

−24

−26

−28

−30

−32

−34

−36

−38

−40
100 300 500 700 900 1100 15001300 1700 1900 2100 2300 2500 2700 2900 3100

S11 quadr.
S11 rel. konv

(c)

0

−10

−20

−30

−40

−50

−60

12 12.2 12.4 12.6 12.8

f in GHz

fc in GHz

IS
I 

in
 d

B

IS
I 

in
 d

B

13 13.2 13.4

s11(h 1 0)(h 1 0)
s21(h 1 0)(h 1 0)
s22(h 1 0)(h 1 0)
s11(h 1 0)(h 1 0)
s21(h 1 0)(h 1 0)
s22(h 1 0)(h 1 0)
s11(h 1 0)(h 1 0)
s21(h 1 0)(h 1 0)
s22(h 1 0)(h 1 0)

Figure 6. WR-75 H-plane iris filter example. Dimensions (mm): a¼19.05, b¼9.525, iris widths
a1¼9.600, a2¼6.385, a3¼5.860, iris thickness z1¼2, resonator lengths l1¼12.030, l2¼13.600:
(a) structure; (b) convergence behavior. Solid line—fastest convergence, localized modes at step
discontinuity sides chosen according to given cutoff frequency fc; dashed line—number of localized
modes identical on both sides. (c) S parameters: (1) for fc¼1100 GHz, two accessible modes in
resonator; (2) for fc¼3100 GHz, two accessible modes in resonator; (3) for fc¼3100 GHz, all
localized modes in resonator (the results are identical within drawing accuracy). MM CPU speed
for case 1:5 s, 500 frequency points (i.e., 10 ms/frequency point). PC: 3 GHz P4. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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The next example is a simple H-plane iris-coupled WR-
75 waveguide filter (Fig. 6a), illustrating some basic
features of the MM technique outlined in the previous
section. Figure 6b shows the convergence behavior S11 as
a function of cutoff frequency up to which all higher-order
modes are taken into account. The fastest convergence
(solid line) is achieved for choosing the number of modes at
the discontinuity side according to given cutoff frequency
fc. In Fig. 6c, complete identity for the S parameters
within drawing accuracy is demonstrated for the cases
(1) fc¼ 1100 GHz (70 localized modes, 2 accessible modes),

(2) fc¼ 3100 (197 localized modes, 2 accessible modes), (3)
fc¼ 3100 (197 localized modes, 197 accessible modes). The
MM CPU speed for this example (case 1) is B10 ms per
frequency point (3 GHz P4 PC) for the S-matrix formula-
tion. The Y-matrix formulation leads to nearly identical
speed (factor 1.2 slower), while for this example the Z-
matrix formulation is about factor 4.2 slower.

On the basis of the MM techniques described above,
many examples have been published in the literature
showing the broad application potential of this efficient
CAD technique. Typical waveguide components, which

Figure 7. WR-75 diplexer with stub-loaded wa-
veguide sections and post compensated T junc-
tion. Result of direct full-wave optimization by
applying the MM technique. CPU speed: 0.5 s/
frequency point, 3 GHz P4 PC, 19 modes. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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have been successfully designed by direct MM full-wave
optimization, include many kinds of waveguide filters
[31, 33, 34, 37, 38, 41,46,50,61–63,66,67,75,76,84,89,93,96,
98,99, 106, 109, 113,117,119,123,129,132,138,139,142,143,
148,153–155,158,160], mode sensors/converters [42,55,
87,113], transformers [47,74,95], couplers [35,49,64,
79,88,94,97, 100,104,111,119,162,163], polarizers [44,53,
60], phase shifters [43,51,73,80,97,105,119,145], diple-
xers [54,83,90,119], multiplexers [81,85,124,134,143,161]
power dividers [77,78,142], and orthomode transducers
[114,119].

A typical WR-75 diplexer example, which includes
some advanced MM elements, such as postcompensated
T-junction and stub-loaded waveguides with rounded cor-
ners for convenient milling fabrication, is shown in Fig. 7.
Because of the high CPU speed also for more complicated
structures when applying the MM method (in this exam-
ple B0.5 s per frequency point; 3 GHz P4 PC), the direct
full-wave optimization toward the given specifications is a
straightforward task. The stubs are (instead of steps)
modeled by X junctions; hence a rather low number of
modes (19 higher-order modes in this example) has proved
to be sufficient for convergence and excellent agreement
with measurements.

The applicability of the MM method for waveguide
components with arbitrarily shaped cross sections, for
radiating structures, and for arbitrarily shaped 3D wave-
guide structures, is extended by hybrid techniques.

Because of the importance of these more recent exten-
sions of the MM method [155,157], CAD techniques based
on hybrid methods are described in a separate article in
this encyclopedia.

4. CONCLUSION

The mode-matching (MM) method is one of the oldest
electromagnetics (EM)–based methods for the rigorous
solution of waveguide discontinuity problems. The tech-
nical importance of the MM technique is its extremely
high computational efficiency together with high accuracy
and dynamic range. MM techniques and their hybrid
combinations achieve CAD tools for rigorous, optimized
waveguide component designs within extremely short
response times on a PC. The article has presented an
overview of the state of the art of MM techniques and
described some more recent advances. The versatility and
high calculation speed of the MM techniques is well
documented in the literature in many examples, which
have found widespread application in the microwave
industry.
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modelling of interacting inductive irises and steps, IEEE

Trans. Microwave Theory Tech. MTT-23:235–245 (Feb. 1976).

28. L. Lewin, The E-plane taper junction in rectangular wave-
guide, IEEE Trans. Microwave Theory Tech. MTT-27:
560–563 (June 1979).

29. F. Arndt and G. U. Paul, The reflection definition of the
characteristic impedance of microstrips, IEEE Trans. Micro-
wave Theory Tech. MTT-27:724–731 (Aug. 1979).

30. F. Arndt, The orthogonal expansion method for solving
electromagnetic scattering problems in finite millimeter-
mave structures, Proc. Colloque sur le Traitement du Signal
et ses Applications, Nice, 1981, pp. 593–598.

31. F. Arndt, J. Borneman, D. Grauerholz, and R. Vahldieck,
Low-insertion loss fin-line filters for millimeter applications,
EuMC Int. Microwave Symp. Digest, Amsterdam, The Neth-
erlands, Sept. 1981, pp. 309–314.

32. G. L. James, Analysis and design of TE11-to-HE11 corru-
gated cylindrical waveguide mode converters, IEEE Trans.

Microwave Theory Tech. MTT-29:1059–1066 (Oct. 1981).

33. F. Arndt, J. Bornemann, D. Grauerholz, and R. Vahldieck,
Theory and design of low-insertion loss fin-line filters, IEEE

Trans. Microwave Theory Tech. MTT-30:155–163 (Feb.
1982).

34. H. Patzelt and F. Arndt, Double-plane steps in rectangular
waveguide and their application for transformers, irises and
filters, IEEE Trans. Microwave Theory Tech. MTT-30:
771–777 (May 1982).

35. F. Arndt, D. Ellermann, H. W. Haeusler, and J. Strube, Field
theory analysis and numerical synthesis of symmetrical
multiple-branch waveguide couplers, Frequenz 36:
262–266 (Oct. 1982).

36. R. Safavi-Naini and R. H. McPhie, Scattering at rectangu-
lar-to-rectangular waveguide junctions, IEEE Trans. Micro-
wave Theory Tech. MTT-30:2060–2063 (Nov. 1982).

37. J. Bornemann, R. Vahldieck, F. Arndt, and D. Grauerholz,
Optimized low-insertion-loss millimetre-wave fin-line and
metal insert filters, Radio Electron. Eng. (Inst. IRE) 52:
513–521 (Nov./Dec. 1982).

38. R. Vahldieck, J. Bornemann, F. Arndt, and D. Grauerholz,
Optimized waveguide E-plane metal insert filters for milli-
meter-wave applications, IEEE Trans. Microwave Theory
Tech. MTT-31:65–69 (Jan. 1983).
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1. INTRODUCTION

To some extent, the MODFET is the compound semicon-
ductor analog of the ubiquitous MOSFET (metal oxide
semiconductor field-effect transistor), which utilizes a
pseudo-two-dimensional carrier gas, the concentration of
which is modulated by a gate potential. In a MODFET, a
higher-bandgap material with a high doping concentra-
tion (assumed to be n-type in this discussion) is grown on a
lower-bandgap intrinsic material [1]. In practice, growth
of a thin intrinsic layer of the high-bandgap material,
known as the intrinsic layer, setback layer, or spacer, pre-
cedes growth of the rest of the high-bandgap material.
Electrons diffuse from the doped higher-bandgap material
to the lower-bandgap material where they are confined
and form a conducting sheet, a two-dimensional electron

gas (2DEG). When the gate voltage is adequately high so
that the source–drain channel is no longer depleted, the
2DEG is free to conduct in the intrinsic material. Because
the undoped low-bandgap material has no donor atoms
cluttered about, impurity scattering no longer inhibits the
carrier mobility and saturation velocity. The spacer men-
tioned above serves to increase the channel mobility fur-
ther by shielding the 2DEG from ionized impurities,
although at the cost of decreased sheet carrier density.

Major refinements of the MODFET following its intro-
duction have concentrated on improving the sheet carrier
concentration through increased band discontinuity DEc

by adding and/or increasing the InAs mole fraction in the
channel. The conventional MODFET uses AlGaAs and
GaAs for the high-bandgap and low-bandgap materials,
respectively, denoted as AlGaAs/GaAs, on a GaAs buffer.
Carrier density and its confinement in the GaAs improve
with increasing DEc, induced by a larger Al mole fraction
in AlxGa1� xAs. A technical problem, encountered in
MODFETs, is the presence of DX centers whose concen-
tration can be of the same order of magnitude with that of
donors in the AlGaAs donor layer. Unfortunately, in-
creased AlAs compositions exacerbate the DX center prob-
lem. Typically, DX center traps are mitigated by choosing
an Al mole fraction less than 22% at the expense of re-
ducing the conduction band discontinuity and thus the
sheet electron concentration [2].

The PMODFET, or pseudomorphic MODFET, allevi-
ates the DX center problem as well as providing a channel
in InGaN with superior transport properties over GaAs.
The structure is achieved by inserting a thin InGaAs layer
between the GaAs buffer and the AlGaAs setback layer in
otherwise conventional MODFET. The higher the In mole
fraction in InxGa1� xAs, the higher the electron mobility
within the 2DEG. Additionally, greater carrier confine-
ment can be achieved with pseudomorphic systems
because large conduction band discontinuities can be
obtained between InGaAs and low-AlAs-mole-fraction
AlGaAs. However, the thickness of the lattice mismatched
InGaAs must be below the critical thickness beyond which
misfit dislocations occur. The lattice constant, lattice mis-
match, and the critical thickness are functions of the In
mole fraction of the strained InGaAs layer; this limits the
In mole fraction content to about 30% on GaAs. There are
also the lattice-matched and pseudomorphic MODFETs
based on InP substrates, which take advantage of the su-
perior mobility and confinement properties of the AlInAs/
InGaAs. Devices based on InP have exhibited the lowest
noise figures yet achieved.

2. SYNOPSIS OF ANALYTICAL DESCRIPTION OF MODFETs

In MODFETs the carriers that form the channel in the
lower-bandgap material are donated by the larger higher-
bandgap material and/or provided by metal contacts.
Since the mobile carriers and their parent donors are spa-
tially separated, ionized impurity scattering is nearly
eliminated, which leads to mobilities that are character-
istic of nearly pure semiconductor. A Schottky barrier is
then used to modulate the mobile charge that in turn
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causes a change in the drain current. By virtue of the he-
terolayer construction, the gate can be placed very close to
the conducting channel, which results in large transcon-
ductances [1]. A simplified analytical description of MOD-
FET operation that shows quantitatively the effect of
charge stored at the heterointerface on mobility and car-
rier velocity follows here. For its simplicity, while making
the important points, the model of Drummond et al. [3]
will be utilized. Simultaneous solutions of Poisson’s and
Schrödinger’s expressions in the presence of bias must be
numerically solved for a more accurate description.

The treatment will begin by stipulating that the
amount of charge depleted from the barrier donor layer
is equal to the charge accumulated at the interface while
the Fermi level is kept constant across the heterointerface.
For a visual description, refer to Fig. 1. The electron
charge (or hole charge in the case of p-channel MODFET)
depleted from the barrier layer is given by

ns¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2eNd

q
DEc � EF2 � EFið ÞþN2

dd2
i

s

�Nddi ð1Þ

where EF2 is the separation between the conduction band
in the barrier layer and the Fermi level, Nd is the donor
concentration in the barrier layer, e is the dielectric per-
mittivity of the barrier layer, DEc is the conduction band
discontinuity, EFi is the Fermi level with respect to the
conduction band edge in the channel layer, and di is
the thickness of the undoped layer in the barrier layer
at the heterointerface. The electron charge stored at the
heterointerface is given by

ns¼
rkT

q
ln ð1þ eq=kTðEFi�E0ÞÞð1þ eq=kTðEFi�E1ÞÞ

h i
ð2Þ

where E0¼ g0ns
2/3 and E1¼ g1ns

2/3 are the positions of the
first and the second quantum states at the interface, a
triangular well formed by the interfacial stored charge.
The energy reference is the bottom of the conduction band
edge in the smaller bandgap material.

We are assuming here that these lowest energy states
are the only ones that are either filled or partially filled.
The constants g0 and g1, which are dependent on the ef-
fective mass of the channel material used, and r (density
of states¼ qm*/ph2) are derived in the triangular well.
Depending on the value of the voltage applied, the gate on
the surface of the barrier layer depletes some or all the
stored charge at the interface. Simultaneously solving
Eqs. (1) and (2) results in the determination of the Fermi
level in case the interface sheet charge concentration is
known, or the determination of the sheet charge concen-
tration when the Fermi level is known. With a gate
present, Eq. (1), which depicts the equilibrium situation,
must be replaced with

ns¼
e

qd
½Vg � ðqfb � qVp2þEFi � DEcÞ� ð3Þ

where fb is the Schottky barrier height of the gate metal
deposited on the barrier layer, Vg is the gate to channel
voltage, and Vp2¼ qNddd

2/2e. Here dd is the thickness of the
doped barrier layer, and d¼ddþdi. Simultaneous solu-
tions of Eqs. (2) and (3) give the interface charge concen-
tration in the presence of a gate bias. Equation (3) can be
conveniently reduced and expressed as

ns¼
e

qðdþDdÞ
ðVg � Voff Þ ð4Þ

with Voff¼fb�DEc�Vp2þDEF0 and Dd¼ (ea/q) (¼80Å
for GaAs). Here the terms DEF0 and a are determined
from the extrapolations. For example, DEF0, which is a
temperature-dependent quantity, is the residual value of
the Fermi level and can be obtained from the extrapolation
of the calculated Fermi level values versus the interface
sheet charge to the zero sheet charge. The term a is slope
of the curve, which is reasonably linear for a wide range of
sheet charge except near the vanishing values, relating
the Fermi level to the sheet charge, EFi¼DEF0(T)þans.
For example, for the GaAs/AlGaAs case, aE0.125�
10�16 V/m2, and DEF0E0 at 300 K and 0.025 meV at
Tr77 K.

In a field-effect transistor, the drain bias produces a
lateral field. In long-channel devices and/or for very small
drain biases one normally makes the assumption that the
channel voltage, which varies along the channel between
the source and the drain and finally reaches a value equal
to the drain voltage, is added to the gate potential. Doing
so reduces Eq. (4) to

ns¼
e

qðdþDdÞ
ðVg � Voff � VðxÞÞ ð5Þ

where V(x) is the channel potential. For small values of
V(x), or of the electric field in the channel, we can assume
that the constant mobility regime is in effect and that

Id¼ qnsmZ
dVðxÞ

dx
¼ mZ

e
ðdþDdÞ

ðVg � Voff

� VðxÞÞ
dVðxÞ

dx
ð6Þ

x=x2
x

E0

∆Ec
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Figure 1. Equilibrium band diagram of a modulation-doped
structure with Fermi level, quantum states, and the band discon-
tinuity indicated.
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where m is the charge mobility and z is the width of the
gate. By integrating Eq. (6) from the source to drain while
keeping in mind that the drain current remains constant
throughout the channel, one obtains

Id¼ b V
0

gVds �
1

2
V2

ds

� �
ð7Þ

where Vg
0 ¼ (Vg�Voff) and b¼ mZfe=½ðdþDdÞL�g and where

L is the intrinsic channel length or more popularly, the
gate length. The current reaches saturation when the
drain voltage is increased so that the field in the channel
exceeds its critical value, thereby causing the velocity to
saturate. In that case the drain current is expressed as

Ids¼Z
e

ðdþDdÞ
ðV

0

g � VdsÞvs ð8Þ

where Vds is the saturation drain voltage, Ids is the satu-
ration current, and vs is the saturation velocity.

The treatment above is called the two-piece model,
meaning an abrupt transition from the constant-mobility
regime to the constant velocity regime. A more accurate
picture is one where this transition is smoother. In that
case a phenomenological velocity field relationship can be
used to more accurately describe the MODFET operation.
The simplest of all these expressions is one that neglects
the peak in the velocity field curve and assumes a Si-like
velocity field characteristic (see Fig. 7). One such expres-
sion is

v¼
mFðxÞ

1þ mFðxÞ=vs
ð9Þ

where F(x) represents the electric field in the channel that
is equal to dV(x)/dx. We must also point out that the field
is not constant throughout the channel. To calculate the
drain current, one must write the drain current as

Id¼ vZ
e

ðdþDdÞ
½Vg � Voff � VðxÞ�

¼
mdVðxÞ=dx

1þ
mdVðxÞ=dx

vS

eZ
ðdþDdÞ

½Vg � Voff � VðxÞ�
ð10Þ

where vs¼ mFcr, where Fcr is the field where the velocity
assumes its saturation value. By integrating Eq. (10) from
the source end of the channel to the drain end, while
keeping in mind that the drain current must be constant
throughout, one can obtain an expression for the drain
current following the mathematical steps of Ref. 4.

Integrating Eq. (10) from the source end of the gate to
the drain end of the gate while keeping in mind that the
current must remain constant throughout the channel,
one obtains

Id¼

eZ
ðdþDdÞ

VgVd �
1

2
V2

d

� �

Lþ
m
vs

Vds

ð11Þ

Note that if vs, the saturation velocity, approaches N,
Eq. (11) reduces to Eq. (7), which is applicable for the con-
stant mobility case, or the long-channel case. Following
the procedure of Lehovec and Zuleeg [4], the drain satu-
ration current Ids can be found by the mutual use of Eqs.
(10) and (11) and assuming velocity saturation, as

Ids¼ 2ðVg

� Voff Þ
2 eZ

LðdþDdÞ

1

1þ
2mðVg � Voff Þ

vsL

� �1=2
( )2

ð12Þ

The transconductance is an important parameter in FETs
and is defined as

gm¼
dId

dVg

����
Vd ¼ constant

In the saturation regime, the transconductance is
expressed as

gsat
m ¼

dIds

dVg

����
Vd ¼ constant

¼ mZ
e

ðdþDdÞL
ðVg � Voff Þ 1þ

Vg � Voff

vs

� �2
" #�1=2

ð13Þ

The maximum transconductance is obtained when the
sheet charge density is fully undepleted under the gate
that leads to

gmax
m ¼

qmZns

L
1þ

qmnsðdþDdÞ

evsL

� �2
" #�1=2

ð14Þ

For very short gate lengths, which represent all modern
MODFETs fabricated presently, Eq. (14) reduces to

gmax
m ¼

evsZ

dþDd
ð15Þ

The measured transconductance is actually smaller than
that given in Eq. (15) in that the source resistance, which
will be defined shortly, acts as a negative feedback.
Through circuit considerations, the measured, extrinsic
transconductance is given by

gmax
m

��
ext
¼

gmax
m

1þRsgmax
m

ð16Þ

High-speed devices are commonly analyzed by two-port
scattering measurements performed generally in the
range of 2–26 GHz by an on-wafer microwave probe sta-
tion, although 60 GHz is possible, and this figure is
constantly moving upward. From the scattering measure-
ments one can obtain an equivalent circuit for diagnosis
and circuit design. From the s parameters one deduces the
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y parameters from which an equivalent circuit can be
generated.

The transit time under the gate of a submicrometer
MODFET is on the order of a few picoseconds. If this is the
case, the charging time of the input and the feedback ca-
pacitance through the input resistance Ri in the equiva-
lent circuit is substantial. Generally two parameters, the
current gain cutoff frequency and maximum oscillation
frequency, are figures of merit to gauge the expected high-
frequency performance of an FET.

The current gain cutoff frequency, defined as the fre-
quency at which the current gain goes to unity, is given by
(since the feedback capacitance is negligible compared to
the input capacitance)

fT¼
gm

2pCgs
¼

vs

2pL
ð17Þ

As can be seen and as mentioned above, the higher the
saturation velocity and the smaller the gate length, the
higher the fT.

The maximum oscillation frequency, defined as the
frequency at which the power gain goes to unity, is given
by [5]

fmax¼
fT

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r1þ fTt3

p ð18Þ

where r1¼ (RgþRiþRs)Gd and the feedback time con-
stant t3¼ 2pRgCdg.

Having derived the simple analytical expressions, it is
clear that with strained layers, one can increase the band
discontinuities and thus the interface sheet carrier densi-
ties [Eq. (1)]. This, in turn, leads to larger current levels
[Eq. (6)], as compared to the lattice-matched cases. Cou-
pled with large sheet carrier concentrations, higher mo-
bilities offered by the InGaAs alloy are exploited by the
strained layer concept. A larger mobility through reduced
source resistance leads to a larger transconductance [Eq.
(15)], which in turn leads to larger current gains [Eq. (17)]
at high frequencies and larger power gains [Eq. (18)]. Bet-
ter carrier confinement at the heterointerface also aids in
confining the carriers and has been shown experimentally
to reduce the output conductance Gd. Therefore, the r1

term discussed above can be reduced, leading to larger
fmax values.

To analyze the carrier confinement effect, albeit under
equilibrium conditions only, Ballingall et al. [6] solved the
Schrödinger’s and Poisson’s equations simultaneously for
GaAs/AlGaAs, InxGa1� xAs/AlGaAs pseudomorphic, and
lattice In0.53Ga0.47As/In0.52Al0.48As MODFETs. As expect-
ed, the results clearly show that the larger is the conduc-
tion band discontinuity on the donor barrier side as well as
on the buffer side, the tighter is the electron distribution.
On GaAs substrates, the strained channel MODFET fares
better. The confinement gets even better in the structure
on InP substrates. If the InGaAs channel on InP contained
more InAs than the lattice-matched composition, the con-
finement as well as the sheet carrier concentration would
have been better.

Power gain is also aided by the reduction of parasitic
resistances and the time constant t3, which to a large ex-
tent depends on the geometry of the device. We will begin
our discussion of experimental results by discussing the
p-channel MODFETs first, followed by n-channel
MODFETs.

3. POWER MODELING

An accurate modeling of device power performance in
emerging semiconductor technologies is very useful in un-
derstanding how they stack up against more established
semiconductor technologies and in determining in which
applications they will have the greatest impact. In high-
power semiconductor devices, it is imperative that the ef-
fect of temperature on device performance be accounted
for accurately because power devices typically operate at
elevated temperatures.

As in small-signal modeling, the first step in power
modeling is to establish the basic device geometric factors
that are needed to calculate the current voltage charac-
teristics. Once these are known, the output characteristics
superimposed with the load line can be used to get an es-
timate of the power level that can be obtained from the
device provided that it is not limited by the input drive as
shown in Fig. 2. In class A operation, the maximum power
that can be expected from the drain circuit of a device is
given by

Pmax¼
Id;sonðVb � VkneeÞ

8
ð19Þ

where Id,son is the maximum drain current, Vb is the drain
breakdown voltage, and Vknee is the knee voltage as shown
in Fig. 2. Id,son is the drain current with a small positive
voltage on the gate electrode. The allowable positive gate
voltage (E1 V) will depend on the channel doping and the
workfunction of the gate metal. The positive gate voltage
is limited by the onset of forward Schottky diode current.
Although Eq. (19) applies specifically to pentodelike
devices such as FETs, the same approach would apply

D
ra

in
 c

ur
re

nt

Drain voltage

Slope = 1/Ron Vknee
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Figure 2. Output characteristics superimposed with the load
line that can be used to get an estimate of the power level that can
be obtained from the device provided that it is not limited by the
input drive.

MODULATION-DOPED FETs 3179



equally well to electronic devices with triodelike devices
such static induction transistors (SITs) operated in the
SIT mode, the pentodelike FET mode, or mixed mode. The
DC load line shown in Fig. 2 would be used in a class A RF
amplifier with the drain voltage Vd¼ (VbþVknee)/2. The
slope of the load line is 1/RL, where RL is the value of the
load resistance at the output of the FET.

To be of some value, the effect of junction temperature
on the output characteristics must be taken into consid-
eration. Temperature-dependent materials parameters, if
known, can be used to calculate the output characteristics
with respect to temperature. However, a more pragmatic
approach, particularly when the aforementioned parame-
ters and/or models required are not available, can be tak-
en in which one measures the output characteristics of the
device under consideration as a function of temperature.
The junction temperature is critically dependent on the
substrate thermal conductivity that is available for vari-
ous substrates, including GaN [7]. The functional depen-
dence of thermal conductivity on temperature is

wðTÞ¼ wðT0Þ
T

T0

� ��r

ð20Þ

where the coefficient r is 0.559, 0.443, 0.524, and 0.544 for
Si, GaAs, SiC, and sapphire, respectively [8]. In Fig. 3, w
(T0) has also been appropriately reduced to account for the
doping of the substrate material.

4. PROCESSING

In an increasing manner, processing has become a central
issue in device design and development. MODFETs rep-
resent a case of a buried-channel device and require spe-
cial attention. The short gate lengths that generally
accompany MODFETs necessitate unique approaches for
the gate metal in an effort to keep the gate resistance from
getting too large.

4.1. Gate Profile

High-performance devices require short gate lengths
while keeping the gate resistance to a minimum. As shown
in Fig. 4 in conjunction with a cross-sectional diagram of a
MODFET structure, the T-shaped gate has proved highly
beneficial because it combines low gate resistance with
low gate capacitance. The upper, wide part of the T serves
to reduce the gate resistance by virtue of its wide area, and
the lower, narrow part of the T correspondingly reduces
the gate capacitance through its narrow profile. Electron-
beam (e-beam) lithography has been the favored method of
fabrication, capable of submicron T-gate lengths [9]. Deep-
UV lithography of submicrometer T-shaped gates has also
been developed, overcoming the primary e-beam disad-
vantages of insufficient throughput and high cost [10]. The
resist combines molymethylmethacrylate and polymethyl-
isopropenylketone in a trilayer resist structure of PMMA/
PMIPK/PMMA. Reliability studies with high-temperature
accelerated failure tests have shown that the recess depth
of the T-shaped gate plays a decisive role in device failure
[11]. An unnecessarily deep gate recess will in time con-
tribute to a sharp rise in the gate forward resistance due
to the excess distance between the wide part of the T and
its base. In order to avoid the consequent degradation of
the gain and minimum noise figure, a gate recess depth
less than 125 nm is sufficient. A single-etch gate recess
method utilizes e-beam lithography followed by reactive-
ion etching or electron cyclotron resonance plasma etching
of the GaAs cap [12]. This represents an advance in sim-
plicity over the more traditional double-gate recess pro-
cess [13].

The Schottky barrier–related processes for GaN-based
devices are nascent, but rapid progress is being made.
Until recently it has been difficult to fabricate good quality
single-crystal films on which a Schottky metal could be
deposited, and properties of Schottky barrier could
be studied. However, considerable progress has been
made with Pt-GaN Schottky barriers [14,15] that have
been successfully implemented in GaN-based MODFETs
[16–21].

More recent success in growing good-quality single-
crystal III–V GaN layers prompted the fundamental
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Figure 3. The thermal conductivity versus temperature of sap-
phire used for GaN devices, SiC used for some GaN devices, GaAs
is used for GaAs based MODFETs, and Si for comparison.

Source contact Drain contact
T-gate

Doped GaAs (or InGaAs) layer

AlGaAs (or InGaAs) layer

GaAs (or InGaAs) buffer layer

GaAs (100) 
(or InP) substrate

2D electron
or hole gas

GaAs (or InGaAs) channel layer

Figure 4. A cross-sectional representation of MODFET struc-
tures with the prominent ‘‘T’’ gate. Those within parenthesis in-
dicate the materials used when the MODFET structure is on InP
substrate. Other materials depict the case for GaAs substrates.
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electrical property studies of metal–semiconductor barri-
ers on GaN. The formation of metal–semiconductor barri-
ers is an essential element of a variety of semiconductor
devices, particularly MODFETs. To obtain a large
Schottky barrier height, metals with large work functions
have been explored for rectifying metal contacts on GaN,
including Au [22] and Pt [14]. Hacke et al. [22] obtained
Au Schottky barriers on unintentionally doped n-GaN
grown by hydride vapor phase epitaxy. The forward cur-
rent ideality factor was nidlB1.03, and the reverse bias
leakage current was o10� 10 A at a reverse bias of � 10 V.
While the current–voltage measurement indicated the
barrier height to be 0.844 eV, the capacitance measure-
ments led to a value of 0.94 eV. However, the reported
barrier height for Au/n-GaN ranges from 0.80 to 1.1 eV in
various works. One possible cause is different surface
treatment. Maffeis et al. [23] investigated the influence
of premetallization surface preparation on the structural,
chemical, and electrical of Au/n-GaN (i.e., Au/n-doped
GaN) interfaces. The Schottky barrier with very low ide-
ality factor (1.10) and high barriers (1.25 eV) was fabri-
cated with ultra-high-vacuum (UHV) annealing at 6001C
for 10 min [23].

Suzue et al. [14] have studied the Pt Schottky barriers
on unintentionally doped N-GaN. Dependence of both cur-
rent–voltage and capacitance–voltage characteristics on
temperature was studied in the range from � 195 to 421C
in an effort to gain insight about the current conduction
mechanism. The excess current observed for small gate
biases pointed to parasitic processes besides the therm-
ionic emission over the Schottky barrier. This excess cur-
rent is traditionally attributed to defects (generation
recombination centers) and surface leakage current. The
ensuing current is called the Shockley–Read–Hall (SRH)
recombination current resulting from the midgap states.
Preliminary investigations indicate that this excess cur-
rent can be modeled very well with SRH current. Further
experiments must be conducted to unravel the exact na-
ture of the underlying processes involved. If one neglects
this excess current, a barrier height of about 0.8 eV is de-
duced as opposed to about 1 eV deduced from the C/V (ca-
pacitance–voltage) measurements. Because of the excess
current affecting the slope of the I/V (current–voltage)
curve, the C/V measurement in this particular case is a
closer representation of the metal barrier height. An ex-
amination of the C/V plots, however, indicated that under
reverse bias condition, the capacitance depended insignif-
icantly on the density of traps. The curves corresponding
to all temperatures were largely linear, which yielded bar-
rier heights ranging between 0.95 and 1.05 eV. Reduced
capacitance with decreasing temperature is consistent
with relatively deep donors. Binari et al. [24] studied
titanium Schottky barriers on unintentionally doped
n-GaN. The Schottky barrier heights estimated from the
current–voltage and capacitance measurements were 0.58
and 0.59 eV, respectively. The ideality factor nidl was about
1.28, and the diode series resistance Rs¼ 100O.

The ternary AlxGa1� xN is an essential component of
nitride-based AlxGa1� xN/GaN heterostructure MODFET
devices. In fact, the Schottky barriers are deposited
on AlxGa1� xN, which makes it imperative to investigate

metal AlxGa1� xN, which so far have been lagging behind
those on GaN in part because of the lack of good-quality
layers. Khan et al. [25] reported the fabrication of Cr/Au
Schottky barrier on N-doped AlGaN. Moreover, Khan
et al. [26] studied the Schottky barrier characteristics of
the AuAlxGa1� xN system. A typical current–voltage char-
acteristics of Al0.14Ga0.86N Schottky diode had an ideality
factor of 1.56 under reverse bias, and a threshold voltage
of about 0.9 V at 0.1 A. The reverse bias leakage current
was recorded to be marginally low (10�10 A) for a reverse
bias of �10 V. Employing the current–voltage method, the
barrier height and the electron affinity were determined to
be 0.94 and 4.16 eV, respectively. From the C� 2/V plot the
same barrier height and the electron affinity were deduced
to be 1.370.05 and 3.8 eV, respectively.

The measurement of barrier height to p-GaN is very
difficult because of the lack of high-quality p-type epilayer
and low resistance ohmic contact. The high I/V ideality
factor prevents obtaining reliable barrier height from the
I/V curves. In addition, these barriers obtained from I/V
measurements are usually inconsistent with the ones
from C/V measurements. Hartlieb et al. [27] fabricated
a Pd/P-doped GaN Schottky barrier on chemical vapor
cleaned p-type GaN surface. The final barrier height was
1.370.1 eV. The difference between the predicted value
(0.9 eV) and observed one arises from the interface dipole
term, which is a result of the complicated interaction be-
tween extrinsic and intrinsic surface states as well as the
contribution from metal-induced gap states. The work of
Cao et al. [28] revealed that the removal of interfacial ox-
ides causes the reductions in barrier height. It may partly
explain considerable amount of scatter for contact prop-
erties reported in the literature.

In short, current conduction mechanism in metal–semi-
conductor structures in strongly affected by surface and
bulk states. Deviations from an ideal ideality factor, such
as the case here, are indicative of such states. The situa-
tion gets more complicated with AlGaN and worsens as
the AlN mole fraction is increased. Likewise, capacitance–
voltage measurements also are affected by states that are
charged, whether interface state or bulk state charge. As
is the case in many facets of research and development,
insights into the metal–nitride contacts will be gain in an
evolutionary manner hinging on the developments in nit-
ride layers.

4.2. Ohmic Contacts

Ohmic contact formation to the source and drain of a
MODFET is complex because of the need for the ohmic
contact to somehow penetrate the high-bandgap barrier
layer. In case the contact metal does not penetrate
through the barrier, ohmic conduction is realized by tun-
neling of electrons through the remaining AlGaAs barrier,
models for which have been developed [29]. On the other
hand, a contact with too large a lateral penetration causes
short-circuiting to the gate. Several requirements should
be fulfilled by a ‘‘good’’ ohmic contact. These requirements
should include not only the short ohmic contact length
mentioned above but also robust thermal stability and, of
course, low contact resistance. A clear understanding and
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control of the alloying reactions that occur at the metal–
semiconductor interface and the effect of the wide-band-
gap semiconductor on contact penetration are essential
elements for optimizing the device and the ohmic contact
process. Achieving all of these properties is not trivial.
Also, different MODFET structures (e.g., AlGaAs/GaAs,
AlGaAs/InGaAs, AlInAs/InGaAs) may interact distinctly
with the metallization. Consequently, investigators have
been forced to adjust their metallurgical mixes for ohmic
contacts.

Alloyed ohmic contacts are the traditional ohmic con-
tacts used for a MODFET’s source and drain, and certain-
ly are the MODFET ohmic contacts with the longest
history of research behind them. Although AuGe/Ni/Au
metallization has enjoyed favor as the typical ohmic con-
tact on GaAs-type MODFETs, other similar metallizations
under investigation, which address problems evident with
AuGe/Ni/Au, may supplant it.

Nonalloyed ohmic contacts to the source and drain of
the MODFET promise to become the ohmic contacts of
choice for high-density integration. A short ohmic length
with low parasitic source series resistance is a great ad-
vantage of nonalloyed ohmic contacts in high-density
VLSI. Further, nonalloyed ohmic contacts suffer margin-
ally from the orientation dependence of the specific con-
tact resistance. The difference between the (0 11) and
ð0 0 �11Þ directions is very small, with insignificant varia-
tion. In contrast, alloyed ohmic contacts demonstrate a
rather large difference in the specific contact resistance
between the (0 11) and ð0 0 �11Þ directions, as evidenced by
electron microscope observations of the formation of the
alloying region and the alloyed grain fluctuations in size
[30,31]. The nonalloyed ohmic contact has been proscribed
from actual use in a MODFET structure because of the
necessarily high doping concentrations. Electron concen-
trations in the range of 1019 cm�3 are needed to enable
electron tunneling (or, sufficient lowering of the Schottky
barrier at the metal–semiconductor interface) with the re-
sult that the resistance offered by the heterojunction ap-
pears larger. The addition of a capping contact layer,
typically a thin, heavily doped n-type InAs or InGaAs lay-
er, is a common solution to enable nonalloyed ohmic con-
tacts. This cap layer approach does have the drawback of
requiring its removal for the subsequent gate metallizat-
ion. A heavily Sn-doped GaAs contact layer has also been
used, obviating the need for additional growth [32].

4.2.1. Contacts to III–V Nitrides Notably GaN. Ohmic
contacts constitute a major obstacle in large bandgap
semiconductors and thus to successful realization of
GaN MODFETs. Early results for GaN indicate that ohm-
ic contacts can be formed to both n- and p-type material.
The contact resistances to n-type GaN using Al and Au
metallizations [33] were in the range of 10�4 and
10� 3O . cm2. The current–voltage measurement revealed
that while the as-deposited Al contacts were ohmic, the as-
deposited Au contacts were rectifying, which became ohm-
ic after annealing at 5751C. Using Ti/Au [34] and TiAl
[35], specific contact resistivities of 7.8� 10� 5 and
8�10� 6O . cm2 were obtained, respectively. Nakamura
et al. [36,37] used Au (and later Au/Ni) and Ti/Al as p- and

n-type contacts, respectively, in their LED (light-emitting
diode) structures. Although no contact resistances were
reported, an operating voltage of 4 V at 20 mA forward bias
in a p-n junction device clearly demonstrates that reason-
able contact resistances were obtained. Carrying the TiAl
contact work one step further, Wu et al. [38] confirmed
that, except at very high annealing temperatures, the
ohmic contact suggested by Lin et al. [35] functions very
effectively. At very high temperatures, Al of the metal
contact melts and tends to ball up, resulting in rough sur-
faces and increased ohmic contact resistances as pointed
out already by Lin et al. [35]. In an attempt to circumvent
this difficulty, Wu et al. [38] designed a separate layer
metallization method where a realignment and deposition
of a second thin Ti layer, and a 2000-Å Au overlayer was
carried out. Specific contact resistivities were in the range
of 3.0–5.5� 10� 6O . cm2 depending on the doping concen-
tration in the semiconductor.

In an attempt to obtain an improved ohmic contact,
Fan et al. [39] have designed a multilayer ohmic contact
method. Utilizing a composite metal layer of Ti/Al/Ni/Au
(150 Å/2200 Å/400 Å/500 Å), very low contact resistivities
were obtained. Specifically, for n-GaN with doping levels
between 2 and 4� 1017 cm�3, specific contact resistivi-
ties in the range of rs¼ 1.19�10� 7O . cm2 and 8.9�
10�8O . cm2, respectively, were obtained. Calculation of
the contact resistivity was based on the assumption that
the semiconductor sheet resistance underneath the con-
tacts remains unchanged, which is not true for nonalloyed
contacts. As for the current conduction mechanism in
these ohmic contacts, the large metal–semiconductor bar-
riers diminish the possibility of thermionic emission-gov-
erned ohmic contacts to GaN. The alternative mechanism
is naturally some form of tunneling that may take place if
GaN is so heavily doped to cause a very thin depletion re-
gion. Tunneling is possible if, as a result of annealing, for
example, at 9001C for 30 s, Al and Ti along with Ni un-
dergo substantial interaction with each other and GaN. A
cursory look would imply that Ti receives N from GaN,
forming a metallic layer, while the lack of N on GaN pro-
vides the desired benefit of increased electron concentra-
tion through N vacancy formation. Al acts to passivate the
surface and also possibly react with Ti forming TiAl. For
details, the reader is referred to Ref. 7.

In contrast to n-GaN, stable ohmic contacts with low
resistivity to p-GaN are much more difficult to achieve be-
cause of large workfunction of p-GaN, residual hydrogen
passivation effect, and relatively low hole concentration.
Ni-, Au-, Pd-, and Pt-based metal schemes with high work-
functions (45.0 eV) have been widely investigated and
currently relatively low resistivity in the order of 10�4 to
10�6O . cm2 can be realized. Improved Ni/Au ohmic con-
tacts to moderately doped p-GaN (NA¼ 1017B18cm�3)
have been demonstrated by annealing in O2/N2 and re-
sistivity as low as 4.0�10� 6O . cm2 was achieved [40–42].

5. CHANNEL DESIGN

Low-field mobilities in heterostructures rise and parasi-
tic resistances decrease with decreasing temperature.
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However, the conventional AlGaAs/GaAs MODFET exhib-
its the well-known collapse of the I/V characteristics and
a strong threshold voltage shift [43]. The low-temperature
behavior of the device is affected also by the altered be-
havior of the n-AlGaAs layer. As long as the Al mole frac-
tion and the doping level are low, the activation energy of
the donors is shallow. However, as the Al content exceeds
25% and the doping level exceeds 5�1017 cm� 3, both of
which are necessary for obtaining higher 2DEG and a
better electron confinement in the channel, a large num-
ber of donors become deep, resulting in a freezeout of car-
riers, I/V collapse, and persistent photoconductivity at
low temperatures. Replacing the doped n-AlGaAs layer
with an n-GaAs/AlAs superlattice reduces these low-tem-
perature effects [44]. Another novel improvement of the
MODFET involves striping of the active channel. A
striped-channel MODFET (SC-MODFET) is essentially
the same as the conventional MODFET except that the
source-to-drain region is divided into a number of narrow
conducting channels referred to as wires. Thus an active
AlGaAs/InGaAs layer grown on a GaAs substrate exhibits
well-defined square well properties, providing good con-
finement of the 2DEG even at low sheet carrier density. In
SC-MODFETs the 2DEG can be controlled in both vertical
and lateral directions by the Schottky gate and the en-
hancement in transconductance is consistent with gate
capacitance [45].

6. MODFET PERFORMANCE

To reiterate MODFET’s performance is due to the conduc-
tion channel, which eliminates impurity scattering and
unique capacitance voltage relationship. The PMODFET
alleviates the DX center problem while using an InGaN
channel with superior transport properties over GaAs
[46]. There is also the lattice-matched and pseudomorphic
MODFETs based on InP substrates utilizing higher-mole-
fraction InGaAs.

In the conventional III–V semiconductors, three types
of MODFETs have been explored: those with GaAs chan-
nels on GaAs substrates, InxGa1� xAs channels on GaAs
substrates, and the high-InAs-mole-fraction InGaAs chan-
nels on InP substrates. The exploration has allowed the
goals set for, for example, the W band (about 5 dB for gain
and 4 dB for noise figures) to be well exceeded. With 0.15-
mm gate devices [47], a 12.6-dB gain and minimum noise
figure of 1.4 dB have been obtained at around 95 GHz. The
associated gain at the bias point producing this extremely
low noise figure is 6.6 dB. This value is remarkable and
indicates the suitability of the InGaAs/InAlAs MODFET
structure for operation near 100 GHz and beyond. Peng et
al. [48] showed that the increase in the InAs mole fraction
leads to an improvement in high-frequency performance.
The results indicate that, as the InAs mole fraction is in-
creased, for example, from zero to 65%, the current gain
cutoff frequency increases by a factor of 42, from about
110 to 260 GHz [49–58]. The current gain cutoff frequency
corresponding to unity current gain, is an important pa-
rameter in logic gates. The maximum oscillation frequen-
cy (fmax), for which the maximum available gain of the

device goes to unity, is also an important factor for deter-
mining the electrical and microwave performance. This
figure also shows that an increase in the InAs mole fraction
leads fmax values, for example, for GaAs channel device to
increase by about 30%, to about 350 GHz. With 53% mole
fraction and a 0.15-mm gate length, it increases to a re-
markable 405 GHz. The minimum noise levels from MOD-
FETs based on GaAs and InP obtained at Lockheed Martin
are shown in Fig. 5 through the courtesy of Dr. P. M. Smith.

Devices based on InP hold the highest ft and fmax [59].
The promise held by PMODFETs was demonstrated with
the development of 0.25-mm gate length [60]. The results
obtained since show that ft increases by a factor of 42,
from about 110 to 260 GHz, as the InAs mole fraction is
increased from zero to 65% [61–64]. With the pseudomor-
phic approach, the fmax for a GaAs channel device is in-
creased by B30% to B350 GHz [65]. With 53% mole
fraction a remarkable 405 GHz was obtained with 0.15-
mm gate devices [66]. Performance above 100 GHz has
been measured by Tan et al. [67]. Using a 0.1-mm gate-
length pseudomorphic In0.52Al0.48As/In0.6Ga0.4As/InP
structure, a noise figure of 1.3 dB and an associated gain
of 8.2 dB at 95 GHz have been obtained. At 141.5 GHz, a D-
band frequency, the device exhibited a gain of 7.3 dB.

The current gain cutoff frequency along with the max-
imum oscillation frequency fmax, the maximum transcon-
ductance gmax, and the maximum channel current Imax for
some representative MODFETs are listed in Table 1.

6.1. Low-Noise Amplifiers

Low-noise amplifiers (LNAs) are required in a number of
millimeter-wave and microwave applications, including
radar, satellite communications, seekers, and minitions.
LNAs are key components in the receiving portion of these
systems. Recent advances in low-noise MODFET technol-
ogy have significantly improved their performance, par-
ticularly for those at W-band frequency. Coplanar
waveguides (CPWs) and conductor-backed coplanar wave-
guides (CBCPWs) are important alternatives to microstrip
transmission lines for MMICs. These millimeter-wave
monolithic CPW and CBCPW LNAs have been developed
in a variety of forms, including a two-stage single-ended
Q-band LNA, a 5–100-GHz distributed amplifier, a
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Figure 5. Minimum noise figure of pseudomorphic AlGaAs/In-
GaAs and InAlAs/InGaAs MODFETs with 0.15mm for GaAs-
based and 0.15, 0.1 mm for InP-based, gate lengths. (Courtesy of
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W-band cascade amplifier, and a W-band four-stage single-
ended CBCPW amplifier. These LNAs are particularly
attractive for MMIC design because their properties of
minimizing active device source inductance, increasing
line-to-line isolation, improving on-wafer probe testing,

and simplifying MMIC processes. One major advantage of
CPW LNA structures is that they can be fabricated to-
gether with microstrip-line and slotline components.

Fabrication of LNAs is performed primarily by making
use of conventional n-AlGaAs/GaAs MODFETs. LNAs

Table 1. Full-Channel Current Imax, Cutoff Frequency ft, Maximum Oscillation Frequency fmax, and Maximum
Transconductance gmax for Various MODFETsa

MODFET Type
Imax

(mA/mm) ft (GHz)
fmax

(GHz) gmax (mS/mm) Comments Ref.

GaAs-Based MODFETs
AlGaAs/GaAs MODFET 100 9 15 40 p-channel, L¼0.25 mm 68

115
AlGaAs/InGaAs/GaAs

PMODFET
250 5 4 Vertically integrated with

GRINSCHSQW,
A¼2 mm�500 mm

69

UnstrainedInGaAs/InAlAs
MODFET

250 15 56 335 Vbr,dg¼23.5 V, A¼1 mm�10 mm 70

AlGaAs/GaAs MODFET 275 72 144 330 CBE, A¼0.2 mm�150 mm 71

AlGaAs/InGaAs MODFET 300 15 59 224 Vbr,dg¼10 V, L¼1.8 mm 72

AlGaAs/InGaAs PMODFET 400 100 200 530 A¼0.12–0.17 mm�75 mm 73

AlGaAs/InGaAs PMODFET 400 100 200 530 7-dB gain at 90 GHz, L¼0.2 mm 74

InAlAs/InGaAs 400 45 115 700 Metamorphic onGaAs, triangu-
lar gate, A¼0.4 mm�150 mm

75,76

GaAs/InGaAs PMODFET 500 (77 K),
690

— — 175 (77 K), 245 d-doped, graded-channel,
A¼2 mm�100 mm

77

DR PMODFET 525 50 100 360 Vds¼5 V Vbr,dg¼11 V,
L¼0.25 mm

78

AlGaAs/InGaAs PMODFET 550 100 200 640 12-nm SQW, A¼0.2 mm�50 mm 79

DR PMODFET 580 39 170 545 L¼0.2 mm 80

2� heterostructure MODFET 600 90 200 500 Vbr,gd410 V,
A¼0.15 mm�80 mm

81

AlGaAs/InGaAs PMODFET 630 110 230 653 A¼0.15 mm�50 mm 82

AlGaAs/InGaAs PMODFET — 66 75 600 Enhancement mode, L¼0.3 mm 83

— 66 75 450 Depletion mode —

GaInP/GaAs PMODFET — 17.8 23.5 163 (77 K), 213 A¼1 mm�200 mm 84,85

n-InGaP/InGaAs/GaAs — 76 191 420 A¼0.15 mm�200 mm 86

InP-based MODFETs
AlInAs/GaInAs/InP MODFET 350 22 75 240 Junction-modulated device,

A¼1 mm�15 mm
87

GaInAs/AlInAs/InP PMODFET 700 80 — 500 Vg¼0.4 V, A¼0.25 mm�50 mm,
power modulation,
Vbr,gd¼6.8 V

88

InAlP/InGaAs/InP PMODFET 800 86 420 380 A¼0.25 mm�50 mm,
Al mole fraction in
InAlP¼0.25, Vbr,gd¼12 V

89

InP/InGaAs/InP MODFET — 27 89 565 In mole fraction in InGaAs¼
0.74, quantitative MODFET,
Vg¼5 V, A¼1 mm�50 mm

90

aIn this table A is the cross-sectional area of the channel, L is the channel length, Vg is the gate voltage, and Vbr,gd is the gate–drain breakdown voltage.

PMODFET is an abbreviation of pseudomorphic MODFET; DR denotes double recessed; SQW is an acronym for single quantum well.
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with these MODFETs, however, suffer from performance
degradation. The latter stems from degradation of the
performance of the conventional MODFETs with uniform-
ly doped n-AlGaAs layer and channel length lower than
0.25 mm due to short-channel effects. To circumvent the
degradation resulting from short-channel effects, the as-
pect ratio L/t, where L is the gate length and t is the
thickness of the electron supply layer, is usually in-
creased. This is achieved by lowering t, because a thin
electron supply layer confines the 2DEG very effectively at
the interface. InGaP-based MODFETs are particularly
useful in this respect. The Schottky barrier height for
this system is low and the charged DX centers practically
absent. All these allow the thickness of the n-InGaP layer
to be substantially reduced. Good carrier confinement
thus achieved in the pseudomorphic quantum-well chan-
nel contributes to reducing short-channel effects. Because
of this, InGaP/InGaAs/GaAs MODFETs may be improved
alternatives to conventional AlGaAs/GaAs MODFETs.
InP-based InAlAs/InGaAs/InP MODFETs may satisfy
the same purpose. Recently, these MODFETs have dem-
onstrated the lowest noise figures among all three-termi-
nal solid-state devices. The lowest noise figures Fmin from
various GaAs- and InP-based MODFETs [91–100] are de-
picted in Table 2. From this figure it may be noted that
InP-based T-gate technology with noise figures below
1.0 dB has been realized.

6.2. Power Amplifiers

Power applications present another useful area in which
the benefits of MODFETs can be exploited. A tabulation of
power performance of some representative MODFETs,

metal semiconductor field effect transistors (MESFETs),
and HBTs (heterojunction bipolar transistors) are shown
in Table 3. From this table it may be noted that MODFETs
demonstrate power performance better than that of ME-
SFETs or HBTs.

High-power amplifications are necessary for achieving
maximum reliability, minimum size and weight, high vol-
ume, low cost, and high performance of phased array sys-
tems such as radar, satellite communications
transmitters, electronic warfare, seekers, and smart mu-
nitions. An efficient MODFET power amplifier should be
not only cost-effective, but also yield superior power-added
efficiencies (PAEs) and gain for phased-array systems ap-
plications. Chen et al. [121] developed 4-chip PMODFET
K-band power modules that deliver 3.2 W with a power
added efficiency (PAE) of 35% at 3 dB compression, 10 dB
saturated gain at 20 GHz, a 1-dB bandwidth of 1.7 GHz,
and power density of 500 mW/mm. Such high-power mod-
ules are specially suited for spacecraft onboard applica-
tions. A 0.15-mm double-heterostructure InGaAs/AlGaAs/
GaAs PMODFET has displayed a maximum transconduc-
tance over 500 mS/mm, a maximum current density over
600 mA/mm, a cutoff frequency of 90 GHz, and a maximum

Table 2. Frequency, Noise Figure, and Gain of Various MODFETs

MODFET Type Frequency (GHz) Noise Figure (dB) Gain (dB) Comments Ref.

InP-Based MODFETs
AlInAs-GaInAs-InP 2.0 0.5 35.0 2-stage MMIC 101
AlInAs-GaInAs/InP 7–11 1.2 22.0 — 102
AlInAs-GaInAs-InP 12.0 0.8 12.0 — 103
AlInAs-GaInAs-InP 18.0 0.7 — La

¼0.1 mm, planar-doped 104
AlInAs-GaInAs-InP 36 1.6 17 — 105
AlInAs-GaInAs-InP 40–45 0.2 33.0 L¼0.1 mm 106
AlInAs-GaInAs-InP 56–64 3.0 24 L¼0.1 mm 107
AlInAs-GaInAs-InP 60 1.9 13.0 — 93
AlInAs-GaInAs-InP 60 0.8 8.9 L¼0.1 mm 108
AlInAs-GaInAs-InP 92 — 9.2 — 93
AlInAs-GaInAs-InP 94 1.2 7.2 — 95
AlInAs-GaInAs-InP 95 1.3 8.2 L¼0.1 mm 109
AlInAs-GaInAs-InP 141.5 — 7.3 L¼0.1 mm 109
GaAs-Based MODFETs
AlGaAs-InGaAs-GaAs 41–45 3.0 22 x¼0.25, L¼0.15 mm 110
AlGaAs-InGaAs-GaAs 112–115 6.3 12 2-stage LNA, L¼0.1 mm planar, T-gate 111
AlGaAs-InGaAs-GaAs 2–20 43.0 13 L¼0.25 mm, mushroom profile 112
AlGaAs-InGaAs-GaAs 91 3.4 8.7 2-stage, 0.15�60 mm2 113
AlGaAs-InGaAs-GaAs 10 0.6 13 T-gate, L¼0.3 mm 114
n-In0.25Ga0.75P-In0.48Ga0GaAs 12 0.41 13 0.15�200 mm2 115
AlGaAs-InGaAs-GaAs 93–95 4.5–5.5 17 L¼0.1 mm, single-sideband noise 116
AlGaAs-InGaAs-GaAs 113 3.4 15.6 L¼0.1 mm 117
AlGaAs-InGaAs-GaAs 41–45 3.0 22 L¼0.15 mm T-gate 118

aL¼ channel length.

Table 3. Comparison of Power Performance of GaAs-based
MODFETs, MESFETs, and HBTs

Device
Power

(W)
Gain
(dB)

PAE
(%)

Frequency
(GHz) Ref.

HBT 0.5 11 60 10 119
MESFET 8.0 9 40 10 119
PMODFET 10 13.5 63 2.45 120
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oscillation frequency of 200 GHz [122]. This particular
MODFET has been utilized in a V-band monolithic pow-
er amplifier with an output power of 313 mW (0.39 W/mm)
with 8.95 dB power gain and 19.9% PAE at 59.5 GHz [123].

There is no doubt that AlGaAs/InGaAs/GaAs PMOD-
FETs have demonstrated great potential as the microwave
and millimeter-wave device for high-gain low-noise appli-
cations. However, there is still room for improvement. To
further optimize the transmitter modules, the output pow-
er should be increased, which necessitates improvement of
the power performance of PMODFETs. To this end, both
the current drivability and the breakdown voltage must be
increased. The breakdown voltage can be increased with-
out deteriorating high-speed performance if the double-re-
cess approach is employed [124] or if high-bandgap AlGaAs
layers with lower mobility are used; perhaps a combination
of both approaches may be viable. Alternatively, a highly p-
doped, very thin surface layer in combination with GaInP
as the wide-bandgap material can be used. Such a modi-
fication of device structure can lead to a distinct advantage
over more typical AlGaAs/InGaAs PMODFETs [125]. Re-
markably, a device with 1.8mm gate length designed in this
experiment shows a breakdown voltage of 4 V or higher,
with all other parameters almost unchanged.

The main weakness of the InGaAs-based MODFETs is
the impact ionization in the channel by hot electrons in-
jected from the gate and that the weak Schottky barrier
height on InAlAs allows large reverse-bias gate leakage
current to flow, reducing the gate–diode breakdown. This
prevents the In0.53Ga0.47As-channel MODFETs from dem-
onstrating high power performance. In order to address
this issue, various modifications to both the gate and
channel regions have been investigated. These modifica-
tions include variations in the gate contact layers, varia-
tions in the channel material, and variations in the doping
strategy of the 2DEG. Three different approaches are un-
dertaken to improve the gate barrier and the gate–drain
breakdown voltage: (1) incorporation of a junction to mod-
ulate the 2DEG, (2) incorporation of an AlInP Schottky
barrier, and (3) increasing of barrier height by increasing
the Al mole fraction in the AlInAs Schottky barrier layer.
In order to realize the junction-modulated MODFETs, a
heavily doped p-type AlInAs layer is incorporated on top of
the conventional MODFET structures. This results in
high turnon voltage, low leakage current, and high re-
verse breakdown voltage. The increase in the barrier
height by increasing the Al mole fraction of the AlGaAs,
for example, from 48 to 70%, and a proper tailoring of the
dopant concentration lead also to an increase in the
turnon voltage from 0.5 to about 1.0 V.

The concept of regrown contacts [126] to a 2DEG has
been tested in an InAlAs-InGaAs-InP MODFET [127]. It
was noted that the improvement in barrier height that
results from incorporating a junction between a surface p
þ layer and the 2DEG leads to increase in the two-termi-
nal gate–drain and the three-terminal OFF-state break-
down voltages. Further, the formation of a stable
nonalloyed contact to the 2DEG by using selection re-
growth of the source and the drain regions causes a re-
duction in the drain fields. Interestingly, all these
improvements are achieved without sacrificing the full-

channel current and transconductance. The replacement
of the InGaAs channel by the InP channel also provides a
significantly large microwave power of 30 GHz or so, and a
three-terminal ON-state breakdown voltage of 10 V. How-
ever, the same replacement accompanies deterioration in
carrier mobility in the channel [128]. The formation of a
composite bilayer channel, for which both doped and un-
doped InP along with a thin GaInAs layer are utilized,
brings about improved microwave power up to about
60 GHz. One notable advantage of a composite channel
over a conventional channel is that it enjoys the effect of
high electron mobility of InGaAs and of high breakdown
field and velocity of InP [129]. The effect of In mole fraction
alternation of the InGaAs channel material on the elec-
trical performance of the MODFETs has been carefully
explored. This investigation points to the expected reduc-
tion in the electron effective mass in the channel as the In
mole fraction is increased to about 60% or more. Thus the
gain at submillimeter frequencies is increased [130]. The
power performance and related properties of some repre-
sentative MODFETs are presented in Table 4.

The expected frequency band of operation of low-noise
GaAs and InP-based MODFET technologies is approach-
ing 100 GHz. The lower-frequency end, particularly that of
wireless communication arena, is challenged by MOSFET
and SiGe technologies. While the digital telephone opera-
tion band is currently slated to be near 2 GHz, with the
almost certain video transmission over the wireless sys-
tems in the future, this frequency is expected to be pushed
upward. Burgeoning personal communication system
(PCS) technology provides excellent opportunities for the
devices discussed here.

Expected frequency bands of operation of low-noise
GaAs and InP-based MODFET technologies are shown
in Fig. 6 for 0.25, 0.15, and 0.1mm gate lengths. In a more
applications-specific format, Fig. 7 shows the possible ap-
plications of MODFET along with competing technologies,
MESFET and HBT. As Fig. 7 indicates, the bulk of the
applications can be satisfied by the GaAs-based pseudom-
orphic MODFETs (PMODFETs), particularly so for power
applications. For any device to be considered for any ap-
plication at all, the longevity requirements must be met.
Results of accelerated lifetime investigations are shown in
Figs. 8 and 9 for low-noise and power amplifiers. Clearly,
even the InP devices, while not as good as those on GaAs
substrates in terms of longevity, exhibit reasonable oper-
ating lifetimes.

The lower-frequency end, particularly that of the wire-
less communication arena, is challenged by MOSFET and
SiGe technologies. Recently burgeoning PCS technology
has provided excellent opportunities for electronic devices
and in particular for the devices discussed here. While the
digital telephone operation band is currently slated to be
near 2 GHz, with the almost certain video transmission
over the wireless systems in the future, this frequency is
certain to be pushed upward. At present, digital telephone
components for which compound semiconductors are be-
ing considered are power amplifiers (PAs), drivers, low-
noise amplifiers (LNAs), mixers, and switches as shown in
Fig. 10, which shows the RF section of such a telephone.
Conflicting pressures are in effect in that on one hand in-
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Table 4. Power Performance and Related Properties of Various MODFETsa

MODFET Type
Frequency

(GHz) Gain (dB)
Power
(mW) PAE (%) Comments Ref.

GaAs-based MODFETs
0.32�48-mm 2� pulse doped-

AlGaAs/GaAs MODFET
0.5–50 6.5 16 at 40

GHz
— 6-stage distributed, Vds¼4 V,

ft¼45 GHz, fmax¼110
GHz, NF¼4.8 dB at
0.5–26.5 GHz

131

0.2�50-mm recessed AlGaAs/
GaAs MODFET

2–52 9 2.5, max
12.6

— Matrix distributed, 2-stage 4-
section Vds¼3 V

132

2.45 13.5 10 W 63 — 133
0.25-mm�8-mm DR MODFET 4 15.4 4.3 W 66 gm

max
¼430 mS/mm, Imax¼

450 mA/mm, Vds¼8 V
134

0.25�400-mm DR PMODFET 4.5 17.2 330 63 Vds¼8 V, gm
max
¼510 mS/mm,

Imax¼540 mA/mm,
135

0.7-mm�3-mm 2�AlGaAs/GaAs
IMODFET

5.5 8.3 1.3 W 55 gm¼180 mS/mm 136

0.25-mm�1.12-mm recessed
PMODFET

9 9.25 850 50 Vds¼5 V, gm¼428 mS/mm, ft
¼50 GHz,
Imax¼545 mA/mm

137

0.35-mm PMODFET DR 2�
pulse-doped

10 10.4 870 59 Vds¼7V 138

0.25-mm PMODFET DR 10 10 970 70 Dry first recess etching,
Vds¼8 V

139

0.25-mm�1.6-mm 2� HJ
PMODFET

12 14 2.2 W 39 2-stage 140

0.25-mm�8-mm DR PMODFET,
QW planar- and pulse-doped

12 10.8 6 W 52 Vds¼9 V, gm¼420 mS/mm,
Imax¼430 mA/mm

141

GaAs/InGaAs/GaAs PMODFET 14.25 5 4.7 W 25 Vbr¼20 V, gm¼224 mS/mm 142
10.5-mm-wide GaAs/InGaAs/

GaAs MODFET
14.25 lin. 8 4.7 W 25 Vds¼10V, Vbr¼25.7 V 143

PMODFET 15 12 575 50 — 144
0.25-mm PMODFET 18 6.3 776 53 Imax¼550 mA/mm, Vds¼7 V,

gm¼350 mS/mm,
2� pulse-doped

145

0.25�50-mm PMODFET 18 8 20 59 gm¼554 mS/mm, monolithic
integration w/MODFET
LNA

146

0.33�120-mm PMODFET 25 12.9 680 45 nþGaAs supply layer Imax¼

530 mA/mm, Vds¼5 V
147

0.25-mm PMODFET 30 8.5 500 40 2-stage cascaded 148
31 11 141 40.3 2-stage cascaded —

0.2-mm DR PMODFET 32 6 500 35 — 149
44 4.3 494 30 — —

0.15-mm PMODFET 34–36 9 1 W 20 Vds¼5 V 150
34–36 17 3 W 15 2-stage —

0.25�900-mm PMODFET 35 3.2 658 24 — 151
0.15�50-mm PMODFET 35 9.0 32 51 — 152,153
0.2�80-mm/150-mm PMODFET 40 19.1 41 — 3-stage 154
0.2�600-mm DR 2�

pulse-doped PMODFET
40–45 10–11 500–725 10–17 First-pass, 3-stage, Vds¼5 V 155

0.25�240-mm PMODFET 55 4.9 105 22 gm¼500 mS/mm,
Imax¼540 mA/mm

156

0.2�50-mm PMODFET 55 3.3 42 22.1 gm¼760 mS/mm
Imax¼800 mA/mm

157

0.3�800-mm PMODFET 55 4.1 219 18 ft¼50 GHz, fmax¼92 GHz
Imax¼420 mA,
gm¼360 mS

158

PMODFET 2� heterostructure 59.5 8.95 313 19.9 2-stage, VDS¼5 V 159
0.15�320-mm DR PMODFET 59.5–63.5 7 370 11 V¼5 V, Isat¼500 mA/mm

ft475 GHz
160

0.15�50-mm PMODFET 60 6.0 32 41 NF¼1.8 dB, associated gain
¼6.4 dB

152,153

0.15�320-mm PMODFET 60 5.1 191 28.7 Vds¼5 V 161
0.15�100-mm PMODFET 77 21 12 — 3-stage, VD¼3.5 V, ft¼110

GHz, fmax¼200 GHz
162

continue
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tegration is emphasized to simplify system assembly and
reduce cost and on the other hand, more integration im-
poses application-specific designs and manufacture. Sup-
pliers at the moments lean in the direction of less
integration for wider range of applications for each part.

Cost considerations and manufacturing simplicity have
favored the use of MESFETs especially for compound
semiconductors for wireless operation. However with
ever-increasing demands on performance and PAE to
extend the battery operation coupled with advances in

0.15 µm PMODFET

0.1 µm InP PMODFET

0.1 µm PMODFET

0.25 µm  PMODFET

Frequency (GHz)

1 2 5 10 20 50 100 200
Figure 6. Frequency band of applications for
MODFETs. (Courtesy of P. M. Smith of Lockheed
Martin).

PMODFET

InP MODFET

PMODFET

InP MODFET

Power

Wireless
comm.

Radar

Frequency (GHz)

Commercial
SATCOM

MILSATCOM/
NASA

Missile
seekers

1 2 5 10 20 50 100

GaAs MESFET

GaAs MESFET

HBT

Figure 7. Possible applications of MESFET, MODFET and HBT technologies categorized by fre-
quency of operation. (Courtesy of S. Komiak of Lockheed Martin.)

Table 4. Continued

MODFET Type
Frequency

(GHz) Gain (dB)
Power
(mW) PAE (%) Comments Ref.

0.1�160-mm PMODFET 93.5 5.9 100 6.6 2-stage, VDS¼3.5 V 163
0.1�40-mm PMODFET 94 7.3 10.6 14.3 fmax¼290 GHz 164
0.25-mm InGaAs/InP PMODFET 4 15 560 63 Composite channel 165
AlInAs/GaInAs/InP PMODFET 12 11.1 110 50 Double-doped channel 166

12 11.0 288 40 — —
AlInAs/GaInAs/InP PMODFET 20 7.1 516 47 Double-doped channel 167
AlInAs/GaInAs/InP PMODFET 20 10.5 20.5 52 In0.47Ga0.53As channel 168
0.30-mm PMODFET 30 5.2 120 23 InP channel 169
InP-Based MODFETs
0.15-mm AlInAs/GaInAs/InP

PMODFET
60 4.9 155 30 d-doped channel 170

0.20-mm AlInAs/GaInAs/InP
PMODFET

60 4.2 145 24 Double-doped channel —

0.15-mm GaInAs/InP PMODFET 60 — 170 30 Composite channel 171
0.15-mm InAlAs/InGaAs/InP

MODFET
60 7.2 18.5 W 41 Ga0.31In0.69As channel 168

0.25�400-mm AlGaAs/InGaAs/
GaAs MODFET

34–36 12 500 32 2� sided d-doped 2-stage 172

aIn the table Vds is the drain–source voltage, Vbr is the breakdown voltage, and NF is the noise figure.
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research, epitaxial technology with respect to production
issues is paving the way for MODFETs. Companies such
as Hewlett-Packard already produce large quantities of
low-noise amplifiers and mixers on the same chip.

7. ALGaN/GaN MODFETs

Semiconductor GaN-based field-effect transistors (FETs)
are projected to be highly useful for amplification and
switching in high-power and/or high-temperature envi-
ronments. This optimism is justifiably fueled by the cal-
culated large electron velocity and the robustness of the
material. Other pertinent parameters include, but are
not limited to, large thermal conductivity of GaN, type I

heterojunctions, and large band discontinuities with re-
sultant large interface carrier concentrations and large
breakdown voltage, although this requires high-quality
films [173,174]. Consequently, there has been a flurry of
activity in GaN-based MODFETs [175–181]. The results
are extraordinarily encouraging, and needless to say, re-
search activity is on a rapid rise. These devices are receiv-
ing increased attention as the crystal growth techniques
and processing methods advance to the point where the
performance predicted by the material characteristics are
beginning to be approached. The large conduction band
offset between AlGaN/GaN [182,183] possibly in conjunc-
tion with the strain-induced piezoelectric effect as alluded
to in the literature [184–186] has enabled the realization of
large measured carrier concentrations.

Electronic properties of modulation-doped structures
based on the III-Nitride semiconductor system have been
theoretically treated by Stengel et al. [187]. The structure
considered for this particular study was a wurtzitic
AlxGa1� xN/GaN-layered normal MODFET structure. For
source and drain contacts, a scheme where the metal con-
tact is deposited on AlxGa1� xN was considered with the
well-justified assumption that contact metal penetrates
down to the GaN layer, which hosts the two-dimensional
electron gas. Because of conduction band discontinuity,
the electrons diffusing from the larger-bandgap AlGaN
into the smaller-bandgap GaN form a triangular quantum
well in the AlxGa1� xN/GaN interface.

7.1. Band Diagram for AlGaN/GaN MODFETs

For illustrative purposes, the energy band diagram for a
normally on (N-ON) MODFET, ignoring polarization effects
as calculated by Stengel et al. [187] are shown in Fig. 11
for AlN mole fraction, x¼ 0.25, donor concentration in Al-
GaN, Nd¼ 1019 cm�3, and the undoped layer thickness
(spacer layer) in AlGaN, Wsp¼ 20 Å. Also shown is the
electron gas concentration at the heterointerface. For the
calculations for N-ON MODFET, a gate bias of Vg¼ 0.04 V,
and doped AlGaN layer thickness of d¼200 Å were used.
The two-dimensional electron gas (2DEG) does not extend
to the AlGaN region because of a high AlxGa1� xN/GaN
conduction band discontinuity (more than 500 meV as
compared to 142 meV for AlxGa1� xAs/GaAs at x¼ 0.3).
Because of this, and the fact that the amplitude of electron
wavefunctions extending to the AlxGa1� xN is very low, a
thinner spacer would be needed to achieve the optimal
mobility in the 2DEG as a result of lower alloy scattering
[188]. In spite of this, the effect of Coulombic scattering
could presumably be opposite, especially because of the
lower dielectric constant of GaN and AlGaN, which leads
to a higher scattering potential. Very precise calculations
or experiments would be needed to resolve this matter. For
the MODFET of Fig. 11, the quasi Fermi level in GaN is far
above the lowest energy level, and the peak concentration
of electron in the 2DEG is 1019 cm�3. Also, some of the
donor atoms (for z between � 100 and � 50 Å) are now
neutralized, and some electrons start to appear in the
AlxGa1� xN region. For these reasons, a further rise in
gate bias causes an increase not only in the donor neu-
tralization but also in the electron concentration in
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Figure 8. Accelerated lifetime tests for low-noise GaAs- and InP-
based MODFETs. Activation energies of 1.9 and 1.6 eV are ap-
parent for GaAs- and InP-based devices, respectively. (Courtesy of
P. M. Smith of Lockheed Martin).
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Figure 9. Accelerated lifetime tests for power GaAs-based
PMODFETs. Activation energies of 2.1 and 1.7 eV are apparent
for DC and RF biases, respectively. (Courtesy of P. M. Smith of
Lockheed Martin).
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AlxGa1� xN. However, the 2DEG concentration remains
unaltered.

Calculations employing typical parameters [7] for GaN
and AlGaN indicate that the peak value of 2DEG concen-
tration for AlxGa1� xN/GaN MODFETs is around 2–5�
1012 cm�2. However, much larger values of n2D have been
measured, which is most likely due to ionization and re-
distribution of shallow charges caused by the piezoelectric
effect. Figure 12 shows n2D/Vg plots for various spacer
thicknesses. As long as the unintentional doping level in
the spacer layer is low, the effects of varying the AlN mole
fraction x and Wsp on n2D are essentially equivalent, be-
cause at the end of the spacer layer the value of Ec�EF is
very close to Ec(interface)�Wsp(dEc/dz)(interface). Exper-
imental data describing the effect of the spacer-layer
thickness on electron mobility in the 2DEG are needed
in order to evaluate optimized values for this spacer layer.

One may, however, predict that these values for the
AlxGa1� xN /GaN system would be smaller than those for
the AlxGa1� xAs/GaAs system, because the AlxGa1� xN/
GaN system provides a deeper confinement, and the wave-
function of the 2DEG over a shorter range in AlxGa1� xN is
nonzero.

Stengel et al. [187] calculated the variation of trans-
conductance with gate bias for various channel lengths as
shown in Fig. 13. When the channel length was decreased
from 1 to 0.2mm, the peak transconductance increased
from 420 to above 900 mS/mm. These very large values of
transconductances are made possible when the values of
both Vg and Vd were chosen to be small to avert the ve-
locity saturation of the carriers. This was indeed very en-
couraging considering the fact that, for all practical
purposes, MODFETs with reduced channel length are
very desirable, and have lower leakage current at the op-
erating point. Notably, the peak transconductance of these
MODFETs is obtained for lower gate biases.
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The drain current can also be obtained from the model
of Stengel et al. [187] as shown in Fig. 14. For a relatively
relaxed geometry device, L¼ 2 mm. The pinchoff depends
on the relative values of the gate–source and the drain–
source voltages. While the gate–source voltage tends to
keep channel electrons stuck to the AlxGa1� xN/GaN sur-
face, the drain–source voltage tends to drag them away to
the drain. This competition between the gate–source and
the drain–source voltages becomes increasingly imbal-
anced as the difference between them increases. Conse-
quently, the length of the pinchoff region and hence the
leakage become larger when the drain–source voltage be-
comes much larger than the gate–source voltage. This

causes a slight decrease in drain saturation current with
increasing drain–source voltage Vd.

7.2. Performance of GaN MODFETs

As stated earlier, modulation-doped field-effect transistors
utilize a two-dimensional carrier gas confined at an inter-
face between two layers with an interfacial energy barrier
such as AlGaAs/GaAs and AlGaAs/InGaAs. A GaN MOD-
FET taking advantage of the background donors in the
AlGaN layer, which is not a controllable, to say the least,
was reported. Congruent with the early stages of devel-
opment and defect-laden nature of the early GaN and
AlGaN layers, the MODFETs exhibited a low-resistance
state and a high-resistance state both before and after
application of a high drain voltage (20 V). As in the case of
GaAs/AlGaAs MODFETs, hot-electron trapping in the
larger bandgap material at the drain side of the gate is
primarily responsible for the current collapse. The nega-
tive electron charge accumulated as a result of this trap-
ping causes a significant depletion of the channel layer,
more probably a pinchoff, leading to a drastic reduction of
channel conductance and decrease of the drain current.
This continues to be effective until the drain–source bias is
substantially increased, leading to a space charge injec-
tion and giving rise to an increased drain–source current.

7.2.1. Single Heterostructures. The DC drain character-
istics of MODFETs with a gate length of 2 mm, gate width
of 40 mm, and drain–source separation of 4 mm are pre-
sented in Fig. 15. The maximum drain–source current Ids

corresponding to a drain–source voltage Vds¼ 3 V and
strong forward gate bias (B3 V) is about 500 mA/mm.
The linear characteristics of the I/V curves demonstrate
that the source and drain contacts of the MODFETs are
highly ohmic. Good ohmic characteristics of the source and
drain contacts probably led the present MODFETs to ex-
hibit a substantially higher drain–source current. These
MODFET with 2-mm gate lengths have room-temperature
extrinsic transconductances of about gem¼ 185 mS/mm.
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MODFETs under various gate–source bias conditions (0, 1, 2, and
3 V.)
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Figure 15. DC drain characteristics of a single-heterostructure
MODFET with a gate length of 2mm, gate width of 40 mm, and
drain–source separation of 4 mm.
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The peak value in the gem/Vgs curve occurs at the gate–
source voltage Vgs¼ 1 V and the drain–source voltage Vds

¼ 4 V. With increase in Vgs, there occurs higher accumu-
lation of electrons in the active channel and a higher vari-
ation of Ids with respect to Vgs at a certain value of Vds.
Consequently the transconductance increases with Vgs.
However, when Vgs exceeds a certain limit, specifically,
4 V, the accumulation of electrons in the active channel no
longer increases at the previous rate with increasing Vgs,
and the voltage drop in the extrinsic circuit increases. As a
result, the transconductance decreases with Vgs. The
drain–source breakdown voltages are in the range of
100 V per 1-mm spacing; the exact value depends on the
layer design and quality of the layered structure.

7.2.2. Double Heterostructures. In order to increase the
current capability of MODFETs, multi-2DEG structures
are employed. In this case, the GaN layer is straddled by
two doped AlGaN that donate electrons to the channel,
increasing the number of electrons available for current
conduction. By Hall effect measurement, the mobility and
sheet carrier densities in the two-dimensional electron gas
(2DEG) were about 304 cm2/V-s and 3.7� 1013 cm�2, re-
spectively, at room temperature. The sheet carrier con-
centration may have been affected by piezoelectric effect. A
number of double heterochannel MODFETs (DHCMOD-
FETs) with gate lengths of 1.5–1.75 mm and gate width of
40 mm have been reported.

The DC drain characteristics at room temperature of
the DHCMODFET device with gate length of 1.5 mm, gate
width of 40 mm, and drain–source separation of 3 mm are
presented here. The maximum drain–source current Ids

corresponding to a drain–source voltage Vds¼ 7 V, Vgs¼

3.5 V is about 1100 mA/mm, which is important as in high-
power devices the input is momentarily forward-biased.
The DHCMODFET has a room-temperature extrinsic
transconductance gm¼ 270 mS/mm. The value of the total
resistance RT extracted from the linear region of the I/V
curves is 4Omm. Near pinchoff, the drain breakdown volt-
age is about 80 V, indicating excellent power potential of
the device. These measurements were made in a nitrogen-
pressurized container to avoid possible oxidation of the
contacts and probes. The maximum drain–source current
and extrinsic transconductance of the DHCMODFET are
500 mA/mm and 120 mS/mm, respectively. These devices
maintain reasonable output characteristics at tempera-
tures as high as 5001C with maximum drain current and
extrinsic transconductance values of 380 mA/mm and
70 mS/mm, respectively. Cool down back to room temper-
ature restored the characteristics, which is indicative of
the robustness of this material system and metallization
employed.

7.3. Interface Roughness

The mobility in AlGaN/GaN structures ranges from about
500 to over 2000 cm2/V-s, which is higher than that ob-
tainable in bulk GaN, but may still be lower than that
eventually expected. The charge state of defects in GaN
and AlGaN near the interface and geometric effects such
as interface roughness may not be negligible. The AFM

(atomic force microscope) measurements indicate the
presence of a 3D roughness on the surface of these sam-
ples. This roughness, combined with polarization effects, is
likely to also have a strong effect on the mobility because it
reduces the effective electric field on the electrons and the
effective speed of electrons across the channel. As may be
noted from Fig. 16, albeit somewhat exaggerated for the
purpose of making the point, the effective field on the elec-
trons in the channel is Ech cos(y), and the effective velocity
VQW cos(y). The extent of the mobility reduction due to this
effect may be calculated by taking an average over the
surface, which would be difficult to perform analytically.
However, for a qualitative understanding of this, we may
consider the mean values of the measured roughness,
which would yield y¼ 601 and the effective value of the
mobility m 0.25 times the original value, which may be
considered to be a significant reduction in the mobility.

The value of the total resistance, Rt¼RsþRchþRd,
where Rs is the source area resistance, Rch is the channel
area resistance, and Rd is the drain area resistance, is ex-
tracted from the linear region of the I/V curves after ac-
counting for the leakage from the gate. Using these
values, we may calculate the intrinsic transconductance
as a function of temperature. Assuming a long-channel
operation, it would allow us to extract the mns product of
the mobility m and the sheet carrier concentration ns from
the intrinsic transconductance values. The same product
mns may be extracted also from the values for RT by as-
suming that the drain and source resistances are negligi-
ble. The analysis shows that the ohmic contacts do not
really play a significant role in decreasing the transcon-
ductance at all temperatures. Therefore, the increase in
these resistances should be due mostly to a decrease in the
mobility–sheet carrier density product. Probably as a re-
sult of higher ionization of dopant atoms in n-AlGaN, the
2DEG concentration increases slowly with increasing
temperature. Thus, the observed decrease in transconduc-
tance and increase in the channel resistance is actually
due to the decrease in the low field mobility and the
saturation velocity. The mobility degradation caused by
3D surface roughness is not expected to have temperature
dependence. Therefore, the decrease in transconduc-
tance by an increase in temperature may be an intrinsic

2DEG

Eeff

Ech

Veff

Vqw

AlGaN/GaN
Interface

�

Figure 16. Schematic diagram showing three-dimensional sur-
face and the reduction in electric field and velocity of the carriers
in the channel.
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mechanism, most likely by polar optical phonon scatter-
ing, which is very effective at high temperatures.

7.4. RF Results

MODFETs have progressed to a point where microwave
measurements have been performed on a variety of devic-
es with gate length as wide as 2 mm and as narrow as
about 0.2 mm. A typical MODFET structure with 2-mm
gate lengths have been tested at small-signal S-parameter
measurements were performed at bias conditions used for
the power measurements, namely, 15 V, �2.5 V, and
20 mA for the drain voltage, gate voltage, and drain cur-
rent, respectively. Short circuited current gain, maximum
available power gain, and the unilateral gain calculated
from the small-signal S parameters are shown in Fig. 17.
Short-circuited current gain, maximum available gain,
and unilateral gain as a function of frequency under bias
conditions of Vds¼ 15 V and Vgs¼ � 2.5 V are presented.
The Ids at this bias was approximately 20 mA, which cor-
responds to 260 mA/mm. The unity current gain cutoff fre-
quency (ft) and maximum frequency of oscillation were 6
and 11 GHz, respectively, at both 15 and 30 V bias. Values
in excess of 50 and 100 GHz have been reported for short-
channel devices, respectively, at about 0.2 mm. The CW
microwave power measurement results are presented in
Fig. 18. The measurements were taken at 4 GHz with the
input power swept from 5 to 18 dBm in 14 steps. The input
and output matches, which were used during the power
sweep, were determined by iterating between source and
load pulls. The output match was selected to optimize the
output power, and the input match was selected to maxi-
mize the delivered power. The devices were biased to
Vds¼ 15 V and Vgs¼ � 2.5 V. The Ids at this bias was appro-
ximately 20 mA, which corresponds to 260 mA/mm. From
the figure, we see that the devices exhibited 6 dB gain for
various input levels. The maximum output power was
20.6 dBm, and the peak PAE was 17.5%. This corresponds

to a normalized output power density of 1.5 W/mm. Im-
proved devices with shorter gate lengths have demon-
strated normalized power levels of about 2.56 W/mm at X
band, extrapolated from small-gate-width devices that
sidesteps the thermal limitations imposed by sapphire
substrates [179].

Inclusion of thermal limitations leads to the results
shown in Fig. 19 for devices that compete in the high-
power-device arena [8]. Since new device developments do
in general compete with existing and alternative technol-
ogies, a brief account of competing technologies for the
power arena will be given below. The Si MESFET analyt-
ical curve, modeled for its simplicity, is slightly above the
SiC analytical curve and indicates a maximum power den-
sity of 0.35 W/mm at VdS¼ 7 V, which is slightly lower than
0.39 W/mm. Since Si RF MESFETs are unavailable, com-
mercial Si RF MOSFET results have been used for com-
parison instead. At low voltages the Si MOSFET data
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parallel the analytical curve, suggesting the validity of the
functional dependence of power density on drain voltage.
Also shown are two higher power density data points at
0.4 W/mm, with VdS¼ 28 V and 0.87 W/mm, with VdS¼

48 V. These higher power densities were obtained with
specially designed RF power MOSFETs that incorporate
lightly doped drains and field plates that significantly in-
crease the breakdown voltage. The GaAs analytical curve
shows the highest power density of all the devices at the
lowest voltages primarily because of the higher electron
mobility of GaAs. However, the low breakdown field limits
the GaAs MESFETs drain voltage to about 8 V and power
density to 0.63 W/mm, including thermal effects. Typical
commercially available GaAs MESFET power densities
are below 1 W/mm. However, high-performance GaAs
FETs with more complex device cross sections have
achieved power densities as high as 1.4 W/mm at 18 V.
The SiC MESFET has a calculated maximum power den-
sity at 100 V both with and without factoring in thermal
effects of 7.96 and 9.7 W/mm, respectively. The highest
demonstrated continuous-wave power density 3.3 W/mm
(Vds¼ 50 V) for a SiC MESFET [189] is also shown for
comparison. Additional SiC data again illustrate the func-
tional dependence of power density on drain voltage. The
GaN analytical results are highly dependent on the
thermal conductivity of the substrate. With a sapphire
substrate, the device is severely thermally limited to
2.24 W/mm at 30 V with a resulting channel temperature
of 44001C. The GaN results of analytical models are high-
ly dependent on the thermal conductivity of the substrate.
With a sapphire substrate, the device is severely thermal-
ly limited to 2.24 W/mm at 30 V with a resulting channel
temperature of 44001C. However, with a SiC substrate,
the analysis predicts that a GaN MODFET could achieve
15.5 W/mm at 100 V while keeping the channel tempera-
ture at about 3001C [8].

GaN MODFET devices on conducting 6H-SiC sub-
strates exhibited output characteristics that lacked the
negative resistance (i.e., they exhibited good heatsinking).
There have subsequently been a few reports of MODFET
power devices on high-resistivity SiC [190–192] and p-type
SiC [193] substrates with phenomenal improvement in
power-handling capability notwithstanding the rapid pro-
gress on sapphire substrates. On sapphire, recent 0.7-mm-
gate-length Al0.5Ga0.5N/GaN MODFETs exhibited a cur-
rent density of 1 A/mm, three-terminal breakdown voltag-
es up to 200 V, and CW power densities of 2.84 and 2.57 W/
mm at 8 and 10 GHz, respectively, representing a marked
performance improvement for GaN-based FETs. Out-
standing power levels are increasingly being achieved
with near-0.5-mm or smaller gate lengths. To follow the
evolution of the developments, a few examples are cited
here. With 0.7-mm-gate-length devices on SiC substrates,
where the gate–source spacing and gate–drain spacing
were 0.5 and 0.8 mm, respectively, a total output power of
2.3 W in a device with a 1.28-mm gate periphery has been
obtained [191]. The power gain at the 2.3-W output power
point was 3.6 dB with a power-added efficiency (PAE) of
13.3% for a drain bias of 33 V. The current and power gain
cutoff frequencies were 15 and 42 GHz, respectively. The
contact resistance, although not the best, was between 2.6

and 3.5O .mm. The maximum normalized transconduc-
tance was 270 mS/mm, and the drain current was 293 mA/
mm. Steady improvement in power performance has led to
results at HRL laboratories with recordbreaking perfor-
mance [194]. Typical DC characteristics include 600 mA/
mm current performance and 460 V drain breakdown
voltage. The current gain cutoff and maximum power
gain cutoff frequencies measured were about 48 and
100 GHz, respectively, for –5.5 and 12.5 V gate and drain
bias voltages, respectively. A minimum noise figure of
0.85 dB at 10 GHz with an associated gain of 11 dB is sim-
ply remarkable. Also, 6.3 W of CW output power was ob-
tained at 10 GHz from a 1-mm-wide transistor device.
More importantly, the power density remained nearly con-
stant as the device size was scaled upward from a 0.1 mm
width, where the device exhibits 6.5 W/mm, to 1.0 mm.
These record-setting transistors were epitaxially grown
AlGaN/GaN heterostructures on semiinsulating SiC (sili-
con carbide) substrates by MBE. HRL laboratories have
expanded their work to amplifiers with several cells and
showed very good power scalability up to 2 mm of total
gate periphery [194]. Using 250-nm-gate devices, a CW
output power of 22.9 W with an associated power-added
efficiency of 37% was measured for an amplifier at 9 GHz
with four 1-mm-gate periphery devices. Furthermore, the
same authors [194] also showed a CW power density of 4
W/mm at 20 GHz, which is the state-of-the-art figure for
any three-terminal solid state device at this frequency.

7.5. Anomalies in GaN/AlGaN MODFETs

Field-effect transistors, in general, and modulation-doped
field-effect transistors, in particular, exhibit anomalies in
their output I/V characteristics. Among the causes of
these anomalies are channel carriers being trapped in
the wide-bandgap material and bulk, meaning the buffer
layers. In addition surface states, if present and not pass-
ivated, could act to reduce the sheet conducting charge,
particularly between the gate and the drain regions of the
FETs [195]. Some AlGaAs/GaAs MODFETs, which are
predecessors of the current AlGaN/GaN MODFET, exhib-
it behavior similar to what was then termed ‘‘current col-
lapse’’ [196]. This behavior was attributed to carrier
injection from the channel to the AlGaAs at reasonably
high fields where they are trapped at low temperatures.
With below-the-gap light excitation, increasing tempera-
ture, and exchange of the source and drain terminals, the
effect could be eliminated. The GaAs buffer layer for the
AlGaAs/GaAs-based device is of high quality, so its trap-
ping effect was not dominant. The surface states in the
AlGaAs/GaAs device were not deemed to have a profound
effect on the current voltage characteristics. However, it is
always a prudent approach to passivate the surface states,
as was done in the AlGaAs/GaAs device, as they greatly
affect device operation with time. In the AlGaAs/GaAs va-
riety, the trapping effect in the AlGaAs barrier was attrib-
uted to DX levels, which are caused by lattice-distorting
defects, which causes massive change in the bandgap of
the semiconductor at the local level, and their behavior
could be described by a lattice coordination diagram. Since
this effect reduced with lowering the AlAs mole fraction,
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AlGaAs/InGaAs pseudomorphic modulation-doped FETs
were developed [197], which are the dominant compound
semiconductor FETs in industry at the moment, to miti-
gate the effect of DX centers.

In the AlGaN/GaN system, the surface states and/or
defects play a much more important role due to polariza-
tion fields as the layers are on polar surfaces. Anomalous
characteristics, such as the so-called current collapse,
kinks in the I/V characteristics, and long-term instabili-
ty, have haunted the device from the time of its early
development. Preliminary investigations of these phenom-
ena were undertaken some years earlier [198]. Now that
these devices are strong contenders in the marketplace for
systems applications, these phenomena are getting a good
deal of attention. One of the anomalous behaviors is the
drain current lag, which prevents attainment of RF power
congruent with the DC output characteristics of the de-
vice. For a maximum drain voltage of 50 V (drain bias of
25 V) and maximum drain current of 1 A, one should nor-
mally get 6.25 and 12.5 W in class A and class B opera-
tions, respectively, assuming an ideal case with zero
saturation voltage, and no thermal limitation. However,
the observed values in the laboratory are, in general, sub-
stantially smaller. This is due to current lag which is ba-
sically a failure on the part of drain current to keep up
with the gate bias voltage in response to a high-frequency
large-signal gate modulation [199], attributed to surface
states.

The drain current lag is schematically shown in Fig. 20,
where the load line and quiescent operating conditions
for class A operation are shown. Also shown are the
extremes of DC current as governed by the load line. Cur-
rent lag is meant to indicate that the RF current (shaded)
fails to follow the gate bias and thus the drain current at
high frequencies is lower than that measured under DC
conditions. The RF current can be determined by the use
of the so-called load-pull tuning. It can also be measured
under active loading conditions with the use of a high-
speed sampling scope for measuring the output RF
voltage, in response to an RF input drive, wherein the
voltage measured can be converted to current, knowing
the load value.

Traps are usually attributed to the current collapse.
The loss of channel carriers as a result of being trapped at
defects produces a large transverse electric field, which
leads to the current collapse. The assumption is supported
by the fact that light incident on the collapsed device pho-
toionizes the trapped carriers and causes a restoration of
the drain current [200,201]. The sudden removal of the
current reduction at large Vds (425 V) observed by Diet-
rich et al. [202] can also be explained by the field-en-
hanced carrier emission from traps.

The current lag can be measured as a function of fre-
quency in the RF regime with an appropriate load line.
Since the drain current does not follow the input stimulus
due to surface traps, the term ‘‘lag’’ has been coined to de-
scribe the phenomenon. The surface must be appropriate-
ly passivated to avoid this degradation. The effective
methods so far have been the use of low-temperature
AlN [203] or Si3N4 [204] postgrowth and fabrication passi-
vation layers. Better pinchoff characteristics, lower gate
leakage current, reduction of current collapse, and in-
crease of output power have been observed with surface
passivation using Si3N4 [205–208]. However, whether sur-
face state contributes significantly to current collapse re-
mains unclear. If passivation alone is sufficient to
eliminate the current lag, the issue of lattice distortion
becomes an interesting one in that it raises the question as
to whether the surface states are involved and if so,
whether passivation layers also alter the strain picture.

7.6. Low- and High-Frequency Noise Performance

The low-frequency and high-frequency noise characteris-
tics of GaN MODFETs are very important for the micro-
wave applications of these devices. Investigation of the
origin of noise is also important for understanding the
physical processes taking place in the device. Although
GaN MODFETs with excellent microwave performance
have been fabricated for high-power and high-tempera-
ture applications, there is still little investigation on the
noise properties.

7.6.1. Low-Frequency Noise. Low-frequency noise can
be upconverted to high frequencies, limiting the perfor-
mance of these transistors even in the microwave range.
Low-noise electronics for communications necessitates
some level of knowledge with respect to the origin of the
processes responsible for low-frequency noise in GaN
MODFETs. The low-frequency noise of GaN MODFETs
usually exhibits flicker characteristics in the form of 1/fg

dependence, where g is close to 1. The dimensionless Ho-
oge parameter a is commonly used, as shown as
a¼ ðSI=I2Þf gN, where f is frequency, N is the number of
carriers, and SI/I

2 is the relative spectral density of noise.
The first reported Hooge parameter (a) for the GaN

MODFET has an approximate value of 10�2 [209]. Since
then, transistors with low values of aE10� 4B10�5 have
been reported [210–212], where the a parameter is com-
parable to that for commercial GaAs FET. It was observed
that the noise level in GaN MODFETs is dependent on the
structural perfection or the imperfection in the case may
be. The noise level for MODFETs grown on sapphire sub-
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Figure 20. Schematic representation of RF current lag superim-
posed on top of DC drain I/V characteristics with a load line.
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strates is one order of magnitude larger than those on SiC
substrates [213,214]. In addition, Rumyantsev et al. [214]
observed that the noise spectrum for some samples on
sapphire has a plateau at low frequencies, which is a char-
acteristic feature of the generation–recombination (GR)
noise. Only at very low noise levels (Hooge parameter on
the order of 10�4) does the contribution of generation–re-
combination noise become significant. It was found that
GR noise for devices grown on sapphire has an activation
energy DEE0.42 eV [214]. On the contrary, the tempera-
ture sensitivity for the noise level of devices grown on SiC
is very weak, which is essential for high-temperature ap-
plications. Balandin et al. [215] reported DEB0.85 eV for
transistors grown on sapphire and DEB0.20–0.36 eV for
those grown on SiC. The trap densities for undoped and
doped devices are 1.1�1016 cm�3 and 7.1�1017 cm�3,
respectively [216]. Rumyantsev et al. [217] reported a
large activation energy DEB0.8–1.0 eV for GaN MODFET
and MOS-MODFET (MODFET with SiO2 whose role
is prematurely likened to the gate dielectric in Si
MOSFETS) grown on insulating 4H-SiC. The analysis in-
dicates that the traps responsible for the observed GR
noise could originate in the AlGaN barrier layer, which
has an estimated trap density of about 5� 1016 cm� 3.

7.6.2. High-Frequency Noise. Preliminary investiga-
tions of high-frequency noise performance have shown
that GaN MODFETs have respectable microwave noise
properties that are nearly comparable to those of AlGaAs/
GaAs MODFETs. Table 5 displays studies of the micro-
wave noise performance for GaN MODFETs. These en-
couraging results serve to motivate further investigation.

Lu et al. [222] also studied the effect of surface passi-
vation on high-frequency GaN MODFET with 0.25 mm
gate length. Although the gate leakage current was
smaller after passivation, the noise measurements after
passivation showed that the devices exhibited about
0.2–0.25 dB increase in Fmin. This was due mainly to the
1–1.5-dB decrease of associated power gain attributed to
the increased Cgs and Cgd. It was concluded that the effect
on microwave noise performance is a combination of
effects of lower gate leakage current and higher surface
dielectric constant.

7.7. Piezoelectric Effect

The III–V nitride semiconductors possess highly pro-
nounced piezoelectric and spontaneous polarization prop-
erties. As such, any strain present in these crystals causes
a distortion in atomic orbitals that leads to large polar-
ization effects and must be taken into consideration, par-
ticularly in dealing with strained heterostructures. The

piezoelectric effect has become the focus of attention, with
many claims including achievement of MODFET channels
with no intentional doping anywhere in the entire hetero-
structure. It should be made clear that the resultant po-
larization field causes redistribution of the free and
weakly bound charge, which could be mistakenly inter-
preted as bonus carriers [7]. The treatment must also in-
clude the charge redistribution in the presence of metal
semiconductor contacts such as gate Schottky barriers
and ohmic contacts. In positive strain (tensile strain),
the direction of the polarization is from the anion, B-
face, to the cation, A-face, sites. As can be easily imagined,
if the growing nitride surface contains both polarities, the
direction of the polarization vector would follow suit and
would point either upward or downward depending on the
spot. If the strain is tensile, then the polarization vector
would be from the surface toward the substrate.

8. Si1� xGex MODFET STRUCTURES

The advent of high-quality SiGe layers on Si substrates
has paved the way for the exploration and exploitation of
heterostructure devices in a Si environment. Tensile-
strained Si films on strain-relieved SiGe buffer layers en-
able the formation of electron quantum wells, which ex-
hibit enhanced electron mobilities. Compressively
strained SiGe, or even pure Ge layers, can be used to cre-
ate two-dimensional hole channels [223]. Silicon–germa-
nium MODFETs have a significant high-frequency
potential. Maximum oscillation frequencies of more than
100 GHz have been obtained. Capitalizing on the favor-
able band discontinuities outlined by Abstreiter et al.
[224] Ismail et al. [225] reported encouraging values
of electron mobility in a modulation-doped strained
Si0.7Ge0.3 channel surrounded by Si0.86Ge0.14 donor layers.
The cross-sectional view of this particular structure
embedded into an FET structure is shown in Fig. 21. The
electron mobilities measured were 1800, 9000, and
19,000 cm2/V-s at room temperature, 77, and 1.4 K, respec-
tively. The corresponding sheet electron densities are 1.2�
1012, 8.3�1011, and 7.5� 1011 cm�2, respectively. The lay-
ers were grown using UHV/CVD that offered a very low
background impurity concentration in the intrinsic layers.
As will be briefly mentioned below, the layered structures
of this kind have been exploited for high transconductance
modulation-doped FETs. Mii et al. [226] used a SiGe layer
graded from 0% to 30% followed by a Si0.7Ge0.3 buffer layer,
both of which were relaxed. A strained Si channel was
grown on the Si0.7Ge0.3 buffer and capped with a doped
Si0.7Ge0.3 layer. A maximum Hall mobility at 4 K of
125,000 cm2/V-s has been obtained. The sheet electron

Table 5. High-Frequency Noise Characterization of GaN MODFETs

Gate Length (mm) Drain Bias (V) Gate Bias (V) f (GHz) Fmin (dB) Associated Gain (dB) Ref.

0.15 6 E�3 10 0.60 13.5 218
0.25 10 �4 5/10 0.77/1.06 14/12 219
2 10 �1.5 2 0.58 14.13 220
0.12 10 �4.8 8 0.53 12.1 221
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concentrations the heterostructure can sustain were 1.2�
1012 at 300 K to 7.8� 1011 at 77 K and below. Informal re-
sults indicate that mobilities close to 300,000 cm2/V-s can
be obtained, which compares with about 30,000 cm2/V � s
attainable in a Si/SiO2 system. MODFETs with current
gain cutoff and maximum oscillation frequency of about 32
and 40 GHz, respectively, have been reported in 0.5-mm-
gate-length devices [227]. Aniel et al. [228] fabricated 100-
nm T-gate strained Si/Si0.6Ge0.4 n-MODFETs with new re-
cord performance, which has a cutoff frequency of 74 GHz
and maximum oscillation frequency of 107 GHz at room
temperature. They also show a low noise figure NFmin of
0.4 dB and noise resistance of 52O at 2.5 GHz and room
temperature. High quality Si/Si1� xGex/Si p-type modula-
tion-doped double heterostructures with x¼0.12 and 0.15
have been grown using UHV/CVD by Wang et al. [229]. In
this heterostructure, hole mobilities as high as 3700 cm2/
V . s at 14 K have been obtained with x¼ 0.12 and a Si
spacer of 60 Å for a sheet carrier concentration of B8�
1011 cm� 2. The values of hole mobility are roughly an or-
der of magnitude higher than the highest values reported
in p-type Si inversion layers and are most probably limited
by remote ionized impurity scattering from the heavily
doped Si layer, and/or the interfacial quality at the Si/SiGe
heterointerface. Murakami et al. [230] utilized MBE grown
a modulation-doped heterostructure where the strain at
the heterointerface (p-Si0.5Ge0.5/Ge layers) is controlled by
the Si composition (1� x) of the Si1� xGex buffer layer.
When the Si composition is 25%, a hole mobility of
9000 cm2/V-s at LN2 temperature was achieved. Arafa et
al. [231] have reported p-channel Si/SiGe MODFETs with
extrinsic transconductances of 150 and 250 mS/mm for
1- and 0.25-mm-gate devices, respectively. As the gate
length was reduced from 1 to 0.25mm, the current gain
cutoff frequency increased from 5 to 40 GHz. Preliminary
devices with 0.1mm gate lengths appear to show current
gain cutoff frequencies of about 70 GHz. A cutoff frequency
of 45 GHz, a maximum oscillation frequency of 81 GHz,

and an extrinsic transconductance of 142 mS/mm have
been achieved on p-type SiGe MODFET with a 0.1mm
gate length. The minimum noise figure is 1.29 dB, while
the associated power gain is 12.8 at 2 GHz [232]. The read-
er is referred to a review by König [233] for developments
in both n-channel and p-channel SiGe-based FET technol-
ogy. The more recent emphasis of SiGe technology is on
bipolar and bipolarMOS (BiCMOS) technology, in which
the Si bipolar devices and SiGe HBTs can be integrated for
critical high-speed analog or digital functions.

9. CONCLUSIONS

In less than two decades (at the time of writing), the
MODFET technology has evolved dramatically, from an
interesting research innovation to an extremely formida-
ble and yet practical device with numerous application
areas, including wireless, low power communications, di-
rect satellite broadcasting systems, millimeter-wave sys-
tems, and digital electronic systems. As is evident from the
tables and figures presented in the body of the text, the
MODFET has progressed to the point where the perfor-
mance barriers thought to be insurmountable by three-
terminal devices not long ago have been overcome with
amazing dispatch. Although the GaAs channel MODFETs
were formed the genesis of this unique device, the pseu-
domorphic MODFET with InGaAs channels has become
the device of choice. Strained channel MODFETs with
80% InAs in their channel layers have shown current gain
cutoff frequencies above 300 GHz. Again, strained channel
MODFETs with 60% InAs in their channels exhibited
measured power gain at 140 GHz. The data clearly indi-
cate that the pseudomorphic MODFET has demonstrated
increasingly enhanced electronic properties without com-
promising the breakdown voltage afforded by GaAs.
Strained channel InGaAs MODFETs on GaAs substrates
currently hold the power record. In concert with the gain
and power performance, strained layer MODFETs on
GaAs have shown a noise performance of 1.4 dB in the
90 GHz range. Despite the enhanced hole mobilities mea-
sured in compressively strained InGaAs, the p-channel
MODFETs do not appear to have gained remarkably bet-
ter performance. The bulklike properties away from the
zone center and band mixing, which is very likely at high
electric fields, are thought to be responsible for such a lack
of enhanced performance.

Because of their large bandgaps, large high field elec-
tron velocity, large breakdown fields, large thermal
conductivity, and robustness, wide-bandgap nitride semi-
conductors have gained considerable attention. The ensu-
ing materials developments paved the way to AlGaN/GaN
MODFETs with superior power performance. CW power
levels of about 6 W have been achieved at 10 GHz in de-
vices with 1 mm gate periphery that are comparable to
power densities extrapolated from smaller devices. When
four of these devices were power combined in a single-
stage amplifier, a CW output power of 22.9 W with a pow-
er-added efficiency of 37% was demonstrated at 9 GHz. On
the noise figure front, a minimum noise figure of 0.85 dB
with an associated gain of 11 dB at 10 GHz was obtained. A
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Figure 21. Schematic cross-sectional diagram of a strained layer
SiGe/Si structure in conjunction with a MODFET device.
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discussion of the current collapse and the current lag oc-
curring in GaN-based MODFETs has been presented. In
closing, GaN-based MODFETs have made great strides
and are continuing to do so despite the less than ideal
materials properties. Anomalies in the current voltage
characteristics at low and high frequencies observed in
these devices are attributed to traps in the structure, sur-
face states, and slow trapping processes associated with
the field-induced lateral extension of the strain near the
gate. It may be only a matter of time for inclusion of these
devices in systems.

Relatively recent introduction of SiGe alloys propelled
the Si technology into the realm of the heterojunction
world. The new Si/SiGe system has provided a laboratory
in which to study quantum phenomena and has led to an
exploration into commercially important devices such as
MODFETs. SiGe channel MODFETs with 0.2mm gate
lengths challenge the 100-GHz cutoff frequency bench-
mark. The fmax of n-type MODFETs peaked at 183 GHz in
late 2001. Moreover, the MODFET phenomenon has
expanded to include the emerging wide-bandgap GaN/
AlGaN semiconductor system, which already is beginning
to demonstrate high-frequency (current and power gain
cutoff frequencies of about 50 and 100 GHz, respectively)
and high-power operation.
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Botchkarev, and H. Morkoc, , J. Appl. Phys. 80(6):4467–4478

(Oct. 15, 1996).

15. S. N. Mohammad and H. Morkoc, , Progress in quantum
electronics, Prog. Quant. Electron. 20(5/6):361–525 (1996)

(a monograph).

16. H. Morkoc, , Beyond SiC! III—V nitride based heterostruc-
tures and devices, in Y. S. Park, ed., SiC Materials and

Devices, Willardson and Beer Series. (R. K. Willardsion and

E. R. Weber, eds.), Academic Press, 1998, Vol. 52, Chapter 8,

pp. 307–394.
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21. Ö. Aktas, Z. Fan, A. Botchkarev, M. Roth, T. Jenkins,
L. T. Kehias, and H. Morkoc, , IEEE Elect. Device Lett.

18:293–295 (1997).

22. P. Hacke, T. Detchprohm, K. Hiramatsu, and N. Sawaki,
Appl. Phys. Lett. 63:2676–2678 (1993).

23. T. G. G. Maffeis, M. C. Simmonds, S. A. Clark, F., Peiro,
P. Haines, and P. J. Parbrook, J. Appl. Phys. 92:3179 (2002).

24. S. C. Binari, H. B. Dietrich, G. Kelner, L. B. Roland,
K. Doverspike, and D. K. Gaskill, Electron. Lett. 30:

909–910 (1994).

25. M. A. Khan, J. M. Van Hove, J. N. Kuznia, and D. T. Olson,
Appl. Phys. Lett. 58:2408–2410 (1991).

26. M. R. H. Khan, H. Nakayama, T. Detchprohm, K. Hira-
matsu, and N. Sawaki, Topical Workshop on III–V Nitrides

Proc. (Nagoya, Japan, 1995); Solid State Electron.

41(2):259–266 (1997).

27. P. J. Hartlieb, A. Roskowski, R. F. Davis, W. Platow, and
R. J. Nemanich, J. Appl. Phys. 91:732 (2002).

28. X. A. Cao, S. J. Pearton, G. Dang, A. P. Zhang, F. Ren, and
J. M. Van Hove, Appl. Phys. Lett. 75:4130 (1999).

29. P. Roblin, J. Rice, S. Bibykurma, and H. Morkoc, , IEEE

Trans. Electron. Devices ED-35:1207–1213 (1988).

30. T. S. Kuan, P. E. Baston, T. N. Jackson, H. Rupprecht, and
E. L. Wilkie, J. Appl. Phys. 54:6952 (1983).

31. A. A. Ketterson, F. Ponse, T. Henderson, J. Klem, and
H. Morkoc, , J. Appl. Phys. 57:2305 (1985).

3198 MODULATION-DOPED FETs



32. F. Ren, A. Y. Cho, D. L. Sivco, S. J. Pearton, C. R. Abernathy,
Electron. Lett. 30:912–914 (1994).

33. J. S. Foresi and T. D. Moustakas, Appl. Phys. Lett. 62:
2859–2861 (1993).

34. M. A. Khan, J. N. Kuznia, A. R. Bhattarai, and D. T. Olson,
Appl. Phys. Lett. 62:1786–1787 (1993).

35. M. E. Lin, Ma, F. Y. Huang, Z. Fan, L. Allen, and H. Morkoc, ,
Appl. Phys. Lett. 64:1003–1005 (1994).

36. S. Nakamura, T. Mukai, and M. Senoh, Jpn. J. Appl. Phys.
30:L1998–L2000 (1991).

37. S. Nakamura, M. Senoh, and T. Mukai, Appl. Phys. Lett.
62:2390–2392 (1993).

38. Y. Wu, W. Jiang, B. Keller, S. Keller, D. Kapolnek,
S. Denbaars, and U. Mishra, Topical Workshop on III–V

Nitrides, Sep. 21–23, Nagoya, Japan, 1995; Proc. Solid State

Electron. 41(2):75–78 (1997).

39. Z. Fan, S. Noor Mohammad, W. Kim, Ö. Aktas, A. E. Botch-
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1119–1120 (1993).

163. T. H. Chen, K. L. Tan, G. S. Dow, H. Wang, K. W. Chang,
T. N. Ton, B. Allen, J. Berenz, P. H. Liu, D. Streit, and
G. Hayashibara, Proc. 14th Annual IEEE GaAs IC Circuit

Symp., 1992, pp. 71–74.

164. D. C. Streit, K. L. Tan, R. M. Dia, J. K. Liu, A. C. Han,
J. R. Velebir, S. K. Wang, T. Q. Trinh, P.-M. D. Chow, P. H.
Liu, and H. C. Yen, IEEE Electron. Device Lett. EDL-
12:149–150 (1991).

MODULATION-DOPED FETs 3201



165. T. Enoki, K. Arai, A. Kohzen, and Y. Ishii, InGaAs/InP
double channel HEMT on InP, Proc. Int. Conf. InP and

Related Materials, 1992.

166. M. Matloubian, L. D. Nguyen, A. S. Brown, L. E. Larson,
M. E. Melendes, and M. Thompson, IEEE MTT-S Tech.

Digest, 1991, pp. 721–724.

167. M. Matloubian, A. S. Brown, L. D. Nguyen, M. A. Melendes,
L. E. Larson, M. J. Delaney, M. Thompson, R. A. Rhodes, and

J. E. Pence, Microwave Millimeter Wave Guided Wave Lett.

3(5):142–144 (1993).

168. M. Y. Kao, P. M. Smith, P. C. Chao, and P. Ho, Proc. IEEE/

Cornell Conf. Advanced Concepts in High-Speed Semicon-

ductor Devices and Circuits, 1991, pp. 469–477.

169. O. Aina, M. Burgess, M. Mattingly, A. Meerschaert, J. M.
O’Conner, M. Tong, A. Ketterson, and I. Adishida, IEEE

Electron. Device Lett. EDL-13(5):300–302 (1992).

170. M. Matloubian, A. S. Brown, L. D. Nguyen, L. E. Larson,
M. J. Delaney, M. Thompson, R. A. Rhodes, and J. E. Pence,

IEEE MTT-S Tech. Digest, Dec. 1993, pp. 535–538.

171. M. Matloubian, L. M. Jelloian, M. Lui, T. K. Liu, L. E.
Larson, M. Le, D. Jang, and R. A. Rhodes, Proc. Int. Conf.

Millimeter and Sub-millimeter Waves and Applications,

1993.

172. A. Kurdoghlian, C. S. Wu, W. Yau, J. Chen, M. Hu, C. Pao,
and D. Bosch, Proc. IEEE Microwave and Millimeter-Wave

Monolithic Circuits Symp., 1993, pp. 97–98.

173. S. N. Mohammad, A. Salvador, and H. Morkoc, , Proc. IEEE,
83:1306–1355 (Oct. 1995).

174. H. Morkoc, , S. Strite, G. B. Gao, M. E. Lin, B. Sverdlov,
and M. Burns, J. Appl. Phys. Rev. 76(3):1363–1398 (Aug.

1994).
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1. BACKGROUND AND APPLICATIONS

The use of high-microwave and millimeter-wave frequen-
cies has to this date been restricted to professional appli-
cations, such as long-distance radiolinks and radar, due to
the high cost of equipment and requirements for individ-
ual licenses for use of frequencies. The license-free
24-GHz, 60-GHz, and 77/79-GHz bands could, however,
host mass-market consumer applications such as automo-
bile anticollision radars, wireless LAN, and sensor devices,
provided compact low-cost transceivers are made avail-
able. In conventional microwave technology for active an-
tennas the RF frontend and the antenna are built on
separate substrates, due to the size of the antenna struc-
ture. However, at millimeter-wave frequencies the small
size of the antenna allows for monolithic integration be-
tween the antenna and the active chip. Such a close inte-
gration will eliminate the parasitics of interconnections in
the package and promote the design of low cost wideband
telecommunication and radar sensors.

It is not possible to obtain the high antenna gain re-
quired by long-range radars or radiolinks with an on-chip
antenna of acceptable size. Thus, the on-chip antennas are
suitable in short-range communication and sensor devic-
es, where a low antenna gain is feasible due to the omni-
directional pattern usually required for such applications.
By integrating the MMIC with the antenna in low-anten-
na-gain applications, advantages such as simplified pack-
aging and considerable reduction of the space required by
the radio frontend can also be achieved. One of the first
trials in this respect was proposed in 1984 by Jain and R.
Bansal in which a millimeter-wave (MMW) GaAs dipole
antennas whose radiation characteristics could be con-
trolled during fabrication and/or operation was to be in-
tegrated monolithically together with active devices [1]. In
1993 Robertson described a technique for employing radi-
ating elements of a patch antenna on the backface of
monolithic circuits [2], facilitating the integration be-
tween the active device and the antenna [3]. A small
short-circuited H-shaped GaAs monolithic microwave in-
tegrated circuits (MMICs) patch antenna was presented
by Singh et al. [4]. A new application of monolithic anten-
nas was reported by the SiMICS Research Group, at the
University of Florida, where a wireless interconnect sys-
tem was proposed for clock distribution using on-chip
antennas [5]. A V-band GaAs HEMT uniplanar mono-
lithic integrated antenna and receiver frontend were
presented by Chen et al. [6].

More recent advances in the realization of RF circuits
using mature silicon technologies (RF CMOS and Si/SiGe
HBT technologies) have lead to a quantum leap in the
complexity of monolithically integrated microwave cir-
cuits, even for frequencies of operation beyond 24 GHz.
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1. BACKGROUND AND APPLICATIONS

The use of high-microwave and millimeter-wave frequen-
cies has to this date been restricted to professional appli-
cations, such as long-distance radiolinks and radar, due to
the high cost of equipment and requirements for individ-
ual licenses for use of frequencies. The license-free
24-GHz, 60-GHz, and 77/79-GHz bands could, however,
host mass-market consumer applications such as automo-
bile anticollision radars, wireless LAN, and sensor devices,
provided compact low-cost transceivers are made avail-
able. In conventional microwave technology for active an-
tennas the RF frontend and the antenna are built on
separate substrates, due to the size of the antenna struc-
ture. However, at millimeter-wave frequencies the small
size of the antenna allows for monolithic integration be-
tween the antenna and the active chip. Such a close inte-
gration will eliminate the parasitics of interconnections in
the package and promote the design of low cost wideband
telecommunication and radar sensors.

It is not possible to obtain the high antenna gain re-
quired by long-range radars or radiolinks with an on-chip
antenna of acceptable size. Thus, the on-chip antennas are
suitable in short-range communication and sensor devic-
es, where a low antenna gain is feasible due to the omni-
directional pattern usually required for such applications.
By integrating the MMIC with the antenna in low-anten-
na-gain applications, advantages such as simplified pack-
aging and considerable reduction of the space required by
the radio frontend can also be achieved. One of the first
trials in this respect was proposed in 1984 by Jain and R.
Bansal in which a millimeter-wave (MMW) GaAs dipole
antennas whose radiation characteristics could be con-
trolled during fabrication and/or operation was to be in-
tegrated monolithically together with active devices [1]. In
1993 Robertson described a technique for employing radi-
ating elements of a patch antenna on the backface of
monolithic circuits [2], facilitating the integration be-
tween the active device and the antenna [3]. A small
short-circuited H-shaped GaAs monolithic microwave in-
tegrated circuits (MMICs) patch antenna was presented
by Singh et al. [4]. A new application of monolithic anten-
nas was reported by the SiMICS Research Group, at the
University of Florida, where a wireless interconnect sys-
tem was proposed for clock distribution using on-chip
antennas [5]. A V-band GaAs HEMT uniplanar mono-
lithic integrated antenna and receiver frontend were
presented by Chen et al. [6].

More recent advances in the realization of RF circuits
using mature silicon technologies (RF CMOS and Si/SiGe
HBT technologies) have lead to a quantum leap in the
complexity of monolithically integrated microwave cir-
cuits, even for frequencies of operation beyond 24 GHz.
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The increase in complexity from a few to tens of active
devices in typical III–V-based MMICs relatively recently
to the hundreds of active devices possible in Si-based
MMICs will enable the integration of advanced signal
conditioning structures (phase and amplitude modulation)
in a very compact fashion and close to the antenna. This
also facilitates the interface with digital signal processing
through on-chip interface circuitry. Si/SiGe BiCMOS tech-
nologies may enable the fully monolithic integration of
digital signal processing and RF functions on a single chip.
The discussion on monolithic antennas will thus be mostly
devoted to silicon-based antennas, due to the strong pro-
gress in this area and the cost effective solutions compared
to III–V technology.

2. PERFORMANCE ISSUES OF INTEGRATED ANTENNAS

One key requirement of the on-chip antennas is small size,
due to the high cost of wafer space. For a typical square-
shaped semiconductor die containing RF front-end circuit-
ry, an area of o10 mm2 (3.3� 3.3 mm) is usually desired.
At 24 GHz, with a free-space wavelength of 12.5 mm,
the die sidelength of such a chip would correspond to a
quarter-wavelength.

The antenna gain for antennas is always lower than
the directivity, due to conductor and substrate losses. The
losses are characterized by the antenna efficiency and is
defined as

Z¼
Prad

Pin
ð1Þ

where Prad is the radiated power Pin is the power at the
antenna input terminals. Because of the fundamental lim-
itations in antenna directivity mandated by the small size
of integrated antennas, the efficiency is the most impor-
tant figure of merit for such antennas. Thus, an important
objective of the research on monolithic antennas is to
maximize the radiation efficiency of small antennas by
using micromachining methods compatible with the active
circuits integrated on commercial, low-resistivity silicon
substrates.

3. FABRICATION TECHNOLOGY

One objective in deriving the process technology for fab-
rication of monolithically integrated antennas is that the
process should be compatible to a commercial foundry
process. Although antennas have been integrated direct-
ly in MMIC processes, using the available metal layers,
better performance and larger freedom in design of the
antenna can be obtained by the use of micromachining
postprocessing methods. The methods used to improve the
efficiency are surface micromachining, application of the
low-loss spinon polymer benzocyclobutene (BCB), and
bulk micromachining. In the bulk micromachining BCB-
coated silicon substrate is etched from the backside to re-
lease the BCB and form a membrane. This etching can be
performed by either wet or dry etching methods.

3.1. Surface Micromachining

3.1.1. Processing of BCB Thick Dielectric. The substrate
losses in low resistivity silicon wafers used for transmis-
sion lines and antennas can be reduced if a thick layer of a
low-loss dielectric is deposited on the top of the wafer, be-
fore the transmission lines are metallized. A suitable di-
electric is benzocyclobutane (BCB), which is a polymer
with a dielectric constant er¼2.65 and low losses (tan d¼
0.0005) manufactured by Dow Chemicals. The BCB can be
applied to the top of the wafer as a conventional photore-
sist, and thicknesses of 20–30 mm can be obtained if the
polymer is applied in several subsequent spinon process
steps. Photosensitive BCB is also available, allowing pat-
terning of the polymer layer. The BCB is cured in a fur-
nace at 2501C, and the top metallization is finally
evaporated, electroplated, and patterned on top of the di-
electric.

3.1.2. Silicon Bulk Micromachining. The term bulk mi-
cromachining refers to processes where parts of the bulk
of the semiconductor substrate are selectively removed by
etching processes. Two major techniques are used for bulk
micromachining of silicon substrates: wet chemical etch-
ing [7] and dry etching [8].

In chemical wet etching the surface of the silicon wafer
is masked by a durable mask, such as silicon nitride, with
openings where a liquid is allowed to etch the substrate.
Wet etching of silicon substrates can either be isotropic,
where the etching progresses with the same rate in all
directions, or anisotropic where the etch rate in certain
directions is restricted by the (111) crystal planes in sili-
con. The anisotropic etch leaves slanted walls of etched
cavities if a silicon wafer with the standard crystal orien-
tation (1 0 0) is used. Anisotropic etching of silicon is a
standard silicon micromachining process.

Dry etching is performed in an evacuated chamber
where a plasma is generated and used to etch the silicon
substrate. The wafer is masked by photoresist and pat-
terned with photolithographic techniques to enable selec-
tive etching. In the commonly used deep-reactive-ion
etching (DRIE) process by Bosch [8], the wafer is exposed
to an alternating sequence of an etchant and a passivant.
By the alternation between etching and passivation of the
substrate the sidewalls of the etched holes are protected,
thereby enabling high-aspect-ratio structures to be man-
ufactured. Good control over the etching process and se-
lectivity against the mask is also obtained.

3.2. Membrane Technology

Thin membranes of high-quality dielectric materials offer
a way of integrating high-quality transmission-line struc-
tures and antennas [9] on silicon substrates. By suspend-
ing the conductors on membranes in air, an effective
dielectric constant of close to one can be achieved. Low
losses are also obtained since the silicon substrate is
removed in the vicinity of the transmission lines or an-
tenna conductors. A low-temperature membrane process,
compatible with preprocessed semiconductor wafers, is
obtained by combining the spinon BCB dielectric pro-
cess with bulk micromachining. The BCB membrane is
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released by backside etching of the wafer, using wet etch-
ing methods such as KOH or DRIE.

4. ANTENNAS

The antennas that will be described here are suitable for
monolithic integration with active devices. Such antennas
include the slot- and wire-loop antennas, the meandered
dipole, and the patch antenna. The antennas discussed
here have been implemented on surface and bulk micro-
machined low-resistivity silicon substrates.

4.1. Slot-Loop Antennas

The slot antenna consists of an aperture in a ground
plane, where an electric field is excited across the slot.
Using Booker’s relation [10], the straight slot antenna can
be considered to be the complementary antenna to the
wire dipole and many of its properties, such as input im-
pedance, can be directly calculated from the wire antenna
equivalents.

By using micromachined membrane technology, high-
performance slot antenna arrays have been built on sili-
con substrates [11]. The size needed for such antenna ar-
rays, fully implemented on membranes, is, however, too
large for monolithic integration on preprocessed SiGe wa-
fers.

Because of their geometric properties, slot-loop anten-
nas are particularly interesting for compact integration on
chip (see Fig. 1) Slot-loop antennas integrated with active
devices have been demonstrated in hybrid technology [12]
and using high-resistivity silicon and bulk micromachin-
ing [13]. In order to minimize chip size, it is of interest to
keep the antenna ground-plane dimensions as small as

possible without compromising the antenna performance.
The influence of the dielectric substrate on the guided-slot
wavelength is characterized using the effective dielectric
constant eeff, as the relation between the free-space wave-
length and the guided wavelength. The circumference of
the slot-loop antenna is governed by the resonance condi-
tion of a total slot length of one guided wavelength [14] at
the frequency of operation since the antenna is operated at
the second resonance.

The slot-loop antenna is normally fed across one of the
voltage maximums as illustrated with the CPW feed in
Fig. 1. For a square slot loop on an infinite ground plane in
free space, an input impedance of 250O can be calculated
for an antenna in free space, using the Booker relation and
published results for wire-loop antennas. Introduction of a
dielectric substrate in the antenna will alter the input
impedance at resonance as well as change the effective
dielectric constant of the slotline and will include also
conductive losses in the substrate.

4.1.1. Surface-Micromachined Slot-Loop Antenna. Using
surface micromachining technology the characteristics of
the slot-loop antennas can be improved. A surface-micro-
machined 24-GHz slot-loop antenna for integration with
SiGe circuits on low-resistivity silicon wafer has been de-
signed using a BCB process [14]. A square slot loop (see
Fig. 1) was designed to maximize the area utilization giv-
en a specific loop length. A relatively narrow slot width sa

¼ 20 mm was selected to maintain a slot mode despite the
presence of a conductive silicon substrate. The antenna
slot dimensions Ls¼Ws¼ 2000mm, equal to a total loop
length of 1.14lg, were chosen after HFSS (high-frequency
structure simulator) simulation of the antenna, including
the finite ground plane with the size Ga¼Gb¼ 3 mm. The
antenna was realized on a 11–15-O � cm silicon wafer to
simulate the substrate properties of preprocessed SiGe
wafers. In the used surface micromachining method, a
layer of BCB dielectric is spun on top of the silicon wafer,
and shallow trenches are optionally formed in the silicon
by frontside etching. The trenches are subsequently filled
by the BCB dielectric layer, which extends the height over
the silicon substrate by 10–20 mm. The purpose of the spi-
non BCB dielectric and the forming of the shallow trench-
es is to reduce the effective dielectric constant of the
slotline and minimize substrate losses. A schematic sketch
of the stacked layers together with an SEM view are
shown in Fig. 2.

In Fig. 3 the return loss for antennas with identical
metallizations with 10- and 20-mm-thick BCB layers are
shown, as well as results for antennas with shallow
trenches. The use of a thick BCB dielectric and the
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presence of micromachined shallow trenches reduces the
effective dielectric constant and thus increases the fre-
quency of resonance from 21 GHz for a thick 10-mm-thick
BCB layer to 24 GHz for a 20-mm one.

The measured and simulated E- and H-plane radiation
patterns for the slot-loop antenna are plotted in Fig. 4.
Because of the low directivity of these small antennas, the
coplanar wafer probe as well as the metallic wafer probe
holder cause multiple reflections and shadowing problems
that turn up as ripples in the measured patterns. The
nulls in the radiation pattern are obtained in the plane of
the antenna as predicted by theory.

4.2. Wire-Loop Antennas

The full-wavelength loop antenna can be considered as an
alternative for an on-chip antenna (see Fig. 5). To enable
compact integration of circuits on the same substrate as
the antenna, the full membrane used in earlier approach-
es can be replaced by localized BCB membranes, here
called ‘‘trenches’’, under the wire loop as shown in Fig. 5.
The loop dimensions are WL¼LL¼ 3000 mm, with a loop
wire width of 120 mm and a trench width of Wtr¼ 360mm.
The trenches are centred around the loop metallization.
Two bridges of width Wbr¼ 200mm are kept to maintain
mechanical stability of the substrate. The bridges are
placed at the current maxima of the loop to minimize ca-
pacitive coupling to the substrate in the vicinity of the
voltage maxima. The radiation pattern is bidirectional as
in the case of the slot-loop antenna, with a backlobe of a
size comparable to that of the frontlobe. A property of the
loop antenna is its inherently balanced feed, which makes
the antenna suitable for integration with differential cir-
cuit topologies without the use of on-chip baluns. For in-
tegration on chip, the square loop antenna is of special
interest since it can be placed around the edge of a chip
with active components. The presence of active circuit
ground planes in the center of the antenna will, however,
reduce the radiation resistance and should therefore be
considered in the antenna design. At the commonly used
second resonance the input impedance of a thin-wire

square loop is 80–j100, thus requiring a total circumfer-
ence of 1.15l, for a resistive input impedance. The loop
antenna can be modeled as a dual-resonance circuit where
the series resonant circuit represents the useful second
resonance. The measured input impedance of 70O is lower
than the theoretical free-space value, indicated by the
simulated values for the free-space case as shown in
Fig. 6, due to the presence of the low-resistivity silicon
substrate in the vicinity of the radiating loop. The wire-
loop antenna has a radiation pattern similar to that of the
half-wave dipole, but with a compressed H-plane pattern.
The theoretical directivity [15] of the wire-loop antenna is
3.3 dBi. In an experimental setup a gain of 1.9 dBi has
been obtained for the implemented antenna at 24 GHz. An
annular loop antenna has been demonstrated on micro-
machined silicon substrate, using a BCB membrane to
suspend the loop antenna in air [16].

4.3. Dipole Antennas

The dipole has been considered as a candidate for on-chip
integration. On-chip dipole antennas for clock distribution
have been demonstrated at 15 GHz on CMOS substrates [5]
and on high-resistivity silicon substrates [17]. A 10-GHz
dipole antenna has been integrated with a VCO (voltage-
controlled oscillator) in a commercial BiCMOS process [18].
The balanced feed of the dipole is an advantage for inte-
gration with differential circuits. However, its length of
a half-wavelengh typically makes the dipole too large for
integration on chip for applications in the 10–30 GHz
frequency range. To reduce the size of a half-wave dipole
antenna, the radiator can be meandered [19]. Meandering
of an antenna with a certain wire length largely main-
tains its resonant frequency but reduces the radiation
resistance. Since the loss resistance in the antenna re-
mains relatively constant, the total efficiency of the anten-
na decreases. A meandered dipole, implemented on a BCB
membrane to reduce substrate losses, is shown in Fig. 7.
The length of the dipole Ldip is 3000mm with a width Wdip

of the meandered section of 500mm. The dipole was imple-
mented on a BCB membrane with size Wtr¼ 760mm,
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tennas with different BCB dielectric thickness and
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erfme.)
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Ltr¼ 3300mm. An additional antenna with a larger mem-
brane, where the spacing between the silicon and the
meandered line was increased from 125 to 425mm, was
also designed. The theoretical directivity of a reduced-size

half-wave dipole in free space is bounded by the value
1.8 dBi for an infinitely short dipole and 2.1 dBi for a full-
size half-wave dipole. The measured return loss is shown in
Fig. 8, together with an IE3D [20] simulation considering
the silicon substrate and a Momentum [21] simulation
without the silicon substrate present. The measured im-
pedance for the two different dipoles is plotted in Fig. 9 to-
gether with Momentum simulation results for an antenna
without the silicon substrate present. The radiation resis-
tance Rrad is reduced from the standard dipole value of 77O
to 20O because of the meandering of the line. The mean-
dered dipole can be accurately modeled for circuit codesign
purposes by a standard series-resonant circuit with series
resistances representing radiation and loss resistance. It
should be noted that integrated antennas are not always
required to have a 50O input impedance since the antenna
and the active circuits can be codesigned. The radiation
pattern for the E and H planes are shown in Fig. 10, where
angles of 0–1801 correspond to the topside of the wafer. The
antenna beam pattern exhibits typical dipole characteris-
tics with E-plane nulls at 01 and 1801 and maxima in the
broadside directions. The antenna gain was measured at

WL

Wtr

LI

LGP

Wire loop on
membrane

P
ol

ar
iz

at
io

n

WGP

Wbr

Top metallization (ground-plane)

CPS feed
Si space for
active devices

Trench

Figure 5. Wire-loop antenna with trenches etched in silicon wafer.

−150

−35

−30

−25

−20

−15

−10

−5

0

−100 −50 0

Angle (deg)

R
el

at
iv

e 
po

w
er

 (
dB

)
R

el
at

iv
e 

po
w

er
 (

dB
)

50 100 150

−150
−18

−16

−14

−12

−10

−8

−6

−4

−2

0

−100 −50 0

Angle (deg)

50 100 150

Measured

E-plane cut (co-polarized)

H-plane cut (co-polarized)

Simulated

Measured
Simulated

Figure 4. E- and H-plane measured and simulated radiation
pattern, where �91–901 corresponds to topside of antenna. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)

0.2 0.5 1 2

j0.2

−j0.2

0

 j0.5

−j0.5

 j1

−j1

 j2

−j2

Simulated

Measured

Figure 6. Wire-loop antenna with trenches, measured (solid line)
and simulated (dashed line, silicon substrate effects not included);
impedance 20–30 GHz. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)

Ltr

Wtr

Membrane
Silicon

Ldip

Wdip

Figure 7. Meander dipole layout.

MONOLITHIC ANTENNAS 3207



24.14 GHz and found to be � 1 dBi in a 50-O system, which
is in good agreement with the simulated gain of � 0.2 dBi.

4.4. Patch Antennas

Patch antennas have been a common choice for integrated
antennas in hybrid designs, due to their low profile and
high gain. The normal patch antenna type consists of a
wide metal patch on top of a grounded dielectric substrate.

By exciting a TM010 mode between the patch and the
ground plane, radiating fringing fields will occur at two of
the edges. A patch antenna manufactured on silicon will
exhibit small bandwidth and poor performance due to the
high dielectric constant of the substrate. Conductive loss-
es in the silicon will lead to poor efficiency, thus requiring
the use of high resistivity silicon, which is generally not
compatible with standard SiGe bipolar and CMOS pro-
cesses. A solution to these problems is offered by micro-
machining methods. The lossy silicon can be removed by
backside etching of the substrate, thereby creating a cav-
ity under the patch or by depositing a low-permittivity,
low-loss dielectric such as BCB to the top of the wafer and
realizing the patch on top of this layer.

Two micromachined patch antennas will be described,
one 60-GHz aperture-fed patch antenna on a bulk micro-
machined high resistivity silicon substrate, suitable for a
stacked wafer integration with an active transceiver mod-
ule, and a differentially fed patch antenna developed on a
thick BCB layer designed for wafer level integration with
a 24-GHz differential SiGe oscillator [22,23].

4.4.1. Bulk Micromachined 60-GHz Patch Antenna. To
increase the efficiency and bandwidth of such an antenna,
part of the substrate beneath the patch could be removed
using bulk micromachining techniques, thus reducing the
effective dielectric constant of the substrate [22] (see Fig.
11). A well-known problem in the design of wideband
patch antennas is that the requirements on the substrate
are vastly different for the radiating patch element and
the feedline (typically microstrip). By using aperture cou-
pling between the patch and the feedline, a high-permit-
tivity substrate could be chosen for the microstrip feed,
while a substrate with a lower dielectric constant could be
selected for the patch antenna element. Another advan-
tage of aperture coupling over other feed types is that the
feed network is shielded from the radiating side of the
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elements by the ground plane. By combining silicon mi-
cromachining techniques and aperture feed, a highly effi-
cient patch antenna can be made by stacking two silicon
substrates on each other. A thick wafer is selected for the
upper wafer to obtain good radiation characteristics where
a cavity is opened underneath the patch. A thinner wafer
is selected for the transmission lines, thus reducing the
risk for substrate modes.

The effective dielectric constant of the mixed air–silicon
patch substrate can be calculated using a quasistatic ca-
pacitor model presented by Papapolymerou et al. [24]. An

equivalent-circuit model of the rectangular aperture-cou-
pled patch antenna based on transmission-line analysis
has been presented by Himdi et al. [25]. By using an H slot
instead of a rectangular one, the coupling can be im-
proved, and the length of the slot can be well below the
resonant region of the slot. An accurate transmission-line-
based model for a H-slot feed-micromachined patch an-
tennas was derived by Kurup et al. [26].

The antenna structure is shown in Figs. 12 and 13. A
square patch was selected to allow for dual-polarization
use (with a suitable feed network). A 50-mm-thick silicon
membrane was selected as a compromise between surface-
mode rejection and ease of manufacturing. The dielectric
constant of 1.24 was calculated for a 254-mm-thick silicon
substrate (Hant) with a 200mm deep cavity (Hcav). A patch
antenna size of W¼L¼ 1500 mm was determined for a
60 GHz resonance frequency. By selecting a Wcav¼Lcav¼

3 mm large cavity underneath the patch element, most
of the fringing fields were accommodated within the
cavity, thus preventing excitation of surface waves. The
microstrip line is aperture-coupled to the patch with
an H-shaped slot with the dimensions Lslot¼ 1100 mm,
LH¼ 600mm, and Wslot¼ 110 mm. A Lstub¼ 0.45-mm-long
quarter-wave stub is used to give the microstrip line a
short-circuit termination after the slot. For measuring
the antenna beam pattern a GaAs flip-chip diode was
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connected to the end of the microstrip feedline in order to
detect the received signal at the antenna terminals.

The patch antenna was manufactured on high-resist-
ivity, double-polished, (1 0 0) silicon wafers. The wafer car-
rying the transmission lines and the slot was thinned from
254 to 100mm (Hfeed). The patch antenna elements were
manufactured on a polished 254-mm-thick wafer.

The return-loss measured in this setup is shown in
Fig. 14. From the measurements it can be seen that the
antenna resonates at 62 GHz. The � 10 dB bandwidth of
the antenna is 6 GHz. No measurements of the radiation
efficiency have been performed, but HFSS [21] simulations
indicate 77% efficiency.

The radiation pattern measurements for the vertical E
plane and horizontal H plane are shown in Fig. 15 along
with a HFSS simulation of the radiation pattern. A 501
half-power beamwidth obtained in the E plane. In the H
plane the half-power beamwidth was measured to only
451. A standing-wave minimum between the reference
(measurement) antenna and the patch accounts for a
drop in the received power at an 251 angle from the nor-
mal of the antenna pattern.

4.4.2. A Differentially Driven 24-GHz Patch Antenna. A
differentially driven patch has been demonstrated [23] us-
ing a BCB thick layer dielectric on metallized silicon as the
patch substrate (see Fig. 16). The antenna is 3848mm (Lp)
long and 1928mm (Wp) wide, where the length determines
the tuning frequency and the width, the impedance of the
patch. Because of its size, this antenna is suited primarily
for wafer-level integration with active devices at 24 GHz.

The antenna was manufactured by metallizing a ground
plane on the silicon wafer and applying a 30-mm-thick
BCB layer to act as a dielectric. Because of processing
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constraints, it is difficult to obtain thicker layers of BCB,
which imposes a limit on the obtainable bandwidth of the
antenna. The patch metallization was added as the last
step in the processing.

The patch antenna is differentially fed by a balanced
transmission line positioned perpendicular to a normal
microstrip feed. The short circuit of the balanced feedline
presented by the patch induces currents parallel to the
normal radiating mode of the antenna and thus couples to
the patch mode. By adjusting the separation of the feed-
point, the antenna impedance can be adjusted to a suit-
able value for the integrated active devices. The balanced
feed offers compatibility with differential circuits and ob-
viates the need for a connection from the active devices to
the patch ground plane.

MoM simulations of the antenna yielded a directivity of
6.8 dBi and 0 dBi in gain when metallic and dielectric loss-
es were included in the simulation, corresponding to an
antenna efficiency of 20%. A 200 MHz bandwith centered
at 23.4 GHz was predicted by the simulations.

The measured antenna gain has not been reported, but
an antenna integrated with a monolithic oscillator [23]
yielded 5 dB less radiated power than the predicted value
give the known oscillator output and antenna directivity,
thus indicating reasonably good agreement with the sim-
ulated gain and efficiency. The main reason for the low
efficiency of the antenna is the high Q value of the antenna
caused by the limited obtainable thickness of the BCB di-
electric used as the patch substrate.

5. CROSSTALK

If antennas are to be successfully integrated on the same
chip as the active devices, the crosstalk between distrib-
uted and lumped elements in the active circuit and the on-
chip antenna must be minimized. High levels of crosstalk
can cause phase noise in on-chip oscillators and instabil-
ities in receiver and transmitter chains as well as self
mixing and DC offsets in zero-IF architectures.

Crosstalk between the circuits and the antenna in a
integrated 24-GHz surface micromachined slot-loop an-
tenna has been studied [27] for typical on-chip intercon-
nects by electromagnetical simulations. Three cases were
considered: no special crosstalk reduction scheme, trun-
cation of antenna groundplanes, and short circuiting of
the antenna ground plane to the circuit ground. The sil-
icon substrates were assumed to have a low resistivity pþ

doping in the vicinity of the active devices, a feature com-
mon in commercial SiGe processes. A 200-mm-long micro-
strip testline, typical for a on-chip interconnect, was used
as a testline and was placed parallel to the slots at differ-
ent distances from the current and voltages maxima in the
ring slot (see Fig. 17).

In the first case a parallel-plate mode was excited be-
tween the antenna ground planes and the conductive sil-
icon substrate as shown in Fig. 18. This results in strong
coupling; however, the coupling is relatively independent
of the distance between the testline and the slotline that
resulted.

Test microstrip lineTop metallization

E-max

H-max

BCB
SiO2
P+conductive layer

Si substrate

Slot mode

Figure 17. Crosstalk simulation setup.

Top metallization

Slot mode
Parallel plate mode

BCB

SiO2
P+ conductive layer

Si substrate

Figure 18. Parallel-plate-mode excitation.

Microstrip test line

H-field lines

Top metallization

BCB

SiO2
P+ conductive layer

Si substrate Figure 19. H-field configuration with finite anten-
na groundplane
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In the second case the antenna part of the antenna
ground plane was removed over the area with the test in-
terconnect line as shown in Fig. 19. By removing part of
the ground plane, the performance of the slot antenna is
compromised but the parallel-plate mode is prevented.
However, as can be seen in Figs. 20 and 21, strong cou-
pling is obtained when the test line is positioned close to
the antenna slot, although the crosstalk decreases rapidly
with increasing distance. The coupling was particularly
strong close to the current maximums in the slot loop
indicating primarily magnetic coupling as illustrated the
H-field lines in Fig. 19.

The final case involved short-circuiting the parallel-
plate mode by connecting the truncated ground plane with
the conductive silicon substrate using via holes through
the BCB dielectric. This grounding scheme eliminates the

both parallel-plate modes and magnetic coupling, yielding
low crosstalk, as can be seen in Figs. 20 and 21.
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23. P. Abele, E. Öjefors, K.-B. Schad, E. Sönmez, A. Trasser,
J. Konle, and H. Schumacher, Wafer level integration of a
24 GHz differential SiGe-MMIC oscillator with a patch an-
tenna using BCB as a dielectric layer, Proc. European Micro-

wave Conf. 2003, pp. 293–296.

24. I. Papapolymerou, R. F. Drayton, and L. P. Katehi, Microma-
chined patch antennas, IEEE Trans. Microwave Theory Tech.
46:295–306 (Feb. 1998).

25. M. Himdi, J. P. Daniel, and C. Terret, Transmission line anal-
ysis of aperture-coupled microstrip antenna, Electron. Lett.
25:1229–1230 (1989).

26. D. G. Kurup, A. Rydberg, and M. Himdi, Transmission line
model for field distribution in microstrip line fed H-slots,
Electron. Lett. 37:873–874 (2001).
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MONOLITHIC MICROWAVE INTEGRATED
CIRCUITS (MMICs)

INDER J. BAHL

M/A-COM, Inc.
Roanoke, Virginia

Since the late 1980s, microwave technology has gone
through a significant evolution to meet the necessary re-
quirements for lower-cost solutions, circuit miniaturiza-
tion, higher levels of integration, improved reliability,
lower power consumption, low-voltage operation, and

high-volume applications. Component size and weight
are prime factors in the design of electronic systems for
satellite communications, phased-array radar (PAR), elec-
tronic warfare, and other airborne applications, whereas
high volume and low cost drive the PAR and consumer
electronics market. Monolithic microwave integrated cir-
cuits (MMICs) are the key to meeting these requirements.
MMICs will play a significant role in consumer electronics
dealing with information transfer, communications, auto-
motive, and entertainment and successful deployment of
the PAR systems for both commercial and military appli-
cations.

The first MMIC results for transmit/receive (T/R) mod-
ules using low-frequency silicon technology were reported
in 1964. The results were not promising because the low
resistivity of the silicon substrate produced insufficient
isolation between the individual devices in the monolithic
circuit. In 1976, the first monolithic X-band amplifier,
based on the GaAs metal semiconductor field-effect tran-
sistor (MESFET), was developed. By 1980, many MMIC
results using MESFETs for various circuits had been re-
ported. Since that time, tremendous progress has been
made in both MMIC developments and system applica-
tions. The outstanding progress in MMIC technology is
attributed to the following:

1. Rapid development of GaAs material technology, in-
cluding semiinsulating wafers, epitaxial growth,
and ion implantation.

2. Advanced photo- or electron-beam (e-beam) lithog-
raphy technology developed for Si ICs and directly
applicable to GaAs ICs.

3. Excellent microwave properties of semiinsulating
GaAs substrates, which permit easy isolation of de-
vices for high-level integration [high dielectric con-
stant (er¼ 12.9) and low loss ðtan d¼ 0:0005Þ].

4. The development of low-noise MESFETs and power
MESFETs operating at up to 60 GHz have provided
MMIC designers with versatile active circuit com-
ponents.

5. Virtually any microwave solid-state circuit. They
were realized using combinations of MESFETs,
dual-gate MESFETs, Schottky barrier diodes, and
switching MESFETs, each of which can be fabricat-
ed simultaneously using the same or similar process.
HEMT MMICs provide enhanced performance in
terms of noise figure, bandwidth, and frequency
range. Using HEMT monolithic technology the fre-
quency range was extended to 180 GHz.

6. High-electron-mobility transistors (HEMTs) and he-
terojunction bipolar transistors (HBTs), which are,
in addition to MESFETs, the other most common
active devices used in MMICs.

7. The development of good models for characterizing
active devices and passive components.

8. The availability of commercial CAD tools for accurate
simulation and optimization of microwave circuits.

9. The availability of on-wafer high-frequency test
probes that permit both low-cost MMIC screening
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and the collection of a large amount of statistically
significant data without the cost and variability of
packaging.

10. Government funding for technology development
and maturation.

11. Expanding military and commercial applications.

The MESFET, commonly referred to simply as FET, is
the most mature active device and is widely used in pro-
duction applications. In addition to FETs, HEMT- and
HBT-based MMICs are being produced in large volumes
for military and commercial applications. With MMIC
technology, a typical microwave subsystem can be pro-
duced on a single chip for less than $100, while simpler
single-function chips cost less than $10. Some very simple
MMIC chips are now produced in plastic packages for less
than $1.

Whereas most MMICs currently in production operate
in the 0.5–30 GHz microwave range, applications covering
the millimeter-wave (mmW) spectrum from 30 to 300 GHz
are increasing. Monolithic technology is particularly suit-
ed for millimeter-wave applications through the elimina-
tion of the parasitic effects of bond wires that connect
discrete components in conventional hybrid microwave
integrated circuits (HMICs). In MMIC-based mmW sub-
systems, the cost can be lowered by a factor of 10 or more
as compared to hybrid solutions.

Advantages of MMICs include low cost, small size, light
weight, circuit design flexibility, broadband performance,
elimination of circuit tweaking, high-volume manufactur-
ing capability, package simplification, improved reproduc-
ibility, radiation hardness, improved reliability, and
multifunction performance on a single chip. Indeed, the
concept of implementing a subsystem on a chip became a
reality through monolithic microwave technology.

IEEE Microwave and Millimeter-Wave Monolithic Cir-
cuits Symposium Digest, published from 1982 to 1996;
IEEE RFIC Symposium Digest, published since 1997; and
IEEE GaAs IC Symposium Digest, published since 1980
include comprehensive information on the design, fabri-
cation, and performance of monolithic microwave and mil-
limeter-wave integrated circuits as well as their
applications. Several other books listed [1–19] deal with
this subject either partially or exclusively.

1. MMIC FABRICATION

In fabricating MMICs, all active and passive circuit ele-
ments and interconnections are formed together on the
surface of a semiinsulating substrate (usually gallium ars-
enide). Typically MMICs use microstrip and metal–insu-
lator–metal (MIM) capacitors for the matching networks,
whereas at low microwave frequencies, lumped inductors
and MIM capacitors are commonly used. Via holes, metal-
filled holes from the bottom of the substrate (ground
plane) to the top surface of MMICs, provide low-loss and
low-inductance ground connections. Figure 1 shows a
three-dimensional view of an MMIC.

There are many ways to fabricate MMICs. MMICs us-
ing MESFET and HEMT are most commonly fabricated by

a recessed-gate process, but the self-aligned gate (SAG)
process is gaining popularity because it permits the effi-
cient fabrication of devices optimized for different func-
tions (e.g., microwave small signal, microwave power, and
digital) on the same wafer at the same time. The self-
aligned gate process has demonstrated superior perfor-
mance uniformity in a manufacturing environment.
Figure 2 shows a SAG MESFET cross section along with
salient features.

In order to give the reader an understanding of the
relative complexity of GaAs MMIC manufacturing, a pro-
cess flowchart for the SAG process is given in Fig. 3. The
process for recessed-gate MMICs has many similarities.
The process includes the fabrication of active devices, re-
sistors, capacitors, inductors, distributed matching net-
works, airbridges, and via holes for ground connections
through the substrate. Basic process steps are similar for
any MMIC technology.

It should be noted that GaAs MMIC processing is less
complex than silicon processing for devices operating at
the low end of the microwave spectrum. Because silicon
has inherently lower frequency capability and poorer iso-
lation properties for integration purposes, more exotic
processing is required to compete in the frequency region
of overlap with GaAs applicability (1–2 GHz). For example,
a silicon bipolar complementary metal oxide semiconduc-
tor (BiCMOS) process for such IC applications may re-
quire 2–3 times as many mask layers, adding significantly
to the cost.

1.1. Active Layers

The MMIC process starts with the formation of an active
layer on or into semiinsulating GaAs substrate. There are
basically two methods of forming an n-type active layer:
ion implantation and epitaxy. In the ion implantation
technique, the dopant Si ions bombard the GaAs substrate
in an area specified by a photolithographic photoresist
pattern or mask. A suitable combination of energy and
dose is used for the particular FET characteristics desired.
During ion implantation, the crystal lattice of GaAs is
damaged, and the implanted atoms come to rest at ran-
dom locations with the material. A high-temperature
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Figure 1. An MMIC three-dimensional view showing MESFET,
inductor, capacitor, resistor, air bridge, via hole, and a microstrip
section.
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(850–9001C) annealing step is performed to heal the lattice
damage and allow the implanted atoms to move onto lat-
tice sites. With this technique, different active-device
types (with different active-layer properties) can be readi-
ly fabricated on the same wafer through respective selec-
tive implants defined by photoresist masks. This
technique is well suited to high-volume production since
the methods and equipment are nearly identical to those
used in the silicon industry.

As discussed earlier, epitaxial devices are sometimes
required for particular high-performance applications. In
the epitaxial technique, additional GaAs (or other III–V
compound) material layers are grown on the surface of the
GaAs substrate in a manner that preserves the crystal
structure. There are four basic types of epitaxy that have
been used for GaAs: liquid-phase epitaxy (LPE), vapor-
phase epitaxy (VPE), molecular-beam epitaxy (MBE), and
metallorganic chemical vapor deposition (MOCVD). LPE
is the oldest technique used to grow epitaxial layers on
GaAs crystals, but it is not suitable for MMIC fabrication
because of inherent surface roughness. VPE is typically
used for GaAs power FETs. MBE is the most recent and
powerful technique. Its advantage is that it can produce
almost any epitaxial layer (III–V compound) composition,
layer thickness, and doping with the highest possible ac-
curacy and uniformity across a wafer. MOCVD has similar
flexibility with the added advantage of being better suited
to low-cost manufacturing; however, the material’s elec-
trical quality is not yet as good as that for MBE. The spec-
ified active areas are isolated either by mesa etching or by
bombarding with ions, which increase resistivity by cre-
ating damage to the crystal lattice. A disadvantage of
these techniques, relative to ion implantation, is that dif-
ferent device types generally require different epitaxial
layers requiring not only multiple expensive growth runs
but also relatively costly processing to isolate the different
device types.

1.2. Schottky or Gate Formation

The quality and placement of the gate metal is critical to
FET performance in both low-noise and power FETs. The
choice of the gate metal is generally based on good adhe-
sion to GaAs, electrical conductivity, and thermal stability.
Recessed gate FETs utilize evaporated materials such as

(i) Implant Si29

(ii) Deposit Si3N4

TiWN evaporation

(i)  AuGe/Ni evaporation
(ii) Alloying

Ti/Au evaporation

CVD Si3N4

(i) TiWN evaporation
(ii) Au plating

(i) Via hole etching
(ii) Au platingVia hole and backside plating

Ion implantation

Gate and resistor formation

Ohmic contact

First-level metal

Dielectric deposition

Second-level metal

Figure 3. MMIC process flowchart for self-aligned gate process.
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Figure 2. SAG FET cross section showing features to improve manufacturability.
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TiPdAu or TiPtAu. SAG FETs [15] use a TiWN material,
which forms a thermally stable, refractory Schottky gate
in order to withstand the high-temperature annealing
step, which is performed after the gate is in place. It is
deposited by reactive sputtering.

Gate formation can be accomplished using optical
lithography techniques for critical dimensions down to
about 0.5mm. Below 0.5mm, the direct-write electron-
beam lithography (EBL) method is often used. Although
quite expensive because of the high cost of the equipment
and relatively slow throughput, EBL provides a high de-
gree of precision, making dimensions as small as 0.1mm
practical. The SAG technique uses lower-cost 1.0-mm op-
tical lithography, along with a plasma underetch, to
achieve 0.4mm or smaller gate dimensions. Gate metal-
ization is also used for thin-film resistors. Typical resis-
tance values are about 10O/square.

1.3. Ohmic Contact

Device ohmic contacts are made next. The purpose of an
ohmic contact on a semiconductor material is to provide a
good contact between the interconnect metal and the ac-
tive channel at the semiconductor surface. The most com-
mon approach in industry to fabricate ohmic contacts on
GaAs is by alloying gold and germanium (88% Au and 12%
Ge by weight, with a melting point of 3601C). A thin layer
of AuGe alloy, followed by a thin layer of Ni, is deposited
by evaporation. The total layer thickness is about 2000 Å.
The ohmic contact pads are defined by a photoresist mask
and chemical liftoff of metal on the photoresist regions.
The step is followed by alloying at 4001C in a hydrogen
ambient.

1.4. First-Level Metal

Next a thick (B0.5-mm) Ti/Au metal is overlayed on the
gate by evaporation and liftoff. The metal reduces the gate
resistance and also serves as a first-level metalization for
MMIC fabrication (e.g., as a capacitor bottom plate or the
interconnect metal under air bridges or crossovers).

1.5. Dielectric Deposition

Dielectric films are used in GaAs MMICs for passivation of
active areas of FETs, diodes, and resistors; for MIM ca-
pacitors; and for crossover isolation. Silicon nitride (Si3N4)
is commonly used as dielectric material, which is easily
deposited either by plasma-assisted chemical vapor depo-
sition or sputtering. The thickness of the dielectric film
determines the capacitance per unit area of the MIM ca-
pacitor. The thickness is usually between 1000 and
3000 Å, and is optimized to have minimum pinholes,
high breakdown voltage, and maximum possible capaci-
tance. The capacitance value ranges from 240 to 1200 pF/
mm2 with breakdown voltages from 16 V to greater than
60 V. Typical values for capacitance and breakdown volt-
age are 300 pF/mm2 and 60 V, respectively.

1.6. Second-Level Metal

Interconnection of components, airbridges, and the top
plate of MIM capacitors is formed with the second-level

layer TiWN/Au metal system. In order to achieve low-re-
sistance connections, gold plating (4.5 mm thick) is added
to provide maximum current capability of about 10 mA/mm
of linewidth and a sheet resistance of less than 10 mO/
square. Typical linewidths for microstrip line intercon-
nects vary from 10 mm to 200mm.

1.7. Backside Processing

Backside processing consisting of thinning by grinding or
lapping, via-hole source ground contact finalization, and
plating, is an important and cost-sensitive part of process-
ing. In a production environment, a significant investment
has been made in the wafer by the time the frontside pro-
cessing is completed and the backside processing started.
Also, several of the backside operations critically affect the
circuit function and the yield as a whole. Typical func-
tional yield for frontside processed MMICs is 90–95%,
whereas for frontside- and backside-processed MMICs,
yield numbers are 80–85%. After the frontside process,
the wafer is thinned by a lapping technique from 600 mm to
the required thickness, typically 100–125 mm for small-
signal MMICs and 50–75 mm for power MMICs (to maxi-
mize heat dissipation). MMIC wafers may also be thinned
down to 50–75mm for frequencies greater than 50 GHz to
minimize ground return parasitics. High-performance
MMICs require low-inductance ground connections to
the FET source and good thermal dissipation paths from
the FET to its ground. In via-hole technology, holes are
etched through GaAs substrate under each FET source
connection as well as under other pads where ground con-
nections are needed. Then the backside and the via-hole
sidewalls are metallized. This provides a good connection
from the frontside devices and components to the backside
ground plane. This also eliminates the need for separate
wire bonds to ground for each FET and other RF ground
connections. The first check for a good circuit is automatic
on-wafer testing with microwave probes. After identifying
RF good ICs, the wafer is diced into chips.

2. MMIC SUBSTRATES

Any assessment of MMIC technology options available to
the microwave designer will generally be in terms of chip
size, weight, reliability, reproducibility, cost, maximum
frequency of operation, and availability of a wide range
of active devices for design flexibility. Various substrate
materials used for MMICs are bulk silicon, silicon carbide,
GaAs, InP, and GaN. Their electrical and physical prop-
erties are compared in Table 1. The semiinsulating prop-
erty of the base material is crucial to providing higher
device isolation and lower dielectric loss for MMICs. For
example, even though bipolar silicon devices are capable
of operating up to about 10 GHz, the relatively low resist-
ivity of bulk silicon precludes monolithic integration for
frequencies above the S band (2–4 GHz).

The GaAs FET as a single discrete transistor has been
widely used in hybrid amplifiers (combining low noise,
broadband, medium power, high power, high efficiency),
mixers, multipliers, switching circuits, and gain control
circuits. This wide use of GaAs FETs can be attributed to

3216 MONOLITHIC MICROWAVE INTEGRATED CIRCUITS (MMICs)



their high frequency of operation and versatility. All these
benefits are automatically realized in MMICs as well.
GaAs semiinsulating substrates provide isolation up to
about 100 GHz. This, combined with much higher electron
mobility (5–6 times that of silicon), enables GaAs MMICs
to be produced for operation at up to 60 GHz. Additionally,
MMICs at 94 GHz have been demonstrated using highly
specialized HEMT devices epitaxially grown on semiinsu-
lating GaAs. Hence, GaAs has been the technology of
choice for most MMIC applications.

InP has been used for millimeter-wave monolithic in-
tegrated circuits using HEMTs, but very little work has
been done on InP MMICs using MESFETs. The low
Schottky barrier height of metals on n-type InP is a chron-
ic impediment to the development of an InP MESFET
technology of performance equivalent to that of GaAs.
Pseudomorphic HEMTs fabricated on InP substrate
exhibit much higher performance in terms of gain, noise
figure, and power than does a GaAs-based HEMT of simi-
lar geometry. In this case, the InP substrate supports
higher two-dimensional electron gas densities, resulting
in high current and transconductance values. The high
values of transconductance in InP HEMTs is responsible
for ultralow noise figure, high gain, and high frequency of
operation.

Except Si, all other substrate materials shown in Table
1 are called compound semiconductors. Silicon dominates
the marketplace. GaAs is a distant second, with less
mature technologies such as InP, SiC, and GaN only now
emerging. For high-power and high-temperature appli-
cations, wide-bandgap materials with relatively high
thermal conductivity, such as SiC and GaN, play a signi-
ficant role. More recent advancements in the epitaxial
techniques have made it possible to develop good active
devices on these substrates, which is a prime requirement
for any semiconductor material to be used as a substrate
for MMICs.

3. TRANSMISSION LINES

The microstrip line and coplanar waveguide (CPW) are
the two most commonly used transmission media in
MMICs. The microstrip is more popular because of its
quasi-TEM nature and excellent layout flexibility. Cross-

sectional views of these lines with physical parameters are
shown in Fig. 4. Sections of microstrip lines and coplanar
waveguides constitute the basic passive component build-
ing blocks of monolithic microwave integrated circuits.
When the size of the microstrip section is reduced to di-
mensions much smaller than the wavelength, the section
can be used as a lumped element. Examples of lumped
microstrip elements are spiral inductors, thin-film resis-
tors, and interdigital capacitors. Microstrip sections in
lumped and distributed forms are commonly used in pas-
sive and active monolithic microwave integrated circuits.

Important parameters for designing these transmis-
sion lines are the characteristic impedance Z0, effective
dielectric constant ere, attenuation constant a, discontinu-
ity reactances, frequency dispersion, surface-wave excita-
tion, and radiation. Several methods used to determine
these parameters are summarized in Ref. 20. Basic prop-
erties such as Z0, ere, a, and maximum frequency of oper-
ation are briefly described here.

3.1. Microstrip

The microstrip propagation properties are controlled by
conductor width W and substrate height h for a given di-
electric constant value (er¼ 12.9 for GaAs). Figure 5 shows

Table 1. Comparison of Monolithic Integrated Circuit Substratesa

Property Silicon SiC GaAs InP GaN

Semiinsulating No Yes Yes Yes Yes
Resistivity (Ocm) 103–105 41010 107–109 B107 41010

Dielectric constant 11.7 9.7 12.9 14 8.9
Electron mobility (cm2/Vs) 1450 500 8500 4000 800
Saturation electrical velocity (cm/s) 9�106 2�107 1.3�107 1.9�107 2.3�107

Radiation hardness Poor Excellent Very good Good Excellent
Density (g/cm3) 2.3 3.1 5.3 4.8 —

Thermal conductivity (W/cm1C) 1.45 4.3 0.46 0.68 1.3
Operating temperature (1C) 250 4500 350 300 4500
Energy gap (eV) 1.12 2.86 1.42 1.34 3.39
Breakdown field (kV/cm) E300 Z2000 400 500 Z5000

aPure materials at room temperature.

W

h

h

(a)

(b)

2b
2a = W

s
εr

εr

Figure 4. Transmission lines for MMICs: (a) microstrip;
(b) coplanar waveguide.
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the variations of Z0, ere, and a. As an example, for a 50-O
line on a GaAs substrate, the value of W/h is about 0.7.

The characteristic impedance value decreases when
the strip width-to-height ratio W/h of the line increased.
Wavelength in microstrip l is related to ere by

l¼
l0ffiffiffiffiffiffi
ere
p ð1Þ

where l0 is the free-space wavelength.
The maximum frequency of operation of a microstrip

transmission line is limited as a result of several factors
including excitation of spurious modes, higher losses, pro-
nounced discontinuity effects, low Q caused by radiation

from discontinuities, effect of dispersion on pulse distor-
tion, tight fabrication tolerances, handling fragility, and,
of course, technological processes. The frequency at which
significant coupling occurs between the dominant quasi-
TEM mode and the lowest-order surface-wave spurious
mode is given by [20]

fT¼
150

ph

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2

er � 1

s

tan�1 er ð2Þ

where fT is in gigahertz and h is in millimeters. Thus the
maximum thickness of the GaAs substrate for microstrip
circuits designed at 100 GHz is less than 0.3 mm.

The excitation of higher-order modes in a microstrip
can be avoided by operating it below the cutoff frequency of
the first higher-order mode, which is given approximately
by [20]

fc¼
300

ffiffiffiffi
er
p

2Wþ 0:8hð Þ
ð3Þ

where fc is in gigahertz and W and h are in millimeters.
This limitation is applicable mostly for low-impedance
lines that have wide microstrip conductors.

3.2. CPW

CPW properties are controlled by the center conductor
width W and the spacing between the strip and the
ground-plane conductor denoted by s in Fig. 4b. In a
CPW, the substrate thickness generally used is large so
that if the substrate has a conductor backing to improve
the mechanical strength, it does not affect the electrical
characteristics of the CPW. Figure 6 shows the variation of
Z0, ere, and a as functions of the conductor width:gap sep-
aration ratio.

In addition to dielectric and ohmic losses, coupling of
power to surface waves and radiation from unwanted
(parasitic) modes contribute to the total loss of the copla-
nar lines. The parasitic mode in a coplanar waveguide is
the odd mode with antiphase voltages in the two slots.
This mode can be excited at discontinuities, and radiation
may occur. Radiation from this mode can be minimized by
maintaining symmetry of the circuits and thus avoiding
its excitation or by using airbridges at regular intervals to
short-circuit it out. In a conductor-backed coplanar wave-
guide, the parallel-plate waveguide modes are other par-
asitic modes. Surface waves or the substrate modes are
the TM and TE modes supported by the substrate. Exci-
tation of these modes can be avoided if a thin substrate is
used such that the cutoff frequency of the surface modes is
pushed above the operating frequency. This is achieved if
the substrate thickness h is chosen such that

h	
0:12l0ffiffiffiffi

er
p ð4Þ

where l0 and er are respectively the free-space wavelength
and dielectric constant of the substrate.

12

11

10

9

8

7

6

5

4

3

2

1

0

120

110

100

90

80

70

60

50

40

30

20

10

0
.01 .02 .05 .1 .2 0.5 1 2 5 10

W/h

(a)

Z
0
( Ω

)

re 

10 20 30 40 50 70 100 200 300400 600

0.14

0.12

0.10

0.08

0.06

0.04

0.02

0

L
o

ss
 (

d
B

/m
m

)

Line width,W (µm)

f (GHz)
30
20

10

1

(b)

Figure 5. GaAs microstrip parameters: (a) characteristic imped-
ance and effective dielectric constant; (b) attenuation constant
measured as 1, 10, 20, and 30 GHz; substrate thickness of GaAs:
100mm.

3218 MONOLITHIC MICROWAVE INTEGRATED CIRCUITS (MMICs)



CPW MMICs, compared with microstrip-based MMICs,
can have lower loss at millimeter-wave frequencies by
properly designing matching networks, require no via-
hole technology for RF ground connections, and are more
suitable for flip-chip mounting.

4. MMIC ACTIVE DEVICES

Since the first reported GaAs MMIC, the MESFET and
the Schottky diode have been the workhorses for analog

integrated circuits (ICs). MESFET technology commonly
uses 0.25–1.0 mm gate lengths for microwave applications.
MESFET low-noise and power MMICs demonstrate ex-
cellent performance at microwave frequencies. At the low-
er end of the microwave spectrum for new emerging
wireless applications, GaAs FETs are more suitable, com-
pared with biopolar transistors, because of their high-
gain, low-noise figure and high power with good efficiency,
excellent switching characteristics, and low-battery volt-
age (3–6 V) operation. However, increasing emphasis is
being placed on new devices for better-performance and

160

140

120

100

80

60

40

20

h\ b =

h\b = 0.5

0.5

1.

3.

∞ 

∞

a/b

10−2 10−1 100

a/b

10−2 10−1 100

(a)

Im
p

e
d

a
n

ce
, 

(Ω
)

E
ffe

ct
iv

e
 p

e
rm

itt
iv

ity

7.5

7

6.5

6

5.5

5

4.5

3.

1.

101

100

10−1

A
tt

e
nu

a
tio

n
 (

d
B

/c
m

)

10 50 90 130 170

Characteristic impedance (Ω)

(b)

2b (mm)
0.20

0.30

0.40

Figure 6. GaAs coplanar waveguide
parameters: (a) characteristic imped-
ance and effective dielectric constant;
(b) attenuation constant.

MONOLITHIC MICROWAVE INTEGRATED CIRCUITS (MMICs) 3219



higher-frequency operation. HEMT and HBT devices offer
potential advantages in microwave and millimeter-wave
IC applications, arising from the use of heterojunctions to
improve charge transport properties (as in HEMTs) or p-n
junction injection characteristics (as in HBTs). HEMTs
appear to have a niche in ultra-low-noise and high-fre-
quency (mmW) applications. The MMICs produced using
novel structures such as pseudomorphic, lattice-matched
HEMTs, also known as PHEMTs, have significantly im-
proved the noise performance and high-frequency (up to
180 GHz) operation. PHEMTs that use multiple epitaxial
III–V compound layers have shown excellent millimeter-

wave power performance from Ku through W bands.
AlGaN/GaN HEMT devices have demonstrated power
densities greater than 5 times higher than that of con-
ventional GaAs-based transistors [21,22]. HBTs are verti-
cally oriented heterostructure devices and are gaining
popularity as power devices. GaAs HBTs are extensively
used as power devices for high-volume wireless applica-
tions because of their high gain, good efficiency, and single
power supply low-voltage operation. They also offer better
linearity and lower phase noise than do FETs and HEMTs.
A cross-sectional view of the three basic device types (ME-
SFET, HEMT, and HBT) is shown in Fig. 7. In a PHEMT
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Figure 7. Schematic cross section of (a) ME-
SFET, (b) HEMT, and (c) HBT.
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structure there is another InGaAs active layer between
the AlGaAs spacer and GaAs buffer that provides better
carrier concentration in the channel than does a conven-
tional HEMT structure.

MESFETs, HEMTs, and HBTs have been used to
develop state-of-the-art circuit functions. GaAs-based
MESFET, HEMT, and HBT devices are quite mature
and versatile. These devices can be used for low-noise,
switching, mixing, and power amplification depending on
application requirements. For power circuits, where one
needs much higher current, either a large number of cells
are employed or larger gate periphery devices are used.
Nearly all microwave circuit functions have now been re-
alized as MMICs. Many of these functions have been dem-
onstrated over the entire 1–100 GHz frequency range.
Furthermore, many of these functions have been com-
bined on a single chip to form portions of a microwave
system. Examples of such single- and multifunction ICs
are described in Section 9.

The upper frequency limit of MMICs is generally
dictated by the active devices used. The performance of
microwave transistors in MMIC technologies is improv-
ing every year. The performance of these devices (FETs,
HEMTs, and HBTs) depends on the substrate material,
process type, and channel physical dimensions. A com-
monly used figure of merit for devices is known as the
maximum frequency of oscillation and denoted by fmax.
Generally, for amplifiers the maximum frequency of oper-
ation is about half of fmax. For FETs on a GaAs substrate, a
simplified expression for fmax is given by [23]

fmax¼38:05L�0:953 ð5Þ

where L is the gate length in micrometers. Thus, for FETs
having gate length of 0.25 mm, the fmax value is about
140 GHz. As reported in the literature, the fmax values for
a 0.1-mm-gate-length PHEMT on an InP substrate is about
600 GHz, and for a 1-mm emitter HBT it is about 170 GHz.
A three-stage amplifier fabricated using a 0.1-mm PHEMT
on an InP substrate has exhibited about 12 dB gain at
153–155 GHz [24].

5. COMPONENTS AND CIRCUITS

Monolithic microwave integrated circuits consist of passive
components and active devices fabricated simultaneously
on a semiinsulating substrate. Passive components can be
divided into lumped and distributed categories, where
‘‘lumped’’ refers to components that are small with respect
to the operating wavelength and ‘‘distributed’’ describes
elements with sizes being comparable to the wavelength.
Generally, monolithic design requires both lumped and
distributed elements depending on its size, frequency of
operation, types of circuit function, and cost. Examples of
lumped elements [19,25], as shown in Fig. 8, are spiral
inductors, thin-film resistors, interdigital capacitors, MIM
capacitors, via holes, and airbridges. Distributed elements
are commonly realized using sections of a microstrip trans-
mission line or a coplanar waveguide. Lumped elements
such as spiral inductors are usable in the microwave

frequency range where the size and bandwidth are criti-
cal parameters. Distributed elements are preferred in
applications where lower loss and higher power-handling
capability are important. However, thin-film resistors,
capacitors, airbridges, and via holes are used in almost
all microwave and millimeter-wave monolithic integrated
circuits. The lumped elements have a lower Q than do the
distributed elements, but they have the advantage of
smaller size, ability of large impedance transformations,
and wideband characteristics compared with distributed
elements.

MMIC passive components include filters, impedance
transformers, hybrids, couplers, power dividers/com-
biners, delay lines, and baluns. The design of such com-
ponents has been thoroughly discussed in Refs. 8, 9, and
26–30. In order to predict the performance of microstrip
passive components, the effect of junction and layout dis-
continuities and interaction effects between circuit ele-
ments caused by close proximity is usually included in the
circuit analysis, with the help of electromagnetic (EM)
field simulators. Figure 9 shows commonly used MMIC
passive components.

In active MMIC components and subsystems, all inter-
connections are made along with active/passive devices
on the semiinsulating semiconductor substrate, thereby
eliminating discrete components and wire bond inter-
connects. MMIC active components use two types of
devices: two-terminal devices referred to as diodes, such
as Schottky and pin, and three-terminal devices, such as
MESFET, HEMT, and HBT. Microwave circuits that use
these devices include amplifiers, oscillators, multipliers,
mixers, switches, phase shifters, attenuators, modulators,
limiters, and many others used for receiver or transmitter
applications covering microwave and millimeter-wave fre-
quency bands. The theory and performance of most of
these circuits have been well documented [1–18,31–34].
Figure 10 shows a physical layout of a broadband driver
amplifier using FETs, microstrip lines, inductors, resis-
tors, capacitors, via holes, and airbridges. Table 2 sum-
marizes some of the key milestones in MMIC development
[35]. This list is by no means exhaustive. Several examples
of active circuits using various MMIC technologies are
described in Section 9.

6. MMIC DESIGN

The design of MMICs requires state-of-the-art computer-
aided design (CAD) tools. The need for increased design
sophistication arises from the fact that the postfabrication
tuning flexibility available in conventional hybrid micro-
wave circuits is no longer present in the monolithically
fabricated circuits. Consequently, a new design methodol-
ogy is required. This includes development of accurately
characterized standard library cells as well as subcircuits,
accurate models for linear and nonlinear active devices,
accurate passive component models, use of circuit topology
and circuit elements that are more tolerant to process
variations, tolerance centering of designs, proximity effect
models, comprehensive simulation of complete circuits,
and automatic RF testing of ICs on wafer. The latter is
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needed in order to obtain sufficient statistical character-
ization data without having to do expensive mounting or
packaging.

Figure 11 shows [36] a comprehensive CAD tool
consisting of device, circuit, system simulators, and their
accurate models (including physics-based and electromag-
netic), and statistical design feature. Several microwave
CAD tools are available to designers, including Agilent’s
ADS, Ansoft’s Ansoft Designer, and Applied Wave Re-
search’s Microwave Office. A workstation-based MMIC
CAD tool [37] is conceptually shown in Fig. 12. This in-
teractive system will provide efficient coupling between
the circuit simulation, the schematic captive/text editor,
and the layout generator, greatly improving overall accu-
racy and reducing design cycle time. With such a system,
first-pass design success for simple microwave functions
should be achievable.

The evolution of a typical small-signal MMIC design
generally follows the flow diagram depicted in Fig. 13. The
design starts with the circuit specifications, which derive
from the system requirements. System requirements also
dictate the circuit topology along with the types of passive
elements and active devices to be used (e.g., distributed or

lumped passive elements, single- or dual-gate FETs, and
low-noise or power FETs). Comprehensive passive-ele-
ment and active-device models developed by foundry or
by users are used to simulate circuit functions. The final
design is completed by taking into account layout discon-
tinuities, interaction between the components, stability
analysis in case of amplifiers, and circuit yield analysis by
considering process variations. In the case of nonlinear
circuit design, (e.g., power amplifier, oscillator, or mixer)
an accurate nonlinear model for each device used is
essential in order to design the circuit accurately.

7. EM SIMULATORS

The main contribution of electromagnetic (EM) simulators
to MMIC CAD tools has been in the area of accurate mod-
eling of passive circuit elements and components. These
simulators are commonly used to model circuit elements
such as microstrip and coplanar waveguide structures,
discontinuities, and coupling between transmission-line
sections and discontinuities, structures using multilayer
dielectric and plating, inductors, capacitors, via holes, and
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crossovers. Passive components, such as filters, couplers,
resonators, power dividers/combiners, baluns, matching
impedance transformers, and several types of intercon-
nects and packages, are accurately simulated using EM
simulators. Accurate characterization of active-device
parasitics also requires EM simulation. Another key and
important role of EM simulators in successful MMIC
design is the capability of incorporation of parasitic cou-
pling effects among various parts of the circuit layout.
Accurate evaluation of radiation and surface waves can be
performed using simulators only. These effects become in-
creasingly important as MMIC designs become more com-
pact and are not easily incorporated using conventional

network-theory-based CAD tools. However, due to very
large computation time, only a small portion of a circuit is
analyzed using EM simulators, and the numerical results
are combined with conventional CAD tools to obtain the
response of the complete circuit. Most EM simulators
work in the integrated simulation environment (i.e.,
they can be interfaced with microwave computer-aided
design and engineering tools). Since the early 1990s, out-
standing progress made on personal computers and work-
stations lead to commercial EM simulators.

7.1. Electromagnetic Simulation Methods

Several different field simulation methods have been used
and described in the literature [38,39]. The most common-
ly used technique for planar structures is the method of
moments (MoM), and for three-dimensional structures,
the finite-element method (FEM) is usually used. Both
these techniques perform EM analysis in the frequency
domain. FEM, as compared to MoM, can analyze more
complex structures but requires much more memory and
longer computation time. There are several time-domain
analysis techniques; among them, the transmission-line
matrix (TLM) method and finite-difference time-domain
(FDTD) method are commonly used. Fast Fourier trans-
formation is used to convert time-domain data into fre-
quency-domain results. An overview of commercially
available EM simulators is given in Table 3. Here ‘‘pla-
nar’’ structure refers to 2D or 2.5D and ‘‘arbitrary’’ struc-
ture refers to full 3D configurations. More comprehensive
information on these tools can be found in mid–late 1990s
publications [40–42].

In EM simulators, Maxwell’s equations are solved in
terms of electric and magnetic fields or current densities,
which are in the form of integral-differential equations, by
applying boundary conditions. When the structure is an-
alyzed and laid out, the input ports are excited by known
sources (fields or currents), and the EM simulator solves
numerically the integral-differential equations to deter-
mine unknown fields or induced current densities. The
numerical method involves discretizing (meshing) the
space for evaluation of unknown fields or currents. Using
FEMs, six field components (three electric and three mag-
netic) in an enclosed 3D space are determined, while
MoMs results in current distribution on the surface of
metallic structures.

7.2. Application to MMIC Design

All EM simulators are designed to solve arbitrarily shaped
strip conductor structures and provide simulated data in
single- or multiport S parameters, which can be read in a
circuit simulator. To perform an EM simulation, the struc-
ture to be simulated is defined in terms of dielectric and
metal layers, and their thicknesses and material proper-
ties. After creating the complete circuit/structure, the
ports are defined, and the layout file is saved as an input
file for EM simulations. Then an EM simulation engine is
used to perform electromagnetic analysis. After the sim-
ulation is complete, the field or current information is
converted into S parameters and saved for use with other
CAD tools.
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Figure 9. Typical MMIC passive components: (a) Lange coupler;
(b) Wilkinson divider; (c) spiral Marchand balun.
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EM simulators, although widely used, still cannot han-
dle complex designs. There is considerable emphasis on
achieving first-pass success of single- and multifunction
MMICs in order to keep the MMIC development cycle time
and cost low. Thus, microwave circuits should not only
perform as individual components but also work as de-
signed in the subsystem environment (e.g., T/R chip). This
mandates comprehensive simulation of the complete chain
including parasitic coupling effects between the closely
spaced matching networks belonging to different micro-
wave circuits. Although the advent of EM simulators has
enhanced the accuracy of individual circuit functions, they
are seldom used to perform comprehensive simulation of
the complex MMIC chips such as T/R chips because of
their large circuit size and very large CPU time. Thus,
next-generation EM simulators are required to character-
ize compact and multilayer MMICs, highly integrated
MMICs, multichip assemblies (MCAs), and for greater
use of parallel computation and better integration with
the circuit simulator so that they can become part of
optimization. Advances in the numerical methods, com-
putation speed, multiprocessor computations, and optimi-
zation techniques will set the course for EM simulators to
become the microwave CAD tools of choice.

8. MODELING

The development of integrated CAD tools and accurate and
comprehensive models for passive circuit elements and
active devices was major activity during the 1980s
and 1990s. Both play a key role in the successful develop-
ment of MMICs. Passive circuit elements that have linear

models (independent of bias conditions and input power)
include resistors, inductors, capacitors, via holes, airbridg-
es/crossovers, transmission lines, discontinuities, and in-
teraction effects. Active devices consist of diodes, and
transistors (single- and dual-gate FETs and HEMTs, and
HBTs). Transistors are of low noise, switching, and power
types. Active devices use both linear and nonlinear (bias
and input power-dependant) models. Figure 14 illustrates
an attempt to summarize the current models for active de-
vices and passive circuit elements. More comprehensive
information on modeling can be found in several books
[11,19,23,43] and other publications [44–47].

Basically there are three types of models:

1. Physics/EM-theory-based models

2. Analytical or hybrid models

3. Measurement-based models

These models are briefly described next.

8.1. Physics/Electromagnetic-Theory-Based Models

Development of accurate physics-based models for active
devices that are derived in terms of doping profile and
physical geometry are essential for establishing the link
between the process and RF performance and for design-
ing MMICs. These models consist of two parts: intrinsic
and extrinsic. The intrinsic part deals with the active
channel of the device, whereas the extrinsic part repre-
sents device pad/electrode parasitics, which are expressed
in resistances, inductances, and capacitances. The intrin-
sic part of the model, the heart of the device, is obtained by

Figure 10. Physical layout of an MMIC amplifier us-
ing ten FETs, capacitors, resistors, inductors, micro-
strip as matching elements, and several vias.
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solving device equations using appropriate boundary and
bias conditions in the device channel (e.g., under the gate
between the gate, source and drain electrodes). The semi-
conductor device equations are derived from the Boltzm-
ann transport equation coupled to the solution of the
Poisson equation. These equations, which are of partial-
differential type and describe carrier transport properties

of the device, are solved numerically by using such tech-
niques as finite differences or finite elements. The physical
models also include device interface phenomena, quantum
effects, effects of temperature and heterostructures, low-
noise and high-field phenomena, electromagnetic interac-
tion effects between electrodes, and many other effects.
These models are of general nature but quite complex.

Table 2. Milestones in MMIC Development

Substrate Device Basis
Year Function Frequency Band Si GaAs InP FET HEMT HBT

1965 PIN switch X K

1968 Mixer/oscillator V K

1974 Low-power amplifier X K K

1978 Power amplifier X K K

1979 Power combiner X K K

Low-noise amplifier K K K

1980 Switches X K K

Mixer/IF system Ka K K

1981 Direct-coupled amplifier C K K

Traveling-wave amplifier X K K

Signal generator S K K

Oscillator X K K

T/R module (multichip) X K K

1982 Phase shifter X K K

1984 T/R module (single-chip) X K K

DBS receiver X K K

1985 Multioctave TWA S-Ka K K

Receiver C K K

1986 Power amplifier Q K K

1987 Multioctave switch DC-Q K K

Power amplifier I-J K K

1988 Low-noise amplifier V K

1989 Power amplifier X K K

Power amplifiers X, I-J K K

1990 Multioctave TWA 5–100 GHz K K

1991 Multioctave matrix amp. S-Ka K K

1992 LNA/power amplifier W K

1994 Power amplifiers I-J K K

2000 Low-noise receiver 183 GHz K K

2002 24-W HPAa 16 GHz K

2003 10-W limiter/LNA X K K
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Figure 11. MMIC design system.
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They include accurate parasitics and bias temperature
and frequency dependence and can be used in time and
frequency domains. The physical models are very useful
for investigating the physical operation of active devices,
predicting device performance as a function of process,
material, and geometry. Thus, the device model helps in
device studies, process control, and circuit yield and opti-
mization. Any adjustment in the device can be achieved
using the physics band model without costly fabrication
experiments.

Because of lengthy execution times (physics-based
analysis time increases rapidly with model complexity),
the application of physical models is usually limited to
device studies. Models are available for FETs, HEMTs and
HBTs. Given sufficient computer resources, these models
can become an integral part of microwave CAD tools.

8.2. Analytical or Hybrid Models

Analytical or hybrid models for passive-circuit elements
and active devices are based on simple equivalent-circuit
(EC) representation. Formulation of the model parameters

is based on simple equations whose values are obtained
from the physics of the component, or DC or RF or both
measurements. The analytical models fall between phys-
ics- and measurement-based techniques. Transmission
lines and their discontinuities and nonlinear devices are
generally represented by analytical models.

8.3. Measurement-Based Models

The most commonly used method of developing models
for passive lumped elements and active devices is mea-
surement of their DC characteristics and S parameters.
This modeling approach gives quick and accurate results,
although they are generally limited to just the devices
measured. The component is represented by an equi-
valent-circuit model whose parameter values are extrac-
ted by computer correlation to the measured DC and
S-parameter data.

The accuracy of the measurement-based models de-
pends on the accuracy of the measurement systems, the
calibration techniques, and the calibration standards. On-
wafer measurements using high-frequency probes provide
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Figure 12. Next-generation MMIC workstation concept.
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accurate, quick nondestructive, and repeatable results up
to millimeter-wave frequencies. Various vector network
analyzer calibration techniques are being used to deter-
mine a two-port error model that deembeds the device
S parameters. The conventional short (circuit), open
(circuit), load, and through (also termed thru) (SOLT)

calibration technique has proved unsatisfactory because
the open and short reference planes cannot be precisely
defined. The reference plane uncertainties for perfect short
limit the accuracy of this technique. The line reflect match
(LRM) calibration technique requires a perfect match on
each port. The thru reflect line (TRL) calibration method is

Selection of device(s)

Linear / nonlinear
models

Stability analysis
(amplifiers; oscillators)

Two-dimensional analysis
of matching networks

Layout
(including discontinuities, etc.)

Nonlinear analysis
and optimization

(if required)

Circuit optimization
(including design centering)

Circuit synthesis /
analysis

Circuit topology

Specifications
(gain, VSWR, P1db,

bias, etc.)

No

Yes

Fab and test

Meets
specs?

Figure 13. Typical flowchart for a MMIC design.

Table 3. An Overview of Some Electromagnetic Simulators Used for MMICs

Company Software Name
Type of Structure

Three-Dimensional Method of Analysis Domain of Analysis

HP-EEsof Momentum Planar FEM Frequency
HFSS Arbitrary FEM Frequency

Sonnet Software EM Planar MoM Frequency
Jansen Microwave Unisim Planar Spectral domain Frequency

SFMIC Planar MoM Frequency
Ansoft Corporation Maxwell 2D Planar MoM Frequency

Maxwell SI Eminence 3D Arbitrary FEM Frequency
MacNeal-Schwendler Corp. MSC/EMAS Arbitrary FEM Frequency
Zeland Software IE3D Arbitrary MoM Frequency
Kimberly Communications Micro-Stripes Arbitrary TLM Time
Consultants
Remco XFDTD Arbitrary FDTD Time
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based on the transmission-line calibration standards,
which include non-zero-length thru and a reflect (open or
short circuit) and delay-line standards (one or more dic-
tated by the frequency range over which the calibration is
performed). The advantage of TRL calibration lies in sim-
ple standards that can be placed on the same substrate as
the components, ensuring a common transmission medi-
um. This calibration technique accurately locates the ref-
erence planes and minimizes radiative crosstalk effects
between the two probes because they are sufficiently far
apart during the calibration procedure.

Measurement-based models fall into two groups: linear
(passive-circuit elements and active devices for linear op-
eration) and nonlinear (active devices for nonlinear oper-
ation such as mixing, power amplification, multiplication,
and oscillation). In current measurement-based linear
modeling, the components are electrically characterized

by measuring DC and RF parameters. A lumped-element
equivalent-circuit model for each component that de-
scribes its frequency-dependent electrical characteristics
is chosen. The lumped-element model parameter values
are extracted by computer optimization to replicate the
measured S parameters. Noise characterization of active
devices is obtained by measuring on-wafer S parameters
and noise parameters. The switching devices are modeled
by two lumped-element equivalent-circuit models: one for
when the device is in ON state (low-impedance state) and
the second one for when the device is in OFF state (high-
impedance state). The model parameter extraction is gen-
erally based on statistical data with average and standard
deviation values that will help in centering designs for
high yield.

As an example, an equivalent-circuit (EC) model for an
inductor along with its physical layout is shown in Fig. 15.
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Figure 15. Physical layout and the equivalent-circuit model of spiral inductors (1.5, 2.5, and
3.5 turns).
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This figure also includes model parameter values for three
different inductors. An EC model for a MESFET is shown
in Fig. 16a, and its parameter values are shown in Fig.
16b. This model describes basic linear operation of an
FET, and the model reproduces the small-signal RF ter-
minal characteristics of the device with good accuracy. The
model is widely used to extrapolate S parameters to fre-
quencies for which experimental data are not available
and can be scaled to different sizes of the same device. The
main disadvantages of the equivalent-circuit model are
difficulty in scaling to different physical structures, limi-
tation to single-bias condition, frequency independence of
circuit elements, no time dependence feature, and the in-
herent limitation to linear circuits.

Many nonlinear equivalent-circuit models have been
reported in the literature. All these models have the same
basic configuration as shown in Fig. 16a and generate
similar common-source DC or pulsed I–V curves that are
in qualitative agreement with experimental data. Signi-
ficant differences occur, however, in the quantitative
behavior of the models, in comparison to both each other
and experimental data. The differences in the various
models are the expressions used to characterize the drain
current generator and gate–source and the gate–drain

capacitances. Some of the most commonly mentioned
models are Curtice, Curtice–Ettenberg, Stratz, Materka,
and TOM [48–50].

The measurement-based models need to include termi-
nal voltage-dependent equivalent-circuit elements such as
Ids (gm, Rds), Cgs, and Cgd as shown in Fig. 16 to accurately
predict the nonlinear behavior of the active device.

Commonly used representation of the nonlinear ME-
SFET model is given by

Ids¼ ðA0þA1V1þA2V2
1 þA3V3

1 Þ tanhðaVdsÞ ð6Þ

where

V1¼Vgs½1þ bðVds0 � VdsÞ� ð7aÞ

and

Cgs¼Cgs0 . f ðVgs;VgdÞ ð7bÞ

Cgd¼Cgd0 . gðVgs;VgdÞ ð7cÞ

Here Vgs, Vgd, and Vds are the terminal voltages between
gate–source, gate–drain, and drain–source of the device,

G D
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A                                                              BL g L dRd

L s

Rs

Rds

Rg

Ri

Cgd

gme−j  ωτCgs

Cds

C
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Figure 16. FET’s small-signal
equivalent-circuit model and typical
model values for a 300-mm power
FET biased at Vds¼2.5 V, Ids¼50%
Idss. Variable elements: Cgs, Cgd, gm,
and Rds are strong functions of bias
conditions.
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respectively. The source of the FET is normally grounded.
The Ai coefficients and constants a, b, and Vds0 are eva-
luated using measured DC or pulsed I–V data. The quan-
tities Cgs0 and Cgd0 are extracted from the measured
S parameter at the operating DC bias conditions, where-
as f and g, which are functions of both Vgs and Vgd, are
determined from measured S parameters over a large
range of DC bias conditions to cover the full range of
device operation.

Basically there are three steps in the development of
nonlinear equivalent circuit models.

1. Extract coefficients for Ids to match with measured
I–V data. Important data are near the knee of the
curves and break down near pinchoff.

2. Measure S parameters, extract small-signal model
values, and derive coefficients for gate–source and
gate–drain capacitances to describe its dependence
on gate and drain voltages.

3. Validate model by comparing measured and simu-
lated data with 50 input and output for P1dB com-
pression point and power levels for other harmonics.
Simulations are generally carried out using har-
monic balance analysis.

The main advantage of the equivalent-circuit models is
the ease with which they can be integrated into radiofre-
quency (RF) circuit simulators. For linear operation (i.e.,
small-signal) the interface is direct because the entire de-
vice and circuit model are simulated in the frequency do-
main. For nonlinear applications, the device models are
formulated in the time domain and are interfaced with the
frequency-domain linear circuit simulators by means of
the harmonic balance method (HBM). The RF perfor-
mance obtained from these simulators can be satisfactory
to good for a well-defined circuit, especially for mildly
nonlinear applications such as a class A power amplifier
not operating in hard saturation. The large-signal equiv-
alent-circuit models generally do not scale well with vary-
ing operational conditions such as frequency or bias. As
the circuit becomes increasingly nonlinear, simulator per-
formance degrades.

The main disadvantage of the equivalent-circuit mod-
els is inherent inaccuracy resulting from simplifications in
the model formulation, such as neglect of domain capac-
itance and the interdependencies of the nonlinear ele-
ments. In an actual device, all nonlinear elements are
interdependent. For example, in a MESFET, it is not pos-
sible to change the device transconductance without also
changing elements such as the gate–source capacitance.
Perhaps the most significant limitation of the equivalent-
circuit models, however, is the need to experimentally
characterize the devices that are to be used. The devices
must be designed, fabricated, and characterized before
the CAD models can be defined. A change in any design
parameter (such as gate width or channel impurity con-
centration) requires an almost complete recharacteriza-
tion because scaling techniques are difficult to apply. This
limits the designer’s flexibility in obtaining optimum-per-
formance integrated circuits where tailoring the device
design for special applications would be desirable.

9. TYPICAL CIRCUITS AND PERFORMANCE

Since the early 1980s, tremendous progress has been
made in amplifiers, including low noise, power, transim-
pedance, logarithmic, and limiting and variable gain. In
addition to these amplifiers, control circuits, mixers, os-
cillators, and multifunction integrated circuits (MFICs)
also have advanced the state of the art in microwave tech-
nology. Because this technology is growing rapidly, new
examples of its application are constantly appearing. No
attempt to include an exhaustive sampling is made; in-
stead, a selection of circuits that have been developed for
various applications will be described so that the diversity
of the MMIC technology may be illustrated. Circuits cho-
sen for exposition include low-noise amplifiers (LNAs),
limiter/LNAs, power amplifiers, oscillators, mixers, phase
shifters, and integrated multifunction circuits.

9.1. Low-Noise Amplifiers

A low-noise amplifier at a receiver front end sets the sys-
tem noise figure. Narrowband and broadband LNAs are
required depending on the system application. Table 4

Table 4. Best ReportedInP HEMT MMIC LNA Results

Frequency (GHz) Number of Stages Minimum NF (dB) Gain (dB) NF over Band (dB) Year Reported

2.3–2.5 3 0.4 35 0.5 maximum 1993
7–11 2 1.0 21 1.2 maximum 1993
19–22 3 1.1 38 1.2 maximum 1995
43–46 2 – 25 2.3 average 1993
43–46 3 1.9 22 2.0 average 1995
50 2 2.8 9 — 1994
63 2 3.0 18 — 1990
56–60 2 3.2 15 4.2 average 1992
56–64 3 2.7 25 3.0 average 1993
58–62 2 2.2 16 2.3 average 1995
75–110 3 3.3 11 5.0 maximum 1993
75–110 4 6.0 23 — 1993
92–96 3 3.3 20 4.4 maximum 1995
120–124 2 – 11 — 1994
142 2 – 9 — 1995
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compares the state of the art in narrowband MMIC mul-
tistage LNAs developed using PHEMTs [51]. Noise figures
of about 1 and 3.3 dB have been achieved at 10 and
94 GHz, respectively. A three-stage 75–110-GHz MMIC
amplifier is shown in Fig. 17. For this chip, the best noise
figure measured was 3.3 dB at the W band.

9.2. Limiter/LNA

Due to fine geometry used in MMIC transistors, these cir-
cuits are susceptible to damage from high-power spurious
EM radiation. To protect the front-end receiver and main-
tain low noise figure, a high-power and low-loss limiter in
front of an LNA is required. A novel high-power limiter/
LNA that can handle greater than 10 W CW power at
X band was developed [52] (see Fig. 18). The limiter/LNA
design is a balanced configuration using Lange couplers
with a Schottky diode limiter circuit followed by a two-
stage LNA. High power termination resistor is also in-
cluded on the chip. Typical measured performance shows
gain greater than 14 dB, NF o2.7 dB, return loss better

than 20 dB, and output third-order intercept greater than
28 dBm over the 8.3–12 GHz frequency range.

9.3. Power Amplifiers

In comparison with power tubes, microwave power solid-
state amplifiers are compact in size, lightweight, low-cost,
more reproducible, and more efficient and reliable, and
they operate at lower supply voltages. These amplifiers
are used in transmitters and require much shorter warm-
up time. Furthermore, no adjustment in the bias is re-
quired over long periods of operation. The performance of
MESFET, PHEMT, and HBT amplifiers is constantly im-
proving in terms of output power, power-added efficiency,
linearity, and frequency. Microwave power amplifiers us-
ing monolithic technology look attractive for realizing tens
of watts of power; these chips can be combined further
using standard hybrid MIC techniques to obtain much
higher power levels. High-efficiency operation of these cir-
cuits is becoming one of the most important factors for
enhancing battery operating life in commercial communi-
cation applications and for reducing prime power and
cooling requirements for advanced microwave and milli-
meter-wave systems. These characteristics are particular-
ly useful for space and military applications where weight,
size, and power-added efficiency requirements can impose
severe limitations on the choice of components and sys-
tems. Figure 19 depicts [53] power performance for single-
chip MMIC amplifiers at microwave and millimeter-wave
frequencies, and a photograph of a 15 W amplifier chip
using MESFET technology is shown in Fig. 20. This
C-band amplifier achieved over 60% power-added effi-
ciency [54].

9.4. Voltage-Controlled Oscillators and Mixers

Voltage-controlled oscillators (VCOs) and mixers are inte-
gral parts of receivers. Figure 21 shows a 28-GHz VCO
developed using HBT technology [55]. Output power up to
� 5 dBm and tuning range up to 20% were achieved for
this chip. Figure 22 shows a VCO mixer, which works as

Figure 18. X-band 10-W limiter/LNA; chip size is
14 mm2. (Photograph courtesy of M/A-COM.)

Figure 17. A three-stage 75–110-GHz PHEMT MMIC low-noise
amplifier. Chip size is 5 mm2. (Reprinted with permission from P.
M. Smith and IEEE r 1996.)
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an upconverter developed using GaAs HEMT-HBT IC
technology [56]. The compact MMIC area is only 1 mm2.
The VCO used HBT and provided 0 dBm output power
over 28.5–29.3 GHz, whereas the active mixer used HEMT
and achieved 6–9 dB conversion loss over a 31–39 GHz
output frequency range.

9.5. Phase Shifter

One of the important elements in the TR module is the
programmable multibit phase shifter. The scanning of
the beam in phased-array radars is achieved by changing

the phase of the RF signal fed to or received from each
radiating element. For beamsteering, programmable bidi-
rectional phase shifters are required to adaptively adjust
transceiver phase in both the transmit and the receive
modes. Figure 23 shows an X-band 6-bit digital phase
shifter consisting of switching FETs and lowpass and
highpass lumped-element networks. The phase shifter
comprises 5.61, 11.251, 22.51, 451, 901, and 1801 bits cas-
caded in a linear arrangement. Typical measured inser-
tion loss is 10 dB, VSWR is better than 2 : 1, RMS phase
error is better than 61, peak-to-peak gain variation is 3 dB,
and input P1dB is 23 dBm, over the 8–12 GHz frequency
range.

9.6. Multifunctional MMICS

Up until now, we have described single-function mono-
lithic circuits. The next four examples represent highly
integrated MMICs. A high level of integration at the
MMIC chip level reduces the number of chips and results
in low test and assembly costs, which in turn reduces the
subsystem cost. The downside of high integration is higher
nonrecurring engineering costs, and greater difficulty in
optimizing each subcircuit’s performance.

In active phased-array antennas, each antenna ele-
ment consisting of a transmitter, a receiver, a radiator,
and control circuitry is called a transmit/receive module.
Thus, reducing the cost of GaAs IC-based transmit/receive
modules is essential to the deployment of low-cost active
phased-array radars. A complete C-band multifunction
monolithic transceiver, containing 16 microwave circuits,
has been developed [57] on a GaAs substrate measuring
10.8� 15.7 mm (170 mm2). The chip includes a class B 4-W
power amplifier with 40% power-added efficiency, a
high-power T/R switch, several SPDT switches, buffer
amplifiers, a 6-bit programmable phase shifter, digital
and analog attenuators, and an LNA with noise figure of

Figure 20. A C-band MESFET 15 W power MMIC amplifier.
Chip size is 24 mm2. (Photograph courtesy of ITT Industries.)

Figure 21. A 28-GHz HBT MMIC voltage-controlled oscillator.
Chip size is 1 mm2. (Reprinted with permission from H. Blanck
and IEEE r 1994.)
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Figure 19. Performance status of single-chip power MMIC am-
plifiers using MESFET, HFET, HEMT, and HBT technologies.
HFET: heterojunction FET.
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4.5 dB. Figure 24 is a photograph of the chip. The IC used
58 separate FETs, 87 via holes, 83 MIM capacitors, 153
resistors, 6 spiral inductors and 65 airbridges. A single
2–20-GHz T/R chip on GaAs has also been developed [58].
A photograph of the chip is shown in Fig. 25. The chip,
which measures 17.6 mm2, consists of T/R switches, driver
amplifier, power amplifier, and LNA. A basic traveling-
wave design approach was used for the amplifiers. The
measured performance includes a maximum noise figure
of 10 dB with associated gain of 18 dB and minimum pow-
er output of 200 mW with associated gain of 12 dB. This
chip used 44 FETs, 60 via holes, 44 MIM capacitors, 69
resistors, and 60 spiral inductors. Typical yield for a cir-
cuit of this complexity exceeded 50%. A highly integrated

multifunction macro synthesizer chip has also been re-
ported by Mondal et al. [59]. It has more than 30 RF
building blocks, and some individual blocks operate
through 40 GHz. This MMIC represents the highest level
of integration on a single GaAs chip.

Microwave and millimeter-wave components, subsys-
tems, and systems have been experiencing ever-increasing
pressure to reduce costs to support the emergence of wire-
less and mobile communications applications and wide-
spread use of phased-array radars. There is a need for new
technologies to meet the challenge in size, performance,
and cost requirements. GaAs monolithic 3D technology
has made tremendous progress in achieving both perfor-
mance and cost requirement goals. 3D technologies

Figure 22. The HEMT-HBT VCO
mixer. The compact MMIC is only
1.1 mm2 in size. (Reprinted with per-
mission from K. W. Kobayashi and
IEEE r 1997.)

Figure 23. X-band 6-bit phase shifter; chip size is 4.5 mm2.
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provide another dimension in the integration and compac-
tion of MMICs, where the matching networks, intercon-
nects, and passive circuits are realized in a multilayer 3D
volume. As an example, Fig. 26 shows a complete receiver
[60], using low-noise amplifier, local oscillator amplifier,
couplers, and voltage gain amplifier, and occupies only a
4 mm2 chip area on GaAs when fabricated using 3D MMIC
technology.

More recent advances in low-cost RF CMOS and SiGe
HBT Si-based technologies offer great potential for very
high-volume wireless applications. High RF performance
of CMOS and HBT devices with large-scale integration
capabilities make these technologies very attractive for
low-cost solutions.

10. MMIC PACKAGING

Microwave packages and assembly techniques play a very
important role in the performance, cost, and reliability of

MMICs. Because MMICs represent state-of-the-art tech-
nology in terms of size, weight, performance, reliability,
and cost, MMIC performance must not be compromised by
packaging. The affordability requirement on packages
mandates that their complexity be minimized. Minimiz-
ing both the number of dielectric layers and the overall
size, dramatically improves electrical performance, pro-
duction yields, and lower costs. However, a tradeoff exists
between simplicity and the number of functional features
in terms of costs. Some high-volume applications demand
package costs as low as $0.05 or $0.10, whereas high-per-
formance, low-volume applications can tolerate package
costs (in the $5 to $25 range).

Many of the packaging considerations for MMICs are
similar to those for hybrid MICs. Most ceramic/metal pack-
ages should meet the environmental requirements of
MIL-S-19500 and test requirements of MIL-STD-750/883.
The package must pass rigorous tests of hermetic proper-
ties, thermal and mechanical shock, moisture resistance,
resistance to salt atmosphere, vibration and acceleration,
and solderability. In order to minimize the effect of the
package on MMIC performance, electrical, mechanical,
and thermal modeling of packages must be performed.

The most important electrical characteristics of micro-
wave packages are low insertion loss, high return loss and
isolation, and no cavity or feedthrough resonance over the
operating frequency range. When a chip or chip set is
placed in the cavity of a microwave package, there should
be minimum degradation in the chip’s performance. Gen-
erally this cannot be accomplished without accurate elec-
trical and electromagnetic modeling of the critical package
elements. Microwave design must be applied to three
parts of the package: RF feedthrough, cavity and DC
bias lines. Of the three, the design of the RF feedthrough
is the most critical in determining the performance of
packaged MMIC chips.

Figure 24. The 16-microwave function C-band TR chip. Chip
size¼170 mm2. (Photograph courtesy of ITT Industries.)

Figure 25. The broadband (2–20-GHz) TR chip (Reprinted with
permission from M. J. Schindler and IEEE r 1990.)

Figure 26. The 3D MMIC single-chip receiver. Chip size is
4 mm2 (Reprinted with permission from I. Toyoda and IEEE r

1996.)
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MMIC packaging can be performed at three levels as
shown [15] in Fig. 27. ICs can be mounted in individual
packages; ICs can be packaged with support circuitry in a
housing; or the ICs can be packaged at the subsystem lev-
el. The packaging requirements depend on the application
at hand. For example, in wireless communications appli-
cations below 6 GHz, GaAs MMICs are being mounted into
plastic packages in order to achieve low-cost goals. Be-
cause of relatively low power operation, thermally they
are acceptable. For high-frequency, high-performance, and
high-power applications, we require metal base ceramic
packages, which have low thermal resistance, good her-
metic properties, high power capability, and good reliabil-
ity characteristics.

10.1. Ceramic Packages

The selection of the substrate material and thickness
for ceramic packages depends on the electrical perfor-
mance requirements, cost, and frequency range of inter-
est. The substrate thickness is selected to match its height
with MMIC thickness; otherwise, a pedestal for mounting
MMIC chips is required because MMIC chips are about 4
mils thick. Microwave packages generally use 10–20-mil-
thick alumina substrate, whereas millimeter-wave pack-
ages use 4–5-mil-thick quartz. A low-dielectric constant is
generally preferred because it makes the package inter-
connects electrically insensitive and tolerant to microstrip
dimensions and broadband frequency ranges and results

in a high yield. The microstrip width and thickness deter-
mine the characteristic impedance and the DC resistance,
whereas the spacing between the two conductors on the
same plane controls the crosstalk because of coupling.
Generally, sufficient space between the MMIC, the pack-
age walls, and the lid is provided in order to prevent any
interactions. The effect of the package lid on the MMIC
characteristics is kept to a minimum by keeping the lid
above the MMIC surface about 5 times the package sub-
strate thickness. In very high-gain applications lids with
absorbing materials are also used.

Several ceramic (alumina, Al2O3), beryllium oxide
(BeO), and aluminum nitride (AlN) packages with metal
base (Kovar, copper, copper-tungston, or copper molly-
bdum) are now available. Their cost depends on package
size, frequency of operation, and volume. Some of these
packages can be used up to 40 GHz, and others can be
obtained for less than $3 in large volume. In small quan-
tities, they cost between $20 and $50. Typically, the mea-
sured dissipative loss per RF feed is less than 0.5 dB at
20 GHz. These packages provide much higher frequency of
operation, low leadframe inductance, very low ground
connection inductance, and much lower thermal resis-
tance than do the plastic packages. Ceramic-type packag-
es are well suited for high-frequency small-signal, and
high-power MMICs, whereas the plastic packages are
commonly used for low-cost solutions at the lower end of
the microwave frequency band.

10.2. Plastic Packages

Small-outline transistor (SOT) and small-outline integrat-
ed circuit (SOIC) plastic packages are commonly used.
These packages are shown in Fig. 28. SOIC packages have
8–16 pins, and they work reasonably well up to 2 GHz. The
measured dissipative loss in a SOIC 8-lead package is on
the order of 0.2 dB at 2 GHz. In order to improve the RF
performance and power dissipation for power ICs, custom-
er-fused lead frames with low-signal lead parasitics, and
reduced-ground bond inductance are being used in custom
plastic packages. Plastic packages such as FQFP-16 can be
used up to 18 GHz. Plastic-molded IC packages are de-
scribed in two packaging handbooks [61,62]. The dielectric

Figure 27. Three packaging-level details: (a) MMIC in package;
(b) MMIC with support circuitry; (c) MMICs with hybrid and
support circuitry.

Figure 28. Plastic packages for RF and microwave applications.
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constant and loss tangent values of the organic molding
compound are about 3.7 and 0.01, respectively. The lead-
frame, which is the central support structure for ICs, is
the backbone of a molded plastic package. Several differ-
ent types of leadframe materials such as nickel–iron and
copper-based alloys are being used. Their selection for a
particular application depends on factors such as cost,
performance, and ease of fabrication. The ICs are pack-
aged using surface mounting techniques. SOIC packages
are manufactured in quantities of over 10 billion per year,
the material and packaging labor cost together are less
than $0.25 per package.
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MONOPOLE ANTENNAS*

O. P. GANDHI

G. LAZZI

C. M. FURSE

University of Utah
Salt Lake City, Utah

This article describes the concepts underlying mono-
pole antennas and their many applications, such as for
broadcasting, car radios, and more recently for cellular

telephones. In its simplest form, the monopole antenna
above an infinite ground plane shown in Fig. 1a can be
considered as one-half of a corresponding double-length
center-fed linear dipole shown for comparison in Fig. 1b.
The current distribution for a vertical monopole antenna
of height h is assumed to be a standing wave of the fol-
lowing form, in terms of the feedpoint current I(0):

Iðz0Þ ¼
Ið0Þ

sin ðkhÞ
sin kðh� z0Þ ð1Þ

for 0 	 z0 	 h. This occurs because the perfect ground
plane creates an image of the monopole with a current
distribution identical to that for the lower arm of the
dipole. Together with this image, the monopole antenna
appears to be a center-fed dipole for the upper half-
space. There is negligible penetration of fields into a high
conductivity ground for a monopole antenna, and all that

Ground

h
z'

I(z' )

ˆ z 

(a)

h

h

�

�

(b)

z' = –h

z' = 0

z' = h

z' = h

I(z' )

z' = 0

Figure 1. A vertical monopole antenna above ground (a) and the
corresponding center-fed dipole (b). Shown also are the current
variations I(z0) over the lengths of both the monopole and the cor-
responding dipole.*See also section on Dipole Antennas
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radiation is directed into the upper half-space, creating
a power density for any angle y (see Fig. 1) that is twice
as high as that for a dipole radiating the same amount
of power. This gives a directivity or gain of the mono-
pole antenna that is twice that for the double-length
dipole. Many of the other properties of a monopole an-
tenna above ground are also related to those for the
corresponding double-length dipole in a fairly simple
manner.

In Table 1 we summarize the relationships between a
monopole antenna of length h above ground and the cor-
responding dipole antenna of length L¼ 2h. A graph of the
variation of the feedpoint resistance and reactance of the
monopole antenna above ground is given in Fig. 2 as a
function of length h/l, where l is the free-space wave-
length at the radiation frequency [1]. Note that the reac-
tance Xa depends on the conductor radius a, whereas the
feedpoint resistance Ra is relatively independent of con-
ductor radius a for thin antennas ða=l51Þ. The radiation
patterns of a few typical monopole antennas are given in

Fig. 3. Because a monopole antenna is symmetric with
respect to angle f in the azimuthal plane (xy plane), these
patterns are independent of angle f and depend only on
angle y (see Fig. 1). The following relationship is given for
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Figure 2. Variation of feedpoint Ra and reactance Xa for an end-
fed monopole above ground as a function of height h/l. (Source: E.
C. Jordan and K. G. Balmain [1].)

(a)

(b)

(c)

(d)

θ

Figure 3. Radiation patterns for some typical end-fed vertical
monopoles above infinite ground: (a) h/l¼0.05 (short monopole);
(b) h/l¼0.25 (quarter-wave monopole); (c) h/l¼0.5 (half-wave
monopole); (d) h/l¼0.75 (3/4l monopole). (Adapted from E. C.
Jordon and K. G. Balmain [1].)

Table 1. Relationships between Monopole and Dipole Antennas

Monopole Aboveground Length¼h Corresponding Dipole of Twice Length L¼2h

Radiation pattern Same as that for the dipole but only for angle 0ryr901
Feedpoint reactance Ra Ra j

monopole
¼ 1

2Ra;dð2hÞ Ra,d: function of length
L¼2h (see Fig. 2)

Feedpoint reactance Xa Xa j
monopole

¼ 1
2Xa;dð2hÞ Xa,d: function of length

L¼2h (see Fig. 2)

Directivity Da Da j
monopole

¼2Da;dð2hÞ Da,d: function of length
L¼2h
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power density S(y)

SðyÞ¼
30

pr2

W

Ra

P2ðyÞ

sin2
ðkhÞ

ð2Þ

where W is the radiated power, r is the distance to the field
point, k¼ 2p/l is the propagation constant, and P2(y) is the
pattern factor given by

P2ðyÞ¼
cos ðkh cos yÞ � cos ðkhÞ

sin y

� �2

ð3Þ

Because monopole antennas help reduce the length of the
necessary dipole by a factor of 2 and result in directivities
that are twice as large, vertical monopole antennas above
ground are extensively used for amplitude-modulated
(AM) broadcasting in the frequency range 535–1605 kHz.
For this application, the wavelengths are long, on the or-
der of 200–600 m, and the monopole antennas are im-
mensely helpful in reducing the required height. It is
necessary, of course, to create a good conductivity ground,
which for dry or rocky soil conditions is often obtained by
burying a conducting screen made of radially spread metal
wires with angular separations of 2–31 that extend to a
radius at least equal to the height of the antenna, but
preferably 20–50% larger than this minimal requirement.
This screen, called a counterpoise, is often buried a few
inches below the surface of the natural ground but may
also be left slightly above ground for rocky or otherwise
difficult terrain.

1. EFFECT OF FINITE CONDUCTIVITY GROUND AND
CURVATURE OF EARTH

Equation (2) gives the power density radiated from a
monopole antenna for a ground of infinite conductivity
and for flat earth. For finite conductivity ground, the pow-
er density at the earth surface diminishes more rapidly
than the square of the distance r from the antenna given
by Eq. 2. Furthermore, the rate at which the power den-
sity at the surface of the ground diminishes with distance
is steeper at higher frequencies. The rate of reduction of
the radiated power density as compared to Eq. (2) is also
higher for lower-conductivity soil such as sandy or rocky
lands and cities, rather than propagation over, for
instance, seawater or marshy or pastoral lands. For dis-
tances in excess of about 1000 mi, there is a precipitous
drop in the surface power density at all frequencies due to
the increased effect of Earth’s curvature [2].

Monopole antennas are also the antennas of choice for
very low-frequency (VLF) (3–30 kHz) and low-frequency
(LF) (30–300 kHz) communication systems. For these ap-
plications, the height h of the antenna is generally a small
fraction of the wavelength. From Fig. 2, for small values of
h/l, the feedpoint resistance Ra is very small, on the order
of a few ohms, and the ohmic losses resulting from the
surface resistance of the antenna can be significant by
comparison. This results in reduced antenna radiation

efficiency Za, given by the following equation:

Za¼
Ra

RaþRo
ð4Þ

where Ro is the effective ohmic resistance of the antenna.
Top loading of the monopole antenna illustrated in

Fig. 4 is often used to improve the feedpoint or antenna-
equivalent resistance Ra. Because the top set of wires acts
as a capacitance to ground rather than the open end of the
antenna, the current at the top of the antenna (z0 ¼h) no
longer needs to go to zero as it does for an open-ended
monopole [from Eq. (1), I¼ 0 at z0 ¼h]. The upper region of
the antenna can, therefore, support a substantial radio
frequency (RF) current, resulting in improved radiation
efficiency. The antenna-equivalent resistance Ra¼ 395 h2/
l2 for open-ended short monopoles may be improved by a
factor of 2–3 by use of top loading, resulting in higher ra-
diation efficiency.

It should be mentioned that the various concepts dis-
cussed here are also usable at higher frequencies. Open-
ended monopole antennas are, in fact, used up to ultra-
high frequency (UHF) and microwave frequencies, where
metallic conducting sheets, either solid or in the form of a
screen, may be used in lieu of the ground to create the
image antenna. A variety of top-loading ‘‘hats’’ illustrated
in Fig. 5 may also be used at these higher frequencies.

Because a monopole antenna above ground or similar
reflector acts as a dipole antenna, several of the concepts
that are useful for dipole antennas are also used for the
monopole antenna. Some of these concepts that are often
used in practice are discussed next.

1.1. Folded Monopoles

A folded monopole antenna is illustrated in Fig. 6a, where
the feedpoint is connected to arm 1, and arm 2 is grounded
at the bottom end. For dipoles, this provides a method of
increasing the feedpoint impedance given in the following
relationship [3]

Zi¼ ð1þ cÞ2ðRaþ jXaÞ ð5Þ

InsulatorInsulator

Support
 tower 

Support
  tower 

Vertical
radiator 

Feed wire

Ground

Insulator

Flat top

Figure 4. A top-loaded short-monopole antenna typical of VLF/
LF communication systems.
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where Ra and Xa plotted in Fig. 2 are the resistance and
reactance of the single-arm (not-folded) monopole anten-
na, and the factor c is given approximately by

c �
ln ðd=a1Þ

ln ðd=a2Þ
ð6Þ

In Eq. (6), a1 and a2 are radii of wires or rods used for arms
1 and 2, respectively, and d is the center-to-center spacing
between the two arms of the antenna, generally much
smaller than the height of each of the arms. For a folded
monopole antenna where equal radii arms are used, the
feedpoint impedance is, therefore, 4 times higher than
that for a monopole antenna that is not folded. This can be
truly advantageous, because the feedpoint resistance may
now be comparable to the characteristic impedance Z0 of
the transmission or feeder line, and the reactance of the
antenna may easily be compensated by using a lumped
element with a reactance that is negative of the reactance
(1þ c)2Xa at the terminals of the folded monopole antenna.

1.2. Shunt-Fed Monopoles

A typical arrangement of a shunt-fed grounded monopole
is shown in Fig. 6b. This corresponds to one-half of a delta
match that is often used for dipoles. Because the base of
the monopole is grounded for this arrangement, the an-
tenna is fed typically 15–20% farther up on the antenna;
the exact location is determined by matching the feeder
line of characteristic impedance Z0, which is typically
200–600O. Shunt-fed monopole antennas were often
used in the early days of AM broadcasting when high-

quality insulators were not generally available and it was
convenient to ground the tall steel/aluminum masts being
used for monopole antennas. With the advent of high-com-
pression-strength insulators, the masts are now more typ-
ically mounted on these insulators, and the monopole
towers are fed at the base of these antennas.

1.3. Parasitic Monopoles

Much like the Yagi–Uda arrays of dipoles [3], parasitic
monopoles of grounded elements are used to help direct
the beams away from the reflector monopoles in the
direction of director monopoles. An illustration of a four-
element Yagi–Uda array of monopoles is shown as Fig. 6c.
Forward gains on the order of 10–12 dB with front-to-back
ratios of 5–8 dB may be obtained using such arrange-
ments. One or more of the parasitic monopoles have also
been occasionally used for beamshaping by AM broadcast
stations. Two-element antenna arrays consisting of a par-
asitic reflector monopole and a driven monopole antenna
have also been proposed for use in handheld wireless tele-
phones (see, e.g., Ref. 4). If they are carefully designed,
such antennas may allow electromagnetic fields to be par-
tially directed away from the human head.

1.4. Arrays of Monopole Antennas

Like arrays of dipole elements, monopole arrays of equal
or arbitrarily spaced and phased elements may be used for
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Figure 5. Some typical geometries used for top-loaded monopole
antennas: (a) plate; (b) umbrella of wires; (c) inverted-L monopole.
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Figure 6. Some special adaptations of monopole antennas:
(a) folded monopole antenna; (b) shunt-fed grounded monopole;
(c) four-element Yagi–Uda array of monopoles.
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directing principal lobe(s) of radiation in desired direc-
tions. Arrays of monopole antennas are used for VLF/LF
communications, for AM broadcasting, and, in general, for
all frequencies up to microwave frequencies. AM broad-
casters for non-clear-channel stations have, for example,
used this technique to alter the diurnal and nocturnal ra-
diation patterns by varying the phases and the magni-
tudes of excitations in the various elements.

1.5. Conical Monopole

A conical monopole, realized as a cone above a perfect
ground plane, is commonly used because of its broadband
properties. The cone may be either solid or built from a
series of wires above a ground plane. Similar to conven-
tional monopoles, the ground may also be built from a se-
ries of radial wires as shown in Fig. 7.

The analysis of this antenna may be done using either
rigorous analytical solutions [5,6] or an approximate
method [6]. The rigorous approach is based on a series
expansion of transverse magnetic (TM) modes and is com-
putationally complex. Numerical methods, based on the
assumption that the antenna is built from a series of
wires, have been commonly used for specific monopole ar-
rangements.

An example of a conical monopole constructed of 60
evenly spaced wires above a ground plane is an antenna
that has been in use by the U.S. Navy [7]. For use in the
HF band 2–14 MHz, the dimensions of the monopole are
‘¼30:6 m, a¼0.001 m, and y0¼ 451 (see Fig. 7). The radi-
us of the ground is approximately 37.5 m, constructed of
120 radial wires over average soil (er¼ 15 and s¼ 0.012 S/
m), and the radius of the screen wire is 0.002 m. This an-
tenna performs over a 7:1 frequency band (2–14 MHz)
with an input resistance varying from 44 to 64O [6]. Be-
cause of the fairly narrow range of variation of input re-
sistance, matching of this antenna to a 50-O line is
possible over at least a 7–1 frequency range.

1.6. Monopole Antennas for Car Radio and Mobile
Communications

Monopole antennas used for car radio and mobile commu-
nications commonly rely on the body of the vehicle to

provide the ground plane. Variations in the shape of the
vehicle and placement of the antenna affect the radiation
pattern and performance of these antennas [8]. For an
antenna mounted on the automobile, it would no longer
radiate isotropically in the horizontal plane but may ra-
diate with a slightly higher gain in directions where the
automobile body extends farther, thus simulating a wider
ground plane in such directions.

For communication antennas in general, it is often de-
sirable to have the shortest possible antenna. Although a
quarter-wave monopole is easier to match, a shorter an-
tenna has an associated capacitive reactance. This can,
however, be canceled out by adding a loading coil (induc-
tance) to the base of the antenna.

Another arrangement often used is to place an induc-
tive coil at the center of the antenna [9]. Because of the
altered current distribution along the length of the anten-
na (similar to a top-loaded monopole), this increases the
feedpoint impedance of the end-fed antenna to roughly
twice the value, making it easier to match to such an an-
tenna. The value of the inductance needed at the center is
approximately double that would be needed at the ends.
This consequently increases the coil resistance.

In order to reduce the inductance of the loading coil
required to match the antenna at either the center or top,
a capacitive load (a small metal ball) may be added to the
tip of the antenna.

In all this discussion of monopoles, we have assumed
that the wave propagation from the antenna is over a per-
fectly conducting or infinite conductivity ground plane.
This is hardly ever the case. For ground-wave propagation
(y¼ 901) over a finite conductivity ground plane, the fields
drop off more rapidly than 1/r2 given by Eq. (2). This effect
is more pronounced for higher frequencies and is gener-
ally small only at very low frequencies less than a few tens
of kilohertz. Also, as expected, the departure from the ide-
alized Eq. (2) is more pronounced the lower the conduc-
tivity of the soil. Rocky and jagged hilly ground, for
example, would result in a more rapid dropoff of the pow-
er density S along the ground plane than would propaga-
tion over seawater.

Yet another factor that has an impact on surface-wave
propagation is the curvature of Earth. For distances larger
than about 100 mi (62 km), the power density at the
ground level diminishes very rapidly particularly for fre-
quencies in excess of about 1 MHz.

2. EFFECT OF FINITE-SIZE GROUND PLANE ON
IMPEDANCE AND RADIATION PATTERN

Whereas a ground plane of diameter 10 wavelengths or
larger has a fairly small effect on the feedpoint impedance
of a monopole antenna as compared to the values given in
Fig. 2, a finite-size ground plane has a fairly significant
effect on both the feedpoint impedance and radiation pat-
tern [10].

An example of the effect on the radiation pattern is
illustrated in Fig. 8a for the radiation pattern of a mono-
pole antenna of a cellular telephone in free space. Since
this monopole antenna is mounted on a plastic-covered
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Figure 7. A conical monopole.
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metal box of finite dimensions, only a finite-size ground
plane of box shape is used for this radiator. One effect is to
alter the radiation pattern (see Fig. 8a) from a perfect cir-
cle in the azimuthal plane to one that is crooked with a
lower gain in the sector where the extent of the ground
plane is minimal, specifically, on the side where the an-
tenna shown by a circle in the inset of Fig. 8a is mounted.
Also, the gain for this quarter-wave monopole antenna of
about 1 dBi is considerably lower than 5.16 dBi (a factor of
3.28) for the same antenna mounted on a flat, infinite
ground plane. The actual reason for this considerably re-
duced gain is that part of the energy is also radiated in the
lower half-space for this vertical monopole antenna above
the box while none would be radiated for this antenna
mounted above an infinite ground plane.

3. MONOPOLE ANTENNAS FOR PERSONAL WIRELESS
DEVICES

A monopole antenna with or without a helix has common-
ly been used for personal wireless devices, including cel-
lular telephones [11]. Antennas of different lengths,
typically from a quarter-wavelength to a half-wavelength
at the irradiation frequency, have been used for handheld
devices that operate at 800–900 MHz for cellular tele-
phones and 1800–1900 MHz for PCS (personal communi-
cation system) devices. Often, these monopole antennas
are in the form of a whip antenna that can be pulled out to
its full length during a telephone conversation. At times, a
short helical antenna is permanently mounted on the top
of the handset through which the monopole antenna can
be retracted and to which this monopole connects when it
is completely pulled out, giving a monopole loaded with a
helix at the bottom as the radiating antenna during tele-
phone usage. Of necessity, these antennas use a finite-size
reflecting plane, which is generally the metallic shielding
box used either for the top RF section, or at times for the
entire handset. Several authors have calculated and/or
measured the radiation patterns of such monopole anten-
nas mounted on a handset held in air or against the hu-
man head [12–14].

Figures 8a and 8b give the computed and measured
radiation patterns in the azimuthal plane for a typical
commercial telephone at the center-band frequency of
835 MHz in free space and in the presence of the human
head, respectively [14]. This telephone uses a short helical
antenna of diameter 4.2 mm, pitch 1.4 mm, and total
length 16 mm. Dimensions of the handset are similar to
those for many telephones and are approximately 2.4� 5.2
� 14.7 cm along the three axes, respectively. Fairly similar
radiation patterns are also obtained for antennas using
either monopoles or monopole–helix combinations. In the
presence of the human head, gains on the order of 1.0–
3.0 dBi are obtained away from the human head, with
gains in directions through the head that are substantially
lower due to absorption in the tissues of the head. Radi-
ation efficiencies for monopole antennas used for personal
wireless devices are typically on the order of 30–50%, with
30–50% of the power absorbed in the head and another
5–15% of the power absorbed in the hand [13,15].

4. MEDICAL APPLICATIONS

End-fed monopole antennas excited by a coaxial line have
been used for a number of medical applications such as
hyperthermia for cancer therapy [16] and cardiac ablation
catheterization [17]. For these applications, both straight-
wire and small-diameter helix monopoles have been used.
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1. TRACKING SYSTEMS

The tracking function of a target in a radar system is
found in two different types of systems:

1. Radar tracking while scanning

2. Tracking Radar

In type 1, surveillance radar equipped with a data pro-
cessor having the necessary algorithms is used to forecast
and filter the target positions encountered within its sur-
veillance coverage. The system has an antenna with me-
chanical rotation that provides a directional radiation
pattern that concentrates most of the radiated power
into a narrow beam in azimuth (fan beam). The actual
positions (range and azimuth) of targets obtained by the
detector are the inputs to the radar data processor. The
target data obtained during each antenna rotation period
(scan) are first associated (if possible) with the active
tracks in the processor (a track is a sequence of data be-
longing to the same target), through temporal and spatial
correlation criteria. Once this association has been per-
formed, the data are passed to the tracking filters [1,2]
in order to perform the data filtering (accuracy improve-
ment) and to forecast the future target position in
the subsequent scan. The most common used tracking
filters are the abg filter and the Kalman filter [1,2]. Track-
while-scanning systems may use a double-radiation
pattern so that the target azimuth is obtained through
the output voltage of a monopulse processor that compares
the pair of signals received through this pattern as
described below.

The antenna subsystem in a tracking radar provides a
directional radiation pattern that concentrates most of the
radiated power into a narrow beam in both azimuth and
elevation (pencil beam) to spatially isolate a single target
and perform its tracking in range, azimuth, elevation,
and/or Doppler parameters. The resolution cell size is in-
versely proportional to the transmitted bandwidth and the
antenna physical dimension and is, in general, smaller
than that in a surveillance radar. These systems normally
have surveillance modes with sectorial and helicoidal
scans used in the phase of target acquisition; however,
usually there is another system that provides the coordi-
nates of the target to track. Once the target has been ac-
quired, the tracking radar provides the target coordinates
at a much higher rate than does a surveillance radar. The
system is equipped with range, elevation, and azimuth
tracking loops for this purpose.

Range tracking is performed through the split-gate
technique, which integrates the detected video signal in
two contiguous windows (early–late). The signal needed
by the loop filter is the difference between the outputs of
the integrators. The system aims to keep the target
between the two time windows, and hence if it works
correctly, the target echo will be located in that position.

The angular tracking loops in both, elevation and azi-
muth can be used to obtain the antenna pointing error
signal through three different techniques:

* Sequential lobing
* Conical scan
* Monopulse

The sequential lobing technique is based on switching the
input to the receiver between the pair of signals obtained
through a pair of pencil beams that, instead of pointing
directly at the target, point slightly to one or the other
side of the target in the desired angular coordinate. The
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difference in the amplitude of the received signals is pro-
portional to the pointing error.

In a conical scan system, there is only a pencil beam
rotating continuously in a circular path centered on the
crossover axis at O rad/s. In this way the echoes produced by
a target outside the pointing direction are amplitude-mod-
ulated by a sinusoid of angular frequency O rad/s as the
amplitude of this modulation proportional to the error point-
ing of the system. Figure 1 shows the six beam prints in the
angular coordinate plane around the boresight direction. All
of these methods of measuring the target angle lose accuracy
when some degree of pulse amplitude modulation exists, due
to target or wave propagation pulse-to-pulse changes.

To avoid these and other problems, several simulta-
neous antenna patterns are used and two or more signal
receivers are working at a time. This kind of system is
called simultaneous lobing or the monopulse system [3,4].

2. MONOPULSE PRINCIPLE

The word monopulse was introduced to the radar termi-
nology by H. T. Budenbom in 1946 to enhance the property
of simultaneous lobe comparison to find the direction of a
target with only one pulse, in contrast to other systems
such as the switching lobe or the conical scan tracking
systems, which require measurement of amplitude modu-
lation through several pulses. Not only do radar systems
use the monopulse principle to measure the direction of
arrival (DoA) of a radio emission and not only can pulsed
emissions be detected with this kind of receiver, but actu-
ally, most modern radar systems use this principle to ac-
curately measure the target azimuth and elevation or to
track its movement. One of the most important applica-
tions is the monopulse tracking radars, where the feed-
back of this information to the radar antenna servos
allows one to follow the target position in both angular
dimensions: elevation and azimuth.

In monopulse systems, the angle of arrival is measured
by comparing the received signal through two antenna

patterns: the so called ‘‘sum pattern or S pattern,’’ a di-
rective pattern with a mainlobe pointing at the boresight
direction, and the ‘‘difference or D pattern’’ a pattern with
a deep null in the foresight direction and two mainbeams
with phase opposition between them. These two beams,
with radiation patterns F(y� y1) and F(yþ y1), can be ob-
tained by adding or subtracting two antenna patterns
pointing in two directions at both sides of the main direc-
tion, as shown in Fig. 2. As the system uses relative am-
plitude and phase measurement, the value obtained is
independent of the amplitude and phase of the incoming
signal. On the other hand, if only one pulse is used to
measure the arriving angle, errors due to rapid change of
target position or pulse to pulse amplitude modulation are
avoided in monopulse systems.

The method of measuring the angular distance to bore-
sight is through the normalized difference function ob-
tained as a ratio of the difference to the sum function (D/S).
Figure 2 shows the normalized function in these patterns.

When two angular dimensions are controlled, the
antenna must create a sum pattern and two difference
patterns, one in each plane. To obtain these patterns, a
four-lobe antenna pointing in four directions around the
boresight can be used. Then the sum-and-difference pat-
terns are obtained by combination of these mainlobes.
Usually the combination of these lobes is obtained through
RF circuits such as 1801 hybrid circuits.

Another way to obtain a sum-and-difference pattern is
combining the patterns of two equal antennas some dis-
tance apart to form an interferometer. Then, the phase
difference between the two antenna received signals de-
pends on the direction of arrival and hence, an OBA mea-
surement system can be mounted. Usually sum and
difference patterns can be obtained by adding or subtract-
ing the two patterns, to obtain a sine or cosine array factor,
as shown in Fig. 3.

To obtain a two-dimensional monopulse system, four
antennas are combined. One sum pattern and two
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Figure 2. Sum and difference patterns with amplitude compar-
ison. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

1

2
3

4

5
6

Antenna
axis

Azimuth
angle

Elevation
angle

1

2
3

4

5
6

 

Figure 1. Conical scan in tracking antenna systems. (This figure
is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)
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difference patterns can be obtained as in the amplitude
combination. Here the distance between antennas
defines the angular beamwidth and the accuracy of the
angle measurement. In general, as larger is the distance
between antennas, the narrower is the beam and higher
is the accuracy of the angle measurement.

In modern array antennas the sum and difference pat-
terns can be designed specifically to obtain a highly linear
normalized function combined with high directivity sum
pattern, low lobe conditions, or a wide detection angle. All
these characteristics can be controlled through the design
of linear or plane arrays.

3. ANTENNAS IN MONOPULSE TRACKING SYSTEMS

Antenna design is a very important part in the design of
successful monopulse tracking radar. The antenna must
be capable of working in the specified bandwidth, with the
desired polarization characteristics and generating the
required radiation patterns. In fact, almost every kind of
antenna (reflectors, arrays, horns, etc.) can be designed to

work for monopulse tracking systems. In this section, we
will describe the main characteristics of antennas for
monopulse systems. We will show some antenna designs
and will finish with some general requirements for the
antenna designer.

3.1. Antennas for Phase Comparison Monopulse Systems

One of the earliest and simplest monopulse systems was
the phase comparison system. Transmitting and receiving
antennas are usually different to avoid the use of duplex-
ers. The transmitting antenna could be a parabolic reflec-
tor, while the receiving radiating system was typically
composed of two parabolic reflectors for one angular di-
rection monopulse performance. The monopulse system
must have two antennas whose phase centers are dis-
placed a required distance d. If the two antennas are
equal, the amplitude patterns are identical, but the phase
patterns differ by

d¼
2p
l

d sin y ð1Þ

where d is the separation between both antennas, l the
wavelength, and y the angle of arrival relative to broad-
side direction, as shown in Fig. 4.

If phases are considered with respect to the center of
the antenna structure, the radiation patterns for both an-
tennas can be expressed as the antenna pattern P(y) mul-
tiplied by a phase factor as follows:

F1ðyÞ¼PðyÞ . exp j
2p
l

d

2
sin y

� �� �

F2ðyÞ¼PðyÞ . exp �j
2p
l

d

2
sin y

� �� � ð2Þ

Thus the angle of arrival is included in the difference in
phase between both antenna patterns. Instead of process-
ing the phase of both radiation patterns, it uses the more
easily processed amplitude of the sum and difference
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Σ

Figure 3. Sum and difference patterns obtained by phase com-
parison. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 4. Interferometer array of two anten-
nas. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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patterns:

S¼ 2PðyÞ cos
2p
l

d

2
sin y

� �

D¼ j2PðyÞ sin
2p
l

d

2
sin y

� � ð3Þ

These sum and difference patterns can be obtained with a
1801 or a 901 hybrid circuit as shown in the schematic in
Fig. 4.

The usual antennas for this systems are parabolic re-
flectors because it is easy to obtain directive antenna pat-
terns, low losses, and high bandwidths. If lower gains are
required (o20 dBi), lens or horns can be used for phase
comparison monopulse antennas.

Figure 5 shows a typical reflector antenna arrange-
ment for a two-dimensional monopulse system. Here, the
combination of the four antennas gives the main S pattern
and differential combination of each two antennas allows
formation of the two D patterns in both principal planes.

3.2. Antennas for Amplitude Comparison Monopulse Systems

The simplest monopulse system is amplitude comparison.
Transmitting and receiving antennas can be one parabolic
reflector: with one feed for transmitting channel and sev-
eral for receiving channels, in order to avoid duplexing
problems. The feeders can be horns, dipoles, or any other
feeding antenna. The transmitting feed is in the focus,
while the receiving antenna feeders have a lateral dis-
placement from the reflector focus, so that both main-
beams squint off in the broadside direction. The angle of
arrival can be extracted from the relative amplitude from
both feeders; for the broadside direction they are exactly

the same, and the angle of arrival depends directly on the
difference between both amplitude radiation patterns. The
sum and difference patterns are obtained as follows:

SðyÞ¼Fðy� y1ÞþFðyþ y1Þ

DðyÞ¼Fðy� y1Þ � Fðyþ y1Þ
ð4Þ

Physically the sum and difference patterns can be ob-
tained through a 1801 hybrid circuit such as the wave-
guide magic T or printed ring hybrid.

If monopulse performance in all directions is required,
this can be obtained with five horns, with one transmitting
feed placed in the focus of the reflector and four to form the
reception systems with lateral displacements from the fo-
cus. Figure 6 is a drawing of this antenna system, while
Fig. 7 represents the three-dimensional patterns of
the four receivers. Other designs can include multimoded

1

d
2

Figure 5. Four receiving parabolic reflectors for two-dimensional
monopulse performance. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 6. Reflector antenna with five horns used as transmitting
and receiving terminals. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 7. Schematic drawing of the four two-dimensional lobes
around the antenna boresight. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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feeders or a more complex cluster to improve some char-
acteristics of the radiation pattern.

3.3. Array of Antennas as a Monopulse Antenna System

Arrays of antennas can be used exactly in the same way as
reflector antennas if we consider that an array behaves as
an aperture antenna to form a main pencil beam. In this
sense a monopulse system can be arranged by a set of
four panel arrays to form an interferometer monopulse
antenna.

Because of the ability of array antennas to sweep the
mainbeam in several directions of the space, a multibeam
antenna array can also be built to perform similarly to the
amplitude combination monopulse antenna.

Array antennas can obtain sum and difference radia-
tion patterns directly, without processing the signals from
two antenna panels or from two separated patterns point-
ing in two offset angles from boresight. In this antenna
design, same radiating elements are used for sum and
difference patterns, and two independent feeding struc-
tures are designed to obtain both patterns. The main ad-
vantage of this structure is the possibility of independent
control of sum and difference patterns with the feeding
networks.

In general, the array amplitude and phase distribution
that produce high gain and low sidelobes for the sum pat-
tern is different from the distribution needed for the dif-
ference pattern. Several designs have been studied to get a
good monopulse function together with low sidelobes, such
as those studied by Bayliss [5]. Once the designs of the
sum and difference patterns are completed, the construc-
tion of feeding structures to obtain those array excitations

is another important problem. The solution of this prob-
lem depends greatly on the particular design, and one so-
lution for linear arrays was reported by Kinsey [6], using a
ladder structure of lines and hybrid couplers, like the
scheme shown in Fig. 8 [7]. In this figure a printed patch
antenna array is fed by two series feeding structure that
use directional couplers to control the amplitude of each
element. The phase is controlled by the length of the lines.
The two lateral subarrays are fed by Wilkinson power
dividers.

The elements of the array can be horns, dipoles, lens,
slots, patch antenna, or any antenna that usually forms
arrays. Of course, with a linear array only one plane
monopulse performance is obtained. If both angular rang-
es are required, a planar one must be implemented.

Some kind of antennas and feeding structures behave
as monopulse antennas with very simple physical ar-
rangement. For instance, the antennas shown in Fig. 9
directly form sum and difference radiation patterns [8].
Figure 10 shows the measured radiation pattern in both
amplitude and phase. This structure allows us to obtain
both elevation and azimuth angles of arrival, with only
two receiving signals. The antenna is based on a radial
line with an array of slots placed on the radiating side.
The antenna is 120 mm in diameter and works in the
13.4–14 GHz band with left-hand circular polarization. The
microstrip feeding structure on the backside is designed to
excite the radial waveguide with two modes: one rotating
mode to give the sum pattern and one coaxial mode to give
the difference pattern, which behave as follows:

f1ðy;fÞ¼SðyÞ; f2ðy;fÞ¼DðyÞejf ð5Þ

Σ

∆

Figure 8. Feeding structure for monopulse
array with independent S and D power distri-
bution. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)

 (a)       (b) 

 
Figure 9. Radial slotline array as monopulse an-
tenna: (a) radiating face; (b) feeding structure.
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The elevation angle is obtained by comparing the ampli-
tude of both radiation patterns and the azimuth angle, by
comparing the phase for both radiation patterns, because
the phase for the sum beam is uniform while the phase
for the difference pattern is lineal with azimuth angle of
arrival.

3.4. Monopulse Antenna Parameters

To specify a monopulse antenna we have to determine two
properties: the monopulse function, defined as the ratio
between sum and difference patterns, and the convention-
al antenna parameters.

The first thing to take into account is the radiation
pattern for both sum and difference patterns, defined as
the spatial distribution of a quantity that characterizes
the electromagnetic field generated or the signal received
by an antenna. The most important parameters of the
radiation pattern for monopulse performance are

* Angular range for monopulse performance, given by
the angular distance between both maximum values
of the monopulse function.

* Slope of the monopulse function. Usually the higher
the slope, the lower the system error.

* Sidelobe levels outside the monopulse angular range.
Outside the monopulse working range, it is impor-
tant to have low sidelobe levels to avoid interference
with or from other systems.

* Phase center. For amplitude monopulse systems, all
the antennas must have the same phase center. For
phase comparison monopulse systems, the angle of
arrival is related to the position of the phase center of
the antennas. In array systems, each element will
have its own phase center.

Regarding other antenna parameters not specifically
related to the monopulse application, we can mention the
following:

* Frequency bandwidth. This is the frequency range
within which the antenna has some specified behav-
ior.

* Polarization. This is closely related to the radiation
elements in array antennas and to feeders in reflector
antennas. A cross-polar radiation pattern is the

spatial distribution of a quantity that characterizes
the electromagnetic field generated by an antenna, in
the polarization orthogonal to the desired one. This
pattern can give a strong perturbation in the mono-
pulse function and must be as low as possible.

* Gain. The gain was previously an important factor
for the sum pattern. The gain is the difference (in dBi)
between directivity (dBi) and antenna losses (dB).
Directivity is closely related to the beamwidth of the
radiation pattern; thus a compromise is required be-
tween monopulse angular range and sum pattern
gain. The value of the gain for the difference pattern
is much lower, and usually define the minimum
signal we must receive for some specific error (sensi-
tivity).

* Antenna matching to receiver. Antenna matching
was previously measured in terms of reflection coef-
ficient or standing-wave ratio. A good matching to
receiver (typically 50O) is required.

4. MONOPULSE PROCESSORS

The monopulse technique, also known as simultaneous
lobe comparison, is used to measure the direction of ar-
rival of active and passive electromagnetic radiation
sources.

The monopulse processor is the subsystem that uses as
input signals those received through the different antenna
patterns and delivers an output signal containing infor-
mation related to the target angular deviation with re-
spect to the antenna axis [off-boresight angle (OBA)].
Although the processor could in principle deliver a signal
error working directly with the antenna RF signals, the
usual implementation starts with a special combination of
these signals (through directional couplers, hybrids, and
other specific radiofrequency elements) to form their lin-
eal combination, which we have called signals S and D
(sum and difference signals). These new signals are ap-
plied to a pair of identical receivers and at the output of
these receivers (at IF) is where the monopulse processor is
usually found. The processor can share some hardware
with the receiver, and part of the processing can be per-
formed digitally together with other radar functions in the
signal processing stages. Therefore it is correct to regard
the monopulse processor more as a radar function than as
an independent hardware unit. For the development of the
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Figure 10. Sum S and difference D patterns:
(a) amplitude for f ¼901 at 13.7 GHz; (b)
phase for y¼9.41at 13.7 GHz. (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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monopulse function in one angular coordinate, two receiv-
ers are normally required as shown in Fig. 11.

In the design of a monopulse processor that functions
with the S and D signals, it is not important whether they
have been obtained by amplitude or phase comparison
(except for the 901 phasing network that may be required)
or the type of antenna used.

Often the S and D patterns are designed so that the D/S
ratio will be an odd and nearly lineal function of the OBA
in such a way that, for identical angular separations on
both sides of the boresight, equal-magnitude outputs with
opposite signs are produced. The linear property is spe-
cially sought for small OBAs since it simplifies the closed-
loop functionality of the tracking system. Processor output
must then depend on the complex ratio D/S (amplitude
ratio, phase difference, or both) of the signals extracted
from the antenna and not on their absolute amplitude or
phase. This normalization will allow the output to depend
only on the target OBA and not on the target range or
radar cross section. However, this quotient represents a
nonlinear operation, and the performance of any mono-
pulse processor will depend on its correct implementation.
In any case, in order to account for the nonideal behavior
of the radiation patterns and the processor itself, its out-
put signal (a voltage or digital word) must be calibrated for
the specific radiation patterns of the antenna used. This
calibration function or monopulse function VM¼F(D/S)
allows the subsequent OBA estimation. In actual mono-
pulse systems working with angular deviations of up to
half the mainlobe width, a nonideal monopulse function is
unavoidable.

4.1. Classification and Properties

Any subsystem able to deliver an output that depends on
the ratio D/S can be considered as a monopulse processor.
In tracking radars the outputs of the processor control the
servos, allowing modification of both elevation and azi-
muth of the angular antenna position or pointing direction
in order to situate the target in the axis of the system. In
surveillance radars, the same output is used to comple-
ment the information relative to the axis of the antenna
and improve the accuracy in angular estimation.

Although a large number of techniques are used to ob-
tain a monopulse function as well as monopulse processor

implementations, all of which can be included in a first
approach in one of two main classes:

1. Noncoherent processors, also known as amplitude
processors. In these systems the amplitude of D and
S signals is used to obtain the monopulse function.

2. Coherent processors, also known as phase proces-
sors. The information contained in the amplitude of
D and S signals is transferred in some way to the
phase of a new signal or signals on which it is easier
to perform the processing.

In the following paragraphs some implementations of
processors belonging to these categories are discussed.
Obviously the number of possible variations is very large,
but the ones described here are sufficiently representative
to allow the reader to understand the underlying mecha-
nisms used to obtain a valid monopulse function.

In order to compare the functionality and performances
of the different processors, a pair of D and S signals is
needed, as an ideal radiation pattern, applying them to
the inputs of the processors. Here, D and S signals corre-
sponding to the Jacovitti model [9] will be used, although
other valid models could also be used [10]. In the Jacovitti
model the amplitudes of D and S signals as a function of
OBA are given by

GSðyÞ¼
sin

3py
2yB

� �

3py
2yB

1�
3y
2yB

� �2
 !�1

ð6Þ

GDðyÞ¼
2Z
p

sin
3py
2yB

� �
1�

3y
2yB

� �2
 !�1

ð7Þ

where y is the OBA, yB is the mainlobe width (defined
at –3 dB below maximum), and Z is the gain factor of the
antenna.

Some properties of these functions are

1. D and S patterns intersect in angle y¼ yB=3Z.

2. The first null of the pattern is in y¼ 1:5yB.

3. The S (sum) pattern is an even function of the OBA
with respect to the origin and the D (difference)
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Figure 11. Monopulse location in a radar system.
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pattern is an odd function of the OBA. Therefore the
sign of the D pattern gives the necessary information
about the target position with respect to the bore-
sight.

4. The ratio of D and S patterns is a linear function of
OBA:

GDðyÞ
GSðyÞ

¼ 3Z
y
yB

ð8Þ

Property 4 makes this a very convenient model for com-
paring processors since the monopulse function is the ide-
al one: a straight line. Figure 12 shows the sum and
difference patterns (normalized with respect to the max-
imum amplitude of the S pattern) and its ratio or mono-
pulse function (normalized with respect to 3Z) as a
function of a normalized OBA ðy=yBÞ for an antenna with
yB¼ 2:4
 and Z¼ 0.74.

4.2. Noncoherent Monopulse Processors

4.2.1. Noncoherent Processor Type 1. This processor is
represented in Fig. 13.

The radiofrequency S and D signals are downconverted
to IF and applied to a pair of logarithmic detectors. Their
video outputs are subtracted to obtain the monopulse func-
tion VM (y)¼ log (|D|/|S|). This function, obviously, has no
sign information since it is lost in the detectors, so an ad-
ditional measurement is necessary from the phase differ-
ence of limited input signals in a conventional phase
detector; if the phase detector output is positive, the target
is at the right of boresight. Although the amplitude infor-
mation of |S| and |D| signals could be obtained through
conventional video detectors (AM detectors), their limited
dynamic range would be insufficient in most applications.
Use of AGC (automatic gain control) circuits is not always
possible as they are slow-acting and cause errors for off-axis
targets whose echoes fluctuate in amplitude from pulse to
pulse. In phase detection the limiters also allow the inputs
to the phase detector to be of constant amplitude. Modern
logarithmic detectors (some of them include the limiting
function) have a dynamic margin in excess of 100 dB.

Figure 14 shows the monopulse function. The main
disadvantage of this processor is a direct consequence of
the null amplitude of the D signal in the boresight; the
amplifier processing this signal tends to saturation. Fur-
thermore the monopulse function is strongly nonlinear, so
calibration will be a critical factor. On the other hand, this
function is nonambiguous for any OBA.
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4.2.2. Noncoherent Processor Type 2. In this processor
D and S signals are combined before the logarithmic de-
tection in order to obtain an odd function of OBA and to
avoid the phase detection necessary otherwise. In a com-
bining network the new signals SþD and S�D are
formed and, as above, are applied to logarithmic detectors
as shown in Fig. 15.

The resulting monopulse function VM(y)¼ log (abs(Sþ
D)/abs(S�D)) is shown in Fig. 16, where this function’s
odd characteristic with respect to the OBA may be seen.

Figure 16 also shows the ideal monopulse function for
comparison purposes. It must be mentioned that it is not
important whether both functions are not equal, which
simply implies a different (and more nonlineal) calibration
function. The monopulse function obtained with this pro-
cessor is nearly lineal in the boresight vicinities, although
is clearly nonlineal in the proximities of S¼D, showing, as
before, saturation problems at this point. For |S|o|D|
angles (|y/yB|40.42 for the Jacovitti model used) the
function is also ambiguous, so it is futile to calculate

the target OBA. From the tracking viewpoint, although
ambiguous, the output polarity is the correct one, so the
servos will guide the antenna in the right direction (in a
nonlinear fashion).

4.3. Coherent Monopulse Processors

Coherent monopulse processors convert the amplitude in-
formation of D and S signals in phase information of a new
set of signals for its subsequent easier processing.

4.3.1. Coherent Processor Type 1. Figure 17 shows a
block diagram of this type of processor. A combining net-
work forms the complex signals Sþ jD and S� jD that are
applied to a pair of limiters prior to their phase detection
to obtain the monopulse output voltage.

Effectively, as shown in the phasorial diagram in
Fig. 18, the ratio between the amplitudes of S and D sig-
nals (the magnitude we are interested in measuring) is
contained in the arctangent of the angle formed by the
new signals. Supposing a sinusoidal characteristic for the
phase detector, the output voltage (monopulse function) is
given by

VMðyÞ¼K sinðfÞ¼K sinðf1þf2Þ

¼K sin arctan
D
S

� �
þ arctan

D
S

� �� �

¼K sin 2 arctan
D
S

� �� �
ð9Þ

Figure 19 shows the monopulse function obtained. In
the vicinities of the boresight the function is linear and
nonambiguous, but above angles for which |S|o|D|, the
ambiguity problem is also present, although the satura-
tion problem is corrected.

4.3.2. Coherent Processor Type 2. In this processor the
signals over which a phase detection is performed are S
and Sþ jD. A block diagram and monopulse function are
shown in Figs. 20 and 21.
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Figure 16. Monopulse function for noncoherent processor
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This processor does not have the monopulse function
ambiguity and/or saturation problems found in the other
processor types. Furthermore, the linearity is maintained
over a wider OBA range. These characteristics would
seem to make it preferable to the others.

4.4. Nonideal Behavior

Any of the processors presented above could be used as a
monopulse processor with a previous calibration of the
output function. The monopulse functions shown have
been obtained with supposed ideal components; however,
in practice, there are a number of effects that should be
analyzed since they are present to some extent in every
real processor. Most representative of these effects are the
thermal noise [characterized by the S/N ratio (SNR) of

processed signals] and amplitude imbalance and phase
imbalance between S and D signals.

Deviations produced in the ideal monopulse function
(that obtained supposing ideal components) due to these
effects should be minimized. Processor choice is very im-
portant, as will be shown below.

4.4.1. Thermal Noise. If S and D are noisy signals
(characterizing the noise as a Gaussian process with
zero mean and standard deviation sN¼

ffiffiffiffiffiffiffi
PN

p
, where PN
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Figure 19. Monopulse function for coherent processor type 1.
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is the noise power), the angle estimation error is also
a zero-mean Gaussian process with standard deviation
given by (for the Jacovitti model)

se¼
yB

3ZGSðy=yBÞ
ð1þ 9Z2ðy=yBÞ

2
Þ
1=2 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

2SNR
p

� �
ð10Þ

for noncoherent processors types 1 and 2 and coherent
processor type 1. For coherent processor type 2, the stan-
dard error deviation is given by

se¼
yB

3ZGSðy=yBÞ
ð1þ9Z2ðy=yBÞ

2
Þ

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNR
p

� �
ð11Þ

Figure 22 shows these errors normalized with respect to
the noise power and yB ðse=ðyBsNÞ¼ se

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2SNR
p

=yBÞ as a
function of normalized OBA ðy=yBÞ.

For SNR¼20 dB and a radiation pattern with yB¼ 61,
the estimation error for an arrival angle of 2.41 (normal-
ized OBA¼ 0.4) is about 0.41 for coherent processor type 2.

4.4.2. Precombinational Amplitude Imbalance. If the
gains of S and D receivers are not identical prior to the
combination of signals, an error will be induced in the an-
gle estimation when denormalizing the monopulse func-
tion obtained since this function is processing an
erroneous value for the D/S ratio.

Let us suppose that, in the diagram corresponding to
noncoherent processor type 1, the D signal at the input is
of the form KD, where K¼ 10(d/20) is the amplitude imbal-
ance between S and D receivers (d is the imbalance ex-
pressed in decibels). The output of the monopulse
processor would be given by

V
0

M¼ log
KD
S

����

���� ð12Þ

and, taking into account the relationship between S and D
in the Jacovitti model

D
S
¼ 3Z

y
yB

ð13Þ

it is found that

V
0

M¼ log
K3Z
yB

y
����

���� ð14Þ

This value includes the error due to the amplitude im-
balance. The estimated angle through the calibrated
monopulse function will be the y

0

which delivers the
same monopulse output through the ideal function

V
0

M¼ log
3Z
yB

y0
����

���� ð15Þ

so the error in the angle estimation is eðyÞ¼ y
0

� y. It is
straightforward to represent this error in the form
eðyÞ¼ ðK � 1Þy. The same error is found in any of the pro-
cessors presented, since, if ratio D/S is modified because of
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Figure 23. Normalized error versus OBA for noncoherent pro-
cessor type 2 (dotted lines) and coherent processors types 1 and 2
(circles and dashed lines, respectively), for phases f¼2.51, 4.51,
and 8.51. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

Table 1. Processor Performance Comparison

Processor Type:

Noncoherent Coherent

1 2 1 2

Nonambiguous range Total D/Sr1 D/Sr1 Total
Linearity 1 3 2 4
Thermal noise 2 2 2 1
Phase imbalance 4 3 4 2

L.O.

VM(�)=ksin(arctan(∆ /Σ ))

Combining
  network

 

 

Phase

Phase

 

IF

IF

IF

Σ(�)

∆(�)

Σ + j∆ Σ + j∆

Σ
Σ

Limiter

Limiter

Limiter

detector

detector

Σ−j∆ Σ−j∆
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a gain imbalance, the underlying mechanism for measur-
ing the angle is being modified. If there are no more error
sources, any processor will give the same angle estimation
(and thus the same error). For an imbalance of 1 dB and an
OBA of 2.41 the error in the estimation is about 0.31.

4.4.3. Precombinational Phase Unbalance. If the D sig-
nal suffers a phase deviation from the nominal, D0 ¼Dejf

(produced by different electrical lengths in D and S paths
or different insertion phases of some component), the re-
sultant monopulse function will be modified and, when
denormalizing with respect the ideal one, an error in the
angle estimation will be produced. In this case the error
depends on the processor type. In noncoherent processor
type 1 the resultant monopulse function is identical to the
ideal since the amplitude of the phased signal is the same
as that of the original one; thus the estimation error is
null.

Figure 23 shows the normalized error (Dy/yB) for the
other three processors. Coherent processor type 1 is nearly
immune to this source of error. Coherent type 2 suffers the
maximum errors for angles near the boresight, although
for all the processors the error is null in the boresight di-
rection.

For the previous example (normalized OBA¼ 0.4, yB¼

6), Fig. 23 yields an error estimation of 0.171 for coherent
processor type 2 if phase unbalance is only 4.51.

Table 1 resumes different processors performances
(where 1 denotes the worst and 4 denotes the best perfor-
mance).

A coherent implementation known as a coherent three-
channel monopulse processor combines the best properties
of the processors listed in Table 1 at a cost of increased
complexity, as may be seen in Fig. 24 [11].

The correct choice of processor for a given system will
thus come from a tradeoff between performance and elec-
tronic complexity. Besides the traditional processors dis-
cussed here, there are a relatively large number of
possible different structures. Among these, the I&Q pro-
cessors (those based on in-phase–quadrature detection of
sigma and delta signals) are probably the most attractive
because of the versatility that they offer in subsequent
digital processing, especially if pulse compression or
spread-spectrum techniques are used [12].
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MONTE CARLO ANALYSIS
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As the name suggests, the Monte Carlo (MC) method is
based on the selection of random numbers [1–4]. In its
present form, the method is attributed to Fermi, Von Neu-
mann, and Ulam, who developed it for the solution of
problems related to neutron transport. In principle, the
MC method can be considered as a very general mathe-
matical tool for the solution of a great variety of problems.

Among the various applications of the method, the
following are probably the most important:

* Integrodifferential equations
* Matrix inversion
* Transport of nuclear particles
* Transport in semicondutors
* Modeling in semiconductor devices
* Process simulation

An important feature of the MC technique is that more
precise results can be obtained by generating larger num-
bers of points. More generally, being based on random
numbers, the results obtained with an MC procedure are
never exact, but are rigorous in a statistical sense: The
exact result lies in given intervals with given probabili-
ties. The uncertainty of the results is strictly related to the
variance of the possible outcomes, and it is smaller if the
size of the sample (i.e., the amount of computations de-
voted to the solution of the problem) is larger. One basic
element of the numerical procedure is the possibility to
generate random numbers with given distributions start-
ing from pseudorandom numbers uniformly distributed
between 0 and 1. Modern computers provide sequences of
numbers obtained with precise mathematical algorithms,
starting from a given element (seed). For each seed, the
sequence is perfectly predictable. However, it satisfies a
large number of statistical test of randomness. Those
pseudorandom numbers offer two great advantages: They
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can be generated in a very fast way, and they are repro-
ducible (which is essential, for example, in debugging
a code).

The applications of MC methods can be divided into two
major groups. One consists of the direct reproduction on a
computer of the microscopic dynamics of the physical pro-
cess in a system that is already statistical in nature. We
use in this case the term ‘‘MC simulation.’’ The second
group consists of MC methods devised for the solution of
well-defined mathematical equations or problems. In such
cases, the methods provide a way of sampling a given sta-
tistical distribution. The majority of real cases are a mix-
ture of the two extreme limits indicated above. The
application to the study of semiconductor devices and pro-
cesses is a good example. In fact, transport processess are
statistical in nature, but are also accurately described by
well-defined equations that may or may not correspond to
the direct simulation of the physical system under exam-
ination. For instance, the MC solution of the Boltzmann
transport equation (BTE) not only gives the distribution
function that verifies the equation but also yields infor-
mation that is lost in the BTE itself. On the other hand,
the direct simulation is at times very inefficient, as, for
example, in the analysis of situations that are rare in the
actual physical system. In such cases it is necessary to
distort the simulation by applying some more sophisticat-
ed MC techniques that reduce the variance of the quantity
of interest, giving up partially the advantages offered by
the direct simulation.

The applications of the MC methods that we will focus
on are particularly important in light of the growth in the
field of microelectronics achieved in recent years. Semi-
conductor devices are nowadays built with their active di-
mensions well below 1 mm. Metal oxide semiconductor
field-effect transistor (MOSFET) technology has moved al-
ready into the 0.25 mm size, while high-electron-mobility
transistors (HEMTs) are commercially available with
0.15 mm gate length. The reduction in size leads to a high-
er integration level as more devices can be put into a sin-
gle chip. Such a push toward smaller and more powerful
devices (which immediately translate into higher levels of
integration and enhanced performance of the single de-
vices as well as of the overall circuit) has been sustained
by enormous advances in the area of fabrication and pro-
cessing. A very precise control is nowadays possible on the
device geometry and doping profile through techniques
such as ion implantation, reactive-ion etching, and elec-
tron and X-ray lithography. Furthermore, new possibili-
ties for novel devices are offered by the capability to grow
nanometer layered structures with extremely high quality
by molecular-beam epitaxy (MBE) and metal organic
chemical vapor phase epitaxy (MOCVD). As we will see,
MC approaches can be of great help in understanding and
overcoming the limits of several technological or in at-
tempting to improve the yield of integrated circuits. Mov-
ing into the submicron scale, many new physical
phenomena become important that require a sophisticat-
ed theoretical treatment. There exists, therefore, a new
challenge toward the understanding of the principles of
operation of those novel devices. The MC method offers
great advantages also in this direction.

Computer programs are extremely important for tech-
nology development. Computer-aided design (CAD) has
become one of the keystones in microelectronics. The im-
portance of such a field can be greatly appreciated focus-
ing on the steps required for the fabrication of integrated
circuits (ICs). The development of new technologies is tra-
ditionally driven by an experimental approach. A useful
alternative is offered by software tools, which can lead to a
speed up of the development cycle and a reduction of the
development costs. In fact, those calculations can be con-
sidered as simulated experiments, which can be much
faster and less expensive than real experiments. Further-
more, computer experiments allow a deep physical inter-
pretation of the final results that leads to a better
understanding of the problem at hand. This is particular-
ly true for the MC simulations. The characteristic links
between the different aspects of CAD can be summarized
as follows [5]. The output of the process simulation is fed
directly into a device simulation program, which deter-
mines the electrical characteristics and the performance
of the device. At this stage, the interplay between process
and device simulation can suggest improvements on the
processing steps deduced from the simulated device per-
formance. The output of the device simulator is then com-
pacted in order to be inserted in a circuit simulation
program, which determines the characteristics of the over-
all circuit. As this article will show, MC approaches are
finding more widespread use as CAD tools, both at the
level of device and at the level of process simulation.

Although it will not be possible to exhaust the com-
plexity of the MC methods in such a short review, the
present contribution is intended to give a critical overview
of the MC algorithms used for device and process modeling
and for circuit yield analysis. A more thorough investiga-
tion can be found in the references. For the MC simulation
of semiconductor devices, a complete review can be found
in Ref. 6.

1. MONTE CARLO DEVICE SIMULATION

The Monte Carlo technique is a fairly new tool in the area
of device modeling, traditionally dominated by simulators
based on drift-diffusion models or on balance-equation
models (for an overview of the subject, see Refs. 7 and
8). The first MC application to the study of electronic
transport in semiconductors is due to Kurosawa in 1966
[9]. Shortly afterward the Malvern group, in UK (Board-
man, Fawcett, Hilsum, Swain, among others), provided
the first wide application of the method to device simula-
tion, focusing maily on GaAs devices [10]. Applications to
Si and Ge boomed in the 1970s, thanks to work performed
at the University of Modena, Italy, and at IBM Yorktown,
USA. The reviews in Refs. 4 and 11 provide a deeper his-
torical and technical perspective. The great attention
reserved in recent years to the MC analysis of devices
is strictly connected to the availability of powerful and
relatively inexpensive computers and workstations, which
guarantee the necessary numerical resources for the
computationally quite heavy simulations. Furthermore,
with the recent advances in material growth, contact
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deposition, and impurity control, devices have become
more transparent from a physical point of view. Inciden-
tally, this has provided physical systems of extreme inter-
est. At the same time, MC algorithms have gained in
sophistication and are now able to handle phenomena and
systems of great complexity. These are two fundamental
steps since the necessary input for an MC simulation of
semiconductor materials and devices is an accurate
microscopic description of the physical system under in-
vestigation. Many semiconductor devices can be nowadays
simulated with the MC method, which is becoming more
and more a very useful modeling tool.

The most common (and also the most interesting) simu-
lation of a semiconductor device is performed for many
particles in parallel [Ensemble Monte Carlo (EMC), pro-
cedure] and coupled to Poisson’s equation in order to
obtain the self-consistent potential related to the charge
distribution given directly by the MC procedure. For sys-
tems of great complexity, a one-particle Monte Carlo
(OPMC) simulation can be performed on a given fixed
potential previously determined.

Since no a priori assumptions are needed on the form of
the real- and k-space carrier distributions, an MC simu-
lator is the only reliable tool for the investigation of those
physical phenomena that critically depend on the shape of
the distribution or on the details of its tail (such as elec-
tron injection over potential barriers). Furthermore, the
MC technique allows us to focus on particular physical
mechanisms that might be of importance with regard to
the device performance (e.g., intercarrier scattering, im-
pact ionization, generation-recombination, etc.). The pric-
es one has to pay are a very time-consuming algorithm
and the requirement of a complete knowledge of the phys-
ical system under investigation. Often many assumptions
have to be made in order to reduce the complexity of the
model describing a given device.

1.1. The Monte Carlo Algorithm

In recent years, EMC simulations have been widely used
to study the properties of semiconductor devices. Particu-
lar emphasis has been lately attributed to submicron
structures, because of their performances in switching
and high frequency operations [12]. Once the basic phys-
ics involved in the transport of such devices is known,
EMC simulation provides a formidable tool to determine
their limits and characteristics and can be very helpful in
modeling. Together with the determination of the macro-
scopic properties of a device, EMC also gives a microscopic
description of the local electric field, charge density, ve-
locity distribution, and so on.

The basic steps of a standard EMC self-consistent de-
vice simulation are (see Fig. 1) as follows:

1. Set up Geometry and Discretization Scheme. Two
parameters that play an important role in the choice
of the time step and the grid size are the plasma
frequency and the Debye length. For simple device
geometry a one-dimensional description can be suf-
ficient. Normally, MC simulations are performed us-
ing a two-dimensional grid (that is, assuming

homogeneity along the third direction). Since the
simulation is inherently three-dimensional, there
are no principal reasons that prevent a fully three-
dimensional analysis.

2. Charge Assignment. The charge of each particle is
assigned to a particular mesh point. Since it is not
possible to simulate all the electrons present in a
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Free flights
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final states

t  = 0

t  = t + ∆T  

All
electrons

?

t = N∆T 

End of
simulation

?

Assign charge
to mesh points

Calculate potentials
and fields at

each mesh point

Stop

N

N

Y

Y

Y

N

Figure 1. Flowchart of typical self-consistent MC device simu-
lation.
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real device, each simulated particle (also referred to
as ‘‘superparticle’’) represents a cloud of electrons for
the purpose of estimating currents, charge, and field
distributions. For all other purposes, each individual
particle carries its elementary charge e. The doping
charge is also added to the mesh according to its
distribution. A sufficiently large number of simulat-
ed particles is needed to guarantee the statistical
validity of the results and to reduce the level of nu-
merical noise. Such a number depends on the di-
mensionality of the spatial grid, ranging typically
from thousands of particles for one-dimensional de-
scriptions, up to several tens of thousand particles
for two-or three-dimensional systems.

3. Potential Solution. Poisson’s equation is solved to
determine the electrostatic potential at the mesh
points. In connection to EMC simulations, a finite-
difference scheme is generally used, although some
attempts to use a finite-element approach have been
presented [13]. The solution can be obtained in sev-
eral ways, among which we can list the Fourier
analysis cyclic reduction, the conjugate gradient,
the multigrid, and the direct matrix inversion meth-
ods. The first three methods provide effective algo-
rithms that allows the inclusion of special
boundaries. The latter requires a matrix inversion
at the beginning of the simulation. The new poten-
tial is calculated with a simple matrix multiplication
at fixed times during the simulation. The electro-
static field is then obtained from the potential with a
finite-difference algorithm.

4. Flights. Each particle, now treated as an individual
electron, undergoes the standard MC sequence of
scattering and free flights, subject to the local field
previously determined from the solution of the Pois-
son equation. The MC sequence is stopped at fixed
times, at which the field is adjusted following the
steps described above. The carrier dynamics is com-
puted by solving Newton’s equations of motion in the
crystal, described by its band structure. The length
of a free flight is generated randomly according to
the total scattering rate (i.e., the number of colli-
sions per unit time). At the end of each flight, car-
riers scatter (with impurities, lattice vibrations,
other carriers, etc.), with the probability of each
event being weighted by its scattering rate (relative
to the total one). Finally, a new state (i.e., the new
energy, wavevector, occupied band) following the col-
lision is determined according to the differential
cross section of the process that has terminated
the free flight. The scattering probability and the
probability distribution of the final states are com-
puted using quantum mechanics (starting from the
so-called Fermi Golden Rule). A particular event
(collision or no collision, which type of collision,
which final state) is selected randomly, by compar-
ing the probability of occurrence of that event to a
random number.

The description of the problem is completed by setting
initial and boundary conditions. The initial conditions are

not so important, since only the self-consistent steady-
state result is usually retained. Boundary conditions are
instead crucial, in particular in submicrometer devices,
where contact properties drastically influence the behav-
ior of the whole device.

The steady-state current is given directly by the net
number of particles crossing one contact per unit time.
More effectively, an extension of Ramo’s theorem to two-
dimensional situations allows the calculation of the cur-
rent in three terminal devices simply by summing the ve-
locities of all particles found inside given portions of the
device [14]. By performing several computer runs, it is
possible to construct the I–V characteristics of the device.
Important device parameters can also be extracted from
the simulation. For example, the output resistance
Rout¼DVds=DIds for constant gate bias Vgs and the trans-
conductance gm¼DIds=DVgs for constant drain bias Vds

can be obtained from a series of runs, starting from normal
operating conditions and varying the drain-to-source and
gate-to-source biases, respectively. Parasitic elements can
also be calculated, referring to an equivalent circuit de-
scription of the device. For example, the source-to-gate Csg

and source-to-drain Cgd capacitances are obtained by
applying a step change respectively to the gate ðDVgsÞ

and drain voltage ðDVgdÞ and Cgs¼DQgs=DVgs and
Cgd¼DQgd=DVgd, where DQ is the total equivalent charge
flowing from the gate in response to the step potential.
From the time dependence of the charge flow, it is
also possible to estimate the parasitic source and drain
resistance.

In an MC simulation, ohmic contacts are usually treat-
ed as ideal contacts, by maintaining a neutrality condition
near the metal boundary. Due to such an assumption, the
simulation results are those of an ideal intrinsic device.
The comparison of the simulated characteristics with the
one measured on real devices requires the consideration of
a finite resistance for each ohmic contact. This can be done
quite simply by scaling the simulated I—V characteristics
using independently determined values of the contact
resistances [15].

Traditionally, device simulators have been based on
drift diffusion (DD) or hydrodynamical (HD) models. The
basis of the two methods (as also the MC) is the Boltzmann
transport equation. By taking the first three moments of
BTE, three coupled equations are obtained which describe
the spatial and temporal evolution of the average carrier
concentration, velocity, and energy. Within the HD ap-
proach, the three equations are solved numerically, with
some simplifying assumptions (such as the introduction of
momentum and energy relaxation times for the equations
of first and second moments). The DD approach assumes
that carriers are always in equilibrium with the lattice
temperature. Thus the energy equation drops out, and
only the continuity equation is left, provided that the cur-
rent density is expressed in a phenomenological way in
terms of the carrier mobility and diffusivity. Clearly, the
HD scheme is far superior to the DD one, since it can ac-
count (when all terms are considered) for carrier heating
and nonhomogeneous distributions of the carrier temper-
ature. The MC procedure stands on an even higher level,
since it provides (also in nonhomogeneous, nonstationary
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conditions) an exact solution of the Boltzmann equation. It
correctly describes nonlocal effects (in space r or time t)
typical of situations where the field inside the device var-
ies appreciably over lengths comparable with the electron
mean free path, and the electrons at a given position carry
information about the field value at another position. Un-
fortunately, the complexity and cost of each approach is
inversely proportional to the refinement of the physical
model it is based on. Therefore, the use of one approach or
another depends on the specific device under investiga-
tion. The MC is the best technique to study situations
where nonstationary effects are important (as, e.g., in sub-
micrometer devices). It is safe to anticipate that as the
tendency toward the miniaturization of devices will con-
tinue in the future, MC simulators will progressively ex-
tend their applicability. The success of MC in device
modeling will ultimately depend on the compromise be-
tween two tendencies, one to use very sophisticated phys-
ical models (which lead to very costly but extremely
accurate simulations), the other to rely on simplified mod-
els, sacrificing a bit of accuracy for a reduced complexity
and cost of the algorithms. Along this line, it will be ex-
tremely useful to be able to combine different methods in
order to fully exploit the potential of each approach. Ex-
amples of MC simulators present in the literature can be
found in Refs. 16–42.

1.2. Special Features

In the following section, we focus on special aspects of the
MC simulation that are not generally considered because
of their difficulty, although they can be of great importance
in the device performance.

1.2.1. Full Band Simulation. A physical description of
the semiconductor band structure is needed as input to
the MC simulation. Traditionally, bands have been de-
scribed via nonparabolic dispersion relations, because this
allows the analytical calculation of the differential and to-
tal scattering rates for a variety of scattering mechanisms.
Furthermore, the calculation of the field-induced acceler-
ation during a free flight is trivial. A typical example is the
model used for GaAs [43], which includes a three-valley
description of the conduction band (T, L, and X valley) and
a description of the three valence bands (heavy, light, and
split off holes). The nonparabolic dispersions are intro-
duced with nonparabolicity factors treated as fitting pa-
rameters and adjusted as to reproduce a variety of
experimental results, including those provided by time-
resolved spectroscopy [6]. The carrier interaction with po-
lar optical, acoustic, equivalent and nonequivalent inter-
valley, intraband and interband phonons, and ionized
impurities can be easily considered. Unfortunately, non-
parabolic dispersions provide an adequate band descrip-
tion only up to energies not too far from band edge
(typically 1 eV or less). Thus, higher band states need to
be described more accurately any time high-energy effects
are important in a device (as, for instance, in the case of
carrier injection above energy barriers, or when impact
ionization occurs). The most popular approach is that
based on a full band description, achieved via pseudopo-

tential methods [44]. The full eðkÞ dispersion is calculated
numerically, either on the entire Brillouin zone or only on
the irreducible wedge. The scattering rates are then cal-
culated using directly the electronic states coming out of
the numerical routine. The improvement in the band de-
scription level is paid in terms of computational time and
memory required with respect to simpler band models.

1.2.2. Pauli Exclusion Principle. Electrons obey the Fe-
rmi–Dirac statistics and must satisfy the Pauli exclusion
principle (PEP). This means that not all the states are
available because only two electrons of opposite spin can
reside in each state. This aspect is not very important in
the nondegenerate case, and electrons are distributed in a
large interval of states; in the degenerate case the problem
becomes more conspicuous. For instance, GaAs electrons
are degenerate at room temperature at densities around
1019 cm–3. This is the case for many devices of interest.
Degeneracy is equivalent to a many-body interaction
which reduces the phase space available for the electron
final state in an induced transition. If pðkÞ and pðk0Þ are
the probabilities that the initial and final state are, re-
spectively, occupied, the total rate of transition Pðk;k0Þ
between two different states is given by Pðk;k0Þ ¼
pðkÞSðk;k0Þ½1� pðk0Þ�. Normally a semiclassical MC pro-
cedure works with the approximation pðk0Þ ¼ 0 because all
the states are considered available as final states. The in-
clusion of the PEP is then essentially the inclusion of this
term in the total scattering rate. In the EMC procedure,
this is obtained very easily because the particle distribu-
tion is known step by step. The algorithm generating the
distribution function is set up by multiplying the scatter-
ing probability by the correction factor 1� pðk0Þ; pðk0Þ is
determined self-consistently, and a rejection technique is
used after selecting the final state without the correcting
Pauli factor [45].

1.2.3. Contact Simulation. The simulation of contacts is
one of the most serious problems in MC device simula-
tions, due in part to the limited knowledge of the physics
of contacts. On the other hand, contacts are of great im-
portance in a number of semiconductor devices, whose ap-
plications range from high-speed logic to microwaves. As
the dimensions of these devices reach the submicron limit,
contacts become the limiting factor for the performance in
the ballistic or quasiballistic mode of operation. In gener-
al, semiconductor devices do not operate under charge
neutrality conditions. The net charge inside the device is
directly related through Gauss’ law to the flux of the elec-
tric field on the boundaries, and consequently to the po-
tential inside the device. Therefore, charge neutrality
(that is, conservation of the number of particles) cannot
be enforced in the simulation. Rather, an appropriate
handing of the boundaries is required to simulate a num-
ber of electrons that vary in time self-consistently with the
potential distribution. Taking a field-effect transistor as
an example, the most significant boundaries are at the
source, drain, and gate electrodes. Source and drain con-
tacts are usually treated as ideal ohmic contact by absorb-
ing all the electrons that hit the electrodes and by
injecting a number of electrons which maintain a neutral
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region in the adjacency of the electrodes. The Schottky
barrier at the gate is treated as a perfectly absorbing elec-
trode with a potential equal to the applied potential minus
the barrier height. Although commonly assumed, the
above conditions have never really been tested. One at-
tempt to deal with the problem of contacts in a simulation
of a one-dimensional metal–n–nþ structure has been pre-
sented in Ref. 46.

1.2.4. Carrier–Carrier Scattering. Many devices are
characterized by very high electron concentrations. In
such a situation, one might have to worry about the pos-
sible influence of the interaction among the conducting
electrons. A good example is provided by the heterojunc-
tion bipolar transistor (HBT), which will be examined la-
ter. In a standard device, such as a metal semiconductor
field-effect transistor (MESFET) or HEMT, electrons are
injected into the channel with a thermal energy distribu-
tion and a small initial velocity. In an HBT, electrons are
injected from the emitter into the base, which they cross
before being swept away from the high field at the base—
collector junction. Due to the high doping (p-type) in the
base region, electrons can be scattered by the collective
excitations of the hole gas, as well as through normal bi-
nary collisions with the other electrons. Two main contri-
butions to the carrier–carrier scattering can be identified:

* The individual carrier–carrier interaction via a
screened Coulomb potential which accounts for two-
body short-range interaction

* The electron–plasmon interaction, which accounts for
the collective long-range behavior of the electron gas

In semiconductors, the plasmon energy at a reasonable
electron density can be of the same order of magnitude as
the characteristic phonon energies. In a device simulation,
the scattering rates for electron–electron and electron–
plasmon processes can be tabulated at the beginning of
the simulation. Carrier–carrier scatterings are then treat-
ed as any other mechanisms in the MC algorithm, using
appropriate rejection algorithms to account for the current
carrier distribution function [47,48].

1.2.5. Optimization Procedures. An original, efficient
algorithm has been implemented to calculate the appro-
priate duration of the free flights (depending on the actual
carrier status). The method, which is based on a space-
dependent definition of the scattering rate [49], leads to a
drastic reduction in the number of self-scatterings, thus
allowing a large savings in computation time (more than
one order of magnitude compared with the conventional
approaches). In areas where the electron population is
very small, it is possible to extend a technique originally
proposed by Phillips and Price [49], which allows one to
obtain good statistics in rarely visited energy regions. Two
situations are of particular interest. If a device presents
regions with a high doping density Nþ connected to re-
gions with low densities N–, the carrier concentration will
reflect (except at the interface between the different re-
gions) the doping distribution. Therefore, most of the sim-
ulated carriers (roughly in the ratio Nþ /N–) will populate

the highly doped, low-field regions, requiring an extensive
amount of computation for the simulation of a quasither-
mal distribution. This is the case, for example, of the
MOSFET or a MESFET with ion implanted source and
drain contacts. A similar case is found in k space, when we
are interested in the population of high-energy states,
which are rarely touched by the carriers but might cause
very important physical phenomena (a typical example is
the carrier injection into SiO2 for the channel of a MOS-
FET). The latter situation is the one examined by Phillips
and Price. The population of the high-energy states can be
enhanced by generating a fixed number N of carrier his-
tories every time one of the simulated particles enters the
rarely populated region. Each one of the N generated par-
ticles will have the same initial condition (equal to the
state of the ‘‘parent’’ particle at the moment of the multi-
plication) and a weight 1/N for the calculation of the av-
erage quantities. The multiplication algorithm can be
repeated several times at higher energies, originating an
‘‘avalanche’’ of carriers that fill up the tail of the distribu-
tion function at higher and higher energies [35]. A similar
multiplication technique has been also used in real space
in Ref. 39. A peculiar situation is found when impact ion-
ization phenomena are important. The knowledge of the
high-energy tail of the carrier distribution function is then
required. Furthermore, in the presence of carrier multi-
plication, the number of simulated particles would grow
above the initially set value, diverging as breakdown is
approached. A special multiplication technique for both
energy and real space has been implemented [50], which is
an extension of the approaches described above. Each par-
ticle is assigned a statistical weight that varies with its
position in the device and its energy. With such approach,
it is possible to account for regions with very different
doping levels (as in bipolar transistors) and to obtain a
reliable statistics of rare processes, keeping at the same
time a constant number of particles.

1.3. Simulation Results

We show some results obtained by MC simulation of GaAs
devices, leaving the interested reader to the variety of ap-
plications listed as references at the end of this article.

1.3.1. Heterojunction Bipolar Transistors. HBTs are
receiving considerable attention because of their high-
speed performance and high current-handling capability.
The device shown in Fig. 2 has been simulated [43] and
the results have been compared with measured data. By
varying the base–collector voltage (in the common-base
configuration), the electric field profile changes as depict-
ed in Fig. 3. Very high values are reached in the collector
region, with the maximum occurring at the base–collector
interface. Electrons, injected from the emitter, cross the
base where they strongly interact with the dense hole
plasma. As they enter the collector, they are ballistically
accelerated by the junction field, reaching velocities as
high as 6� 107 cm/s. The spatial extent of the velocity
overshoot is limited to about 100 Å, as the electrons are
rapidly scattered into the satellite valleys where they
move at saturated velocity. Figure 4 indeed shows that
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for a collector voltage of 16 V, almost all electrons in the
collector populate, in equal number, the L and X valleys.
There, they are strongly heated by the collector field,
obtaining the high values of average energy illustrated
in Fig. 5. Correspondingly, the calculated (M�1) factor,
which measures the relative increase of collector current
due to multiplication phenomena, is around unity at this
voltage, in excellent agreement with the measured value
[43]. As VBC is further increased, the holes created by
primary ionization processes are in turn able to ionize,
marking the onset of breakdown, which is predicted
around 18 V.

1.3.2. High Electron Mobility Transistors. HEMTs are
extremely appealing for microwave low-noise applications.
Their superior performance is due to the spatial separa-
tion of the electrons (confined in a small-gap channel
layer, typically GaAs or InGaAs) from the donors (fixed
in the large-gap region or regions surrounding the
channel). In the simulated device [51] a special type of
doping is considered, denoted d-doping, where two dopant
planes are located in the AlGaAs layers respectively
above and below an InGaAs channel. The substrate
material of the device is GaAs. Because of the different
lattice constant of GaAs and InGaAs, strain is present in
the channel region. This type of HEMT is referred to as
‘‘pseudomorphic HEMT.’’ Typical two-dimensional contour
plots for a device with a gate length of 180 nm are shown
in Figs. 6–9. The source-to-drain bias is 2 V. The potential
distribution (Fig. 6) reveals that a high-field region exists
in the channel between the end of the gate and the begin-
ning of the cap layer (which is a doped GaAs region above
the AlGaAs confining barrier, used in technology to reduce
the capacitance and resistance at source–drain contact re-
gion). Entering this region, an electron becomes very hot,
reaching average kinetic energies of few tenths of elec-
tronvolts, as indicated in the energy map of Fig. 7. Elec-
tron heating results in reduced confinement within the
channel, since many of the electrons have sufficient ener-
gy to surmount the confining barrier. Furthermore, as a
result of heating, the population of the upper L valley is
very high in correspondence of the high-field region, as
visible in Figs. 8 and 9 which show respectively the total
and L valley electron concentrations. Because of the hot-
electron-induced real-space transfer, the current flows
through both the bottom AlGaAs layer (and partially
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through the substrate) and the top AlGaAs barrier, which
actually constitutes the access path to the drain cap re-
gion. The actual value of the electric field along the chan-
nel, along with the corresponding carrier drift velocity and
average energy, is presented in Fig. 10. Due to the very

short gate length, the field reaches a peak value of 200 kV/
cm, resulting in the strong electron heating discussed
above and a remarkable velocity overshoot, which is in
turn responsible for the excellent microwave performance
of such devices.
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2. MONTE CARLO PROCESS SIMULATION

We are going to discuss MC process simulation from the
point of view of integrated circuit (IC) fabrication, since
this is certainly the area where simulation plays the most
important role. Many different interrelated steps contrib-
ute to the realization of the final product. The main pro-
cessing steps can be classified into the following three
categories:

1. Thermal processing and doping (ion implanta-
tion, predeposition, annealing, oxidation, epitaxial
growth)

2. Pattern definition (reactive ion etching, deposition,
evaporation, sputtering)

3. Pattern transfer (optical X-ray, electron-beam litho-
graphy)

Setting up mathematical models for each step requires the
knowledge of very complex physical and chemical phe-
nomena, such as, for instance, the redistribution of atoms
or impurities into a given material, or the energy ex-
change between fast projectiles and the substrate they in-
teract with. As we will see in the examples, some drastic
approximations are made in order to define a tractable
model.

As for the case MC device simulation, several analyt-
ical and numerical approaches exist in the literature that
cover all the processing steps outlined above [5,52]. The
MC technique has been very successful in some applica-
tions, especially those where the simulation can be re-
duced to a series of uncorrelated events describing the
trajectories of projectiles against target atoms. This is
the case of the examples we will discuss below—that is,
ion implantation and electron beam lithography. Other
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attempts have been made to use MC techniques to de-
scribe epitaxial growth [53,54].

As a general comment, we can say that once the math-
ematical model has been set up, the MC algorithm for
process simulation presents fewer difficulties than the one
for device simulation. This is because no self-consistency
is required between internal potential and charge distri-
bution and also because the transition probabilities are
assumed to be constant between two successive stochastic
events.

2.1. Ion Implantation

Ion implantation is one of the most important doping
techniques for device fabrication, in particular for very-
large-scale integration (VLSI) circuits. The successful ap-
plication of this technique depends strongly on the ability
to control the impurity profile for any implant condition.
The three main processes involved in the penetration and
slowing down of energetic ions into a material are

1. The energy loss via collisions with the target atoms.
Thousands of atoms (called ‘‘recoils’’) are displaced
by each impinging ion. Local disorder and very high
temperatures are reached in the region where the
cascade occurs.

2. The thermalization of the excited zone, with possible
diffusion of defects.

3. The long-range migration of defects.

Computer-aided design models for ion implantation fall
into two broad categories: analytic distribution functions
and MC methods. The former are computationally very
inexpensive, but rely upon fits to experimental data to re-
produce the observed profile of dopants ion and work well
only for simple geometries in one dimension. In contrast,
the MC approach attempts a first-principle calculation
based on two-body scattering theory. Although computa-
tionally expensive, it can handle the most complicated
structures.

An MC simulation offers the following advantages
[55,56]:

* It accounts for implant profile discontinuities at the
interface between different layers.

* It allows for a rigorous treatment of elastic scattering
with the different types of atoms in a multiatomic
target.

* It gives a full implant distribution rather than only a
few of its moments.

* It can generate as-implanted profiles as a function of
key parameters such as dose, energy, tilt, and rota-
tion angles.

* It can include the recoil effect due to atoms that are
knocked into deeper layers from an impinging ion.

* It allows the simulation of the defect generation due
to ion implantation.

Furthermore, once a physically based model has been set
up and verified, the MC method can be used to generate
‘‘experimental data’’ for semiempirical models that are
highly computationally efficient and desirable in technol-
ogy development and process optimization. Other impor-
tant features of the MC simulation of ion implantation are
its inherent three-dimensionality, the fact that ion back-
scattering is naturally accounted for, and the fact that
both amorphous and crystalline targets can be considered.
Those distinctive features make the MC simulation the
most suitable approach to the study of ion implantation.

The MC simulation is performed by following a large
number of individual ion histories; each of them is made
up of collisions with target atoms, along with straight
flights between them. The model relies on two main as-
sumptions. The first is that the projectile interacts with
one atom at a time, and thus multiple collisions can be
neglected. Such a ‘‘binary collision’’ model breaks down at
low energies, when deflections can occur even at greater
distances from a target atom. The second approximation
involves the mechanisms for energy and momentum loss-
es. The contributions coming from electronic losses (where
the incident ion is excited or ejects atomic electrons, with
large energy and small momentum transfer) and from nu-
clear losses (originated from nearly elastic collisions with
the target atoms, characterized by large exchange of mo-
mentum) are considered independent of each other. The
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slowing down of the projectile results from the simple ad-
dition of the two effects. In the past, the basic theory to
describe the penetration of charge particles into a solid
was the one due to Lindhard, Scharff, and Schid�tt (LSS).
The LSS theory has been successful in the prediction of
primary ion range and damage distribution in amorphous
semi-infinite substrates. Because of its assumption, it is
not applicable to multilayers structures as often encoun-
tered in VLSI processing.

The simulation is made up of successive paths. After
each of them, the energy of the ion is reduced by the
amount of the electronic and nuclear losses, which are re-
lated to the momentum transfer to the target atom occur-
ring during the collision. The history of each ion
terminates either when its energy drops below a specified
value or when the ion exits the target.

Different physical models can be used for the various
phenomena involved in the energy loss process. An ex-
haustive review is found in [57]. A series of optimizations
of MC procedures are discussed in Ref. 58. Such optimi-
zations are crucial in order to overcome the major limita-
tion of the MC approach—that is, the amount of
computation needed to achieve an acceptable statistical
accuracy.

A good example of a situation where the MC simulation
works at its best is provided by channeling. If the target is
crystalline in nature (and it is not damaged during the
implantation process, as guaranteed by using low implant
doses), then the stopping power of the medium is greatly
reduced because of the large open spaces of the axial
channels. The average ion penetration is then consider-
ably increased with respect to amorphous targets. Al-
though the number of ions that are well-channeled is
considerably less than the number of the dechanneled
ones, the well-channeled ions travel deep into the crystal
and form a channeling tail in the resulting profile. It is the
channeling tail that determines the junction depth. While
the formulation of suitable transport equations for the
channeling effect presents many problems, the direct MC
simulation of the ion path through the target can be quite
straightforward. The main obstacle is again the inadequa-
cy of several available models for electronic stopping. Al-
though still widely used, the LSS theory cannot properly
describe channeling effects. Its shortcoming lies in the in-
ability to account for the variation of electron densities
between the atoms of the crystalline structure. In fact, an
ion traveling along a crystal channel will experience less
electronic stopping than another ion which more closely
encounters the electron clouds of the target atoms. A prop-
er model must therefore account for the electron distribu-
tion around each atom. For boron ions implanted in
crystalline silicon, it has been shown that a combination
of the two concepts of effective change and proton stopping
power lead to reasonable models. There, the solid-state
Hartree–Fock theory with a muffin tin structure has been
employed, with the assumption of a spherically symmetric
electron distribution around the Si atoms. While such an
assumption is fairly reasonable for boron, which has most
of the bound electrons in s orbitals (i.e., with spherically
symmetric distribution), it has been pointed out that
a further improvement is needed for the implantation of

arsenic ions, where the electrons occupy p and d orbitals.
One possibility is to calculate self-consistently the poten-
tial for the As projectile within the local density approx-
imation, and then to determine the scattering phase shift
and the scattering cross section needed in the simulation.

In the theoretical study of the implantation process, it
is very important to be able to determine the cumulative
damage imparted to the semiconductor crystal by the im-
planted ions. The MC simulation directly accounts for the
effect of damage by explicitly simulating the formation of
point defects, their recombination, and the effect that such
defects have on each subsequently implanted ion [59,60].
The procedure is as follows. As the simulated ion travels
through the crystal, target atoms that receive sufficient
energy (15 eV for Si) leave their lattice site, forming a
vacancy or an interstitial. The interstitials travel until
they lose the energy gained from the incident ion. The
location of interstitials and vacancies are recorded for
each collision cascade. At the end of each of these cas-
cades, the interstitials and vacancies within the cascade
are annihilated if they are located within a specified cap-
ture radius of one another. Furthermore, the recombina-
tion with damage caused by previous cascades is taken
into account via a statistical recombination algorithm.
The defects that survive recombination are weighted to
reflect the fraction of the overall dose that the simulated
projectile represents, and then they are summed to obtain
the simulated point defect distribution as a function of
depth. This distribution is then used to modify the crystal
structure that subsequent ions will cross by determining
the rate of statistical creation of (1) interstitials at one of
the eight interstitial sites in the diamond lattice unit cell
and (2) vacancies on lattice sites. Such a model is inher-
ently homogeneous, and it appropriately describes the
damage caused by lighter ions, such as for instance bo-
ron, where the net formation of cumulative damage occurs
by the overlap of the damage caused by individual cas-
cades. Heavier ions, such as arsenic, can lead to local
phase transitions from the crystalline to the amorphous
phase. This can be simulated by considering the presence
of highly localized disordered regions, which are formed
whenever the relative number of displaced atoms during
an ion cascade exceeds a specified value (for instance, 10%
in the region under consideration).

The traditional MC approach described above is based
on the calculation of a large number of independent ion
trajectories, where each ion is followed from its entrance
in the target material down to its stopping or exit point.
Peripheral areas with low exposure (that is, with a dopant
concentration that is order of magnitudes lower than the
maximum values) cannot be adequately represented, be-
cause insufficient statistics is provided by the simulation.
This is a typical situation where rare events can play an
important role. An approach similar to the one already
used in electronic transport simulation has been suggest-
ed [61]. The fundamental idea is to locally increase the
number of calculated ion trajectories in areas with large
statistical uncertainty. To this purpose, the simulated
region is subdivided into layers, each characterized by a
certain relative concentration level (with respect to the
current maximum concentration achieved in the whole
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region). For each simulated ions, a number of ‘‘check-
points’’ is set up during the flight path. At a checkpoint,
the local dopant concentration is calculated together with
the global maximum concentration. The corresponding
layer of fixed relative concentration is determined, and a
‘‘trajectory split point’’ is defined at the checkpoint if the
ion has moved into a layer with lower relative concentra-
tion than the one touched at the previous checkpoint. The
position, energy, and velocity of the ion are stored, and
they are used to generate a series of virtual branches of
the ion trajectory that start at this split point. In this way,
a tree of virtual trajectories is formed for each regular ion,
so that the peripheral areas of the dopant concentration
are represented by a much higher number of ion trajecto-
ries and the statistical noise is reduced. To obtain the cor-
rect concentration, each branch is assigned a weight. The
virtual trajectories are generated with the same model
and parameters as the regular ones, with their initial con-
dition (energy, velocity, and position) being determined by
the regular ion characteristic at the checkpoint.

2.2. Electron-Beam Lithography

Electron-beam lithography (EBL) is the standard way of
fabricating masks for optical and X-ray lithography. Fur-
thermore, direct electron-beam writing on wafers is the
only practical way to obtain ultrasmall linewidths. In
EBL, finely focused beams are used to expose polymeric
resist layers. The ultimate resolution obtainable is not
limited by the characteristics of the incident beam but
rather by the electronic scattering with the resist and the
underlying substrate. Such scattering leads to the so-
called proximity effect and can be subdivided into three
distinct contributions, namely the forward scattering
within the resist, the backscattering within the resist,
and the backscattering from the substrate.

The actual process of electron scattering in solids is
very complex, and simplifying models are needed to
achieve quantitative results via numerical techniques.
As for the case of ion implantation, the best approach is
the MC simulation. In fact, the simulation is very similar
to the one described before in this section. In the simplest
model [62,63], electrons undergo a series of elastic scatte-
rings with the target nuclei. They also suffer energy losses
because of the inelastic scatterings with the target elec-
trons. The elastic scattering is modeled using the screened
Rutherford cross section, while in the inelastic contribu-
tions the energy is assumed to be lost continuously be-
tween two successive collisions according to Bethe’s
formula. Between scattering events, the simulated elec-
trons travel in a straight path, whose length is determined
randomly according to the calculated cross sections. The
sequence of free paths and scattering events is repeated
until the electrons come to rest. Contrary to the ion im-
plantation case, the quantity of interest here is the depos-
ited energy rather than the position where the particle
stops. It is, in fact, the energy passed by the incident elec-
trons to the medium that creates the condition for the se-
lective removal of the polymeric resist.

Several improvements have been suggested to the sim-
ple model described above. In particular, it was pointed

out [64] that the production of secondary electrons as a
result of an ionization process caused by the incident beam
has to be accounted for. Since the energy deposition is in-
versely proportional to the electron energy, the contribu-
tion of the secondary electrons (which are slower and
move in a direction almost perpendicular to the incoming
flux) can be significant. An hybrid model has been set up
which includes a discrete energy loss mechanism corre-
sponding to ionization, in addition to the continuous en-
ergy loss mechanism described above. A further
refinement of the model has led to the use of Mott cross
section for the treatment of elastic collisions [65]. Another
improvement is needed in order to consider multilayered
structures, as for instance those that serve as masks for
X-ray lithography [66,67]. Such masks are obtained by
direct writing via EBL on a thin resist, followed by pattern
transfer in a thick resist multilevel structure. An example
is shown in Fig. 11, where the radial profile of the energy
deposited at the resist–substrate interface is plotted for
three different values of the beam energy, namely, 20, 30,
and 40 keV. The simulated multilayer is constituted by
10 nm of Al, 1000 nm of resist [polymethyl methacrylate
(PMMA)], 20 nm of Au as base plating, 200 nm for Cr for
adhesion purposes, and 2000 nm of Si substrate. The
length of the free path has to be determined by taking
into account the details of the electron dynamics— that is,
the possibility for an electron to cross one or more layers
during its path. Forward and backward contributions are
shown separately in the figure, each characterized by its
own range. The parameter Z is the ratio between the en-
ergy deposited by backscattered versus forward scattered
electrons. The MC results show that the ultimate resolu-
tion limit is set by forward scattering, which has a width of
90 nm at the interface. The backscattering contribution
from the metal is important despite the reduced thickness
of the layer, but can be eliminated by increasing the beam
energy. The simulation results can be parameterized in
order to predict the EBL resolution under various expo-
sure conditions. This is done via the so-called proximity
function, defined from a Gaussian fit to the MC data. By a
numerical convolution of the proximity function with the
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experimental pattern, it is possible to calculate the ab-
sorbed energy densities correspondent to the experimen-
tal situations. Figure 12 shows the absorbed energy
density profile for the structure considered before and af-
ter an electron energy of 40 keV. The nominal line/space
dimension is 100/400 nm. By assuming (according to the
‘‘Threshold solubility model’’ [68]) that the solvent devel-
ops all the PMMA irradiated above the threshold energy
Et, the developed lines would be around 150 nm. This val-
ue reproduces very well the experimental findings.

3. MC ANALYSIS OF CIRCUIT YIELD

The number of transistors on a single chip is approxi-
mately doubling every 2 years, as predicted by Moore’s
law. Such progress is sustained by the continuous drive
toward smaller feature sizes, larger dies, and better pack-
ing efficiency. While technology allows a general reduction
of the manufacturing costs per transistor, the level of in-
vestment to continuously upgrade such technology is be-
coming enormous. It is then vital for any manufacturer to
improve the yield of the IC production. Yield can be de-
fined as the ratio of the number of designs that pass the
performance specifications to the total number of designs
that are produced. Since the total number of designs pro-
duced might be large or unknown, yield is usually mea-
sured over a finite number of design samples or trails in
the process known as yield estimation. As the number of
trials become large, the yield estimate approaches the true
design yield. Parameter values that have statistical vari-
ations are referred to as yield variables.

Statistical design techniques for ICs, including yield
maximization and sensitivity minimization, are becoming
increasingly important in IC technology development be-
cause cost effectiveness and competitiveness demand min-
imal experimental passes and short development times. A
valuable statistical circuit simulation methodology must
inherently predict device and circuit performance reliably

and efficiently, relate their performance to fabrication pro-
cess parameters and account for the fluctuations of such
parameters, and account for physical correlations among
device model parameters. The use of numerical process
and mixed-mode device/circuit simulators provides the
needed capabilities for predicting the effects of technolog-
ical variations on device/circuit performance. However,
such an approach cannot be generally used for yield pre-
dictions or other statistical modeling due to the waste
amount of computation time required. This is very effi-
ciently done via MC techniques.

In general, there are two basic sources of yield loss in a
fabrication process: local process faults and global process
faults. The latter include, for instance, mask misalign-
ment and linewidth variations. They can cause variations
in speed and power consumption, thus affecting primarily
parametric yield. The former include spot defects, such as
oxide pinholes, extra metal, and extra or missing material
defects. They affect functional yield, because they primar-
ily affect circuit topology and can cause the chip to com-
pletely fail functionally. Local process faults are therefore
called ‘‘catastrophic’’ faults. The most probable origin of
such faults is the presence of dust particles, or in general
some contaminant, on the mask or on the wafer surface.
During the photolithographic processes, these particles
lead to unexposed photoresist areas, or resist pinholes,
thus causing unwanted material or unwanted etching of
material on a layer. Although some crossover and coupling
between the two types of faults occur, and manifest them-
selves at a circuit level, usually they are considered as
uncorrelated and they are treated separately.

3.1. Catastrophic Yield

The effect of catastrophic faults on yield can be determined
via a MC simulation made up of the following steps
[69,70]: (1) generation of a chip sample, according to spec-
ified layout design rules, (2) generation and placement of
defects on the layout, and (3) analysis of the modified lay-
out for circuit faults. A filtering step prevents uninterest-
ing faults to be considered. Many chip samples are
generated in a simulation. The defect diameter, type,
and spatial distribution on each sample are selected ran-
domly according to the defect statistics observed in the
fabrication line. Once the defects have been placed on the
layout, a series of fault analysis procedures are performed
by looking at the defect neighborhood in order to deter-
mine which type of circuit fault has occurred (if any):
short, open, open device, shorted device, new via, new de-
vice due to extra metal, or new device due to extra active
material. Out of the resulting faults, only those affecting
functional yield are kept, the others being filtered out.
Some faults can also be combined together into a compos-
ite fault. Both fault analysis and filtering operation are
guided by defect models, which specify which circuit faults
can be caused by each defect type, which layers interact
with the defect, and how layers are electrically connected
together. The resulting output is a chip sample containing
a list of the circuit faults that have occurred on it during
the simulated fabrication. The chip sample fault lists are
summarized to record the frequency of each unique fault

× 1022

1.00

0.75

0.50

0.25

0.00

0 1 2 3
x (	  m)

E t

Absorbed dose (eV/cm3)

Figure 12. Profile of absorbed energy density for a nominal pat-
tern of 5 lines/spaces of 0.1/0.4mm.

MONTE CARLO ANALYSIS 3267



combination and are then passed to an application post-
processor when the simulation is completed. In a typical
simulation, the random number generator can be called
millions of times. It is therefore essential to use fast gen-
eration algorithms.

3.2. Parametric Yield

Parametric yield analysis is the process of varying a set
of parameter values, using specified probability distri-
butions, to determine how many possible combinations
result in satisfying predetermined performance specifica-
tions. The design is simulated over a given number of tri-
als in which the yield variables have values that vary
randomly about their nominal values with specified prob-
ability distribution functions. The number of passing and
failing trials are recorded, and these numbers are used to
compute an estimate of the yield.

Statistical design is the process of (1) accounting for the
statistical variation in the parameters of a design, (2)
measuring the effects of these variations, and (3) modify-
ing the design to minimize these effects. This can be
achieved by resorting to a purely numerical process and
device simulators [71], to macro- (response surface poly-
nomials) models [72], or to a seminumerical mixed-mode
device/circuit simulator coupled to a parameter evaluator
[73]. In all three approaches, the first step is the specifi-
cation of a set of measurable process parameters, which
act as input variables for the simulation.

These variables have to be measurable, and they
should be linked to more fundamental process para-
meters so that they can be used to control a fabrication
process. For bipolar technology they can, for instance,
be the base sheet resistivity, the epicollector doping
density, and the effective surface recombination velocity
at the emitter contact. The probability distribution for the
input parameters has to be determined from measure-
ments on different wafers and lots. In the second step,
device model parameters are calculated, together with
their variation following a given process fluctuation. In
the example cited above for bipolar technology, model
parameters can be the peak base doping density, the
metallurgical base width, and the epicollector width.
Seminumerical approaches resorting to analytical formu-
lation of device operation can be used, or, as an alterna-
tive, extensive process simulations coupled to physical
device simulations can be performed. Clearly, the first ap-
proach is fast and inexpensive, while the second can be
computationally very demanding but is free from the de-
ficiency intrinsic to compact and simplified process and
device models. The third step consists of a mixed-level de-
vice/circuit simulation that predicts the performance of a
given circuit and its variation with fluctuation of process
parameters.

In the MC-based yield analysis a series of trials is
run in which random values are assigned to the design’s
statistical variable of interest, a simulation is performed,
and the yield specifications are checked against the
simulated measurement values. The number of passing
and failing simulations is accumulated over the set
trials and used to compute the yield. The method is

widely used and well-accepted as a way to estimate
yield. The strength of the method is twofold—the accura-
cy of the MC estimates is independent of the number
of statistical variables, and no simplifying assumptions
are needed on the probability distribution of either
component parameters values or performance responses.
The weakness of the method is that a full network simu-
lation is required for each trial and that a large number
of trials is required to obtain high confidence and an
accurate yield estimate.

Multiple yield analysis can be performed in order to
adjust the nominal value of the yield variables to maxi-
mize the yield estimate. This process is called yield opti-
mization or design centering.
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MONTE CARLO SIMULATION IN RELIABILITY

LAWRENCE M. LEEMIS

The College of William & Mary
Williamsburg, Virginia

Simulation is a generic term used loosely in engineering,
with application areas ranging from flight simulators used
in cockpit design to simulated annealing used in optimi-
zation. Simulation is presented here as a mathematical
and computational technique used to analyze probabilistic
models. Simulation can be divided into Monte Carlo sim-
ulation, where static models are analyzed; and discrete-
event simulation, where dynamic models involving the
passage of time are analyzed. Since simulation is pre-
sented here in the context of reliability modeling, Monte
Carlo simulation models are emphasized.

Monte Carlo simulation methods are often used when
analytic methods become intractable, and they typically
give a modeler added insight into the structure of a prob-
lem. As reliability and lifetime models become less math-
ematically tractable, Monte Carlo methods will have
increasing importance. Monte Carlo simulation tech-
niques mirror the relative frequency approach for deter-
mining probabilities. The estimate for the probability of
interest converges to the true value as the number of
replications increases. This article considers methods for
generating random lifetimes and random processes from
probabilistic models. The basic methods are inversion [in-
verse cdf and inverse chf (see Section 1 for acronym def-
initions)], linear combination methods (composition and
competing risks), majorizing methods (acceptance/rejec-
tion and thinning), and special properties.
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The basic methods are followed by a discussion of order
statistics. The generation of order statistics is useful for
estimating measures of performance associated with se-
ries, parallel, and k-out-of-n systems. The accelerated life
and proportional hazards lifetime models can account for
the effects of covariates on a random lifetime. Variate gen-
eration for these models is a straightforward extension of
the basic methods when the covariates do not depend on
time. Variate generation algorithms for Monte Carlo sim-
ulation of nonhomogeneous Poisson processes are a simple
extension of the inverse-chf technique. Methods for gen-
erating failure times for a repairable system modeled by a
nonhomogeneous Poisson process are also reviewed.

1. PROBABILITY MODELS FOR LIFETIMES

In reliability modeling, a continuous positive random vari-
able typically represents the lifetime of a component or
system. The generic term ‘‘item’’ is used in this section to
apply to either a component or a system. Several functions
completely specify the distribution of a random variable.
Five of these functions are useful in describing variate
generation algorithms: cumulative distribution function
(cdf), survivor function, probability density function (pdf),
hazard function, and cumulative hazard function (chf).
Other functions, not used here, include the characteristic
function [1], density quantile function [2], mean residual
life function [3], moment-generating function [4], and total
time on test transform [5].

Although Monte Carlo simulation is applied here to
problems in reliability, the techniques are applicable to
any problem setting concerning random variables that can
assume only positive values. Thus the setting here is ac-
tually ‘‘survival analysis’’ and includes fields as diverse as
biostatistics, actuarial science, economics, and sociology.

This section considers techniques for generating ran-
dom variates for Monte Carlo simulation analysis. Two
textbooks [6,7] are devoted entirely to this topic. The pur-
pose of this section is to review algorithms capable of
transforming random numbers to random variates pos-
sessing known probabilistic properties for use in reliabil-
ity studies. With the generation of random variates as a
basis, several other topics, namely, generating order sta-
tistics, generating lifetimes from models with covariates,
and generating point processes, are considered.

In the interest of brevity, we assume that a source of
randomness is available (i.e., a stream of independent ran-
dom numbers). These random numbers are uniformly dis-
tributed between 0 and 1, and most high-level programming
languages now include a random-number generator. The
random numbers are denoted by U, and the random variates
(lifetimes) are denoted by T. Algorithms for generating the
random numbers and desirable properties associated with
random-number generators (such as insensitivity to para-
meter values, speed, memory requirements, relationship to
variance reduction techniques) are reviewed by Schmeiser
[8], as well as by many of the simulation textbooks that he
references. Park and Miller [9] also overview Lehmer ran-
dom-number generators, and L’Ecuyer, et al. [10] survey
more recent work in random-number generation.

The discussion here is limited to generating continu-
ous, as opposed to discrete or mixed, distributions. Gen-
erating variates from discrete distributions is useful for
evaluation of certain types of reliability analysis tools such
as fault trees. For simplicity, the examples are confined to
the exponential and Weibull distributions, which have
been chosen because of their tractability and widespread
use. Any continuous lifetime distribution with a closed-
form inverse cdf could have been used. Several reliability
textbooks discuss Monte Carlo techniques [11–17].

The survivor function, also known as the reliability
function and complementary cdf, is defined by

SðtÞ ¼P½T � t�; t � 0

which is a nonincreasing function of t satisfying S(0)¼ 1
and limt!1 SðtÞ¼ 0: The survivor function is important in
the study of systems of components since it is the appro-
priate argument in the structure function to determine
system reliability [18]. S(t) is the fraction of the population
that survives to time t, as well as the probability that a
single item survives to time t. For continuous random
variables, S(t)¼ 1�F(t), where F(t)¼P[Trt] is the cdf.

When the survivor function is differentiable, the asso-
ciated pdf is

f ðtÞ¼ � S0ðtÞ; t � 0

For any interval (a,b), where aob, we obtain

P½a 	 T 	 t� ¼

Z b

a

f ðtÞ dt

Finite mixture models for k populations of items may be
modeled using the pdf

f ðtÞ¼
Xk

i¼ 1

pifiðtÞ; t � 0

where fi(t) is the pdf for population i and pi is the proba-
bility of selecting an item from population i, i¼ 1, 2,y, k.
Mixture models are used in composition, a density-based
variate generation technique. Also, H(t)¼ � log S(t).

The hazard function, also known as the rate function,
failure rate, and force of mortality, can be defined by

hðtÞ¼
f ðtÞ

SðtÞ
; t � 0

The hazard function is popular in reliability work because
it has the intuitive interpretation as the amount of risk
associated with an item that has survived to time t. The
hazard function is a special form of the complete intensity
function at time t for a point process [19]. In other words,
the hazard function is mathematically equivalent to the
intensity function for a nonhomogeneous Poisson process,
and the failure time corresponds to the first event time in
the process. Competing risks models are easily formulated
in terms of h(t), as shown in the next section.
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The cumulative hazard function can be defined by

HðtÞ¼

Z t

0

hðtÞdt; t � 0

If T is a random lifetime with cumulative hazard function
H, then H(T) is an exponential random variable with a
mean of one. This result is the basis for the inverse-chf
technique.

2. RANDOM LIFETIME GENERATION

Techniques for generating a single, continuous lifetime from
a known parametric probabilistic model can be partitioned
into density-based and hazard-based algorithms. Density-
based algorithms may be applied to any random variable,
whereas hazard-based algorithms can only be applied to
nonnegative lifetimes. In this section, both types of algo-
rithms are assumed to generate a nonnegative lifetime T.

The three classes of techniques for generating variates
reviewed below are inversion, linear combination meth-
ods, and majorizing methods. For each class, there is a
density-based method and a hazard-based method that
are similar in nature. Examples of the use of all these
techniques are given in Leemis and Schmeiser [20]. More
recently, Devroye [21] reviewed variate generation tech-
niques requiring just one line of code.

2.1. Inversion

The density-based inverse cumulative distribution function
technique, or inverse-cdf technique, is based on the proba-
bility integral transformation which states that F(T)BU
(0, 1), where F is the cdf for the random lifetime T. Thus

T F�1ðUÞ

generates a lifetime T, where ’ denotes assignment. If the
cdf has a closed-form inverse, this method typically re-
quires one line of computer code. If the inverse is not closed-
form, numerical methods must be used to invert the cdf.

Example 1. Consider a Weibull distribution with scale pa-
rameter l and shape parameter k. The cdf is

FðtÞ¼ 1� e�ðltÞk ; t � 0

which has the closed-form inverse

F�1ðuÞ¼
1

l
½� logð1� uÞ�1=k; 0ouo1

Thus, an algorithm for generating a Weibull random
variate is

T 
1

l
½� logð1�UÞ�1=k

where UBU(0,1). Most random-number generators cur-
rently in use do not return exactly 0 or exactly 1. If U is

generated so that 1 is excluded, 1�U can be replaced with
U for increased speed without concern over taking the
logarithm of 0.

The inverse-chf technique is based on H(T) being ex-
ponentially distributed with a mean of one. So

T H�1ð� logð1�UÞÞ

generates a single random lifetime T. This algorithm is
easiest to implement if H can be inverted in closed form.

Example 2. Consider an arrangement of three identical
components with independent and identically distributed
Weibull lifetimes with parameters l and k as arranged in
the block diagram in Fig. 1. Find the mean time to system
failure.

It is possible to use both analytic and Monte Carlo
techniques to solve this problem. Let T1, T2, and T3 be the
lifetimes for the three statistically identical components;
let T be the system lifetime; and let SiðtÞ¼ e�ðltÞk be the
survivor function for component i for i¼ 1,2,3 and tZ0.
The system survivor function is

SðtÞ ¼S1ðtÞ½1� ð1� S2ðtÞÞð1� S3ðtÞÞ�

¼ e�ðltÞk ½1� ð1� e�ðltÞk Þð1� e�ðltÞk Þ�

¼2e�2ðltÞk � e�3ðltÞk ; t � 0

Thus, the mean time to system failure is

E½T� ¼

Z 1

0
SðtÞdt¼

Gð1þ 1=kÞ
l

ð21�1=k � 3�1=kÞ

To solve the problem exactly as stated, this analytic solu-
tion is ideal. For many applications, however, a Monte
Carlo solution can provide additional insight into a prob-
lem. Furthermore, a less restricted problem (e.g., with
more complicated failure distribution or dependent com-
ponent failure times) might not have a mathematically
tractable analytic solution. A Monte Carlo estimate for the
mean time to failure requires each component lifetime
to be generated, and the inverse-chf technique is used
here. The cumulative hazard function for the Weibull

1

2

3
Figure 1. A block diagram for a three-component system.
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distribution is

HðtÞ¼ ðltÞk; t � 0

which has the closed-form inverse

H�1ðyÞ¼
1

l
y1=k; y � 0

Thus an algorithm for generating a Weibull random vari-
ate is

T 
1

l
½� logð1�UÞ�1=k

which is identical to the inverse-cdf technique. In gene-
ral, the inverse-cdf and inverse-chf techniques are inter-
changeable in this fashion. An algorithm to estimate
the mean time to system failure using N system life-
times is given below. Indentation is used to indicate
nesting:

S’0
for i from 1 to N

generate U1, U2, U3BU(0,1)
T1  

1
l ½� logð1�U1Þ�

1=k

T2  
1
l ½� logð1�U2Þ�

1=k

T3  
1
l ½� logð1�U3Þ�

1=k

T’min{T1, max {T2, T3}}
S’SþT

A’S/N

The variable S contains a cumulative sum of the system
lifetimes, and A contains the average of the system life-
times generated. The estimate for the average time to
system failure A converges to the analytic result as the
number of replications N-N. This algorithm can be writ-
ten more efficiently since the components have identical
distributions. To save on the number of logarithms and
exponentiations, properties such as T2ZT3 when U2ZU3

can be exploited so that only one Weibull variate needs to
be generated for each system lifetime, based on the order
of U1,U2,U3, as shown in the next example. The algorithm
given above is inferior to the analytic method presented
earlier in the example because it produces a point estima-
tor A for the system reliability. It is appropriate to place a
confidence interval around the point estimator in order to
assess its accuracy [1].

A final example is given to illustrate an alternative way
of generating the system lifetime of a coherent system [18]
of components.

Example 3. Consider the same system as Example 2,
which used three random numbers to generate a single
system lifetime T. Thus the algorithm was not synchro-
nized. A technique for achieving synchronization is illus-
trated in this example. The first step is to determine pi¼

P[Ti¼T] for i¼ 1,2,3, which is the probability that com-
ponent i is the component that ‘‘causes’’ system failure.
Second, the conditional lifetime distribution of all compo-
nents, given that they are the cause of failure, should be

determined, and a lifetime variate generated from the ap-
propriate distribution. For the three-component example,
we obtain

p2¼P½T3oT2oT1�

and, by symmetry

p3¼P½T2oT3oT1� ¼ p2

and
p1¼ 1� p2 � p3

since p1þ p2þ p3¼ 1: The algorithm for generating a sys-
tem lifetime from a single U(0, 1) is given below. The U
that is used in the last step of the algorithm has been re-
scaled so that it is conditionally U(0, 1).

Setup

determine p1, p2, p3

find the conditional lifetime distributions for all components

Algorithm

generate UBU(0,1)
if 0oUop1, then

J’1 and U U
p1

if p1oUo p1þp2, then
J’2 and U U�p1

p2

if p1þp2oUo1, then
J’3 and U U�p1�p2

p3

generate T from conditional lifetime distribution J using U.

Inversion techniques exhibit some important properties:

* They are synchronized (i.e., one random number pro-
duces one lifetime).

* They are monotone (i.e., larger random numbers pro-
duce larger lifetimes).

* They accommodate truncated distributions.
* They can be modified to generate order statistics

(useful for generating the lifetime of a k-out-of-n sys-
tem, as shown in the next subsection).

2.2. Linear Combination Methods

Linear combination techniques are the density-based com-
position method and the hazard-based competing risks
method. The composition method is viable when the pdf
can be written as the convex combination of k density
functions

f ðtÞ¼
Xk

j¼ 1

pjfjðtÞ; t � 0;

where
Pk

j¼ 1 pj¼ 1: The algorithm is

choose pdf j with probability pj, j¼1,2,y, k

generate T from pdf j

The first step is typically executed using a discrete inver-
sion algorithm.
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The second linear combination technique is called com-
peting risks, which can be applied when the hazard func-
tion can be written as the sum of hazard functions, each
corresponding to a ‘‘cause’’ of failure

hðtÞ¼
Xk

j¼ 1

hjðtÞ; t � 0

where hj(t) is the hazard function associated with cause
j of failure acting in a population. The minimum of
the lifetimes from each of these risks corresponds to the
system lifetime. Competing risks is most commonly
used to analyze series systems, but it can also be used in
actuarial applications. The competing risks model is
also used for modeling competing failure modes for
components that have multiple failure modes. The algo-
rithm is

generate Tj from hj (t), j¼1,2,y, k

T’min{T1,T2,y, Tk}

2.3. Majorizing Methods

The third class of techniques for generating random life-
times is the majorizing techniques: the density-based ac-
ceptance/rejection and a modified version of thinning,
which is hazard-based. In order to use acceptance/rejec-
tion, there must be a majorizing function f�(t) that satisfies
f�(t)Zf(t) for all tZ0. The pdf corresponding to f�(t) is

gðtÞ¼ f �ðtÞ

�Z 1

0
f �ðtÞdt

The algorithm is

repeat
generate T from g(t)
generate SBU(0, f�(T))

until Srf(T)

Generating T may be done by inversion or any other
method. The name acceptance/rejection comes from the
loop condition; the random variate T is accepted for gen-
eration if Srf(T) and rejected if S4f(T).

Thinning was originally used by Lewis and Shedler
[22] for generating the event times in a nonhomoge-
neous Poisson process. Thinning can be adapted to pro-
duce a single lifetime by ignoring all except the first event
time generated. A majorizing hazard function h�(t)
must be found that satisfies h�(t)Zh(t) for all tZ0. The
algorithm is

T’0
repeat

generate Y from h�(t) given Y4T

T’TþY

generate SBU(0,h�(T))
until Srh(T)

Generating Y in the loop can be done by inversion or any
other method. The term thinning comes from the fact that

T can make several steps, each of length Y, that are
thinned out before the loop condition is satisfied.

2.4. Special Properties

The fourth class of techniques for generating random life-
times is called special properties. It is neither density-nor
hazard-based since it depends on relationships between
random variables. Examples of special properties include
generating an Erlang random variable as the sum of in-
dependent and identically distributed exponential random
variables, and generating a binomial random variable as
the sum of independent and identically distributed Ber-
noulli random variables. Examples of special properties
associated with random variables are given in the ency-
clopedic work of Johnson et al. [23].

The four techniques described in this section are often
combined in order to generate a variate from a particular
distribution. Devroye [6] and Dagpunar [7] review variate
generation techniques for some of the more intractable
distributions (e.g., normal and gamma) that are not con-
sidered here. Most computer installations have access to
subprograms capable of generating variates from a wide
range of distributions.

The generation of independent univariate random vari-
ates provides the basis for Monte Carlo simulation anal-
ysis of reliability models. There are a number of directions
that a section of this nature could take at this point. I have
opted for surveying the following: generating order statis-
tics, generating lifetimes for models with covariates, and
generating nonhomogeneous Poisson processes. Other im-
portant topics include generating random vectors [17,24],
civil engineering applications [13], mechanical engineer-
ing applications [17], fault-tree analysis [14], or discrete-
event simulation [25].

3. ORDER STATISTIC GENERATION

In many reliability applications, the efficient generation of
order statistics can be useful for generating a random sys-
tem lifetime. Order statistics play a central role in the
analysis of simple arrangements of systems consisting of n
statistically identical components. Let T1,T2,y,Tn be the n
independent failure times of components in a system, and
let T(1),T(2),y,T(n) be the ordered failure times. If T de-
notes the system failure time, then T¼T(1) for a series
system, T¼T(n) for a parallel system, and T¼T(n� kþ 1) for
a k-out-of-n system. The most straightforward approach to
generating the system lifetime for these models is to gen-
erate the lifetimes of each component, sort the lifetimes,
and then choose the appropriate order statistic. This ap-
proach is adequate when n is small and the lifetimes are
simple to generate. When one or both of these conditions
do not hold, the following results from the literature [26–
29] can be used to generate order statistics more efficient-
ly. The algorithms presented in this section are effective
ways of decreasing the central processing unit (CPU) time
to generate a system lifetime since only one inversion of F
is necessary and no sorting is required.

The random variables min{U1,U2,y,Un} and
1� (1�U)1/n have the same distribution, where Ui, i¼ 1,
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2,y, n and U are independent random numbers. If the
function F� 1(u) can be evaluated in closed form or nu-
merically, an algorithm to generate the system lifetime of
a series system of identical components is

T F�1ð1� ð1�UÞ1=nÞ

Since max{U1,U2,y,Un} and U1/n have the same distribu-
tion, the system lifetime of a parallel system of statisti-
cally identical components can be generated by

T F�1ðU1=nÞ

Example 4. A system of n statistically identical compo-
nents is arranged in parallel. If each component has an
independent Weibull lifetime with scale parameter l and
shape parameter k, devise a method to generate a system
lifetime variate from a single random number U.

The inverse of the Weibull cdf is

F�1ðuÞ¼
1

l
½� logð1� uÞ�1=k; 0ouo1:

A system lifetime T, which corresponds to the order sta-
tistic T(n), is generated by

T 
1

l
½� logð1�U1=nÞ�1=k

This is clearly faster than generating n Weibull variates
and returning the largest generated.

The algorithm below generates order statistics effi-
ciently for a k-out-of-n system when a beta variate gener-
ator is available.

generate XBbeta(n�kþ1, k)
T’F� 1(X)

The variate generated corresponds to T(n� kþ 1). Efficient
algorithms for generating beta variates are given by Law
and Kelton [25].

4. ACCELERATED LIFE AND PROPORTIONAL HAZARDS
MODELS

The effect of covariates (explanatory variables) on survival
often complicates the analysis of a set of lifetime data. In a
medical setting, these covariates are usually patient char-
acteristics such as age, gender, or blood pressure. In reli-
ability, covariates (such as the turning speed of a machine
tool or the stress applied to a component) affect the life-
time of an item. Two common models to incorporate the
effect of the covariates on lifetimes are the accelerated life
and Cox proportional hazards models. This section de-
scribes algorithms for the generation of lifetimes that are
described by one of these models.

The q� 1 vector z contains covariates associated with a
particular item or individual. The covariates are linked to

the lifetime by the function c(z), which satisfies c(O)¼ 1
and c(z)Z0 for all z. A popular choice is c(z)¼ eb

0z, where
b is a q� 1 vector of regression coefficients.

The cumulative hazard function for T in the accelerated
life model is [19]

HðtÞ¼H0ðtcðzÞÞ

where H0 is a baseline cumulative hazard function. When
z¼O, then H0�H. In this model, the covariates acceler-
ate [c(z)41] or decelerate [c(z)o1] the rate at which the
item moves through time. The cumulative hazard function
for T in the proportional hazards model is

HðtÞ¼cðzÞH0ðtÞ

In this model, the covariates increase [c(z)41] or decrease
[c(z)o1] the failure rate of the item by the factor c(z) for
all values of t.

All the algorithms for variate generation for these mod-
els are based on the fact that H(T) is exponentially dis-
tributed with a mean of one. Therefore, equating the
cumulative hazard function to � log(1�U) and solving
for t yields the appropriate generation technique.

In the accelerated life model, since time is being
expanded or contracted by a factor c(z), variates are gene-
rated by

T 
H�1

0 ð� logð1�UÞÞ

cðzÞ

In the proportional hazards model, equating � log(1�U)
to H(t) yields the variate generation formula

T H�1
0

� logð1�UÞ

cðzÞ

� �

In addition to generating individual lifetimes, these vari-
ate generation techniques can be applied to point process-
es. A renewal process, for example, with time between
events having a cumulative hazard function H(t) can be
simulated by using the appropriate generation formula for
the two cases shown above. These variate generation for-
mulas must be modified, however, to generate variates
from a nonhomogeneous Poisson process (NHPP).

In an NHPP, the hazard function h(t) is analogous to
the intensity function, which governs the rate at which
events occur. To determine the appropriate method for
generating variates from an NHPP, assume that the last
event in a point process has occurred at time a. The cu-
mulative hazard function for the time of the next event,
conditioned on survival to time a, is

HTjT>aðtÞ¼HðtÞ �HðaÞ; t � a:
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In the accelerated life model, where H(t)¼H0 (tc(z)), the
time of the next event is generated by

T 
H�1

0 ðH0ðacðzÞÞ � logð1�UÞÞ

cðzÞ

Equating the conditional cumulative hazard function to
� log(1�U), the time of the next event in the proportional
hazards case is generated by

T H�1
0 H0ðaÞ �

logð1�UÞ

cðzÞ

� �

An example of the application of these algorithms to a par-
ticular parametric distribution is given by Leemis [30], who
later extended the case where the covariates are time-de-
pendent [31,32]. Table 1 summarizes the variate generation
algorithms for the accelerated life and proportional hazards
models (the last event occurred at time a). The 1�U has
been replaced with U in this table to save a subtraction,
although the sense of the monotonicity is reversed.

The renewal and NHPP algorithms are equivalent
when a¼ 0 (since a renewal process is equivalent to an
NHPP restarted at zero after each event), the accelerated
life and proportional hazards models are equivalent when
c(z)¼ 1, and all four cases are equivalent when H0(t)¼ lt
(the exponential case) because of its memoryless property.

5. GENERATING A NONHOMOGENEOUS POISSON
PROCESS

This section describes two techniques for generating event
times for NHPPs. Homogeneous Poisson processes and re-
newal processes are not considered since they are a
straightforward generalization of the inversion algo-
rithms. An NHPP is often suggested as an appropriate
model for the failure times of repairable systems whose
rate of occurrence of failures varies over time, as outlined
elsewhere [4,33–35]. The repair time must be negligible in
order to use an NHPP to approximate the probabilistic
mechanism governing the sequence of failures. The two
techniques considered here are inversion, which relies on
a timescale transformation given by Cinlar [36], and thin-
ning, developed by Lewis and Shedler [22].

An NHPP is a generalization of an ordinary homoge-
neous Poisson process with events occurring randomly
over time at the rate of l. Events occur over time at a
rate defined by the intensity function l(t). The cumulative

intensity function is defined by

LðtÞ¼
Z t

0
lðtÞdt; t > 0

and is interpreted as the mean number of events by time t.

5.1. Inversion

For cases where L(t) can be inverted in closed form, or
when it can be inverted numerically, Cinlar [36] showed
that if E1, E2,y are the event times in a homogeneous
Poisson process with rate 1 (often called a unit Poisson
process), then L�1(E1), L� 1(E2),y are the event times for
an NHPP with cumulative intensity function L(t). This is
a generalization of the result that formed the basis for the
inverse-chf algorithm. An algorithm for generating the
event times T1,T2,y, for an NHPP with cumulative in-
tensity function L(t) is

T0’0
E0’0
i’0
repeat

i’iþ1
generate UBU(0,1)
Ei’Ei�1� log(1�U)
Ti’L� 1(Ei)

until TiZS

The algorithm returns the event times T1, T2,y, Ti� 1,
where S is a prescribed termination time of the point pro-
cess. The algorithm is valid because � log(1�U) is the
appropriate way (via inversion) of generating an exponen-
tial variate with a mean of one. As before, replacing 1�U
with U reduces the CPU time.

Example 5. The cumulative intensity function is given by

LðtÞ¼ ðltÞk; t > 0

often known as the power-law process [34]. If k41, the
population of items is deteriorating; if ko1, the population
of items is improving; and if k¼ 1, the NHPP simplifies to
a homogeneous Poisson process. Since the inverse cumu-
lative intensity function is

L�1
ðyÞ¼

1

l
y1=k; y > 0

the last statement in the loop becomes Ti  ð1=lÞE
1=k
i .

The techniques for estimating the cumulative intensity
function for an NHPP from one or more realizations is too
broad a topic to be reviewed here. Examples of parametric
and nonparametric techniques for estimation and gener-
ating realizations for simulation models are given in the
literature [37–39], and the paper by Leemis [39], is illus-
trated in the following example.

Example 6. This example considers nonparametric estima-
tion of the cumulative intensity function of an NHPP from

Table 1. Lifetime Generation in Regression Models

Renewal NHPP

Accelerated
life

T aþ
H�1

0 ð� logðUÞÞ
cðzÞ T 

H�1
0 ðH0ðacðzÞÞ � logðUÞÞ

cðzÞ

Proportional
hazards

T aþH�1
0
� logðUÞ
cðzÞ

� �
T H�1

0 H0ðaÞ �
logðUÞ
cðzÞ

� �
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one or more realizations and the associated algorithm
for generating random variates. This method does not
require the modeler to specify any parameters or weight-
ing functions.

The cumulative intensity function is to be estimated from
k realizations of the NHPP on (0,S], where S is a known
constant. Let ni (i¼ 1,2,y,k) be the number of observations
in the ith realization, n¼

Pk
i¼ 1 ni; and let t(1),t(2),y,t(n) be

the order statistics of the superposition of the k realizations,
t(0)¼ 0 and t(nþ 1)¼S. Setting L̂LðSÞ¼ ðn=kÞ yields a process
where the expected number of events by time S is the av-
erage number of events in k realizations, since L(S) is the
expected number of events by time S. The piecewise linear
estimator of the cumulative intensity function between the
time values in the superposition is

L̂LðtÞ¼
in

ðnþ 1Þk
þ

nðt� tðiÞÞ

ðnþ 1Þ kðtðiþ 1Þ � tðiÞÞ
;

tðiÞot 	 tðiþ 1Þ; i¼ 0; 1; 2; . . . ;n:

This estimator passes through the points

tðiÞ;
in

ðnþ 1Þk

� �
;

for i¼ 1, 2,y, nþ 1.
The rationale for using a linear function between the

data values is that inversion can be used for generating
realizations without having tied events. If the usual step
function estimate of L(t) is used, only the t(i) values could
be generated.

Using inversion, the event times from a unit Poisson
process, E1,E2,y, can be transformed to the event times of
an NHPP via Ti¼L�1 (Ei). For the NHPP estimate con-
sidered here, the events at times T1,T2,y can be gener-
ated for Monte Carlo simulation by the algorithm below,
given n, k, S and the superpositioned values:

i’1
generate UiBU(0,1)
Ei’ � log(1--Ui)
while Eio n

k do
begin

m ðnþ1Þk Ei

n

j k

Ti  tðmÞ þ tðmþ1Þ � tðmÞ
� 	�

ðnþ1Þk Ei

n �m


i’iþ1
generate UiBU(0,1)
Ei’Ei�1� log(1�Ui)

end

Thus, it is a straightforward procedure to obtain a real-
ization of i� 1 events on (0,S] from the superpositioned
process and U(0,1) values U1,U2,y,Ui. Inversion has been
used to generate this NHPP, so certain variance reduction
techniques, such as antithetic variates or common random
numbers, may be applied to the simulation output. Replac-
ing 1�Ui with Ui in generating the exponential variates
will save CPU time, although the direction of the monoto-
nicity is reversed. Tied values in the superposition do not
pose any problem to this algorithm, although there may be
tied values in the realization. As n increases, the amount of

memory required increases, but the amount of CPU time
required to generate a realization depends only on the ra-
tio n/k, the average number of events per realization.

If the inverse cumulative intensity function is not
available, but a majorizing intensity function can be
found, then thinning can be used to generate variates.

5.2. Thinning

In describing the basic techniques for variate generation,
thinning was adapted to generate a single lifetime. Thin-
ning was originally devised to generate the event times for
an NHPP [22]. Assume that a majorizing intensity function
l�(t) exists such that l�(t)Zl(t) for all tZ0. The algorithm is

T0’0
i’0
repeat

i’iþ1
Y’Ti� 1

repeat
generate U1, U2BU(0,1)
Y’Y� log(1�U1)

until U2rl(Y)/l�(Y)
Ti¼Y

until TiZS

If the inside loop condition is not met, then this particular
Y value is ‘‘thinned’’ out of the point process and not in-
cluded as a failure time in the realization. Choosing a ma-
jorizing function that is close to the intensity function l�(t)
results in fewer passes through the inside loop, and hence
reduces CPU time. Guo and Love [40] have adapted this
algorithm for the generation of variates when covariates
are included in the model.

The discussion in this article has focused primarily on
variate generation for various Monte Carlo applications in
reliability. The estimation of unknown parameters from
data is an equally important topic that has not been con-
sidered here. Several authors [41–43] provide sections on
a facet of discrete-event simulation known as ‘input mod-
eling’, where the estimation of parameters is considered.
Finally, Fishman [44] presents a comprehensive work on
Monte Carlo simulation without taking the reliability
modeling perspective that has been taken here.

SYMBOLS

T a continuous nonnegative random vari-
able

B ‘‘is distributed as’’

f(t), F(t),
S(t)

the pdf, cdf, and survivor function of T

h(t), H(t) the hazard function, cumulative hazard
function of T

U a random number [i.e., a U(0,1) random
variable]

l scale parameter for an exponential dis-
tribution

l, k scale and shape parameters for a Wei-
bull distribution

3276 MONTE CARLO SIMULATION IN RELIABILITY



log natural logarithm

G the gamma function

T(i) order statistic i

z a q� 1 vector of covariates

b a q� 1 vector of regression coefficients

c(z) link function

l(t) intensity function

L(t) cumulative intensity function

E1, E2,y homogeneous Poisson process event times

T1, T2,y event times for an NHPP
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1. MOSFET AND ITS SMALL-SIGNAL ANALYSIS

1.1. Introduction

In 1925 and 1926 J. E. Lilienfield filed Canadian and
U.S. patent applications entitled Method and Apparatus
for Controlling Electric Current [1] disclosing a semi-
conductor device using a gate electrode. Interest in the
insulated gate field-effect transistor (IGFET) was revived
by the successful experiments of Attalla et al. [2] in
1959, in passivating silicon surfaces through the use of
grown SiO2 layers. Kahng and Attalla [3] in 1960 pro-
posed a Si-SiO2 structure in which a metal gate was used
to induce conduction between two normally reversed
biased surface diodes. This is known as the metal oxide
semiconductor field-effect transistor (MOSFET), as shown
in Fig. 1.

In VLSI circuits, the MOSFET plays an important role
because of its low fabrication cost, small size, and low pow-
er consumption. The important characteristics of a MOS
transistor are bilateral symmetry, unipolarity, high input
impedance, voltage controllability, and self-isolation. The
property of bilateral symmetry render the source and the

drain electrically interchangeable. Unipolarity allows con-
duction exclusively via one type of carriers. The input im-
pedance is also high because of the gate oxide. There is no
DC path between the gate and the other terminals. The
input impedance is then extremely high and is primarily
capacitive. Its DC resistance is greater than 1014O, and it
is a voltage-controlled device. At the beginning of the semi-
conductor era, manufacturers concentrated on the germa-
nium devices, but the emphasis soon shifted to silicon, and
it was on silicon substrates that the integrated circuit (IC)
was developed. IC development has taken place in two
main streams: bipolar and MOS technologies. At the out-
set, bipolar technology seemed to provide the most prom-
ising approach to fast logic arrays, but MOS technology
holds the promise of higher levels of integration and the
latest high-speed operation.

More recent developments in MOS technology include
a large variety of new device architectures proposed to
greatly improve MOS speed while retaining its high pack-
ing density. Thin-film fully depleted (FD) SOI (silicon on
insulator) MOSFET is one promising option. The absence
of latchup, the reduced parasitic source and drain capac-
itances, and the ease of forming shallow junctions are
merely three obvious examples of the advantages present-
ed by SOI technology over bulk. There are many other
properties that allow SOI devices and circuits to exhibit
performances superior to those of their bulk counterparts
such as radiation hardness, high-temperature operation,
improved transconductance, and subthreshold slope. The
thin-film SOI can easily overcome many of the hurdles
faced in implementation and isolation of the devices. As
the scaling of the MOS transistor approaches the submi-
crometer regime, FD-SOI MOSFET, which shows no kink
effect and has excellent short-channel effects (SCEs),
seems to be a good alternative device structure [4].

According to the ITRS roadmap 2001, several new de-
vice features such as nonplanar or elevated S/D (source/
drain) structures, strained heterostructures in the chan-
nel, vertical FETs, and other double-gate (DG) or a sur-
rounding gate are viable alternatives to bulk CMOS for
gate lengths down to 20 nm. However, due to complicated
and innovative processing technology for DG-MOSFET,
single-gate FD-SOI CMOS is a viable option.

Advances in process technology and device design has
allowed Si-MOSFET to be applied successfully to RF cir-
cuits. To expedite VLSI circuit design and reduce manu-
facturing cost, it is important to model and predict circuit
behavior in the early stages of technology development.
For today’s competitive analog designs, accurate DC and
high-frequency (HF) AC models are needed. Modeling of
parasitic elements and certain key issues such as low-fre-
quency (LF) noise, generation–recombination (GR) noise,
and noise at RF level is required to be incorporated in
equivalent circuit. In this article small-signal analysis for
Si-MOSFET with respect to the substrate effect is pre-
sented first. Modified expressions of power gain after in-
corporating the substrate effect are reported. In the next
portion of the article, a drain current and capacitance
model is developed after incorporating the fringing field
effect. An equivalent circuit including the fringing field
effect and gate inductance has a definite advantage of
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Figure 1. Three-dimensional view of MOSFET.
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physical significance to predict the admittance parame-
ters. When the device length shortens, channel length
modulation (CLM) takes place and increases the output
conductance. Therefore, the CLM effect cannot be neglect-
ed. In the latter portion of the article, admittance and
scattering parameters are derived after incorporating the
CLM effect. Simple expressions of transconductance, scat-
tering parameters, and power gain are presented incorpo-
rating the distributed gate inductance and the fringing
field effects.

To achieve the VLSI goals of higher density and greater
performance, MOSFET channel lengths continue to be re-
duced. However, hot-electron effects become more severe
as channel length decrease. In order to reduce the hot-
carrier effect, different drain engineered structures such
as the lightly doped drain (LDD) and fully overlapped/
lightly doped drain (FOLD) have been proposed. In FOLD
structure, overlapping of the LDD region with the gate
electrode is done to reduce the peak electric field; therefore
this type of structure is not susceptible to spacer-enhanced
degradation. The series parasitic resistance of FOLD
structure is less than that of conventional LDD of equal
reliability. Therefore, a two-dimensional analytical model
to determine the intrinsic drain–source series resistance
of FOLD MOSFET along with the I–V characteristics,
drain conductance, transconductance, and cutoff frequen-
cy of the device has been discussed. In the concluding part
of the article, a low-frequency (LF) noise model and gen-
eration–recombination (GR) model of FOLD MOSFET in-
corporating the voltage drop in the n� region due to the
parasitic resistance is studied.

1.2. RF MOSFET Modeling

The scaling of MOS devices has reduced channel length
and/or width to submicrometer ranges. This reduction in
device size has improved the circuit speed and increased
circuit density. As these devices are scaled, various sec-
ond-order effects such as fringing field effect, substrate ef-
fect, velocity saturation, and hot-carrier effect have come
into existence. The enhanced performance of a device in-
cludes faster switching speed, lower power dissipation,
and less circuit area. In developing a new device, modeling
is very relevant when a totally new device concept is being
developed or when an existing device is to be extended for
a new task. The device model describes the terminal be-
havior of a device in terms of current–voltage, capaci-
tance–voltage characteristics, and the carrier transport
process, which takes place within the device. The models
thus reflect device behavior in all regions of operations of
the device [5]. Because of the 2D and 3D nature of the
physical effects governing electrical behavior of a VLSI
MOS transistor, it is very difficult to obtain closed-form
analytical formulation, which is valid in all regions of op-
eration. However, it is still possible to obtain closed-form
analytical models, based on device physics, which are gen-
erally valid over a limited region of device operation.

Despite this limitation, such models are becoming in-
creasingly important because of ease of computation. The
models are categorized as (1) physical device models and
(2) equivalent-circuit models. Physical device models can

be used to predict both terminal characteristics and trans-
port phenomenon. The equivalent circuit models describe
electrical properties of the device by connecting electrical
circuit elements in such a way that the model simulates
the electrical terminal behavior of the device [6]. The de-
vice model to be used in a circuit simulator should be ac-
curate and simple so that it simulates actual transistor
behavior over all regions of operation of interest.

1.3. Equivalent Circuit and Frequency Response

MOS transistors are by nature distributed elements. At
present, most MOS circuits are designed as lumped-pa-
rameter systems, with the devices assumed to exhibit
quasistatic behavior [7]. However, a careful look at the
nonquasistatic behavior, RF operation of the MOS tran-
sistor is justifiable. The frequency response of a MOS de-
vice on the inversion region depends on the rate at which
minority carriers can be supplied to, or removed from, the
inversion region. In principle, at least, there appear to be a
number of possible mechanisms [8–12] by which minority
carriers can be supplied or removed when an AC source is
applied, such as (1) generation–recombination (GR) cen-
ters within the depletion region, (2) changes in surface
state occupancies, and (3) diffusion of minority carriers to
and from the undepleted portions of the semiconductor.
For n-type devices or p-type silicon devices in which care is
taken to remove any oxide not covered by the metal gate
for which the equivalent interface charge remains inde-
pendent of bias, it appears that mechanism 1—genera-
tion–recombination within the depletion region—
predominates. Measurements by Grove et al. [13] on
both n- and p-type silicon devices have shown that the
observed transition frequency to low-frequency type char-
acteristics occurs at about 50 Hz for room-temperature
conditions. Observations on the temperature dependence
of the transition frequency indicate that the major source
of generation–recombination corresponds to impurity cen-
ters having an activation energy equal to approximately
half of the total bandgap. This is discussed by Sah et al.
[14] as corresponding to the most effective energy level for
GR within a space charge layer. Order-of-magnitude cal-
culations [13–15] based on this mechanism yield a transi-
tion frequency very close to that observed. Hence it can be
concluded that for this ideal form of MOS structure, mech-
anism 1 predominates.

For p-type silicon devices in which the oxide layer ex-
tends over an area greater than the metal gate area, the
transition frequency between the two types of capacitance
characteristics is often observed to be many orders greater
than 100 Hz. The reason for this is that the positive oxide
charge induces an inversion layer in all regions underly-
ing the oxide, including those not covered by the metal.

The inversion layer can be considered as consisting of
two parts: an intrinsic portion lying directly beneath the
metal and an extrinsic portion consisting of those areas of
the semiconductor covered by the oxide but not by the
metal [10–12]. Usually, highly doped polysilicon is used
as a material for making a gate in MOSFET, but insuffi-
ciently high doping in polysilicon gates becomes inevit-
able in modern CMOS process. But there is conflict in
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requirements for low-energy ion implantation and various
annealing conditions to achieve ultrashallow junctions.
This results in a polydepletion width effect [16] in ultra-
thin oxide MOSFETs and as the polydepletion capacitance
along with the oxide capacitance causes degradation of
the inversion gate capacitance and transconductance.
Further, metallic gates eliminate the polydepletion pro-
blem as well as boron penetration [17] through the gate
oxide. Conventional alternative to amorphous silicon
such as poly-SiGe or fine-grain columnar poly-Si seems
to be a more promising option for 0.1–0.08 mm generation.
Beyond these dimensions, metallic gates and high-K
dielectrics seem to be mandatory as a result of gate leak-
age, boron penetration, polydepletion width effect, and
oxide reliability [18].

1.3.1. Low-Frequency (LF) Characteristics. At low fre-
quencies all circuit elements are lumped, since their phy-
sical dimensions are negligible compared with the
wavelength of electromagnetic signals inside the compo-
nents. In such a network, since Kirchhoff ’s voltage and
current relationships are applicable, the current within any
branch is the same at all points of the branch between its
terminating nodes, and the voltage along any perfect con-
ductor is constant and changes only at the components [19].

1.3.2. High-Frequency (HF) Characteristics. At higher
frequencies, if the signal wavelength becomes comparable
to the physical dimension of the components, then the
spatial variations of voltages and currents along the wires
and in the components must be considered. In such cir-
cuits, called distributed networks, Kirchhoff ’s laws are no
longer valid and Maxwell’s laws must be applied [20,21].
Another very important aspect of MOSFET is its RF and
switching performance [22,23].

1.4. Small-Signal Analysis with Bulk Substrate
Resistance Effect

Several methods of calculating the small-signal charac-
teristics of JFET and MOSFET have been reported in the
literature. These include the approximate power series
[24,25] method and the exact [26–30] functional and com-
puter method of solving the basic channel differential
equations, and also the matrix method [31–35] of RC
transmission-line analog solutions. Park et al. [36], Bag-
heri and Tsividis [37] and Das [38] did some work on mod-
eling the distributed parameters along the channel length
in which channel inductance was introduced. However,
these models do not incorporate the distributed gate effect.
In a model presented by Kim and Dutton [39] and Razavi
et al. [40], the distributed nature of the gate region was
modeled by treating the transistor as an array of smaller
transistors connected together via a resistive gate.

Allam and Manku [41] presented a small-signal model
for an integrated MOS transistor, which took into account
the distributed nature of the gate structure. But they
didn’t consider the effect of gate inductance in their anal-
ysis from 0.1- to 1.0-GHz applications. The presence of
a small bulk substrate resistance can cause an indirect
excitation of the substrate, which can modify the overall

device characteristics. The equivalent circuit shown in
Fig. 2 clearly indicates the influence of the substrate prop-
erties on frequency performance [42].

If an epitaxial active substrate layer is used on a very-
low-resistivity bulk substrate material, the element Rsub

can become negligible. Under these circumstances the
contributions of the transfer admittance parameters Y13

and Y23 can be ignored when the source and substrate are
short-circuited, but do not eliminate the physical sub-
strate effects on admittance parameters Y21 and Y11. The
gate bulk capacitance, Cgb incorporated into Cgs for the
same reason. Goswami et al. [42] developed a substrate-
effect-dependent scattering parameter extraction of short-
gate-length insulated gate field-effect transistor (IGFET)
for microwave frequency applications in which the gate to
drain capacitance has been considered only to evaluate
admittance (Y) parameters. The expressions for Y param-
eters include the substrate effect on the device RF perfor-
mance, and the new element added to this equivalent
circuit is Csub, which includes the effect of substrate.

The lossy element gbd (substrate–drain conductance)
has been neglected because of its reduced value in more
recent technologies. The effect of channel charging resis-
tance ri and the gate–drain resistance rgd are included in
the analysis in addition to the well-known lumped ele-
ments. The drain–substrate capacitance (Cdsub) and
source–substrate capacitance (Cssub) will be in parallel
when Rsub is taken to be negligible due to a very-low-re-
sistivity bulk substrate material.

The variation of Y11 with frequency, including the sub-
strate effect for devices with different dimensions (L¼
0.4mm and L¼ 1.6mm) is shown in Figs. 3a and 3b, respec-
tively. For a given frequency, Y11 is greater when the sub-
strate effect is taken into account. This is because with
substrate effect the channel potential increases, leading to
increase in the depletion layer width and thus reducing the
capacitance. For a short-gate-length device, the substrate
effect is more prominent because the capacitance is lower in
comparison to large gate length. The value of Y11 is less for

   rs 

Gate Lg
rg Cgd rgd

Cgs

ri

gm
Vgs

(gds)
−1

Rd
Ld Drain 

Cdsub
rsub

Rsub
Cssub

Ls

Substrate

Source

Figure 2. Equivalent circuit of MOSFET for small-signal
analysis.
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short gate length because of decrease in capacitance. The
reverse transfer admittance (Y12) with and without the
substrate effect shows a similar variation with frequency
as without considering the substrate and can be seen in

Figs. 4a and 4b, respectively. Figure 5 shows variations of
the forward transfer admittance parameter (Y21), which is
one of the important parameters used to calculate the gain
of a device with frequency for the two different devices.
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Figure 4. (a) Variation of reverse transfer admittance parameter with frequency [^^^^—Re
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MOSFET MODELING 3281



Figure 5a shows that at a given frequency the value of
the forward transfer admittance parameter (Y21) incorpo-
rating the substrate effect is less, in comparison with ex-
cluding the substrate effect. This is because the substrate
effect capacitance decreases, thereby increasing the chan-
nel charging resistance. At a given frequency it is ob-
served that Y21 is less for short gate length because with
decreasing gate length, gate–source capacitance decrease,
thereby increasing the gate–source resistance, which in
turn decreases Y21. In case of Fig. 5b, the phenomenon is
reverse for large gate length. At very high frequencies, Y21

decreases because of the decrease in time constant (resis-
tance and capacitance).

The variations of output admittance Y22 with frequency
is shown in Figs. 6a and 6b for different devices. It is ob-
served that with the substrate effect one gets the lower
value of Y22 at a given frequency because of decrease in
depletion-layer capacitance as well as substrate capaci-
tance.

1.5. Scattering Parameters

For a two-port network, the z,h parameters cannot be
measured accurately at higher frequencies because the
required short-and open-circuit tests are difficult to
achieve over a broadband range of microwave frequencies.
A set of parameters that is very useful in the microwave
range is the scattering parameters (S parameters) [44,45].
The S parameter of short-gate-length IGFET for micro-
wave frequency applications is required and as reported in
Ref. 42, the equivalent-circuit model is scalable since all
its elements have physical significance and new elements

added to this model are inclusive of the substrate effect,
the overlap effect, the fringing field effect, and the effect of
gate and drain contact pads. The final expressions of the
various S parameters on the basis of Ref. 42 are discussed
below. The S11 is given as

S11
b1

a1
a2 ¼ 0

��

¼

1þ sðCgdþCgsÞðri � 1Þþ sCgsrið1� sCgdÞ

1þ sðCgdþCgsÞriþ sCgsri

� �
A2þ

A
B

1þ sðCgdþCgsÞðriþ 1Þþ sCgsrið1þ sCgdÞ

1þ sðCgdþCgsÞriþ sCgsri
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A2 �

A

B

ð1aÞ
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� s2C2
gd gmrgdþ s2C2
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gdCgsri� ð1bÞ
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subr
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The reverse transmission scattering coefficient (S12) is
given as

S12¼
b1

a2
a1 ¼ 0

��
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The forward transmission scattering coefficient (S21) is
given as
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Figure 6. (a) Variation of output admittance parameter with frequency [^^^^—Re (Y22) of
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The output reflection scattering coefficient (S22) is given as

S22¼
b2
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a1 ¼ 0
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For a given frequency, the imaginary part of Y22 for larger
gate length (L¼ 1.6mm) is greater than that for a shorter
gate length (L¼0.4 mm) because Cgd and r0[¼ (gds)

� 1] for
L¼ 1.6mm are more. But the real part of Y22 for L¼ 0.4mm
is more than that of L¼ 1.6mm because rsub is more for
L¼ 0.4mm. The scattering parameters are evaluated from
admittance parameter, and their variations with frequen-
cy are shown in Figs. 7a and 7b for two different devices

with the substrate effect. The reflection scattering coeffi-
cient at port 1 (S11) and the reflection scattering coefficient
at port 2 (S22) are less for short gate length (L¼0.4 mm)
than for large gate length (L¼ 1.6 mm) because the input
admittance (Y11) and the reverse transfer admittance (Y12)
for short gate length are less than those for the large gate
length.

Similarly, S21 and S12 for large gate length (L¼1.6 mm)
are more than those for the short gate length (L¼ 0.4mm).
As the channel length decreases, the incident and reflect-
ed scattering parameters reduce but the variation in
transmitted S parameters decreases.

1.6. Power Gain

Several definitions of power gain are important in the de-
sign of amplifiers. Consider the power flow from the gen-
erator to load as shown in Fig. 8, where M1 and M2 are
lossless matching networks.
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The maximum stable power gain is given by

Gms¼
jS21j

jS12j
ð5Þ

This is the gain that can be achieved by resistively loading
the two-port such that the stability factor (K) is unity and
then simultaneously conjugately matching the input and
output ports. For conditionally stable two-ports, the max-
imum stable gain is an upper limit in power gain that can
be approached only as the input and output mismatch is
reduced. If a simultaneous conjugate match is attempted,
the two-port will oscillate if Ko1.

The unilateral power gain, which is the maximum
available power gain when the two-ports are simulta-
neously conjugately matched and the two feedback pa-
rameters have been neutralized, has been developed. The
conditions for unilateral gain are indicated in Fig. 9.

The unilateral power gain Ug, which is the maximum
available power gain when the two ports are simulta-
neously conjugate-matched and the two feedback param-
eters have been neutralized, can be expressed in terms of
S parameters [42] and is given as

Ug¼

2gmF � sCgdð1þ sCgsr0Þ

2sCgd

�
ð1þ sCgdÞ

�����

�����

2

�1

2
4

3
5

2

2K
2gmF � sCgdð1þ sCgsr0Þ

2sCgd

�
ð1þ sCgdÞ

�����

������ Re
2gmF � sCgdð1þ sCgsr0Þ

2sCgd

�
ð1þ sCgdÞ

 !

ð6Þ

where K is the stability factor, given as

K ¼
1� jS11j

2 � jS22j
2þ jDj2

2jS12j jS21j
and D¼S11S22

� S12S21

ð7Þ

This gain is the highest possible gain that the active
two-port could ever achieve. The frequency where the

unilateral gain becomes unity defines the boundary be-
tween an active and a passive network. This frequency is
usually known as the frequency of oscillation. The maxi-
mum unilateral transducer power (GTumax), and unilateral
figure of merit (U) are

GTU max¼
jS21j

2

ð1� jS11jÞ
2
ð1� jS22jÞ

2
ð8aÞ

U¼
jS11jjS12jjS22jjS21j

1� jS11j
2

� �
1� jS22j

2
� � ð8bÞ

Figures 10a and 10b predict the variations of different
gains and unilateral figure of merit with frequency. As the
frequency increases, the power gain decreases for both
devices. This is due to the decrease in admittance. For a
given frequency the power gain for short gate length (L¼
0.4 mm), as shown in Fig. 10a, is more than for large gate
length (L¼ 1.6mm), as shown in Fig. 10b, and is due to
increase in transconductance. The power loss in the short-
gate-length device is less than that in the large-gate-
length device. The unilateral figure of merit is more for
short-gate-length device, and the device becomes more
unilateral when the gate length decreases.

Therefore, it can be concluded that as the gate length is
reduced, the performance in the power gain increases.
This shows that the circuits with small-gate-length devic-
es are useful for microwave frequency applications.

2. SMALL-SIGNAL ANALYTICAL MOSFET MODEL WITH
FRINGING FIELD EFFECT

2.1. Introduction

The design of analog and radiofrequency (RF) circuits in
CMOS technology becomes increasingly difficult as device
modeling faces new challenges in submicrometer process-
es and emerging circuit applications [46,47]. As the device
geometry shrinks, various effects such as the reverse
short-channel effect (RSCE), narrow-width effect, short-
channel effect (SCE), and fringing field effect mix up with
the circuit complexity and degrade the overall device per-
formance [48,49]. The circuit designers need an accurate
model in circuit simulation to describe the electrical
characteristics of pocket implant process MOSFETs,
incorporating RSCE, the hot-electron effect [50], the
short-channel effect (SCE) [51], the narrow-width effect
[52,53], and the fringing field effect [54,55]. Several meth-
ods of evaluating the small-signal characteristics have
been reported [56–58]. The analytical results derived on
the basis of a two-port model cannot be applied to many
practical cases of high-frequency MOST structures. In
MOS devices substrate doping is locally changed in the
region between source and drain, and this is achieved by
ion implantation. This results in variation of effective sub-
strate doping concentration as one moves away from the
channel/gate oxide interface toward bulk. Therefore, a
complete drain current–voltage model [59] for small-ge-
ometry MOSFET with a nonuniformly doped (Gaussian)
channel that covers the entire operating range and

Feedback
network

Two port
device

|S12|=0

|S11|=0 |S22|=0

|S21|2=U

M1 M2

Figure 9. Condition for unilateral power gain.
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includes the fringing field effect is required for circuit
simulation.

2.2. Drain Current Model

A MOSFET equivalent circuit used to evaluate various
admittance parameters, including the fringing field effect
for a RF amplifier, is shown in Fig. 11.

The drain current in MOSFET after incorporating
fringing field effect [59] is

Id¼
�meff W

L

Z Vmd

Vms

QmdV ð9Þ

where L and W are the channel length and width, respec-
tively; meff is the effective mobility [62]; and Vms¼VsþVbi

and Vmd¼VdþVbi at the source and drain terminals, re-
spectively. After incorporating all the charge density com-
ponents, which are present in the short-geometry
MOSFET, and the total charge density Qm in the channel
is now given by

Qm¼QiþQjþQsþDQb ð10Þ

where Qi is the inversion-layer charge [54], Qj and Qs are
the p-n junction space charge density and the surface
charge density, respectively, given as

Qj¼ qNXj¼Ke

ffiffiffiffiffiffiffi
Vm

p
ð11Þ

where the implanted layer is approximated by a rectangle
of height N (doping per meter3) and width Xi (meter) fur-
ther, Ke¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2eqNe

p
, Ne¼NaN/(NaþN), and Vm¼VþVbi. V

takes the values Vs and Vd while Vm takes the values Vms

and Vmd at the source and drain terminals, respectively.
Then

Qs¼ � CoxðVmg � VmÞ Vmg > Vm ðaccumulationÞ

¼ qNXs VToVmgoVm ðdepletionÞ

¼ qNXsm VmgoVT ðinversionÞ

ð12Þ

where Vmg¼Vg�VfbþVbi.
The surface space charge region thickness (Xs) is given

by

Xs¼
Kn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vm � VmgþVc

p
�

ffiffiffiffiffiffi
Vc

p� �

qN
ð13Þ
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Ls             Rg
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Rd Ld

(gds)
−1

Cg/5

Ls

Figure 11. The equivalent circuit for evaluation of the admit-
tance parameter.
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where

Vc¼
qNesi

2C2
ox

and Kn¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2esiqN

p
ð14Þ

When the inversion occurs at the surface, the space charge
region Xs attains a maximum value Xsm given by
Xsm¼ KN

ffiffiffiffiffiffiffi
Vm

p� �
=qN. The term DQb is the increased

charge density due to narrow gate width and shift of the
threshold voltage and is given as [61]

DQb¼Cox
0:17

W
10�6Vmsþ 1:5 exp½�ð106:WÞ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VSþVbi

p
 �

ð15Þ

Utilizing Eq. (10) in Eq. (9), the drain current is obtained
after integrating the inversion-layer charge expression
from source region to drain region [59]. The variation of
drain current with drain to source voltage at different
gate–source voltages is shown in Fig. 12.

It is seen that at a given Vg, Id increases with Vd with
increase in carrier mobility in the channel. Also at a given
Vd, Id is increasing with Vg because of the increase in in-
version-layer charge. Fig. 13 shows the variation of drain
current with gate voltage at different drain voltages. The
theoretical result for Vd¼ 0.05 V is found to be in perfect
agreement with experimental data [51]. The variation of
drain current with gate width for different drain voltages
is shown in Fig. 14. At a given Vd, the variation of Id with
W is linear and the slope of the line increases with Vd,
which results in decrease in current at a faster rate at
high value of Vd. Because of lateral diffusion of the deple-
tion layer boundary toward the field oxide region, there
will be an additional bulk side charge that results in a

decrease of channel current with the narrowing of gate
width. With the increase in W, curves of a usual long-
channel MOSFET are obtained. It is seen from Fig. 15,
that as the channel length decreases Id increases; this
occurs because, with the shortening of channel length,
the depletion region under the channel is widened. There-
fore with the increase of potential at drain, the surface
potential increases, which results in an increase of drain
current.
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2.3. Capacitance Model

The total charge in the gate side is obtained from the ex-
pression

QG¼
�meff W

2

Id

Z Vms

Vmd

QgQmdVm ð16Þ

where Qg is the gate accumulation charge density given as
Qg¼Cox(Vmg�Vm). Substituting the values of Qm from
(10) and Qg in expression (16), we get

QG¼
�meff W

2

Id
CoxQi VmgðVmd � VmsÞ �

ðVmdÞ
2
� ðVmsÞ

2

2

( )"

þKeCox
2

3
Vmg ðVmdÞ

3=2
� ðVmsÞ

3=2
� �

�
2

5
Vmg ðVmdÞ

5=2
� ðVmsÞ

5=2
� �

þ ð�CoxÞ
2
ðVmgÞ

2
ðVmd � VmsÞ þ

ðVmdÞ
3
� ðVmsÞ

3

3

(

�VmgðVmdÞ
2
� ðVmsÞ

2
�

þQbCox VmgðVmd � VmsÞ �
ðVmdÞ

2
� ðVmsÞ

2

2

( )#

ð17Þ

The gate-to-source capacitance (Cgs) and gate-to-drain ca-
pacitance (Cgd) are evaluated after incorporating the

fringing field effect are obtained as [59]

Cgs¼ meff W
2 �ðIdÞ

�2

Z Vms

Vmd

QgQmdVm

� �
dId

dVs

�

þ
1

Id

d

dVs

Z Vms

Vmd

QgQmdVm

� �� ð18Þ

Cgd¼ meff W
2 �ðIdÞ

�2

Z Vms

Vmd

QgQmdVm

� �
dId

dVd

�

þ
1

Id

d

dVd

Z Vms

Vmd

QgQmdVm

� ��

�
ð�ydþ ycÞ

RVms

Vmd
QgQmdVm

Id½1þ yðVg � Vt � dVdÞþ ybVsbþ ycVd�

ð19Þ

The variation of gate–source capacitance (Cgs) and gate–
drain capacitance (Cgd) with drain current for a channel-
length (L¼0.8-mm) and gate-width (W¼60-mm) device is
shown in Fig. 16 as a function of saturation current.

It can be seen that Cgd is almost constant for higher-
drain currents in saturation. It is obvious from the figure
that Cgd, including the gate–drain capacitance and over-
lap capacitance, has a strong dependence on Vgs and con-
sequently, from gate–drain bias conditions, Cgd is less
dependent on Vds, due to the reverse p-n junction deple-
tion at the drain end. As in the case of Cgs, which is as-
sociated with gate oxide, capacitance in the depletion
region near the source end is determined mainly by Vgs

and is less Vds dependent on and is almost constant in the
saturation region. When drain current increases with in-
creasing Vgs at saturation (at a fixed Vds), the pinchoff
point moves toward the drain end. Hence Cgs will increase
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with saturation drain current because of the increase
in Vgs.

2.4. Transconductance and Cutoff Frequency Model

For optimization of FET in RF applications, the transcon-
ductance (gm) plays a significant role, and is one of the
most important indicators of device quality for microwave
and millimeter-wave applications and in the linear region
is given as [59].

gm¼
@Id

@Vg
Vd ¼ constant

�� ð20Þ

Figure 17 shows the variation of transconductance (gm)
and drain to source conductance (gds) with saturation
drain current (Idsat) of a device with W/L¼ 60/0.8 mm.
The transconductance is evaluated from the first-order
derivative of drain current versus gate–source bias char-
acteristics in saturation at drain–source bias of 3 V. It can
be seen that transconductance increases rapidly up to
3.0 mA and then increases slowly. The drain conductance
increases gradually throughout the plot. The current gain
cutoff frequency ft is an important figure of merit for mi-
crowave semiconductor devices. It is the frequency at
which the short-circuit current gain of the device falls to
unity. It also indicates the ultimate speed of the device.
Therefore, cutoff frequency (ft), which is an indicator of
device high-frequency performance, determines the utiliz-
ing switching speed of the device, given as [61].

ft¼
gm

2pðCgsþCgdÞ
ð21Þ

Although the cutoff frequency represents an important
figure of merit of the device, it does not represent the lim-

iting frequency of operation for microwave circuitry. How-
ever, for most microwave applications there is a figure of
merit called maximum frequency of oscillations fmax that is
than ft more useful because microwave designers are typ-
ically concerned with power gain into conjugately matched
conditions. Therefore, the maximum frequency of oscilla-
tion is defined as the frequency at which the unilateral
power gain (U) of a device goes to unity.

The variation of Id with gate width for a given channel
length shows a variation similar to that seen in Fig. 14.
Figure 18 shows a variation of transconductance with
channel length at different drain voltages. For a given
gate width and drain voltage, the transconductance in-
creases with decrease in channel length, which is due to
the increase in drain current as shown in Fig. 15. Accord-
ing to Fig. 19, as the width scales down, the transconduc-
tance decreases because of the decrease in drain current
with channel width, as be seen from Fig. 14.

Figure 20 shows the variation of cutoff frequency (ft) as
a function of channel length. The operating frequency is
found to be inversely proportional to the channel length.
As the channel length reduces, the electron takes less time
to cross the channel, which in turn increases frequency.
According to Fig. 21, the cutoff frequency is directly pro-
portional to the device width and can also be explained
from Fig. 19.

2.5. Admittance (Y) Parameters

The kind of circuit shown in Fig. 11 has a definite advan-
tage of physical significance in predicting the distributed
gate resistance effect accurately. It is also convenient to
represent its RF behavior as well as to simulate Y-para-
meter performance over a wide range of frequencies. The
effective channel resistance is seen by the signal flowing
via Cgs from gate to source. It is a representation of
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the distributed resistance of the channel and spreading
bulk resistance, capacitively coupled to the channel, and is
responsible for the real part of intrinsic Y11. This element
is important for matching in analog circuit designs.

The presence of distributed gate inductance (Lg) plays a
vital role upto 1.0 GHz and cannot be ignored while using
the device below 1.0 GHz. In an earlier model [41], the ef-
fect of gate inductance was neglected below 1.0 GHz. After
incorporating the fringing field effect, gate resistance (Rg),
and gate inductance, Goswami et al. [61] derived modified
expressions for the input and output Y parameters, with

and without incorporating the effect of gate inductance,
which are applicable at low as well as at high frequencies
for circuit applications. Table 1 shows Y parameters with
and without incorporating the gate inductance. The total
capacitance Cg is equal to the sum of Cgs and Cgd. Yds is
admittance between source and drain; s(¼ jo) is a complex
number. g is also a complex number and is given in Ref. 41.

As shows in Fig. 22, it is seen that in the frequency
range 0.01 GHzofo1.0 GHz, the real part of tanh[(sCg(Rg

þ sLg)]/sCg(Rgþ sLg) is more, due to the effect of gate
inductance (Lg), which is due to increase in the input
impedance. In the frequency range greater than 1.0 GHz
the effect of gate inductance is negligible and the gate
becomes resistive.

Figure 23 shows variation of the input admittance Y11

with frequency. The real part of Y11 increases when dis-
tributed gate inductance is incorporated in the analysis,
which results in increase in input impedance and thus in
Y11. A similar explanation can be given for decrease in the
imaginary part of Y11, which is shown in Fig. 24. Also, Y11

increases with the frequencies as it is directly related to
frequency. The calculated value of Y11 without incorporat-
ing Lg matches the simulated data [41].

Figure 25 shows variation of the real part of reverse
transfer admittance parameter (Y12) with frequency.
The real part of Y12 increases and the imaginary part of
Y12, shown in Fig. 26, decreases with the incorporation of
distributed gate inductance. An explanation similar to
that for Figs. 20 and 21 can be given for such type of
variation of Y12 when the effect of Lg is considered. Y12

decreases with frequency, which is obvious from the ex-
pression of Y12. This parameter is very small because the
transistor is biased in the saturation region where Cgd is
very small.

Variations of the real and imaginary parts of the for-
ward transfer admittance parameter (Y21) with frequency
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Figure 21. Variation of cutoff frequency with channel width at
different drain biases.
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are shown in Figs. 27 and 28, respectively, and it can
be seen that from 0.01 to 1.0 GHz the real part increases
with decreasing frequency while the imaginary part
decreases with decreasing frequency up to 0.1 GHz and
then increases with decreasing frequency. The calculated
results, without considering the effect of distributed gate
inductance, are in close agreement with simulated data
[41]. Figure 29 shows variation of the real part of the out-
put admittance parameter with frequency. It is found that
from frequency 0.01 to 1.0 GHz the real part of the output
parameter (Y22) incorporating the effect of gate inductance
gives a larger value than without incorporating the gate
inductance effect. Therefore the amplifier used up to
1.0 GHz should incorporate gate inductance to achieve
better performance. Figure 30 shows variation of the

imaginary part of the output admittance parameter (Y22)
of the device with frequency.

2.6. Scattering Parameter

The downscaling of MOSFETs to deep-submicrometer di-
mensions and the resulting high unity-gain frequency
make MOSFETs increasingly attractive for applications
in IC used in RF analog electronics and wireless commu-
nications [63,64]. For efficient circuit design in the micro-
wave and millimeter-wave bands the availability of an
accurate and reliable device model is a key factor. The
small-signal behavior of a MOSFET at higher frequencies
around a bias point is usually determined by S parameters
over its operational bandwidth. The S parameters are
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Table 1. Y Parameter Relative to Inclusion or Exclusion of Gate Inductance in Analysis

Without Incorporating the Effect of Gate Inductance Incorporating the Effect of Gate Inductance
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used to represent the signal power gain and mismatch
losses, as they are frequency-dependent, and therefore
adequate representation of circuit elements over their en-
tire operational ranges is essential for MMIC design
[65,66]. Earlier models developed include the substrate
effect and the gate–drain contact pad effect [59], for pre-
diction of microwave characteristics of MOSFET. But in
those models, S-parameter extraction incorporating the
fringing field effect and the effect of distributed gate in-
ductance was not done. When the device geometry is done
in the submicrometer range, the fringing field effect comes
into play. Therefore, simple expressions for S parameters

useful for circuit analysis and optimization are required
that incorporate the distributed gate inductance and the
fringing field effect. An equivalent circuit of short-channel
MOSFETs with fringing field lines to evaluate the S
parameters necessary in designing a RF amplifier was
shown in Fig. 11. When the MOSFET geometry is small
enough, the front-gate bias generates the fringing field,
which results in an even stronger inversion along the
sides of the wall of the edges than in the MOS interface.
Therefore, as the device size shrinks and the contact pad is
also scaled down, the fringing field effect and the effect of
distributed gate inductance cannot be neglected. When
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the scattering concept is applied to lumped circuits, the
S parameters [67] in terms of device parameters are
given as

where

x¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sCgðRgþ sLgÞ

q
ð23Þ

b¼ ðgm � sCgdÞCgd
tanh x

x

� ��1

�1

" #
tanh x ð24Þ

Then S12 and S21 are given as

S12¼
2sCgdx tanh x

fxþ sðCgsþCgdÞ tanh xgdþ sCgdðgm � sCgdÞ tanh2 x

ð25Þ

where

d¼ xð1þ gdsþ sCgdÞ þ ðgm � sCgdÞCgdðx� tanh xÞ ð26Þ

and

S21¼
�2xðgm � sCgdÞ tanh x

gþ sCgdðgm � sCgdÞ tanh2 x
ð27Þ

g¼ x2
ð1þ gdsþ sCgdÞþ xsCg tanh aþ xðgm

� sCgdÞCgdðx� tanh xÞ ð28Þ
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S11¼

fx� sðCgsþCgdÞ tanh xgfxð1þ gdsþ sCgdÞþ ðgm � sCgdÞCgdðx� tanh xÞg�

sCgdðgm � sCgdÞ tanh2 x
ðxþ sCg tanh xÞðxð1þ gdsþ sCgdÞþ bÞ þ sðCgsþCgdÞðRgþ sLgÞ tanh x
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The reflection scattering coefficient at port 2 (S22) is given
as

S22¼

fxþ sðCgsþCgdÞ tanh agfðxð1� gds � sCgdÞþ bÞg

�sCgdðgm � sCgdÞ tanh2 x

gþ sCgdgm tanh2 x� s2C2
gd tanh2 x

ð29Þ

2.7. Power Gains

The unilateral power gain is given as

Ug¼

2xðgm � sCgdÞ tanh x
2sCgdx tanh x

����

����
2

�1

" #2

2K
2xðgm � sCgdÞ tanh x

2sCgdx tanh x

����

����� Re
2xðgm � sCgdÞ tanh x

2sCgdx tanh x

� �

ð30Þ

where K is the stability factor given in terms of scattering
parameters as

K ¼
1� jS11j

2 � jS22j
2þ jDj2

2jS12jjS21j
ð31Þ

D¼S11S22 � S12S21 ð32Þ

The maximum unilateral transducer power GTUmax, the
unilateral figure of merit U, and the maximum stable
power gain Gms are given as

GTU max¼
jS21j

2

ð1� jS11jÞ
2
ð1� jS22jÞ

2
ð33Þ

U¼
jS11j jS12j jS22j jS21j

ð1� jS11j
2Þð1� jS22j

2Þ
ð34Þ

Gms¼
jS21j

jS12j
ð35Þ

The variation of scattering parameters with frequency
for the device with channel length L¼ 0.8mm incorporat-
ing the fringing field effect and distributed gate induc-
tance is predicted in Fig. 31 for drain current of 6.0 mA
with Lg¼ 850 pH, Ls¼ 0.1 pH and Ld¼240 pH. As a result
of the wide channel width, the series inductance is caused
mainly by the gate itself instead of interconnects. There-
fore it is included in the analysis. Figure 32 predicts
the variations of different gains and the unilateral figure
of merit with frequency. As the frequency increases, the
power gain decreases and is basically due to decrease in
admittance.

It can be observed that at a given frequency, unilateral
transducer power gain is the largest gain and is due to the
positive stability factor of the device. The maximum stable
power gain shows input/output mismatch, and it is found
that as the frequency is increased, the input/output

mismatch decreases. Thus a simultaneous conjugate
match has been obtained in the analysis. This shows
that the circuit with a short-channel device is useful for
microwave frequency applications. The unilateral figure of
merit decreases with frequency but can be improved by
reducing the gate length. Therefore high circuit perfor-
mance can be obtained with small-gate-length devices.
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3. SMALL-SIGNAL AC MOSFET MODEL FOR RF
APPLICATIONS

3.1. Introduction

MOSFETs have been widely used in digital VLSI circuits
as well as in analog circuits. But the MOSFET device
models available in the circuit simulation programs are
not adequate in some applications [68–71]. During RF op-
eration, the transit time of carriers from source to drain in
the MOSFET is comparable to the rise/fall time of the sig-
nals, and during RF switching, the charge in the MOSFET
is in a transient condition and quasistatic assumptions of
steady-state conditions are no longer valid.

A nonquasistatic (NQS) model predicts the source,
drain, gate, and substrate currents, taking into account
the inertia in the charge transport of carriers from source
to drain and the charge distribution transient when fast
turnon and turnoff voltages are applied to the device ter-
minals [72]. One of the NQS models proposed by Oh et al.
[73] is valid in all regions of operation (weak, moderate,
and strong inversion). Unfortunately, this model requires
the use of time-consuming boundary-value methods and
therefore cannot be used in a circuit simulator. Turchetti
and Masetti [74] developed a simplified CAD oriented
model for MOSFETs that is essentially a strong inversion
model, and except for the short-channel charge sharing
effect, no other SCEs such as velocity saturation or mobil-
ity degradation are considered. Park et al. [36,69,75] de-
veloped a computationally efficient long-channel NQS
model, but, this model does not factor in the 2D effects
that determine the boundary conditions at the drain end
of the channel or any other small-geometry effects. Qua-
sistatic capacitance models [76] are traditionally used for
transient circuit analysis by simulators such as SPICE.
These models represent the MOSFET by voltage-depen-
dent node capacitances, where the node capacitors are as-
sumed to charge and discharge instantaneously with the
applied bias. However, it is well known that node currents
cannot change instantaneously with bias, therefore re-
quiring NQS models to simulate this condition.

It is well known that, for frequencies higher than a
given device-dependent limit, the current gain of a MOS
transistor decreases quickly. This phenomenon is due to
the fact that the modulation of the channel charge distri-
bution to rapidly varying external potentials can no longer
be considered instantaneous. Hence, neglecting these
NQS effects can result in unpredictable behavior of RF
circuits [77]. Earlier models developed include the sub-
strate effect, fringing field effect, and gate–drain contact
pad effect. However, when Vd4Vdsat, the channel pinchoff
point, or the velocity pinchoff point starts to move toward
the source. This movement is referred to as the channel
length modulation (CLM) [62,78]. When the device length
is large, this effect can be neglected. But as the device
length shortens, the CLM takes place and provides an ad-
ditional AC output current, which increases the output
conductance. Therefore, a new model is required through
which the relations between the AC small-signal Y pa-
rameter and the structure parameters of the MOSFET can
be established by incorporating the CLM effect.

3.2. AC Characteristic Analysis

When a small AC voltage (vg) is applied to the gate elec-
trode, along with DC voltage (VG), an electric field (AC and
DC) is developed in the channel. The drift current in the
channel consists of four components. The first is due to the
DC sheet charge and DC potential gradient; the second
component corresponds to the DC sheet charge and the AC
potential gradient, while the third is related to the AC
sheet charge and DC potential gradient. The latter two are
the main components of AC currents in the MOSFET. The
fourth one is a second-order term formed by the AC sheet
charge and AC potential gradient. An AC current density
per unit length is given by

jðxÞ¼ � meff QDC
dcAC

dx
� meff qAC

dcDC

dx
þDn

dqAC

dx
ð36Þ

where cAC is the AC potential and cDC is the DC potential
[12] and is given by

cAC¼c0eiot ð37Þ

cDC¼

sin
py

2d

� 

sinh
pL

2d

� � 4V1

p
þ

16Kd2

p3

� �
sinh

pðL� xÞ

2d

þ
4ðV1þVdÞ

p
þ

16Kd2

p3

� �
sinh

px

2d

� 

þ
1

2
Ky2 � Kdyþcs0

ð38Þ

where V1¼Vbi� 2ff, cs0¼ 2ff�Vd, and K¼ (qNa/esi),
where Vbi is the built-in potential of drain/source–body
junction, 2ff is the potential required to invert the surface,
Vd is the DC drain voltage, d is the depletion-layer depth,
L is channel length, and x y denote the position of charge
carriers along channel length and depth, respectively. Dn

is the diffusion coefficient for electrons, and meff is the ef-
fective mobility given by

meff ¼
m0

1þ yðVg � VthÞþ ycVd
ð39Þ

where y is the mobility degradation coefficient, yc¼

(LEc)
�1, and Ec is the critical field. QDC is the DC sheet

charge, qAC is the AC sheet charge, and the total sheet
charge is Q¼QDCþ qAC.

The DC sheet charge is considered to be along x [79]
and is given by

QDC¼ Vd � VgþVthþVw 1þ
Vd

2ff

� �1=2

�1

 !" #
Cox ð40Þ
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where Vg is the DC gate voltage, Na is the acceptor density,
Vth is the threshold voltage, given [80] as

Vw¼
1

Cox

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4esiqff Na

p
ð41Þ

Vth¼Vth0þK1ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fs0 � Vbseff

p
�

ffiffiffiffiffiffiffi
fs0

p
Þ �K2Vbseff

þK1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

NLX

L
� 1

r !
ffiffiffiffiffiffiffi
fs0

p
þ ðK3þK3bVbseff Þ

�
Tox

WþW0
fs0

ð42Þ

where Vth0 is the threshold voltage for a long-channel de-
vice at zero backbias, Tox is the thickness of gate oxide, fs0

is termed as 2fb and is given by 2Vtln(Nch/,ni), Nch is the
doping concentration in the channel, ni is the intrinsic
carrier density, and K3, K3b, W0, and NLX are parameters
as given in Ref. 80. In (42) the second and third terms de-
scribe the vertical nonuniform doping effect, and the
fourth term includes the lateral nonuniform doping effect.
Now the effective Vbs given by

Vbseff ¼Vbcþ 5 Vbs � Vbc � d1½

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðVbs � Vbc � d1Þ

2
� 4d1Vbc

q � ð43Þ

where d1¼ 0.001 and Vbc¼ 0.9{fs0� [(K1)2/4(K2)2]}:

K1¼ g2 � 2K2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fs0 � Vbm

p
;

K2¼ ðg1 � g2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fs0 � Vbx

p
�

ffiffiffiffiffiffiffi
fs0

p

2
ffiffiffiffiffiffiffi
fs0

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fs0 � Vbx

p
�

ffiffiffiffiffiffiffi
fs0

p� �
þVbm

with

g1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qesiNch

Cox

s

g2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qesiNsub

Cox

s

; Vbm¼ � 3:0 V;

Vbx¼fs0 �
qNchðXtÞ

2

2esi

where vg is the AC voltage between gate and source and
the AC sheet charge is given by

qAC¼ ðcðxÞ � vgÞCox ð44Þ

The current density equation given by (35) does not in-
clude the effect of generation of carriers in the depletion
region on the AC current. Additionally, the variation of
depletion region width with AC voltage is small when the
surface is inverted. Therefore an AC current, which is
generated in the depletion region, is of second order and is
neglected.

The continuity equation is given by

@qAC

@t
¼
@jðxÞ

@x
ð45Þ

Therefore, using (35), (44), and the assumption that DC
potential varies with x and the channel is fully inverted,
the right side of (45) becomes

@jðxÞ

@x
¼ � meff QDC

d2cAC

dx2

� meff qAC
d2cDC

dx2
þ

dcDC

dx

dqAC

dx


 �

þDn
d2qAC

dx2

ð46Þ

Using @qAC

@t ¼ ioqAC and ðd2qAC=dx2Þ¼ ðd2cAC=dx2ÞCox in
(32), we get

d2qAC

dx2
�

meff

D1
�AB

sinðAyÞ

sinhðALÞ
þAB1 coshðALÞ

� �
dqAC

dx

�
1

D1
fmeff A

2B1 sinhðALÞþ iogqAC¼ 0

ð47Þ

where A¼ (p/2d), B¼ (4V1/p)þ (16Kd2/p3), B1¼ [4(V1þ

Vd)]/pþ 16Kd2/p3, and D1¼ ðmeff QDC=CoxÞ �Dn.
Using (47) and Q¼QDCþ qAC, D1 comes out to be

D1¼ meff ðVd

� VgþVthþVwÞ 1þ
Vd

2ff

� �1=2

�1�
kT

q

 !
ð48Þ

Using the boundary conditions

x¼ 0; qAC¼ � Coxvg ð49Þ

x¼L; qa¼ ðvd � vgÞCox ð50Þ

qACðxÞ¼
ðvd � vgÞCoxþCoxvgedL

edL � eaL

� �
eax

þ
ðvd � vgÞCoxþCoxvgeaL

edL � eaL

� �
edL

ð51Þ

where

a¼
1

2

meff

D1
�AB

sinðAyÞ

sinhðALÞ
þAB1coshðALÞ

� �� �


þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
meff

D1
�AB

sinðAyÞ

sinhðALÞ
þAB1 coshðALÞ

� �� �2

þ a1

s 3

5

ð52Þ

with

a1¼ 4
1

D1
fmeff A

2B1 sinhðALÞþ iog ð53Þ
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d¼
1

2

meff

D1
�AB

sinðAyÞ

sinhðALÞ
þAB1 coshðALÞ

� �� �
�




�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
meff

D1
�AB

sinðAyÞ

sinhðALÞ
þAB1 coshðALÞ

� �� �2

þ a1

s 3

5

ð54Þ

The current density in the channel is obtained as

jðxÞ¼
Dn

ðedL � eaLÞ
fðvd � vgÞþ vgeaLgCoxded

x

� fðvd � vgÞ

h

þ vgedLgCoxaeax
�

ð55Þ

Finally, the AC source current (is) is given by is¼ idþ ig.
The AC source current (is) can be obtained using is¼

Wj(x¼ 0), and the AC drain current (id) is obtained as id¼
Wj(x¼L). Therefore the drain current and gate current,
excluding the parasitic elements, can be obtained as

id¼
WDnCox

edL � eaL
vdðdedL � aeaLÞþ vg

�

� deðaþ dÞL � dedLþ aeaL � aeðdþ aÞL� ��
ð56Þ

ig¼
WDnCox

edL � eaL
vdðd� aÞþ vgðdeaL � aedL � dþ aÞ
� �

ð57Þ

3.3. Channel Length Modulation (CLM)

According to bulk charge theory [81], the DC drain current
is given as

Id¼
WCoxmeff

L
ðVg � VthÞVd �

V2
d

2
�

4

3
Vwff




� 1þ
Vd

2ff

� �3=2

� 1þ
3Vd

4ff

� �" ## ð58Þ

where L is a function of voltage (Vd) beyond the pinchoff
point. Thus the variation of drain current (Id) with Vd is
given by

dId

dVd
¼
@Id

@L

@L

@Vd
þ
@Id

@Vd
ð59Þ

This can be presented as an AC variation given by

id0¼
@Id

@L

@L

@Vd
þ
@Id

@Vd

� �
vd ð60Þ

On differentiating (58) with respect to L, we get

@Id

@L
¼ �

Id

L
ð61Þ

Also by differentiating (58) with respect to Vd, we get

@L

@Vd
¼ �

x
2ð2ff þVd � gÞ

ð62Þ

where

x¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2esið2ff þVd � gÞ

qNa

s

ð63Þ

g¼Vg � Vth

� Vw
Vg � Vth

2ff

� �
þ 1þ

Vw

4ff

� �2
( )1=2

� 1þ
Vw

4ff

� �2
4

3
5

ð64Þ

Substituting @Id/@L, @L/@Vd, and @Id/@Vd in (60) yields

id0¼
Idx

2Lð2ff þVd � gÞ
vd¼ y0

22vd ð65Þ

The drain current including the effect of channel length
modulation is given as

id¼
WDnCox

edL � eaL
vd dedL � aeaL
� ��

þ vg deðaþ dÞL � dedLþ aeaL � aeðdþ aÞL� ��

þ y0
22vd

ð66Þ

3.4. Admittance Model

The equivalent-circuit model shown in Fig. 33 is scalable
since all its elements have physical significance. The new
elements added to this model are inclusive of the effect of
CLM [83] and the overlap effect. The current–voltage

G D

SS

R1 R2

Y11 Y22

ig id

Y21 VdY12 Vg

C1 C2

Figure 33. A small-signal equivalent-circuit model for Si-MOS-
FET.
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equations that define the Y parameters are given as

ig¼Y11vgþY12vd ð67Þ

id¼Y21vgþY22vd ð68Þ

The intrinsic Y parameters for the MOSFET are given as

Y11¼
WDnCox

edL � eaL
½deaL � dþ a� aedL� ð69Þ

Y12¼
WDnCox

edL � eaL
ða� dÞ ð70Þ

Y21¼
WDnCox

edL � eaL
½ðd� aÞeðaþ dÞL � dedLþ aeaL� ð71Þ

Y22¼
WDnCox

edL � eaL
½dedL � aeaL� þY0

22 ð72Þ

Equations (69)–(72) describe the frequency dependence of
the Y parameters for the MOSFET excluding parasitic
parameters but including the CLM effect. The intrinsic
Yparameters do not by themselves represent actual effects
in a MOSFET. It is found that the input and output par-
asitic capacitances as well as resistances have to be incor-
porated to obtain total input and output admittances.
Figure 33 shows the equivalent circuit used to evaluate
the admittance parameters. A parasitic capacitance C1,
which includes overlap capacitance between gate and
source, is thus added along with resistance R1 in series
with C1. These elements are in parallel with the input
circuit, and the total input admittance is given by

Y11¼
WDnCox

edL � eaL
deaL � dþ a� aedL
� �

þR1C2
1o

2þ ioC1 ð73Þ

After incorporating the parasitic output capacitance C2,
which includes the drain depletion region capacitance,
along with a resistance R2 in series with C2, we then con-
sider the total output admittance, is given by

Y22¼ y0
22þR2C2

2o
2þ ioC2þ

WDnCox

edL � eaL
dedL � aeaL
� �

ð74Þ

Equations (73) and (74) show the frequency response of
the MOSFET admittance parameters incorporating the
CLM and parasitic elements [84].

Variation of the input admittance parameter (Y11) with
frequency up to 10 GHz for a device (W¼ 200mm, L¼ 10mm)
is shown in Fig. 34. The real part of Y11 is proportional to
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the square of the frequency and the imaginary part of Y11

varies linearly. Figure 35 shows variation of the reverse
transfer admittance parameter (Y12) with frequency for Vg

¼ 1.18 V and Vd¼ 1.0 V. Excellent agreement with experi-
mental data [82] is observed with minor deviation at high
frequency due to CLM. As shown in Figure 36, at high fre-
quencies, Y21 decreases with to the decrease in time con-
stant. Figure 37 shows the variation of the output
admittance (Y22) with frequency for the same device. It
can be seen clearly that the effect of CLM significantly con-
tributes to the real part of Y22 at high frequencies.

3.5. Scattering Parameters

The input reflection scattering parameter coefficient (S11)
is given as [84,85]

where

A1¼ edL � eaL
� �

�WDnCoxfdeaL � aedLþ a� dg ð76Þ

A2¼ edL � eaL
� �

ioC2þR2C2
2o

2þY0
22

� �
ð77Þ

A3¼
W2D2

nC2
oxðd� aÞ

edL � eaL
� �2

ð78Þ

A4¼A3 ðd� aÞeðd�aÞL � dedL � aeaL
� �� �

ð79Þ

A5¼
1

edL � eaL
� �2

edL � eaL
� �

�WDnCox

�

� deaL � aedLþ a� d
� ��

ð80Þ

The reverse scattering parameter (S12) and the forward
scattering parameter (S21) are

S12¼
2WDnCoxðd� aÞ edL � eaL

� �

A1 � edL � eaL
� �

R2
1C2

1o
2þ ioC1

� �� �
B1�

A3 edL � eaL
� �2

ðd� aÞeðaþ dÞL � dedL � aeaL
� �� �

ð81Þ

where

B1¼A2þ edL � eaL
� �

þWDnCox dedL � aeaL
� �

ð82Þ

and

S21¼
2WDnCoxðe

dL � eaLÞ ða� dÞeðaþ dÞL � aeaLþ dedL
� �

A2þ edL � eaL
� �

þWDnCox dedL � aeaL
� �� �

B2

�A3 edL � eaL
� �2

ðd� aÞeðaþ dÞL � dedL � aeaL
� �� �

ð83Þ

where

B2¼ A1 � edL � eaL
� �

R2
1C2

1o
2þ ioC1

� �� �
ð84Þ

The output scattering parameter (S22) is given as

S22¼

edL � eaL
� �

þWDnCox dedL � dþ a� aeaL
� �

þB3

� ��

B4 � edL � eaL
� �

ioC2þR2C2
2o

2þY0
22

� �� ��
� B5

ðA1þB3Þ edL � eaL
� �

þWDnCox dedL � aeaL
� �� �

A2

þA3 edL � eaL
� �2

ðd� aÞeðaþ dÞL � dedL � aeaL
� �� �

ð85Þ

where

B3¼ edL � eaL
� �

R1C2
1o

2þ iC1o
� �

ð86Þ

B4¼ edL � eaL
� �

þWDnCox dedL � aeaL
� �

ð87Þ

B5¼ edL � eaL
� �2

ðd� aÞeðaþ dÞL � dedL � aeaL
� �� �

ð88Þ

Figure 38 shows the modeled S parameters of Si-MOSFET
(W¼ 200mm, L¼ 10 mm) at bias point of Vg¼1.18 V and
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Figure 37. Variation of output admittance parameter with fre-
quency.

S11¼

1

ðedL � eaLÞ
2

A1 � edL � eaL
� �

R1C2
1o

2þ ioC1

� �� �
edL � eaL
� ��

þWDnCox dedL � aeaL
� �

þA2

�
� A4

A5 edLð1þWDnCoxdÞ � eaLð1þWDnCoxaÞþA2

� �
þA3 d eðaþ dÞL � edL

� ��

�a eðaþ dÞL � eaL
� �

ð75Þ
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Vd¼1.0 V in the frequency range of 0.1–10.0 GHz. It is
clear that the reflection scattering coefficient at gate (S11)
and the reflection coefficient at drain (S22) are more than
the transmitted S parameters. This occurs because as the
channel length decreases, the input admittance and
reverse transfer admittance also decrease. It can also be
seen that the reverse scattering parameter has the higher
magnitude than the forward scattering parameter.

Figure 39 predicts the variation of different gains and
the unilateral figure of merit with frequency. It is observed

that as the frequency increases, the power gain decreases
and is basically due to decrease in admittance. For a given
frequency, maximum unilateral transducer power gain is
the largest gain and is due to the positive stability factor of
the device. The maximum stable power gain shows the
input/output mismatch, and it is found that as the fre-
quency increases, the input and output mismatch decreas-
es. Thus a simultaneous conjugate match has been
obtained in the analysis. This shows that a circuit with a
short-channel device is useful for RF application.

4. PARASITIC RESISTANCE AND ELECTRICAL
CHARACTERISTIC OF FOLD MOSFET

4.1. Introduction

Various modifications to the transistor drain structure
have been proposed to help counter this degradation
using graded drain or lightly doped drain (LDD) devices
[86–89]. The LDD structure can reduce the high-field ef-
fects in scaled–down devices by introducing n� regions
between the channel and nþ source–drain. Since part of
the high electric field can be absorbed into the n� regions,
this structure helps minimize the hot-carrier effect, for
example. However, the n� regions give large parasitic re-
sistances that cause the reduction of device transconduc-
tance and the increase of saturation voltage [90]. One of
the new approaches to drain engineering is the fully over-
lapped lightly doped drain (FOLD) structure. The angled
ion implantation method has been applied to fabricate the
n� fully overlapped structure. From the reliability view-
point, the greatest reduction in substrate current directly
leads to the most reliable n� design for the FOLD struc-
ture. The current path modulation phenomenon due to the
trapped charge at the n� extension region dominates the
hot-carrier-induced characteristics change for the conven-
tional LDD structure with the sidewall spacer. This phe-
nomenon is minimized in the FOLD structure, due to its
higher controllability of the gate electrode than the LDD
structure at the n� extension region.

4.2. The Series Resistance of the n� Region

The schematic diagram with an equivalent circuit of a
FOLD MOSFET structure, which is a combination of two
buried-channel MOSFETS in series with an enhancement
mode n-type MOSFET, is shown in Fig. 40, where Rs and
Rd are the parasitic resistances of source and drain sides,
respectively, including nþ diffusion, contacts, and wiring
series resistances. Taking the n� region to be a buried-
channel MOSFET, the drain current is expressed as [91]

Ids¼WðmbQbþ msQsÞ
dVðyÞ

dy
ð89Þ

where W is effective channel width, mb(ms) is effective elec-
tron mobility of the conducting charge in the bulk (sur-
face) of the n� region, and Qb and Qs are the charge
densities in the bulk and the surface, respectively.
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In FOLD, it is assumed that the drain voltage is high
and the depleted charges in the bulk of the n� region are
caused by the substrate and normal electric field from the
gate. Therefore in the drain side, Qb can be expressed as

QbðFOLDÞ¼ qNdðrn � Drn �DnÞ ð90Þ

where rn is the junction depth of the n� region, Drn is the
depletion depth of the bulk in the n� region with respect
to the substrate and is a function of potential [91], Nd is
the average doping concentration in the n� region, and Dn

is the depletion depth of the n� surface due to normal
electric field. The surface charge Qs is given as

Qs¼CðVg2 � VFBn � VðyÞÞ ð91Þ

Vg2ð¼Vg � Vd
0Þ ð92Þ

where Vg2 is the voltage between gate and the intrinsic
drain; VFBn is flatband voltage of the n� region, and C is
the capacitance per unit area of the n� region. Following
Refs 92 and 93, the capacitance C for FOLD structure can
be derived as

CðFOLDÞ¼
Cof þCovþCif ðFOLDÞ

rn
ð93Þ

where

Cov¼ eox
ðl2 � DrnÞ

toxþ
eox
esi

Dn

�  ð94Þ

Cof ¼
2

p
eox ln 1þ

h

tox

� �
ð95Þ

Cif ðFOLDÞ¼
2

p
eox ln 1þ

ðrn � Drn �DnÞ

toxþ
eox
esi

Dn

�  sin
2eox

pesi

� �0

@

1

A

ð96Þ

where l2 and h denote overlap length and height of the
gate electrode, respectively. For LDD with no overlap, Cov

is zero and Cif(FOLD) reduces to

Cif ðLDDÞ¼
2

p
eoxln 1þ

rn

tox
sin

2eox

pesi

� �� �
ð97Þ

Integrating Eq. (89) across the two ends of the n� region
near the drain, one gets

Idsðl1þ l2Þ¼W

�
mbqNdðrn � Drn �DnÞVd2:þ msC

� Vg2 � VFBn �
Vd2

2

� �
Vd2

� ð98Þ

where l1(l2) is without (with) overlapped length of the n�

region with respect to the gate

Vd2ð¼V 00d � V 0dÞ ð99Þ

Vd2 is voltage drop in the n� region near the drain side,
Vd
00 is n�–nþ junction voltage in the drain side. At large

drain voltage, the depleted charges exist not only in the
n� /substrate junction but also in the n� /channel junction.
From charge-sharing scheme, the depleted charges in the
bulk of the n� region have the same amount of charge
depleted in the substrate and channel regions (Fig. 40).
The conducting charge density of the n� region expressed
in (90) is modified as

qNdðrn � Drn �DnÞ¼ qNdrnfbðFOLDÞ ð100Þ
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Figure 40. (a) Schematic diagram of the LDD structure; (b) sche-
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FOLD MOSFET; (d) schematic structure for calculating the geo-
metrical factor and capacitance of the bulk in the n� region.

MOSFET MODELING 3301



where fb(FOLD) is the geometric factor of the bulk in the
n� region and can be expressed as

fbðFOLDÞ¼ 1

�
Na Wdðl1þ l2Þþ

DLd

2 ð2ðWdþ rnÞ � YdÞ

� 

Ndrnðl1þ l2Þ
ð101Þ

DLd¼ rn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
2Wd

rn

s

� 1

 !
ð102Þ

where Wd is effective depletion depth of the substrate with
respect to the n� region and Yd is the depletion width in
the channel region. On substituting

Vd2¼ IdsRnd ð103Þ

Vg2 � VFBn �
Vd2

2
¼Vgs � Vds

� VFBnþ Ids Rdþ
Rnd

2

� �
ð104Þ

In Eq. (98) a quadratic equation for the resistance of the
n� region near the drain side (Rnd) is obtained and on
simplifying

Rnd¼
l1þ l2

WðmbqNdrnfb0þ msCðFOLDÞðVgs � Vds � VFBnþRdIdsÞÞ

ð105Þ

The term Rd Ids cannot be neglected in the high-current
condition and can be approximated as

RdIds¼
mnCoxW

L
ðVgs � Vt0ÞRdVds ð106Þ

Linearizing the geometric factor at the zero drain bias as

fb¼ fb0 � SVds ð107Þ

where fb0 is the geometric factor at zero drain bias and S is
the slope of the geometric factor versus drain voltage
curve at zero drain bias. Putting (106) and (107) into
(105), Rnd can be expressed as

Rnd¼
l1þ l2

WðmbqNdrnfb0þ msCðFOLDÞðVgs � VFBnÞ �GVdsÞ

ð108Þ

where

G¼ mbqNdrnSþmsCðFOLDÞ 1� Rd
mnCoxW

L
ðVgs � Vt0Þ

� �

ð109Þ

The resistance of the n� region near the source side can
be derived by the same method. In the general case,
Vgs�VFBn is much greater than Ids Rs. Therefore, the Ids

Rs term can be neglected and the resistance of the n�

region near the source side can be obtained as

Rns¼
l1þ l2

WðmbqNdrnfb0þ msCðFOLDÞðVgs � VFBnÞ
ð110Þ

Figure 41 shows the simulated results of in-depth profiles
of channel current density and schematic channel current
path diagram at the drain edge for the LDD and FOLD
structures. Filled circles and dashed-line arrows indicate
the channel current profiles and paths with trapped elec-
tron charge above the n� region. Open circles and solid-
line arrows indicate the channel current profiles and
paths without trapped charge. In case of LDD structure
(Fig. 41a), the amount of channel current density at the
surface is drastically decreased because of trapped elec-
tron charge at the n� extension region. The peak channel
current density at the drain edge shifts to about 10 nm
depth from the surface. This result indicates that the LDD
structure suffers from a peculiar degradation mode, since
a charge is trapped above the n� region. The trapped
electron charge pushes the channel current path down
from the surface. Consequently, the parasitic resistance at
this region is modulated. Drain current is also modulated
because of this effect. In the FOLD structure, in-depth
profile and path of channel current density at drain edge
are little affected by a trapped charge above the n� ex-
tension region and are shown in Fig. 41b.

The decreasing ratio of the surface channel current
density in the FOLD structure is smaller than that in the
LDD structure. It is noted that the difference behavior of
channel current density and channel current path be-
tween the LDD and FOLD structure is related to gate
electrode controllability at the n� extension region. The
n� extension region of the FOLD structure is fully con-
trolled by the gate electrode. This leads to less channel
modulation effect, caused by trapped electron charge at
n� extension region, and is also shown in Fig. 41b. The
variation of parasitic resistances (Rsd) of FOLD and LDD
structures with gate voltage at different drain voltages is
plotted in Fig. 42. The results are compared with exper-
imental data and are in excellent agreement. Because of
the electrode controllability and higher n� dose in the
FOLD structure, less current flow modulation takes place.
Consequently the parasitic resistance for FOLD is smaller
than that for the LDD. In the present model outer and
inner fringing capacitances and the depletion of the n�

surface, caused by the normal electric field from the gate
have been considered. FOLD structure can achieve higher
derivability than the LDD due to less parasitic resistance.

4.3. The Id–Vd Characteristics

The drain current in the linear region can be written as

Ids¼ mnWQn �
dVðyÞ

dy

� �
ð111Þ

where W is the effective channel width, mn is the electron
mobility in the surface inversion layer along the channel
direction, Qn is the electron density per unit area along
the channel direction, V(y) is the potential distribution
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along the channel, and E1¼ �dV(y)/dy is the electric field
along the channel. The electron mobility mn in the surface
inversion layer can be expressed as [94].

mn¼
mn0

1þ ajENj þ bjELj
ð112Þ

where EN is average transverse electric field across the
channel, EL is the longitudinal electric field along the in-
version channel, mn0 is the maximum electron mobility in
the inversion layer, a is an empirical fitting parameter, b
¼ mn0/vsl, where vsl is the scattering-limited velocity. The
average transverse electric field across the channel can be
calculated by

EN¼
E1þE2

2
ð113Þ

where E1 is the transverse electric field at the SiO2/Si in-
terface and E2 is the transverse electric field under the
inversion layer. These two electric field components can be
easily calculated using Gauss’ law and are expressed as

E1¼
1

esi
ðQBþQnÞ ð114Þ

E2¼
QB

esi
ð115Þ

where QB is the surface depletion charge density per unit
area under the gate and esi is the dielectric permittivity of
the bulk semiconductor. Therefore in a MOS structure

Vgs � VFB � fs¼ �
QnþQB

Cox
ð116Þ

where Vgs the gate–source voltage, VFB is the flatband
voltage of the MOS capacitor without the surface implant-
ed layer, fs is the surface potential along the channel with
respect to the neutral substrate, and Cox is the gate oxide
capacitance per unit area. Substituting (113)–(116) into
(112), one obtains

mn¼
mn0

1þ
aCox

2esi
V 0gs � VFB � fsþ

QB

Cox

� �
þ b

dVðyÞ

dy

����

����
ð117Þ

Substituting (117) into (111), and integrating along the
channel, one gets

Ids¼

mnWCox V 0gs � Vth �
1

2
V 0ds

� �
V 0ds

L 1þ
aCox

2esi
V 0gsþVth � 2ðVFBþ2fFÞ �

1

2
V 0ds

� �
þ Zþ

b
L

� �
V 0ds

� �

ð118Þ
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with

jQB;eff ðV
0
dsÞj ¼

1

L

Z L

0
jQBjdy¼

1

V 0ds

Z V 0
ds

0
jQBjdVðyÞ ð119aÞ

1

2
V 0dsð1� gÞ¼

1

L

Z L

0
VðyÞdy ð119bÞ

Vth¼VFBþfsþ
jQBj

Cox
ð119cÞ

Z¼
aCox

4esi
g ð119dÞ

where g is the correction factor, which is zero if the electric
field along the inversion layer is constant. The threshold
voltage no longer remains independent of drain bias and
varies as

Vth¼Vt0 � kVds ð120Þ

where Vt0 is the threshold voltage at zero drain bias and
k is the slope of threshold voltage–vs drain voltage curve
at zero drain bias [94]. Substituting (120) into (118), one

obtains

Ids

¼
mnWCox V 0gs � Vt0 � aV 0ds

� 
V 0ds

L 1þ
aCox

2esi
V 0gsþVt0 � 2ðVFBþ 2fFÞ � bV 0ds

� 
þ Zþ

b
L

� �
V 0ds

� �

ð121Þ

where a¼ 1
2� k, b¼ 1

2 þ k and k is the slope of the thresh-
old voltage versus V 0ds curve at zero drain bias. Using the
following terminal relations, the drain–source current in
the device can be obtained:

V 0gs¼Vgs � IdsðRnsþRsÞ¼Vgs � IdsRst ð122Þ

V 0ds¼Vds � IdsðRnsþRsþRndþRdÞ¼Vds � IdsRt ð123Þ

According to Fig. 43, the FOLD structure shows drain
current better than that of LDD structure. Figure 44
shows the behavior of drain current with channel length
of both FOLD and LDD structure. It is demonstrated that
the scaling down the device length increases the current
driving capability and the FOLD promises better current
driving capability.

According to the experimental data given in Ref. 89 a
peak in the performance of FOLD MOSFET occurs at L¼
0.20 mm. Below this length, performance suffers because of
increase in the length of FOLD finger to maintain hot-
electron reliability under the given conditions. Therefore
0.20 mm is the least technologically attainable length for
the FOLD structure.

This peak in performance can be shifted to L¼ 0.15 mm
by introducing FOLD fingers only at the drain end to form
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asymmetric FOLD MOSFET. Drain voltage dependence of
drain current at Vgs¼Vds for the FOLD and the LDD
structures is shown in Fig. 45. According to Fig. 46 shows
that the drain current increases gradually as the gate
voltage is increased above the threshold voltage. Figure 47
shows the variation of Id–Vd characteristics of FOLD and
LDD MOSFETs with different channel lengths. It is ob-
served that the drain current increases with decrease in
channel length. This clearly demonstrates the increased
current driving capability of scaled-down devices. The fig-
ure also shows that the FOLD devices have a higher value
of drain current compared with LDD MOSFETs.

4.4. Transconductance

The transconductance (gm) and drain conductance (gd) of a
FOLD MOSFET can be derived by from drain–source cur-
rent [97]. The channel resistance is defined as

Rch¼
1

gd
ð124Þ

4.5. Cutoff Frequency and Transit Time

The cutoff frequency is an important figure of merit of all
microwave solid-state devices. It indicates the speed of
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operation of a device. The cutoff frequency is estimated
from the relation

f c¼
gm

2pCg
ð125Þ

where Cg is the gate capacitance and is expressed as

CgðFOLDÞ¼WLðCoxþ 2Cif ðFOLDÞþ 2Cof Þ

þ 2W
ðl2 � DrnÞ

toxþ
eox

esi
Dn

eox
ð126aÞ

In the no-overlap case Cg is given as

CgðLDDÞ¼WLðCoxþ 2Cif ðLDDÞþ2Cof Þ ð126bÞ

The transit time is defined as the finite time required for
the carriers to travel from source to drain. Transit time
represents the finite time taken by the carrier to travel
from source to drain. It should represent the minimum
delay for a given gate length since it assumes that elec-
trons are traveling at their maximum velocity through the
length of the channel. Here the transit time is directly
evaluated from the cutoff frequency. The transit time for a
FOLD MOSFET structure can be calculated from

t¼
1

2pfc
ð127Þ

where fc is the cutoff frequency.
Figures 48–50 depict the transconductance and drain

conductance variation of both FOLD and LDD devices
with drain voltage. There is increase in transconductance
due to the reduction in series resistance in FOLD. The
drain conductance having a finite value at higher drain

voltages shows that the model is valid in the saturation
regime of device operation. It is also demonstrated that
the drain conductance is almost equal for FOLD and LDD
MOSFETs at higher drain voltages.

This shows that the effect of series resistance is more
prominent in the linear region of operation where the
conductance degraded. Figure 51 depicts the transcon-
ductance variation of both FOLD and LDD devices with
channel length. Transconductance increases as the chan-
nel length is reduced. FOLD structure has better trans-
conductance.
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It is evident from the Fig. 52 that the drain conduc-
tance increases and channel resistance decreases with
gate voltage and the FOLD device shows higher drain
conductance. The difference in conductance is less for low-
er gate biases. It is observed from Fig. 53 that the channel
resistance increases with increase in drain voltage. Cutoff
frequency also increases with drain voltage and becomes
constant at higher drain voltage. It is also observed that
the FOLD structure shows cutoff frequency lower than
that of the LDD structure because of its larger fringing
capacitance.

Fig. 54 shows the variation of cutoff frequency and
transit time with channel length. It is evident from the

figure that the cutoff frequency shows a drastic increase
with the channel length reduction when the channel
length approaches the submicrometer region and the
FOLD devices have a transit time larger than that of
LDD device. Fig. 55 depicts the transit-time behavior with
drain voltage. It is seen that the transit time decreases
with increase in drain voltage and becomes constant at
higher voltages.

Although FOLD structure has lower cutoff frequency
and larger transit time, FOLD MOSFET is overall better
than LDD MOSFET because

1. FOLD structure has lesser parasitic resistance than
LDD.

2. This structure shows the better current driving ca-
pability due to the reduction in parasitic resistance.
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with gate voltage (h¼0.16mm, Vds¼0.5 V, a¼8�10� 7 cm/V,
b¼4.90�10� 5 cm/V, Z¼2.05�10� 2 V� 1, mn¼570 cm2/V � s).
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Figure 54. Variation of cutoff frequency and transit time with
channel length (h¼0.16mm, Vgs¼3 V, a¼8�10� 7 cm/V, b¼4.90
�10� 5 cm/V, Z¼2.05�10� 2 V� 1, mn¼570 cm2/V � s).
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The n� extension region of the FOLD structure is fully
controlled by the gate electrode. This leads to less channel
modulation effect, caused by trapped electron charge at
the n� extension region. Therefore, the n� extension de-
sign for reducing the substrate current is consistent with
high reliability for FOLD structure in terms of reliability.

In the present analysis an analytical model for para-
sitic resistances (Rsd) has been developed for submicrom-
eter FOLD MOSFET. The hot-carrier reliability for the
optimized FOLD structure has been studied and com-
pared with the optimized LDD structure. The parasitic
resistance for FOLD structure is described considering the
n� region as a modified buried-channel MOSFET and the
channel region as an intrinsic enhancement-mode n-type
MOSFET. It is observed that the FOLD structure shows
better results than that of the LDD structure because of
reduction in series resistance.

5. LOW-FREQUENCY (LF) NOISE MODELS FOR FOLD
MOSFET

5.1. Introduction

The response of a system to any force can be transient or
steady-state in nature. In the absence of such a distur-
bance, the system exists in a state of equilibrium. How-
ever, even in this state parameters describing the system
are actually fluctuating about their mean value. These
fluctuations are popularly termed noise.

5.2. Different Types of Noise

5.2.1. Thermal Noise. This is due to the random motion
of carriers in any conductor; as a consequence of this ran-
dom motion, a fluctuating electromotive force (emf) V(t) is
developed across the terminals of the conductor. It is the
dominant noise source in any device that is electrical in

nature and in thermal equilibrium with a temperature
bath kept at a fixed temperature T.

5.2.2. Popcorn or ‘‘Burst’’ Noise. Popcorn noise, also
called ‘‘burst’’ noise, was first discovered in semiconduc-
tor diodes and later reappeared in integrated circuits. If
burst noise is amplified and fed into a loudspeaker, it
sounds like corn popping, with thermal noise providing a
background frying sound; thus the name ‘‘popcorn noise’’
[98]. The power density of popcorn noise has a 1/fn char-
acteristic, where n is typically 2.

5.2.3. Shot Noise. This noise occurs whenever a noise
phenomenon can be considered as a series of independent
events occurring at random. For example, in the case of
emission of electrons by a thermionic cathode or by a pho-
tocathode, the emission of electrons consists of a series of
independent random events; hence the emission currents
show shot noise [99]. In p-n junctions and transistors the
crossing of a junction by electrical carriers (electrons or
holes) constitutes a series of independent random events;
hence the currents in such devices show shot noise. This
rule equally holds when transition occurs between two
energy levels, such as in the generation and recombina-
tion of carriers in a semiconductor, or when photons are
emitted by a laser. In each case one must ask what entities
make up the series of independent random events that
produce shot noise. The current carried by electrons emit-
ted from a hot cathode in a vacuum diode, or by electrons
that cross a potential barrier in a semiconductor are ran-
domly generated. Random generation leads to fluctuations
around the average current I:

SI ¼ 2qI ð128Þ

5.2.4. Generation–Recombination (GR) Noise. This
noise occurs whenever free carriers are generated or re-
combine in a semiconductor material. The fluctuating
rates of generation and recombination can be considered
as a series of independent events occurring at random,
and hence the process can be considered as a shot noise
process [99]. As a consequence the number of carriers, and
hence the resistance R, fluctuates. However, it is also use-
ful to consider the fluctuation dn in the carrier density n as
giving rise to a fluctuation dR in the resistance R of the
device. This resistance fluctuation dR can be detected by
passing a DC current I through the sample; the current I
develops a fluctuating emf V(t)¼ IdR(t) across its termi-
nals, and this emf can be amplified and measured by stan-
dard techniques. The number of free electrons in the
conduction band may fluctuate because of generation
and recombination processes between the band and traps.
The number fluctuations cause fluctuations in the con-
ductance G, and, therefore, in the resistance R.

SR

R2
¼

SG

G2
¼

SN

N2
¼
ðDNÞ2

N2

4t
1þo2t2

ð129Þ

where t is a relaxation time, characteristic of the trap,
usually in the range from 10� 6 to 10�3 s. If there is one
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Figure 55. Variation of transit time with drain voltage
(h¼0.16mm, Vgs¼3.3 V, a¼8�10� 7 cm/V, b¼4.90�10� 5 cm/V,
Z¼2.05�10� 2 V� 1, mn¼570 cm2/V � s).
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type of trap only, then the variance (DN)2 is given by

1

ðDNÞ2
¼

1

N
þ

1

Xn
þ

1

Xp
ð130Þ

where Xn is the average number of occupied traps and Xp

the average number of empty traps. The variance thus
approximates the smallest of the quantities N, Xn, Xp. The
complicated problem of a semiconductor with two kinds of
traps, X and Y, has been solved [100–103].

5.2.5. 1/f Noise or Flicker Noise. Johnson discovered
flicker noise in vacuum tubes in 1925, and this type of
noise was interpreted by Schottky in 1926. Flicker noise
[104] was found in a great variety of other components and
devices. Because the spectrum varies as 1/fg, with g close
to unity, one often uses the term 1/f noise for ‘‘flicker
noise’’. This is a fluctuation in the conductance with a
power spectral density proportional to f� g, where g¼ 1 in a
wide frequency range, usually measured from 1 Hz to
10 kHz. The spectral density cannot be exactly f1 from
f¼ 0 to f¼p, since neither the integral of the power den-
sity nor the Fourier transform would be able to have finite
values. Measurements down to 10� 6 Hz showed that even
there the spectrum still is f1 [105].

5.3. Theory of Low-Frequency (LF) Noise

The study of LF noise in electronic devices in the past has
received great attention, not only because noise limits cir-
cuit and devices performance. Two of the most frequently
observed types of noise in semiconductors are (1) flicker
and (2) generation–recombination (GR) noises. GR noise is
due to random emission of electrons and holes from defect
centers in the depletion region of the semiconductor.

For devices with high surface noise and low concentra-
tion of the Shockley–Read–Hall (SRH) centers, GR noise is
usually overshadowed by the higher interfacial 1/f noise
component. For Si MOSFETs there are three models ex-
plaining the observed 1/f noise: (1) fluctuation model
[106,107], (2) mobility fluctuation model [108,109], and
(3) combination of the number fluctuations and mobi-
lity fluctuations in an uncorrected or corrected manner
[110–112]. Hung et al. [111] presented a unified flicker
noise theory, which incorporates both the number fluctu-
ation and the correlated surface mobility fluctuation
mechanisms. The latter is attributed to the scattering ef-
fect of the fluctuating oxide charge. In addition, the 1/fk

spectrum where 0.7oko1.2 has also been found [113],
and a modified McWhorter model has been presented to
explain its frequency dependence.

5.4. Formulation of the Flicker Noise Model

Consider a section of the transistor channel with width
W and length Dx. The coordinate system in use is defined
in Fig. 56. Fluctuations in the amount of trapped oxide
charge will introduce correlated fluctuations in the chan-
nel carrier number and mobility. The resulting fractional

change in the local drain current can be expressed as

dIds

Ids
¼ �

dDN

DNdDNt
þ

dm
mdDNt

� �
dDNt ð131Þ

where DN¼NW Dx and DNt¼NtW Dx, where Nt is the
number of occupied traps per unit area. The ratio dDN/
dDNt is the coupling coefficient of the fluctuation in chan-
nel carriers to fluctuation in occupied traps. At moderate
to strong inversion, the coupling coefficient is virtually
equal to unity [114]. To evaluate dm/dDNt, the relationship
between the carrier mobility and the oxide charge density
is needed.

A widely accepted model is the one based on the Matt-
hiessen’s rule

1

m
¼

1

mn

þ
1

mox

¼
1

mn

þ a1Nt ð132Þ

where mox is the mobility limited by oxide charge scatter-
ing and mn is the mobility limited by other scattering
mechanisms [115,116]. It is expected that the scattering
coefficient a1 is a function of the local carrier density due to
the screening effect as well as the distance of the trap from
the interface [117]. Based on (132), it can be readily shown
that

dm
dDNt

¼ �
a1m2

WDx
ð133Þ

and (131) becomes

dIds

Ids
¼ �

1

N
þ a1m

� �
dDNt

WDx
ð134Þ

It follows that the power spectral density of the local cur-
rent fluctuations is

SDIdðx; f Þ¼
Ids

DN
ð1þ a1mNÞ

� �
SDNtðx; f Þ ð135Þ
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Figure 56. 1.55 MOSFET structure and coordinate system.
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where SDNt(x,f) is the power spectral density of the mean-
square fluctuation in the number of occupied traps over
the area W Dx. According to the conventional number
fluctuation theory [118], SDNt is given by

SDNtðx; f Þ¼

Z Ec

Ev

Z W

0

Z tox

0

4NtðE; x; y; zÞDxftð1� ftÞ

�
tðE; x; y; zÞ

1þo2tðE; x; y; zÞ2
dxdydz

ð136Þ

where Nt(E,x,y,z) is the distribution of the traps over the
space and energy, t(E,x,y,z) is the trapping time constant,
ft¼ (1þ exp(E�Efn)/kT)�1 is the trap occupancy function,
Efn is the quasi-Fermi level, o¼ 2 pf is the angular fre-
quency, tox is the oxide thickness, and (Ec�Ev) is the sil-
icon energy bandgap.

To evaluate the integral in (136), two assumptions are
made: (1) the oxide traps have a uniform spatial distribu-
tion near the interface, [i.e., Nt(E,x,y,z)¼Nt(E)] and (2) the
probability of an electron penetrating into the oxide de-
creases exponentially with the distance from the interface.
As a result of the second assumption, the trapping time
constant is given by

t¼ t0ðEÞ expðgzÞ ð137Þ

where t0(E) is the time constant at the interface and g is
the attenuation coefficient of the electron wavefunction in
the oxide [118]. WKB (Wentzel Kramer Brillouin) theory
for carrier tunneling predicts that

g¼
4p
h
ð2m�fBÞ

1=2
ð138Þ

where m* is the effective mass of the carrier in the oxide, h
is Planck’s constant, and fB is the tunneling barrier
height faced by the carriers at the interface [118]. For
the Si-SiO2 system the value of g is typically taken to be
108 cm� 1. Since ft(1� ft) in (136) behaves like a delta func-
tion around the quasi-Fermi level, the major contribution
to the integral will be from those trap levels around Efn.
Thus Nt(E) can be approximated by Nt(Efn) and taken out
from the integral. Replacing ft(1� ft) by � kT dft/dE and
carrying out the integration yields

SDNtðx; f Þ¼NtðEfnÞ
kTWDx

gf
ð139Þ

The total drain current noise power turns out to be

SId¼
1

L2

Z L

0
SDIdðy; f ÞDydy

¼
kTI2

ds

WgfL2

Z L

0
NtðEfnÞ

1

N
þ a1mn0

� �2

dy

ð140Þ

where k is the Boltzmann constant, T is the absolute tem-
perature, g is the attenuation coefficient of the electron

wavefunction in the oxide, f is the frequency of the noise
spectrum, a1 is the scattering coefficient associated with
the trapped charge, Nt is the trap density per unit energy,
and Efn is the quasi Fermi level. Using (111) and (117),
Eq. (140) is modified for FOLD structure taking the series
resistance into account to obtain

SId¼
kTIds

WgfL2

Z V
0

ds

0

ð�mn0WQn � bIdsÞ

1þ
aCox

2esi
V 0gs � VFB � fsþ

jQBj

Cox

� �

�NtðEfnÞ
1

N2
ð1þ a1mn0NÞ2dVðyÞ ð141Þ

where Qn is the electron density per unit area along the
channel direction given by

Qn¼ qN¼ � CoxðV
0
gs � Vth � VðyÞÞ ð142Þ

where q is the electron charge and N is the number of
channel carriers per unit area. Threshold voltage no long-
er remains independent of drain bias and varies as

Vth¼Vt0 � KVðyÞ ð143Þ

where Vt0 is the threshold voltage at zero drain bias, and K
is the slope of threshold voltage–vs drain voltage curve at
zero drain bias. Substitution of (143) in (142) gives

Qn¼ � CoxðV
0
gs � Vt0 � lVðyÞÞ ð144Þ

where l¼ 1�K and a1 and mn0 are functions of the local
carrier density, which by itself is a function of the local
quasi-Fermi level. Using (142), (141) can be written as

SId¼
q2kTIds

WgfL2

Z V 0
ds

0

ð�mn0WQn � bIdsÞ

1þ
aCox

2esi
2ðV 0gs � VFB � fsÞþ

Qn

Cox

� �

�
N�t ðEfnÞ

Q2
n

dVðyÞ ð145Þ

where

N�t ðEfnÞ¼NtðEfnÞð1þ a1mnNÞ2 ð146Þ

Using (144), one obtains

N�t ðEfnÞ¼NtðEfnÞ 1þ a1mn0

Qn

q

� �2

� A2þB2QnþC2Q2
n

ð147Þ

where

A2¼Nt; B2¼
2a1mnNt

q
; and C2 is a fitting constant
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Also from (144) we obtain

dQn¼CoxldV ð148Þ

Therefore in the strong inversion regime, (145) can be
written as

SId¼
q2kTIds

WgfL2

Z Qnd

Qns

ð�mn0WQn � bIdsÞ

1þ
aCox

2esi
2ðV 0gs � VFB � fsÞþ

Qn

Cox

� � 1

lCox

� �

�
A2

Q2
n

þ
B2

Qn
þC2

� �
dQn ð149Þ

Therefore, SId and the drain voltage spectral density
Svd¼SId=g

2
d can be obtained from Equ. (149) and the der-

ivation is given in Refs. 119 and 120.
The variations of Svd and SId with drain voltage Vds are

shown in Figs. 57 and 58, respectively, with the gate volt-
age Vgs as a parameter. The oxide interface traps interact
with the channel through carrier capture and generation,
which causes a change in scattering rate when the trap
becomes occupied. Therefore with the increase in drain
voltage, the scattering phenomenon in the channel in-
creases, thus increasing the noise.

In Fig. 59 SId increases with the gate voltage and sat-
urates at higher gate and drain voltages. Figure 60 shows
the variation of SVd with gate voltage Vgs for LDD and
FOLD devices with Vds as a parameter. Since the trap
concentration increases exponentially from midgap to
band edges, a bias across the oxide will cause the tunnel-
ing of carriers to encounter more traps deeper into the
oxide, which in turn will make the lower frequency region
of the power spectrum more pronounced.

Therefore, as the gate bias increases, the slope of the
power spectral density should increase. The comparison of
the 1/f noise of the LDD and FOLD MOSFET is also shown
in the figure. It is observed that the noise is less in FOLD
MOSFET.

5.5. Formulation of the G-R noise model

It is assumed that the drain current spectral density con-
tributed by the n� regions is negligible compared with
that produced in the intrinsic channel. Accounting for the
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Figure 58. Variation of SId with Vds (mn0¼600 cm2=V � s, g¼
108 cm� 1, a1¼4�10� 15 V � s, Z¼4�10� 2 V� 1, a¼8�10� 7 cm/
V, b¼3�10� 6 cm/V).
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Figure 57. Variation of Svd with Vds (mn0¼604 cm2=V � s,
g¼108cm� 1, a1¼10� 16 V � s, Z¼5.05�10� 2 V� 1, a¼1.6�
10� 7 cm V� 1, b¼0.15�10� 6cm/V).
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Figure 59. Variation of SId with Vds at different Vgs (mn0¼

600 cm2/V � s, g¼108 cm� 1, a1¼4�10� 15 V � s, Z¼4�10� 2 V�1,
a¼8�10� 7 cm/V, b¼3�10� 6 cm/V). (Experimental data from
Ref. 122.)
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field-dependent mobility and bias-dependent series resis-
tance, the theory of low-frequency GR noise derived by
Yau and Sah [123] can be modified. The drain current
spectral density due to the GR process in the depletion
region of a FOLD MOSFET can be written as

SI GR¼
4q2IdsNt

C2
oxL

Z V
0

ds

0

mn

V00gs � VðyÞ
dVðyÞ

�

Z Wd

0

ftð1� ftÞtGR

1þo2t2
GR

1�
x

Wd

� �
dx ð150Þ

where Nt is the trap density, ft is the fraction of occupied
defect centers, and tGR is the fluctuation constant given in
Ref. 124. If the depletion approximation is assumed, then
ft and tGR can be approximately taken as constant, and one
gets

SIGR¼
4q2IdsNtftð1� ftÞtGR

3C2
oxLð1þo2t2

GRÞ

Z V 0
ds

0

mn

V 00gs � VðyÞ
WddVðyÞ

Wd¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2esi

qNa
ð2fF þVðyÞÞ

s

ð151Þ

Using (111), (116), and (117), one gets

dVðyÞ

dy
¼

Idsþ
aCoxIds

2esi
V 0gs � VFB � fssþ

jQBj

Cox

� �

mn0WCox V 0gs � VFB � fss �
jQBj

Cox

� �
� bIds

� �

ð152Þ

After some mathematical manipulation of (117), mn can be
rewritten as

mn¼

mn0 V 00gs � VðyÞ �
bIds

mn0WCox

� �

ðV 00gs � VðyÞÞ 1þ
ajQBj

esi
þ

aCox

2esi
ðV 00gs � VðyÞÞ

� � ð153Þ

where

Vt0¼VFBþ 2fFþ
jQBj

Cox
ð154aÞ

V 00gs¼Vgs � Vt0 � IdsðRnsþRsÞ¼V 0gs � Vt0 ð154bÞ
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Figure 60. Variation of Svd with Vgs (mn0¼604 cm2/V � s, g¼
108 cm� 1, a1¼10� 16 V � s, Z¼5.05�10�2 V� 1, a¼1.6�
10� 7 cm/V, b¼0.15�10� 6 cm/V). (Experimental data from Ref.
121.)
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Substituting (154) into (152) and integrating, one gets the
GR noise as a function of device terminal voltage [120].
The drain voltage spectral density due to the l/f and GR
noises in the intrinsic channel can be written as

SVd¼
ðSI1=F þSIGRÞ

g2
d

ð155Þ

where gd is the drain conductance and SI1/F is the 1/f cur-
rent noise. In Fig. 61 the variation of GR noise and 1/f
noise with drain voltage is shown. It is found that the
noises increase in direct proportion to drain voltage. The
variation of GR noise with gate voltage is shown in Fig. 62.
It is clear from the figure that GR noise decreases with
increase in gate voltage. It is also observed that noise in a
FOLD structure is less than that in a LDD MOSFET.

6. SUMMARY

The MOSFET plays an important role in the design of an-
alog circuits. In designing a RF amplifier, it is necessary to
explore the circuit parameters such as admittance param-
eters and scattering parameters. The small-signal behav-
ior of a device at higher frequencies around a bias point is
usually determined by scattering parameters over its op-
erational bandwidth. The scattering parameters are used
to represent the signal power gain and mismatch losses, as
they are frequency-dependent, and an adequate represen-
tation of circuit elements over their whole operational
ranges is essential for MMIC design. Therefore, there is a
need for an optimized model that can account for these
process parameter variations (such as basic physical ef-
fects of geometry) in addition to SCEs encountered in sub-
micrometer Si MOSFET. There is also a need to develop an
AC model to explore RF circuit performance of a MOSFET.

In the article, a comparative study has been made to
explore the circuit parameters, and the results have been
verified through the characterization. As device dimen-
sions are scaled down, the long channel device character-
istics are no longer retained. In order to retain the long-
channel characteristics of submicrometer devices, it is
proposed to incorporate the various SCEs such as narrow
channel effect, mobility degradation effect, subthreshold
degradation, substrate effect, and fringing field effect.

The microwave characteristics of short-gate-length
MOSFET in terms of S parameters have been reported
incorporating various effects such as substrate effect,
fringing field effect and the effect of gate and drain con-
tact pads. The results so obtained show that the circuits
with shorter-gate-length devices are useful in RF circuit
models. Since the analysis relates the intrinsic network
parameters to the basic device physical parameters, it
should be possible to exploit them not only for calculation
of RF circuit performance of various types of MOS tran-
sistors but also to improve the device performance
through proper design and optimization of the structure
itself. Later, an analytical model of MOSFET for the drain
characteristics is presented to show its variation with
gate–source voltage. Besides this, a small-signal analysis

is carried out incorporating the SCEs and the effect of gate
distributed inductance.

A detailed study of AC analysis of MOSFET from its
current equations, obtained from analyzing the current
continuity equation, is presented next. The design of RF
CMOS ICs requires MOS transistor models that are ac-
curate up to and beyond the gigahertz range. Simple ex-
pressions for Y parameters and S parameters are derived
from the physics of the device incorporating the CLM ef-
fect, which is generated from decreasing the channel
length and provides an additional AC output current.
Therefore this effect enhances the output conductance.
The model gives a better insight into the device frequency
behavior at HF and for a direct extraction of RF model
parameters. Modified expression of scattering parameters
is also presented, including the fringing field effect and the
effect of distributed gate inductance. The results so ob-
tained show that the circuits for a short-channel-length
device are useful in microwave frequency applications.

In Section 5, the parasitic resistance for a FOLD struc-
ture is considered as a combination of two buried-channel
MOSFETs in series with an enhancement-mode MOSFET.
Further, an analytic Id–Vd model is also developed and the
impact of series resistance on drain current is studied. It is
found that the FOLD MOSFET has better current driv-
ability than does the LDD MOSFET. Transconductance,
drain conductance, channel resistance, cutoff frequency,
and transit time are also studied. It is observed that the
FOLD structure shows results better than those for the
LDD structure because of reduced series resistance. An
analytical model has been presented to characterize the 1/
f and GR noise in the FOLD MOSFETs operating in the
linear region. The 1/f noise model is developed on the basis
of oxide-trap-induced carrier number and surface mobility
fluctuations. The model takes into account the longitudi-
nal and transverse field-dependent mobility and the series
resistance of the n� region. It is observed that the noise is
less in FOLD MOSFET because of the lesser voltage drop
in the n� region.

BIBLIOGRAPHY

1. J. E. Lilienfeld, Method and Apparatus for Controlling Elec-

tric Current, U.S. Patent 1,745,175 (Jan. 28, 1930); Canadi-
an application filed Oct. 1925; U.S. application filed Oct.
1926.

2. M. M. Attalla, E. Tannebuam, and E.J. Scheibner, Stabiliza-
tion of silicon surfaces by thermally grown oxides, Bell Syst.
Tech. J., 39:749–783 (May 1959).

3. D. Kahng and M. M. Attalla, Silicon-silicon dioxide field in-
duced devices, Solid State Device Research Conf. Pitts-
burgh, PA, June 1960; see also references such as D.
Kahng, A historical perspective on the development of
MOS transistor and related devices, IEEE Trans. Electron.

Devices ED-23:655–660 (1976); J. D. Meindl, Ultralarge
scale integration, ibid., ED-31:1555–1561 (1984).

4. J. P. Colinge, Silicon-on-Insulator Technology: Materials to

VLSI, 2nd ed. Kluwer Academic, 1997.

5. K.W. Chai and J. J. Paulos, Unified non-quasi-static
modeling of the long-channel four-terminal MOSFET for

MOSFET MODELING 3313



large- and small-signal analyses in all operating regimes,
IEEE Trans. Electron. Devices 36:2513–2520 (1989).

6. A. Goswami, A. Agrawal, M. Gupta, and R. S. Gupta, Ad-
mittance parameter extraction of short gate length MOS-
FET including substrate effect for microwave frequency
applications, Proc. Progress in Electromagnetic Research

Symp., Massachusetts (USA), 2000, pp. 1060.

7. J. J. Paulos and D. A. Antoniadis, Limitations of quasi-static
capacitance models for the MOS transistors, IEEE Electron.

Device Lett 4:221–224 (1983).

8. K. Lehovec and A. Slobodsky, Impedance of semiconductor-
Insulator-metal capacitors, Solid–State Electron. 7:59–79
(1964).

9. S. R. Hofstein, K. H. Zaininger, and G. Warfield, Frequency
response of the surface inversion layer in silicon, Proc. IEEE

52:971–972 (1964).

10. H. Preier, Different mechanisms affecting the inversion layer
transient response, IEEE Trans. Electron. Devices. 15:990–
997 (1968).

11. D. R. Frankle, Some effects of material parameters on the
design of space charge varactors, Solid–State Electron. 7:59–
79 (1964).

12. K. N. Ratnakumar and J. D. Meindl, Short-channel MOST
threshold voltage model, IEEE J. Solid–State Circ.
17(5):937–948 (1982).

13. A. S. Grove, E. H. Snow, B. E. Deal, and C. T. Sah, Simple
physical model for the space-charge capacitance of metal
oxide semiconductor structures, J. Appl. phys. 35:2458–2460
(1964).

14. C. T. Sah, R. N. Noyce, and W. Shockley, Carrier generation
and recombination in p-n junction characteristics, Proc.

IRE. 45:1228–1243 (1957).

15. A. S. Grove, B. E. Deal, E. H. Snow and C. T. Sah, Investi-
gation of thermally oxidized silicon surfaces using metal-ox-
ide-semiconductor structures, Solid-State Electron. 8:145–
163 (1965).

16. C. H. Choi, P. R. Chidambaram, R. Kamankar, C. F. Mach-
ala, Z. Yu, and R. Dutton, Dopant profile and gate geometric
effects on polysilicon gate depletion in Scaled MOS, IEEE

Trans. Electron. Devices 49(7):1227–1231 (July 2002).

17. S. Horiuchi and J. Yamaguchi, Diffusion of boron in silicon
through oxide layer, Jpn. J. Appl. Phys., 1:314–323 (1962).

18. E. Josse and T. Skotnicki, Polysilicon gate with depletion-or-
metallic gate with buried channel: what evil worse? IEDM

Techn. Digest, 1999.

19. H. G. Ansell, Networks of transmission lines and lumped
reactances, IEEE Trans. Circ. Theory. 11:214–223 (1964).

20. A. Van der Ziel and J. W. Ero, Small-signal high frequency
theory of field-effect transistors, IEEE Trans. Electron. De-

vices. 11:128–135 (April 1964).

21. R. S. Cobbold, Theory and Application of Field Effects
Transistors, Wiley-Interscience, New York, 1970, pp.
336–339.

22. P. J. V. Vandeloo and W. M. C. Sansen, Modeling of the MOS
transistor for high frequency analog design, IEEE Trans.

Comput. Aided Design, 8(7):713–723 (1989).

23. R. Pehlke, M. Schroter, A. Burstein, M. Matloubian, and M.
F. Chang, High-frequency application of MOS compact mod-
els and their development for scalable RF model libraries,
Proc. IEEE Custom Integrated Circuits Conf. 1998, pp
10.6.1–10.6.4.

24. J. R. Hauser, Small-signal properties of field-effect devices,
IEEE Trans. Electron. Devices. 12:605–618 (Dec. 1965).

25. B. Reddy and F. N. Trofimenkoff, FET high frequency anal-
ysis, Proc. IEE (Lond.), 113:1755–1762 (Nov. 1966).

26. J. A. Geurst, Calculation of high-frequency characteristics of
thin film transistors, Solid State Electron. 8:88–90 (1965).

27. W. Fischer, Equivalent circuit and gain of MOS field effect
transistors, Solid State Electron. 9:71–81 (1965).

28. D. B. Candler and A. G. Jordan, A small signal analysis of
insulated gate field effect transistor, Int. J. Electron. 19:181–
196 (1965).

29. D. H. Treleven and F. N. Trofimenkoff, MOSFET equivalent
circuit at pinch-off, Proc. IEEE. 54:1223–1224 (1966).

30. J. R. Burns, High-frequency characteristics of the insulated
gate field effect transistor, RCA Rev. 28:385–418 (1967).

31. M. B. Das, Generalised high frequency network theory of
field effect transistors, Proc. IEE. (Lond.) 114:50–59 (1964).

32. H. F. Jhantola and J. L. Moll, Design theory of a surface field
effect transistor, Solid-State Electron. 7:423–430 (1964).

33. V. P. Popov and T. A. Bickart, RC transmission line with
nonlinear controlled parameters-small-signal characteris-
tics, IEEE Trans. Circ. Syst. 21(2):268–270 (1974).

34. T. Kacprazak, The method for determination small-signal
admittance matrix of the RC transmission line with voltage-
controlled parameters, IEEE Trans. Circ. Syst. 27(4):318–
320 (1980).

35. Y. P. Tsividis, MOSFET modeling for analog circuit CAD:
problems and prospects, IEEE J. Solid State Circ. 29:210–
216 (1994).

36. H. J. Park, P. K. Ko, and C. Hu, A nonquasi-static MOSFET
model for SPICE-AC analysis, IEEE Trans. Comput. Aided

Design, 11(10):1247–1257 (1992).

37. M. Bagheri and Y. P. Tsividis, A small-signal dc-to high fre-
quency nonquasistatic model for four-terminal MOSFET
valid in all regions of operation, IEEE Trans. Electron. De-

vices. 32(11):2383–2391 (1985).

38. M. B. Das, High-frequency network properties of MOS tran-
sistors including the substrate resistivity effects, IEEE

Trans. Electron. Devices. 16(12):1049–1069 (1969).

39. L. S. Kim and R. W. Dutton, Modeling of the distributed gate
RC effect in MOSFET’s, IEEE Trans. Comput.-Aided Design.
8:1365–1367 (1989).

40. B. Razavi, R. H. Yan, and K. F. Lee, Impact of distributed
gate resistance on the performance of MOS devices, IEEE

Trans. Circ. Syst. I, Fund. Theory Appl. 41(11):750–754
(1994).

41. E. A. Allam and T. Manku, A small-signal MOSFET model
for radio frequency IC applications, IEEE Trans. Comput.-

Aided Design. 16(5):437–447 (1997).

42. A. Goswami, A. Agrawal, S. Bose, S. Haldar, M. Gupta, and
R. S. Gupta, Substrate effect dependent Scattering param-
eter extraction of short gate length IGFET for microwave
frequency applications, Microwave Opt. Tech. Lett.
24(5):341–348 (2000).

43. R. Sung, P. Bendix, and M. B. Das, Extraction of high-fre-
quency equivalent circuit parameters of submicron gate-
length MOSFET’s, IEEE Trans. Electron. Devices.
45(8):1769–1775 (1998).

44. B. M. Guy, Z. Ouarch, M. Prigent, R. Quere, and J. Obregon,
Direct extraction of a distributed nonlinear FET model from
pulsed I-V/pulsed S-parameter measurements, IEEE Micro-

wave Guided Wave Lett. 8(2):102–104 (1998).

45. S. Lee and H. K. Yu, A semi analytical parameter extraction
of a SPICE BSIM3v3 for RF MOSFET’s using S-parameters,
IEEE Trans. Microwave Theory Tech. 48(3):412–416 (2000).

3314 MOSFET MODELING



46. N. Camilleri, J. Costa, D. Lovelace, and D. Ngo, Silicon MOS-
FET, the microwave device technology for the 90s, IEEE
MTT-S Digest, 1993, pp. 545–548.

47. I. Yoshoda and M. Katsueda, Highly efficient 1.5 GHz band
Si power MOS amplifier module, IEICE Trans. Electron.
E78-C:979 (1995).

48. P. Yang and P. K. Chatterjee, SPICE modeling for small ge-
ometry MOSFET circuits, IEEE Trans. Comput.-Aided De-

sign, 1:169–182 (1982).

49. P. Yang, B. D. Epler, and P. K. Chatterjee, An investigation of
the charge conservation problem for MOSFET circuit simu-
lation, IEEE J. Solid-State Circ. 18:128–138 (1983).

50. G. Baccarani, M. R. Wordeman, and R. H. Dennard, Gener-
alised scaling theory and its application to 1/4 micrometer
MOSFET design, IEEE Trans. Electron. Devices, 31:452
(1984).

51. Y. Cheng, T. Sugif, K. Chen, and C. Hu, Modeling of small
size MOSFETs with reverse short channel and narrow
width effects for circuit simulation, Solid-State Electron.
41(9):1227–1231 (1997).

52. R. S. Gupta and M. Bhatia, Inverse Narrow width effect and
small geometry MOSFET threshold voltage model, IEEE

Trans. Electron. Device, ED-40(3):681 (1993).

53. K. Ohe, S. Odanaka, K. Moriyama, T. Hori, and G. Fuse,
Narrow-width effects of shallow trench-isolated CMOS with
nþ -polysilicon gate, IEEE Trans. Electron. Devices. ED-
36(6):1110–1116 (June 1989).

54. R. Saleem, C. Thomas, S. Haldar, and R. S. Gupta, A fringing
field dependent 2-D model for non uniformly doped short
channel MOSFETs, Int. J. Electron. 86(4):381–390 (1999).

55. R.S. Gupta, Maneesha, M. K. Khanna, and S. Haldar, An
empirical, fringing capacitance threshold voltage model for
short channel MOSFETs, Solid-State Electron. 39:1687–
1691 (1996).

56. D. Lovelace, J. Costa, and N. Camilleri, Extracting small
signal model parameters of silicon MOSFET transistors,
IEEE MTT-S Tech. Digest, 1994, pp. 864–868.

57. A. A. Abidi, Low-power radio frequency IC’s for portable
communications, Proc. IEEE. 83(4):544–569 (1995).p

58. G. D. Dambrine, A. Cappy, F. Helidore, and E. Playez, A new
method for determining the FET small-signal equivalent
circuit, IEEE Trans. Microwave Theory Tech., 36:1151–1156
(1998).

59. A. Goswami, A. Agrawal, S. Haldar, M. Gupta, and R. S.
Gupta, Fringing field dependent small geometry MOSFET
model for radio frequency application, Proc. Int. Workshop

on Physics of Semiconductor Devices, New Delhi, India,
1999, Vol. II, pp. 568–571.

60. C. H. Chen, M. J. Deen, Z. X. Yan, M. Schroter, and C. Enz,
High frequency noise of MOSFETs II experiments, Solid-

State Electron. 42(11):2083–2092 (1998).

61. A. Goswami, A. Agrawal, C. T. Thuruthiyil, M. Gupta, and
R.S. Gupta, Small-signal analytical MOSFET model for mi-
crowave frequency applications, Microwave Opt. Tech. Lett.
25(5):346–352 (2000).

62. N. D. Arora, MOSFET Models for VLSI Circuit Simulation,
Springer-Verlog, Vienna/New York, 1993.

63. G. Sodhini, P. K. Ko, and J. L. Moll, The effect of high fields
on MOS device and circuit performance, IEEE Trans. Elec-

tron. Devices. 31(10):1386–1393 (1984).

64. C. E. Biber, M. L. Schmartz, and T. Morf, Improvements on a
MOSFET model for nonlinear RF simulation, IEEE MTT-S

Digest, Denver, CO, 1997, pp. 865–868.

65. G. A. Hoile and H. C. Reader, Nonlinear MOSFET model for
the design of RF power amplifier, Proc. IEE. 139(5):574–580
(1992).

66. S. Lee and H. K. Yu, Accurate high-frequency equivalent
circuit model of silicon MOSFET, Electron. Lett.
35(17):1406–1407 (1999).

67. A. Goswami, M. Gupta, and R. S. Gupta, Analysis of scat-
tering parameters and thermal noise of a MOSFET for its
microwave frequency applications, Microwave Opt. Technol.

Lett. 31(2):97–105 (Oct. 20, 2001).

68. Y. Tsividis and G. Masetti, Problems in the precision mod-
eling of the MOS transistor for analog application, IEEE

Trans. Comput. Aided Design. 3:72–79 (1984).

69. H. J. Park, P. K. Ko, and C. Hu, A charge-conserving non-
quasistatic MOSFET model for SPICE transient analysis,
IEEE IEDM Tech. Digest, 1988, pp. 110–113.

70. E. Ward and R. W. Dutton, A charge-oriented model for MOS
transistor capacitances, IEEE J. Solid-State Circ. 13:703–
707 (1978).

71. W. Budde and W. H. Lamfried, A charge sheet capacitance
model based on drain current modeling, IEEE Trans. Elec-

tron. Devices. 37:1678–1687 (1990).

72. M. F. Barciela, P. J. Tasker, Y. C. Roca, M. Demmler, H.
Massler, E. Sanchez, C. C. Francos, and M. Schlechtweg, A
simplified broad-band large-signal nonquasistatic table-
based FET model, IEEE Trans. Microwave Theory Tech.
48(3):395–405 (2000).

73. S. Y. Oh, D. E. Ward, and R. W. Dutton, Transient analysis of
MOS transistors, IEEE J. Solid-State Circ. 15(4):636–643
(1980).

74. C. Turchetti and G. Masetti, A CAD-oriented analytical
MOSFET model high accuracy application, IEEE Trans.

Comput.-Aided Design. 3(2):117–122 (1984).

75. H. J. Park, P. K. Ko, and C. Hu, A non -quasistatic MOSFET
model for SPICE, IEEE IEDM Tech. Digest, 1987, pp. 652–
655.

76. R. Gharabagi and M. L. Nokali, Quasi-static model for the
capacitances in short-channel MOSFETs, Int. J. Electron.
68(2):181–193 (1990).

77. A. Goswami, A. Agrawal, M. Gupta, and R. S. Gupta, High
frequency Y-parameters analysis of small geometry MOS-
FET for microwave frequency applications, Proc. Int. Symp.

Recent Advances in Microwave Technology, Malaga, Spain,
1999, pp. 125–129.

78. M. Nokali and H. Miranda, A simple model for an MOS
transistor in saturation, Solid-State Electron. 29:591 (1986).

79. S. M. Sze, Physics of Semiconductor Devices, 2nd ed., Wiley,
New York, 1981, pp. 480–482.

80. Y. Cheng et al., BSIM3 Version 3 User’s Manual, Univ. Cal-
ifornia, Berkeley, Memo UCB/ERL M97/2, 1997.

81. Robert F. Pierret, Modular series on solid state devices, in
Field Effect Transistors, Academic Press, Vol. IV, 1983.

82. S. H. M. Jen, C. C. Enz, D. R. Pehle, M. Schroter, and B. J.
Sheu, Accurate modeling and parameter extraction for MOS
Transistor valid up to 10GHz, IEEE Trans. Electron. Devic-

es. 46(11):2217–2227 (1999).

83. G. Sodhini, P. K. Ko, and J. L. Moll, The effect of high fields
on MOS device and circuit performance, IEEE Trans. Elec-

tron. Devices. 31(10):1386–1393 (1984).

84. A. Goswami, A. Agrawal, M. Gupta, and R. S. Gupta, Ex-
traction of small-signal model parameters of silicon MOS-
FET for RF applications, Microwave and Opt. Tech. Lett.
27(5):352–358 (Dec. 2000).

MOSFET MODELING 3315



85. A. Goswami, Substrate Effect Dependent Scattering Param-

eters Extraction and Small-Signal MOSFET Circuit Analy-
sis for Microwave Frequency Applications, Ph.D.
dissertation, Univ. Delhi, New Delhi, India, 2000.

86. S. Ogura, P. Tsang, W. Walker, D. Critchlow, and J. F. Shep-
ard, Design and characteristics of the LDD insulated gate
field-effect transistor, IEEE Trans. Electron. Devices. ED-
27:1359 (1980).

87. P. J. Tsang, S. Ogura, W. W. Walker, J. F. Shepard, and D.
Critchlow, Fabrication of high performance LDD MOSFETs
with oxide-sidewall spacer technology, IEEE Trans. Elec-

tron. Devices. ED-29: pp. 590 (1982).

88. E. Takeda, H. Kume, Y. Nakagome, T. Makino, A. Shimizu,
and S. Asai, An As-P (n�–nþ ) double diffused drain MOS-
FET for VLSI, IEEE Trans. Electron. Devices. ED-30:652
(1983).

89. C. Duvvury, D. A. Baglee, M. C. Smayling, and M. P. Duane,
Series resistance modeling for optimum design of LDD tran-
sistors, IEDM Tech. Digest, 1983.

90. D. A. Baglee, C. Duvvury, M. C. Smayling, and M. P. Duane,
Lightly doped drain transistors for advanced VLSI circuit,
IEEE Trans. Electron. Devices, ED-32(5):896 (1985).

91. G. S. Huang, and C. Y. Wu, An analytic I-V model for lightly
doped drain (LDD) MOSFET devices, IEEE Trans. Electron.

Devices. ED-34:1311–1322 (June 1987).

92. M. Inuishi, K. Mitsui, S. Kusunoki, H. Oda, K. Tsukamoto,
and Y. Akasaka, Gate capacitance characteristics of gate/n�

overlap LDD transistor with high performance and high re-
liability, IEEE IEDM Tech. Digest, 1991, pp. 371–374.

93. R. Shrivastava and K. Fitzpatric, Simple model for the over-
lap capacitance of a VLSI MOS device, IEEE Trans. Elec-

tron. Devices. ED-29:1870–1875 (1982).

94. C. Y. Wu and Y. W. Daih, An accurate mobility model for the
I-V characteristics of n-channel enhancement-mode MOS-
FETs with single-channel boron implantation, Solid-State

Electron. 28(12):1271 (1985).

95. F. Matsuoka, K. Kasai, H. Oyamatsu, M. Kinugawa, and K.
Maeguchi, Drain structure optimization for highly reliable
deep submicrometer n-channel MOSFET, IEEE Trans. Elec-

tron. Devices. ED-4:420–425 (1994).

96. S. L. Jang, S. S. Liu, and C. J. Sheu, A compact LDD MOS-
FET I-V model based on nonpinned surface potential, IEEE

Trans. Electron. Devices. ED-45(12):2489–2498 (1998).

97. A. Kumar, E. Kalra, S. Haldar, and R. S. Gupta, A new an-
alytical model to determine the drain-source series resis-
tance of FOLD MOSFET, Semicond. Sci. Technol. 14:489–
495 (1999).

98. H. W. Ott, Noise Reduction Techniques in Electronic Sys-

tems, Wiley-Interscience, New York, 1976.

99. A. Van der Ziel, Noise in Solid State Devices and Circuits,
Wiley-Interscience, New York, 1986.

100. K. M. van Vliet and J. R. Fasset, Fluctuations due to elec-
tronic transitions and transport in solids, in R. E. Burgess,
ed., Fluctuation Phenomena in Solids, Academic, Press,
New York, 1965, p. 267.

101. A. D. van Rheenen, G. Bosman, and C. M. van Vliet, De-
composition of generation recombination noise spectra in
separate Lorentzians, Solid-State Electron. 28:457 (1985).

102. F. N. Hooge and L. Ren, On the generation–recombination
noise, Physica. B191:220 (1993).

103. F. N. Hooge and L. Ren, On the variances of generation–re-
combination noise in a three-level system, Physica B,
B193:31 (1994).

104. K. Amberiadis and A. van der Ziel, 1/f noise in diffused and
ion implanted MOS capacitors, Solid State Electron.
26:1009–1071 (1983).

105. T. G. M. Kleinpenning and A. H. de Kuijper, Relation be-
tween variance and sample duration of 1/f noise signals, J.

Appl. Phys. 63:43 (1988).

106. A. L. McWhorter, 1/f noise and germanium surface proper-
ties, in Semiconductor Surface Physics, Univ. Pennsylvania
Press, Philadelphia, 1957, p. 207.

107. Z. H. Fang, S. Christoloveanu, and A. Chovet, Analysis of
hot carrier induced aging from 1/f noise in short channel
MOSFETs, IEEE Electron. Device Lett. EDL-7:371–373
(1986).

108. K. S. Rails et al., Discrete resistance switching in submi-
crometer silicon inversion layers: Individual interface traps
and low frequency (1/f) noise, Phys. Rev. Lett. 52(3):228
(1984).

109. C. Surya and T. Y. Hsiang, Surface mobility fluctuations in
metal-oxide semiconductor field-effect transistors, Phys. Rev.
35(12):6343 (1987).

110. R. Jayaraman and C. G. Sodini, A 1/f noise technique to
extract the oxide trap density near the conduction band edge
of silicon, IEEE Trans. Electron. Devices, ED-36:1773
(1989).

111. K. K. Hung, P. K. Ko, C. Hu, and Y. C. Cheng, A unified
model for the flicker noise in metal-oxide-semiconductor
field-effect transistors, IEEE Trans. Electron. Devices. ED-
37(3):654–665 (March 1990).

112. A. D’Amico and P. Mazzetti, eds., Proc. 8th Int. Conf. Noise in

Physical Systems, and the 4th Int. Conf. on 1/f Noise, Rome,
Sept. 1985; North-Holland, Amsterdam, 1986.

113. Z. Celik-Butler and T. Y. Hsiang, Spectral dependence of 1/fg
noise on gate bias in N-MOSFETS, Solid-State Electron.
30:419–423 (1987).

114. G. Reimbold, Modified 1/f trapping noise theory and exper-
iments in MOS transistors biased from weak to strong in-
version-Influence of interface states, IEEE Trans. Electron.
Devices. ED-31:1190 (1984).

115. A. Hartstein, A. B. Fowler, and M. Albert, Temperature de-
pendence of scattering in the inversion layer, Surf. Sci.
98:181 (1980).

116. S. C. Sun and J. D. Plummer, Electron mobility in inversion
and accumulation layers on thermally oxidized silicon sur-
faces, IEEE Trans. Electron. Devices. ED-27:1497 (1980).

117. T. H. Ning and C. T. Sah, Theory of scattering of electrons in
a nondegenerate semiconductor-surface inversion layer by
surface-oxide charges, Phys. Rev. B 6:4605 (1972).

118. S. Christensson, I. Lundstrom, and C. Svensson, Low fre-
quency noise in MOS Solid transistors-I theory, Solid-State

Electron. 11:797 (1968).

119. A. Kumar, E. Kalra, S. Haldar, and R. S. Gupta, 1/f noise of
fully overlapped lightly doped drain MOSFET, IEEE Trans.

Electron. Devices. 47(7):1426–1429 (July 2000).

120. A. Kumar, An Analytical Model of Hot Carrier Immunized

submicron Fully Overlapped Lightly Doped Drain MOSFET
for VLSI/ULSI Applications, Ph.D dissertation, Univ. Del-
hi, New Delhi, India.

121. S. L. Jang, Analytical low-frequency 1/f noise model for
lightly doped drain MOSFETs operating in the linear re-
gion, Solid-State Electron. 36(6):899–903 (1993).

122. S. L. Jang, H. K. Chen, and M. C. Hu, Low-frequency 1/f
noise model for short channel LDD MOSFETs, Solid-State

Electron. 42(6):891–899 (1998).

3316 MOSFET MODELING



123. L. D. Yau and C. T. Sah, Theory and experiments of low fre-
quency generation-recombination noise in MOS transistors,
IEEE Trans. Electron. Devices. ED-16:170–177 (1969).

124. C. T. Sah, The equivalent circuit model in solid state elec-
tronics, Parts I and II, Proc. IEEE, 55:654–684 (May 1967).

125. S. L. Jang and P. C. Chang, Low-frequency noise character-
istics of lightly doped drain MOSFETs, Solid-State Electron.
36(7):1007–1010 (1993).

MULTIBEAM ANTENNAS

PETER BALLING

ASC, Antenna Systems
Consultant, ApS

Taastrup, Denmark

A multibeam antenna (MBA) may be defined as an anten-
na with the ability to generate multiple independent
beams simultaneously from a single aperture. MBAs
play an increasingly important role. They add more func-
tions to the systems that they are a part of, increase the
capacity of communications systems, preserve the avail-
able frequency spectrum and other limited assets, and re-
duce interference.

This article is divided into three parts:

1. An introductory part (Sections 1–3) that briefly re-
views MBAs for radar, satellite, and mobile base
station applications and presents simple guidelines
for the preliminary antenna sizing. We discuss the
implementation of MBAs focusing on the beamform-
ing techniques, giving a number of examples mainly
from the satellite antenna field.

2. The central part (Section 4), which reviews the prob-
lem of forming simultaneous multiple beams from a
common antenna aperture. Much of the early work
considered arrays and investigated the limitations
and implementation of passive MBA networks. Sep-
arate sections discuss the Stein limit of the maxi-
mum efficiency possible of an MBA and means to
finding passive networks that will realize the Stein
limit. The results are extended to array-fed reflector
antennas considering also quasiorthogonal beams
and dual- and multimode antenna systems.

3. The final part (Section 5), which considers array-fed
offset reflector antenna systems, presenting simple
design formulas and discussing performance limita-
tions due to scan aberrations and polarization effects
caused by the reflector offset. This part ends with a
review of compensated dual-offset reflector antenna
systems.

1. MULTIBEAM ANTENNA (MBA) APPLICATIONS

MBAs find use, for example, in radar and communication
systems, with some typical beamshapes outlined in Fig. 1.
A radar may need to illuminate a large sector in elevation
with several beams of different widths, see the 1D eleva-

tion pattern cut in inset of Fig. 1a. A narrow high-gain
beam is used near the horizon toward distant targets, with
increasingly wider beams at higher elevation angles to-
ward closer targets. This provides total coverage in eleva-
tion with a single antenna with a small number of beams.

Communication and broadcast satellites have beams
tailored to the areas they serve on Earth. The service area
is often served by several smaller beams to increase the
antenna gain to meet the link budget and/or to increase
the communications capacity of the satellite. Beams that
are isolated spatially or by polarization can reuse the
same frequency band, multiplying the communications
capacity by the number of beams using the same band.
Modern communication satellites in the geostationary or-
bit implement this frequency reuse by beams in two or-
thogonal polarizations, namely, either left-hand and right-
hand circular polarization or two perpendicular linear po-
larizations. This technique requires a low level of cross-
polarization in the service area and is termed frequency
reuse by polarization isolation. Satellites with a large cov-
erage reuse the frequency band by spatially separated co-
polarized beams. Then, the sidelobes falling in the
frequency reuse areas must be low, and we talk about fre-
quency reuse by sidelobe isolation. The 2D pattern con-
tours in the inset of Fig. 1b indicate a global
telecommunication coverage with two large ‘‘hemi’’ beams
indicated by the solid line in one hand of polarization and
two smaller ‘‘spot’’ beams indicated by the dotted line in
the orthogonal hand of polarization.

Mobile communication satellites and satellites in lower
Earth orbits designed to work with simpler terminal an-
tennas on the ground use only a single polarization. These
satellites often provide a large number of contiguous spot
beams of simple shapes, and current mobile satellites may
implement a large number of frequency reuses. The inset
of Fig. 1c shows about 70 circular footprints and the total
frequency bandwidth divided into seven subbands or col-
ors indicated by numbers 1–7. Each subband may then be
reused about 10 times.

Cellular mobile or wireless systems with omnidirec-
tional antennas mimic this pattern of multiple spot beams
with a base station serving each cell. Cells placed suffi-
ciently far apart can reuse the frequency band. By shrink-
ing the cells and deploying more base stations, the total
communication capacity can in principle be increased al-
most indefinitely. However, this has been found to be a
costly and difficult approach except in special dense areas.
Therefore, advanced mobile base stations implement mul-
tiple beams either by switching between multiple fixed
beams in azimuthal sectors or by using smart or adaptive
antenna technology, ultimately allowing a single mobile
user to be tracked by the base station. Mobile communi-
cations are complicated by the fact that the signal, partic-
ularly in urban areas, may propagate not only along the
line of sight but also along multiple paths providing strong
fading and other degradations, or there may be no direct
signal. Multibeam base station antennas reduce multi-
path effects compared to omnidirectional antennas. Alter-
natively, smart antennas such as MIMO (multiple-input/
multiple-output) systems may use the multipath interfer-
ence to establish multiple independent paths between the
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base station and the mobile station. This requires more
complex antenna systems also on the mobile terminal
and signal processing [1,2]. MIMO systems are currently
subject to intense research as a means to increase the
communications capacity, but will not be dealt with in this
article.

The inset of Fig. 1d illustrates the 1D pattern cuts of a
base station antenna system consisting of three 7601 sec-
tor antennas with five beams each. Dotted and full lines
are used as in inset (a) to distinguish adjacent beams.
Some imperfections are evident:

1. The beams are not confined to the desired coverages,
but extend into adjacent coverage areas via the fi-
nite-gain rolloff and sidelobes. This represents a
power loss and an interference if beams reuse the
same frequency band.

2. The beamshapes are not constant within their cov-
erages, but intersect at a lower level, the crossover
level, which often is at least 3 dB below the peak
level. Thus, the quality of service will depend on the
location in the coverage area even disregarding scat-
tering and shadowing objects between the base sta-
tion and the mobile terminal.

Similar imperfections due to gain rolloff, sidelobes, and
other factors exist for the radar and satellite scenarios.
Increasing antenna size and complexity can reduce the
imperfections, but may result in unacceptable high costs
and difficulties in accommodating the antenna system on
the platform.

2. ANTENNA SIZING

The minimum gain that an MBA achieves over its service
area depends on many factors such as the extent of the
area and antenna size and complexity. Often a prelimi-
nary design must carried out to assess the achievable per-
formance. Some crude estimates may be obtained from
tables for linear and circular aperture distributions pre-
sented in most antenna textbooks. See Milligan’s book [3]
for a large collection. These tables apply to antenna aper-
tures that are large compared to the wavelength as the
obliquity or Huygens’ factor is neglected. Table 1 summa-
rizes for a circular aperture of diameter D normalized with
the wavelength l the amplitude taper, the amplitude taper
loss Lap, the half-power beamwidth Dy3, and the location
y0 of the first null versus the level of the first sidelobe
below peak level. The first line of the table applies to a

 (a)  (b)

 (c)  (d) 

Figure 1. Examples of multibeam antenna
applications and patterns: (a) 1D elevation
pattern traces of search radar antenna; (b) 2D
contours of satellite multiple contoured beam
antenna; (c) 2D footprints of satellite multiple
spot beam antenna; (d) 1D azimuth pattern
traces of mobile base station antenna system.
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uniformly illuminated aperture, where the on-axis direc-
tivity is

Do¼
pD

l

� �2

Ranges are given for the tapered illuminations. The
lower limit corresponds to truncated Gaussian distribu-
tions and the upper limit, to the Hansen single-parameter
distribution. These distributions are not optimum. (No
null location is indicated for the Gaussian distribution
with 40 dB sidelobe level where the inner sidelobes merge;
the Gaussian distribution is not suitable for low sidelobe
levels.) The table shows how lower sidelobes require a
stronger aperture taper and result in a directivity loss and
a wider beam. If the directivity and the beamwidth are to
be maintained, a larger antenna is required. The differ-
ence y0–Dy3/2 indicates the minimum separation between
beams reusing the same frequency band. Hansen [4] and
Duan and Rahmat-Samii [5] discuss more distributions
also applicable to elliptical apertures. Table 2 summarizes
properties of the Taylor circular n-bar distribution, which
offers narrower beam and lower taper loss for the same
peak sidelobe level than those presented in Table 1. It is
derived from the uniform distribution by adjusting the
first zeros near the main beam to provide n-bar roughly
equal sidelobes at the specified level near the main beam.
Farther out sidelobes decay as those of the uniform pat-
tern. The values of n-bar in Table 2 have been chosen so
that no peak occurs at the edge of the aperture. Antenna
tolerance effects due to the array excitation errors, reflec-
tor surface errors, and other anomalies degrade in partic-
ular sidelobe levels. To implement a peak sidelobe level of
35 dB, it may be necessary to design for 40 dB or even
lower sidelobes.

For a circular spot-beam coverage as in Fig. 1c, losses
due to amplitude taper and beam crossover must be sub-
tracted. Depending on the technology other losses due to

scan, spillover, tolerances, non-orthogonality of beams,
mismatch, and other factors must be subtracted. Finally,
Ohmic losses must be subtracted to obtain the antenna
gain. For shaped-beam and contoured-beam coverages as
in Figs. 1a and 1b, the relation between minimum gain
and antenna size is more complex, but some simple ex-
pressions have been given by Badessi [6] and Balling [7]
for contoured-beam antennas. Badessi derived an expres-
sion for the minimum coverage area directivity

MCAD¼
41253

Aþ 67:5C=ðD=lÞ

where A is the area in square degrees and C the contour
length in degrees of a contoured beam. This expression
neglects the effect of sidelobe isolation. DiFonzo [8] de-
rived an expression for the reflector diameter required to
achieve a sidelobe isolation of 27–30 dB between two fre-
quency reuse areas

D¼
100l
s

where s is the spacing between the two areas in degrees.

3. MBA IMPLEMENTATION

Array antennas and phased-array antennas are useful
when the multiple beams cover a large angular field of
view as in the case of radars, mobile base stations, and
satellites in low and medium Earth orbits. Chapters in
books by Mailloux [9] and Hansen [4] and Section 4 of this
article treat multibeam array antennas, including the cru-
cial problem of how to feed the array by a suitable beam-
forming network (BFN). For applications with a limited
field of view as in the case of geostationary satellites, ar-
rays are used as feeds in lens and in particular in offset-fed
reflector antenna systems as discussed in book chapters
by Ricardi [10] and Rusch et al. [11] and in Section 5 of this
article. Satellite applications pose special problems due to
the extreme environment during launch and in space and
the long lifetimes and high reliability required—see the
book by Kitsuregawa [12] and the book chapter by Han
and Hwang [13]. Array-fed quasioptical systems provide
the ultimately simple MBA when a single feed generates a
beam so that no BFNs are required. In general, the feed
array of a quasioptical system is smaller and has a smaller
BFN than the corresponding direct radiating array.

A fundamental distinction exists between passive an-
tennas with the RF amplification (transmitter or receiver)
prior to the input of the BFN and active antennas with
amplifiers at the radiating elements or distributed at
various levels in the BFN. Active antennas allow higher
losses and more flexibility in the beamforming and are
required when the beamforming occurs at an intermediate
frequency or by one of the more recently developed tech-
niques such as optical and digital beamforming. Radar
array antennas often use transmit/receive modules with
power amplifier for transmit, low-noise amplifier (LNA)
for receive, transmit/receive switch, variable attenuation,

Table 2. Properties of Taylor Circular n-Bar Aperture
Distribution versus Sidelobe Level

Sidelobe (dB) n-Bar Taper (dB) Lap (dB) Dy3/(l/D)1 y0/(l/D)1

25 3 8.1 0.36 66.1 83.9
30 4 10.7 0.72 68.7 91.7
35 5 13.0 1.09 71.6 100.3
40 6 1.48 74.6 109.4

Table 1. Properties of Circular Aperture Distributions
versus Sidelobe Levela

Sidelobe (dB) Taper (dB) Lap (dB) Dy3/(l/D)1 y0/(l/D)1

17.6 0 0 59.0 69.9
20 4.3–4.5 0.09 61.7–61.8 75.1–86.5
25 10.7–12.4 0.50–0.60 66.3–67.3 85.2–86.5
30 14.9–19.3 0.92–1.19 69.8–72.2 94.2–97.9
35 17.8–25.8 1.23–1.75 72.3–76.8 101.9–109.5
40 24.4–32.0 2.00–3.08 78.4–81.0 �121.1

aLower limit is truncated Gaussian and upper limit, Hansen one-param-

eter distribution.

MULTIBEAM ANTENNAS 3319



and phase shift integrated with the radiating elements.
Switching between receiving and transmit functions to
use the same beamforming components for transmit and
receive cannot be used in communication systems that re-
ceive and transmit continuously. Books by Kumar [14] and
by Litva and Lo [15] discuss optical beamforming (OBF)
and digital beamforming (DBF).

In OBF the RF signals are converted to optical signals
by modulators or by direct modulation of laser diodes. The
beamforming is carried out by an optical processor or a
fiberoptic network that can provide the time delays re-
quired for wideband phased-array antennas. Photodetec-
tors recover the RF signals after the beamforming.
Alternatively, a coherent optical network may be used.
Advantages includes small size and mass, wide band-
width, flexible arrangement of the fibers, and low electro-
magnetic interference. Disadvantages are the power
consumption and the significant conversion losses from
RF to optical and back. OBF is expected to find use in ad-
vanced wireless communications and in radars.

DBF is conceptually very simple and at the same time
the ultimately capable approach. On receive, the RF sig-
nal is low-noise-amplified at each radiating element and
converted to a digital stream by analog-to-digital (A/D)
converters preserving the phase information. A digital
processor applies the array antenna weights on the digi-
tal streams using either precalculated weights stored in
the processor or, in smart systems, weights calculated by
an adaptive algorithm to optimize some performance cri-
terion or to track each single mobile terminal. Advantages
include the very high flexibility at the level of the channels
in a communication system and the ability to reset exci-
tations to compensate, for example, for amplifier failures
and component variations over temperature and age. The
antenna may be upgraded by uploading new software and
reconfigured by uploading new weights. Disadvantages
include the high power consumption and the huge
requirements to the high-speed digital processor for
wideband signals. DBFs find use on board mobile commu-

nications satellites as discussed by Brain [16] and in radar
antennas, and is a key technology for advanced mobile
communications systems with and without MIMO [17].
Current DBF systems operate mainly at lower bands (L
and S bands and below) and require lots of coaxial cable
for interconnections. Some use of optical fiber links could
be useful. Figure 2 illustrates the principal components of
an active satellite receive/transmit DBF antenna system.
The active transmit antenna part is discussed in more de-
tail below.

Special problems relating to active antennas are to

* Achieve the required dynamic range
* Have amplifiers in adjacent paths track each other in

amplitude and phase
* For active transmit antennas, limit the generation of

intermodulation products while retaining an accept-
able efficiency.

All carriers may be present in each power amplifier,
which typically is a solid-state power amplifier (SSPA),
and strict requirements to the linearity apply. This limits
the amplifier efficiency achievable even though advanced
linearization techniques are used. In contrast, passive an-
tennas are often used in systems where the total frequen-
cy bandwidth is divided into channels, and the power
amplification takes place channel by channel with at
most very few carriers present in a channel. Then, the
linearity requirements are less and the power amplifica-
tion can be carried out at a much higher efficiency. In sat-
ellite communications, highly efficient traveling-wave
tube amplifiers (TWTAs) are still being used, in particu-
lar with geostationary satellites at C and Ku band and
above. One drawback of the channelized system is that
output multiplexers (OMUXs) are required to combine
the channels before the antenna beam ports. The inser-
tion loss of the OMUX and the transmission lines required
must be included when active and passive antenna

Tx antennaD/As

MPAs

.

.

.

.

.

.

.

.

.

PAs PAs Butler matrix

or

Butler matrixButler matrix

Rx antenna LNAs A/Ds

processor

where a 4-by-4 MPA:

Digital

Figure 2. Simplied layout of active DBF receive/
transmit reflector antenna system with multiport
amplifiers on transmit. The diagram indicates
LNAs, analog-to-digital converters (A/Ds), digital
processor, digital-to-analog converters (D/As),
power amplifiers (PAs), and ONETs.
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systems are compared. Nevertheless, channelized systems
with passive antennas remain—since their introduction
with Intelsat IV in 1971—popular with satellite operators
as a satellite channel or transponder is a convenient
unit to lease to service providers short of leasing the full
satellite.

Satellites in low Earth orbits like Globalstar and
Iridium at L and S bands often use active direct radiat-
ing arrays [18,19]. The mechanically steerable electroni-
cally zooming Ku-band antennas foreseen for Skybridge
would keep the cell lattice fixed on Earth during the pass
of the satellite [20]. The Globalstar and Iridium cell
lattices move with the satellite requiring more handovers
between beams. Lier and Jacomb-Hood [21] advocated
active phased arrays for geostationary C- and Ku-band
satellites. The active array allows more a compact low-
power BFN technology with variable MMIC (microwave
monolithic integrated circuit) and MEMS (microelectro-
mechanical system) components. Figure 3 and 4 show a
diagram and a photo of the Ku-band active Tx array BFN
for the French Stentor technology satellite program. The
photo shows the three beam ports, some MMICs, and some
of the 48 output ports.

The SSPAs are located on the lower face of the radiat-
ing panel close to the radiating elements. In an active
multibeam transmit antenna it is desirable to operate all
power amplifiers at nominal power under all beam loading
conditions to achieve optimum efficiency and minimize in-
sertion phase variations. For multibeam transmit reflector
antennas, this has led to the development of the semiac-
tive antenna systems or multiport antenna systems de-
scribed by Roederer [22]. The feed array elements are not
directly connected to power amplifiers, but separated from
them by Butler matrix-type networks as indicated in
Fig. 2. Typically 4� 4 or 8� 8 Butler matrices are used.
The output (Butler) networks (ONETs) are always

required and must have low loss. The input (Butler) net-
works (INETs) are optional. By controlling the phases of
the low-level equal-amplitude signals at the power ampli-
fier inputs, the output power can be directed to the select-
ed feeds to generate multiple pencil or contoured beams.
DBF makes these beams reconfigurable.

Passive antenna technology is still very useful, in par-
ticular for geostationary satellite systems at C and Ku
band and above, where wide frequency bands are used. An
ultimate simple multibeam reflector antenna concept re-
quiring no BFNs has become popular for Ka-band appli-
cations with each beam in a lattice as shown in Fig. 1c
generated by a single feed; the feeds are distributed

Figure 4. Stentor Ku-band active Tx array BFN with three fully
reconfigurable beams over 48 output ports. (Courtesy of Alcatel
Space.)
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Figure 3. Diagram showing principle of Sten-
tor Ku-band active Tx array BFN. (Courtesy of
Alcatel Space.)
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among three to four offset reflectors increasing the feed
diameter by a factor of

ffiffiffi
3
p
�

ffiffiffi
4
p

, compared to the single-
reflector case. The larger feed provides acceptable values
of beam crossover losses and spillover losses [23].

In the general case each beam requires a BFN to excite
a cluster of feeds. Many different BFN technologies are
available such as rectangular waveguide, rectangular co-
axial line, stripline, and microstrip. The main require-
ments are that it should be possible to make couplers and
other components, the losses should be low for a passive
antenna, the BFN must be able to handle the power re-
quired, the BFN must be stable with temperature, and the
mass and volume must be acceptable. Waveguide is gen-
erally used at Ku band and above, and TEM line at C band
and below. The literature on components in these technol-
ogies is very extensive, and excellent CAD software is
available. Uher et al. [24] have published a book dedicated
to waveguide BFN components. Multipaction and passive
intermodulation (PIM) must be addressed in any high-
power feed system—passive or active. Electrostatic dis-
charge (ESD) may be a problem on a more general level.
Consult Kitsuregawa’s book [12] and other sources avail-
able. Otherwise, no fundamental problem should exist for
fixed passive BFNs where array elements are used by only
a single beam. The case where many array elements are
used by more than one beam in the same polarization is
the subject of the next section.

Antennas with reconfigurable beams where the BFN
includes variable components have attracted much atten-
tion. This is an area where active antenna systems have
considerable advantages over passive antenna systems.
The active antenna performs the beamforming at low
power levels, and compact MMIC or MEMS components
or DBF technology can be used. A reconfigurable passive
antenna must incorporate variable BFN components in
the BFN at high power level on transmit and low loss on
both transmit and receive. For passive antenna like the
DSCS III lens antennas, Ricardi [9] discusses BFNs with
ferrite circulator switches and variable ferrite phase shift-
ers and power dividers. Attempts to transform the ferrite

technology to civilian applications have not been satisfac-
tory. The ACTS 30- and 20-GHz Cassegrain reflector an-
tenna systems use BFNs with latching ferrite waveguide
switches to implement hopping spot beams [25]. The
ACTS antenna subsystem is also unique by the high re-
flector surface accuracy (0.075 mm RMS for the 20-GHz
3.3-m main reflector) to implement frequency reuse by
sidelobe isolation in the Ka band and the polarization sen-
sitive subreflector systems to implement frequency reuse
by polarization isolation. International satellites since In-
telsat V have implemented reconfigurability by electrome-
chanical coaxial or waveguide switches in the BFN.
Kobayashi et al. [26] further developed the switched re-
configurability concept by combining small fixed sub-
BFNs by switch couplers on the beam port side. The con-
cept requires a minimum of variable BFN components and
has been used on more recent satellites; see Bornemann et
al. [27] and Paus et al. [28] for examples. Figure 5 illus-
trates an international communication satellite with re-
configurable coverages where the two hemi beams in the
one hand of polarization are fixed, but the zone beams
in the other hand of polarization may be changed by
switches. This allows a satellite to be reconfigured for op-
eration in different ocean regions. The BFNs are arranged
in different layers of TEM line networks behind the feed
array as indicated on the right side of the figure. Figure 6
shows one of the network layers and Fig. 7, a complete
antenna system including BFNs, feed array, and reflector
tested in a large compact range.

With satellite lifetimes of 13 years and more, reliability
and availability are key issues. Variable BFN components
and in particular active components are of concern. It is
common practice to require redundancy for active compo-
nents such as LNAs, SSPAs, and TWTAs. Similar concerns
apply to mobile base station antenna systems as their
complexity increases. During winter in cold climates, ac-
cess may be difficult for long periods or even relatively
short outages may be unacceptable. There is a large cost
incentive in reducing the amount of maintenance required
for a large number of widely dispersed base stations.
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Figure 5. International C-band hemi/
zone beam coverages on the left-hand
side and a diagram of the reconfigurable
BFNs and the feed array on the right-hand
side. (Courtesy of EADS Astrium.)
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4. ORTHOGONAL BEAMS

The problem of forming simultaneous multiple beams
from a common aperture has received considerable inter-
est. Much of the work considered arrays and in particular
linear arrays and aimed at determining properties and
limitations of the multibeam antenna networks assumed
to be passive and their impact on the antenna perfor-
mance. Many of the findings also apply to reflector anten-
nas where the space feed mechanism may be viewed as a
generalized network. One important antenna inefficiency
to be added for reflectors is the feed array spillover loss. As
already discussed, active antennas can overcome some of
the inefficiencies of passive antennas, but at some cost.

Much of the work was carried out very early and is
published in papers from 1961 and 1962. Shelton and
Kelleher [29] found that the best multibeam pattern

configuration for a linear array of N elements occurs
when the beams are equally spaced and the number of
beams is equal to the number of elements. A scattering
matrix analysis showed that the antenna network is loss-
less for only uniform illumination. Allen [30] extended the
analysis and showed that unless one is willing to accept
losses in addition to the normal Ohmic losses, the complex
array factor of the beams must be mutually orthogonal
over a period of the array factor. Kahn and Kurss [31]
further extended the work demonstrating that the lossless
network of the linear multibeam array results in some
unique features; if the N beams shall be similar, the an-
gular spacing between the beams is fixed. If the beams are
not required to be similar, aperture illuminations will still
have uniform phase progressions, but sinusoidal and co-
sinusoidal amplitude tapers generated by superposition of
uniform distributions are possible.

White [32] showed that in a lossless passive antenna
radiating multiple beams from a common aperture, the
beams must be orthogonal in space so that the radiation
pattern and the crossover levels cannot be specified inde-
pendently. This result applies both to array antennas and
to reflector antennas. White presented as examples 1D
patterns from uniform, cosine, and cosine-squared distri-
butions of width D. The beams for uniform distribution
and sidelobe level 13.2 dB must be spaced l/D in u¼ sin y
space to be orthogonal with a crossover level of 3.9 dB.
With cosine illumination, the beams with sidelobe level
23.0 dB must be spaced 2l/D, and the crossover level must
be 9.5 dB. With cosine-squared distribution and 31.5 dB
peak sidelobe level, the beam spacing must be 3l/D and
the crossover level must be only 15.4 dB. If one is forced to
reduce the spacing to obtain satisfactory crossovers, the
beams couple and the network will be lossy. White pro-
posed three methods for solving this problem:

1. Split aperture decoupling

2. Resistive circuit decoupling

3. Active circuit decoupling

These solutions remain valid. Dividing the beams be-
tween several apertures is the solution being adapted in
Ka-band satellite multibeam antenna systems with beams
generated by single feeds distributed between three to
four reflectors as described by Rao [23]. White proposed a
decoupling networks with 3-dB hybrids and matched
loads. For a 2D lattice of beams with cosine illumination
and l/D spacing with 2.1 dB crossover in the principal
planes and 4.2 dB crossover in the diagonal plane, one-
fourth of the power is radiated and three-fourths dissipat-
ed. For the cosine-squared illumination in both planes,
only 9

64th of the power is radiated for the l/D spacing. An
active antenna with the amplification taking place at the
array element before the resistive network overcomes
these losses. On transmit, they occur at low level, and on
receive, they do not affect the sensitivity.

4.1. The Stein Limit

Stein [33] quantified the effect of nonorthogonal beams
and determined a fundamental limitation—the Stein

Figure 7. International C-band Tx hemizone antenna system
mounted on a satellite mockup during compact range tests. (Cour-
tesy of EADS Astrium.)

Figure 6. International C-band Tx TEM-line network layer with
branchguide couplers. The scale is indicated by the human foot in
the lower left corner. (Courtesy of EADS Astrium.)
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limit—of the maximum efficiency possible of an MBA.
Stein considered a linear passive MBA network with M
ports generating M beams. If the kth beam port is excited
with a signal of unity power and all other beam ports ter-
minated by matched loads, the complex vector far field is
given by

Ekðy;fÞ ¼qkRkðy;fÞ
e�jkr

r

Here Rkðy;fÞ is termed the kth beam pattern and nor-
malized such that

Z

O
R�kðy;fÞ .Rkðy;fÞdO¼ 1

Then the total radiated power of the kth beam is

Pk¼

Z

O
r2E�kðy;fÞ .Ekðy;fÞdO¼ jqkj

2

With unit power incident, |qk|2 represents the radia-
tion efficiency of the kth beam, and 1�|qk|2 network
losses and power reflected back at all the beam ports. Giv-
en the M beam patterns, Stein defined as a measure of the
beam overlaps the set of beam coupling factors

bkj¼

Z

O
R�kðy;fÞ .Rjðy;fÞdO

Here bkk¼1 from the normalization, and also bkj¼ b�jk
and |bjk|r1. Stein pointed out that the beam coupling
factors do not define beam coupling simply in terms of
overlap of the amplitude patterns. The fact that the beam
patterns are complex-valued can be extremely important
since variations in phase in the product being integrated
can cause the integral to vanish even though the ampli-
tude patterns may be identical. One such instance can oc-
cur when the locations on the radiating structure of the
major currents exciting two beams are sufficiently dis-
joint. If a set of currents gives rise to a beam Rkðy;fÞ and
this set of currents is translated the distance d, the new
beam will have the form Rkðy;fÞ exp(jkd sin c), where c is
the angle between the observation direction and the di-
rection of translation. Another example is that of a ‘‘dual-
mode antenna’’ where the phase patterns of two beams
with overlapping amplitude patterns vary differently to
make the integral vanish.

When all beam ports are excited with input signals xk,

the total radiated power is

Prad¼
XM

k¼ 1

XM

j¼ 1

x�kq�kbkjqjxj

Stein’s limit, based on the Hermitian and positive semi-
definite properties of the matrix with elements
Gkj¼ q�kbkjqj, states that the largest eigenvalue of this ma-
trix cannot exceed unity: max gkr1.

Stein provided several examples. A simple and impor-
tant result is obtained for the case when all beams have

equal radiation efficiencies, qk¼ q for all k. Then the
eigenvalues of the matrix with elements Gkj are linearly
related to the eigenvalues of the beam coupling matrix
with elements bkj by gk¼|q|2bk, and the Stein limit
becomes |q|2r1/max bk. Thus, the limitation on the
radiation efficiency is determined directly from the beam
overlap via the beam coupling matrix, independent of
the MBA network. Since for all diagonal elements bkk¼

1, the sum of the diagonal elements (the trace of the ma-
trix) is M. For any Hermitian matrix the sum of the eigen-
values equals the trace of the matrix. Thus, the largest
eigenvalue must be equal to or exceed unity and |q|2r1
with |q|2

¼ 1 possible only if all eigenvalues are equal.
This requires that all off-diagonal elements bkj vanish, or
that all beams be mutually orthogonal as previously point-
ed out by Allen and White. With two beams with equal
radiation efficiencies, the eigenvalues are b1,2¼17b12 and
the upper bound of the radiation efficiencies is for
Re(b12)40

jqj2 �
1

1þ b12

The beam coupling factor for a uniformly illuminated
line source of width D is

b12¼ sinc
pDðu1 � u2Þ

l

Both Mailloux [9] and Hansen [4] provide more exam-
ples of beam coupling factors and further discussion. The
beam coupling factor integral over the far field can be
replaced by a summation of array excitation for omnidi-
rectional array elements. Quite different beam overlap
factors can be obtained for beams that differ only in their
sidelobe structure, but have almost identical mainlobes.
The same apply to the phase patterns that are seldom
specified in a design. Most of the information on beam
coupling factors applies to cases with a constant pattern
phase.

4.2. MBA Network Realization

More recently DuFort [34,35] addressed the problem of
finding a passive BFN that will realize the Stein limit. The
first paper investigated the formation from a large linear
array of a large number of identical low sidelobe beams in
the Butler matrix directions with l/D spacing, but with
tapered distribution as considered previously by White.
DuFort derived a simplified version of Stein’s limit for this
case: ‘‘The maximum efficiency possible is the ratio of the
average to the peak value of the aperture power distribu-
tion.’’ The network synthesis is based on Butler matrix
networks with weights (attenuators and phase shifters)
placed between the outputs of the Butler matrix and the
array elements. The basic Butler matrix consists of 3-dB
hybrid couplers and phase shifts and produces orthogonal
beams with uniform excitations spaced U¼ l/D apart.
Such beams and networks were considered by others
[29,30,32] as discussed above. Figure 8 outlines an 8� 8
Butler matrix network. The literature on Butler matrices
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is very extensive [4,9,36]. DuFort showed that the
optimum Stein limit efficiency can be achieved by placing
attenuators in the array aperture. The network imple-
ments the optimum efficiency of 1

2 for the cosine distribu-
tion in the 1D array as does White’s network with hybrids
and matched loads on the input of the orthogonal matrix
network. In an alternative synthesis, DuFort placed the
control elements on the input of the Butler matrix. This is
advantageous when the number of beams is less than the
number of array elements as in a limited scan case—in
particular when an active antenna is used to compensate
the beam coupling losses. A design with two types of 1–3
power dividers so that each beam uses three adjacent
Butler matrix beams realizes a cosine squared on a ped-
estal with the optimum efficiency |q|2

¼ ((2þa)2
þ 2)/(4þ

a)2, where a is the pedestal height. For the case of no ped-
estal, DuFort’s network achieves the optimum efficiency of
3
8 for the linear array, as does White’s two-stage network.
The extension to Taylor n-bar distributions is more diffi-
cult and does not yield optimum results.

The second paper by DuFort [35] generalized the
synthesis procedure. The desired complex radiation
patterns or aperture distributions shall be specified, but
can be arbitrary. The analysis leading to Klein’s limit is
extended into a synthesis procedure for the case of the
general linear array. The analysis uses a weighted corre-
lation matrix derived from the excitations specified
over N array elements for M beams and specified weights
for the efficiencies. The beam with the best efficiency
is numbered one, and the others are allowed relative de-
graded efficiencies. Thus, DuFort’s correlation matrix is a
hybrid between Stein’s beam coupling matrix with ele-
ments bkj and the matrix with elements Gkj¼ q�kbkjqj mod-
ified by the complex beam efficiency factors qk. The
synthesis is formulated in terms of the M eigenvalues lm

and eigenvectors Cm of the correlation matrix. The syn-

thesis procedure is expressed as a product of three matri-
ces E, T and Uw, where the superscript w denotes a
conjugate transpose matrix. The E matrix is an M�N
matrix derived from the specified excitations, the efficien-
cy weights, and the correlation matrix eigenvectors and
eigenvalues. The T matrix is an M�M diagonal matrix
with elements

ffiffiffiffiffiffiffiffiffiffiffiffiffi
lm=l1

p
. The U matrix is an M�M diag-

onal matrix whose columns are the eigenvectors Cm. The
overall network is composed of three subnetworks—one
subnetwork for each of the three matrices. The operation
of the T network may be performed by attenuatorsffiffiffiffiffiffiffiffiffiffiffiffiffi
lm=l1

p
between the input ports of the E network closest

to the array elements and the output ports of the Uw net-
work. DuFort proposed to synthesize the E and the Uw

networks as Blass matrix networks and provided a syn-
thesis procedure.

Figure 9 illustrates a Blass matrix network with eight
feed ports and three beam ports. The network consists of
directional couplers and phase shifters. Each beam is
formed by a series-fed network. If the couplers have
good isolation, the network for the beam closest to the
array elements can be designed independent of the other
beams. Other beams have spurious excitations due to the
networks in front of them. For small coupling values, the
magnitude of the spurious beams is reduced. The network
suffers from losses in the loads terminating each line de-
pending on how large coupling values are allowed at the
end of the lines. The network can incorporate true time
delays so that the beams will not squint with frequency
as opposed to Butler matrix networks. See Butler [36],
Hansen [4], and Mailloux [9] for further information on
the network.

While DuFort had mainly radar applications as in
Fig. 1a in mind, Wood [37] considered a satellite mobile
application with beams in a hexagonal lattice as in Fig. 1c.
Wood provided a simple formula to estimate the MBA
orthogonality loss. A direct radiating array with N array
elements provides M beams with array excitations ci

j for

 

−45° −45° −45° −45°

−68° −68°−23° −23°

U 5U −3U 3U −5U 7U −U−7U

Figure 8. An 8�8 Butler matrix network with 3-dB hybrid cou-
plers and phase shifts in degrees.

1

3

2

Figure 9. Blass matrix network with eight feed ports and three
beam ports.
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the jth element and the ith beam. By comparing the total
array input power for the case where a beam is radiated at
the time to the case where all beams are radiated simul-
taneously, Wood proposed the MBA average efficiency

ZMBA ¼

PM
i¼ 1

PN
j¼ 1 ci

jc
i�
j

max
PM

i¼ 1

PM
k¼ 1

PN
j¼ 1 ci

jc
k�
j

with a ‘‘cophasal beam’’ condition to maximize the denom-
inator. A direct radiating array with 19 rectangular radi-
ating elements in a hexagonal lattice with a Blass matrix
network as in Fig. 9 is required to generate seven beams in
a hexagonal lattice. Networks were designed for a 6.8 dB
amplitude taper and a range of array aperture sizes.
Table 3 summarizes the results comparing versus maxi-
mum aperture dimension D and crossover level the or-
thogonality loss predicted by the average efficiency ZMBA

with the network efficiency ZBFN derived from the power
dumped in the line terminations. The table also lists the
largest coupling value in the networks and indicates that
the networks are 0.2–0.3 dB less efficient than predicted
by ZMBA. Wood attributed this difference to be representa-
tive of networks that avoid the 0 dB coupling limit and
require the same total load power for each beam. Because
of asymmetries in the beam overlap and in the network
itself, it may be necessary to have a different total load
power for each beam if the average efficiency ZMBA is to be
achieved. Varying the aperture taper from 0 to � 9.5 dB
for the 10.3l aperture increases the crossover level from
6.2 to 4.9 dB and improves the first sidelobe from 14.8 to
23.9 dB below peak, but also degrades ZMBA from � 0.1 to
� 3.4 dB. The change in edge taper and sidelobe level de-
grades the networks efficiency by 3.3 dB even though the
crossover level is improved only by 1.3 dB. In addition, the
aperture efficiency is reduced by 0.5 dB.

Wood compared the array antenna with a 10.3l-diam-
eter offset reflector with seven feeds to generate the seven
beams using one feed per beam. For the reflector antenna,
the orthogonality loss mechanism is the spillover that oc-
curs when part of the feed radiation is not intercepted by
the reflector. The reflector antenna provided a crossover
level of 6.4 dB and a spillover loss of 2.2 dB. This may be
compared by the orthogonality loss of 2.0 dB derived from
ZMBA for the 19-element array with the same edge taper.

4.3. Quasiorthogonal Beams

We assume an array-fed reflector antenna system with a
network generating excitations sets for M beams over

N feeds. The excitation sets are given by vectors ci¼

ðci
1; . . . ; c

i
NÞ for i¼ 1, y, M, where the excitations are nor-

malized to unity power ði:e:;
PN

j¼ 1 ci
jc

i�
j ¼ 1Þ. If the network

exists and is reciprocal and all ports are matched and iso-
lated on both the feed and beam port side, the scattering
matrix would take the form

b1

..

.

bN

bNþ 1

..

.

bNþM

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>=

>>>>>>>>>>>>>;

¼

0 � � � 0 c1
1 � � � cM

1

..

. ..
. ..

. ..
.

0 � � � 0 c1
N � � � cM

N

c1
1 � � � c1

N 0 � � � 0

..

. ..
. ..

. ..
.

cM
1 � � � cM

N 0 � � � 0

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>=

>>>>>>>>>>>>>;

a1

..

.

aN

aNþ 1

..

.

aNþM

8
>>>>>>>>>>>>><

>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>=

>>>>>>>>>>>>>;

where the port numbering begins on the feed port side.
The specified excitation sets may have been determined by
excitation optimizations separate for each beam and will
then act as a reference solution for the multibeam antenna
system. Depending on the specified excitation sets, the
scattering matrix may not be realizable. If so, this will be
corrected in an iterative procedure that changes the exci-
tation sets as discussed below. For now we assume that
received signals specified by the vector ðci�

1 ; . . . ; c
i�
NÞ equal to

the complex conjugated ith excitation set are input on the
feed ports. Then, the signal output on the kth beam port is

bi
Nþ k¼

XN

j¼ 1

ck
j ci�

j

For a lossless orthogonal network bi
Nþ i¼ 1 and bi

Nþk¼ 0
for kai. For a nonorthogonal network, the power jbi

Nþ ij
2

represents the desired signal while the other power terms
jbi

Nþ kj
2 represent beam coupling losses due to the nonor-

thogonality of the network. This beam coupling loss (BCL)
may be expressed by a set of beam port efficiencies. For the
ith beam port we obtain the efficiency

Zi
BCL¼

jbi
Nþ ij

2

PM
k¼1 jb

i
Nþkj

2

The procedure is repeated for all beam ports applying
each time the appropriate complex-conjugated excita-
tion set. For two identical excitation sets, b1

Nþ 1¼b1
Nþ 2¼

b2
Nþ 1¼ b2

Nþ 2, and the beam coupling loss is 3 dB. The
expression for Zi

BCL is an alternative to Wood’s MBA aver-
age efficiency, but it provides an efficiency for each beam
port rather than the average efficiency.

If the beam port efficiencies Zi
BCL are applied to the ap-

propriate excitation sets in an iterative multibeam exci-
tation optimization, the beam coupling loss will be traded
off in the pattern optimization to achieve the best overall
performance. A good starting point is the excitations de-
rived for the case where the beams are provided by ded-
icated antennas. The quasiorthogonal excitations may be
most useful when only a few feeds are shared between the
beams and some losses can be tolerated. Unfortunately

Table 3. Average Efficiency gMBA and Network Efficiency
gBFN versus Aperture Dimension D and Crossover Level
for Blass Matrix Network

D (l)
Crossover Level

(dB)
ZMBA

(dB)
ZBFN

(dB)
Largest Coupling

(dB)

7.7 2.9 �4.1 �4.4 2.8
9.0 4.0 �3.3 �3.5 0.8
10.3 5.4 �2.5 �2.8 1.3
12.9 8.9 �1.4 �1.6 2.3
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there is no direct way of synthesizing the corresponding
quasiorthogonal network apart from following the proce-
dures outlined by DuFort and Wood. The network synthe-
sis problem is addressed again at the end of the next
section.

4.4. Dual- and Multimode Antennas

Previously, communications satellite contoured-beam re-
flector antenna systems were often so-called dual-mode
antennas providing two identical beams in the same po-
larization—one beam used by the even numbered chan-
nels and the other by the odd numbered channels to relax
the output multiplexer requirements. The Arabsat C-band
transmit antenna described by Han and Hwang [13] is an
example of a dual-mode antenna. Figure 10 outlines the
principles of the antenna BFN with a 2–4 dual-mode con-
verter with the even- and the odd-mode input ports and
four sub-BFNs to connect to 13 circular waveguide feeds.
The dual-mode converter consists of four quadrature hy-
brids and linelengths to provide the even- and the odd-
mode excitation sets. The Arabsat BFN was implemented
in barline technology (air stripline with solid conductor)
and used ‘‘ratrace’’ couplers and not branchline couplers
as indicated in the figure. The Arabsat BFN was divided
into four network layers with the two layers closest to the
feeds containing the four sub-BFNs for each of the two
hands of circular polarization. The two last layers contain
the dual-mode converters—one layer for each polariza-
tion. The connections between the layers eliminate the
crossing lines in Fig. 10.

The sub-BFNs reduce the complexity of the dual-mode
converter. The design of a general 2–13 converter is
difficult, and the network will large requiring 23 hybrid

couplers with many paths through the network between
the input and the output ports. The pathlengths must be
approximately equal if the network is to operate over any
significant bandwidth. A dual- or multimode converter
synthesis procedure exists, but it provides a single-fre-
quency design with no control of the coupling factors and
the linelengths. The 2–4 converter with four hybrids is
popular as it often provides a good tradeoff between per-
formance and complexity. A more general converter is ob-
tained by replacing the crossing lines between the four
hybrids by a fifth hybrid—in particular if the coupling
factors and linelengths are optimized as part of the exci-
tation optimization. Then, the dual-mode converter usu-
ally has almost no impact on antenna performance.
Sometimes 2–3 converters with only three hybrids are
used providing sub-BFN excitations with phase offsets
similar to (701, 7601, 71201) often resulting in notice-
able pattern degradations. A single hybrid is the ultimate
simple dual-mode converter, but with phase offsets similar
to (701, 7901) at the two output ports and often unac-
ceptable pattern degradations.

For linearly polarized antennas, the circular waveguide
feeds are often replaced by larger rectangular waveguide
feeds. This may replace a sub-BFN and several small feed
with a single large feed, or at least significantly reduce the
number of feeds per sub-BFN.

Another application of dual- or multimode antenna sys-
tems is to provide overlapping regional beams as in the
case of the MSAT mobile communication satellite, which
has six beams over North America and Hawaii. Four of the
beams overlap and use three 2–3 mode converters to share
feeds between adjacent beams [38]. A more complex sce-
nario with four overlapping ‘‘linguistic’’ beams tailored to
language zones in central parts of Europe was considered

−5.2 ±0°

Even

SubBFN 1 SubBFN 2 SubBFN 3 SubBFN 4

Odd

−7.0 ±135°−5.2 ±90°−7.0 ±45°

3.0 3.0

4.0 4.0

−11.2 ±0°

−11.0 ±0°

−10.7 ±0°

−12.4 ±0°

−16.7 ±45°

−10.4 ±45°

−10.6 ±45°

−11.2 ±90°

−10.6 ±90°

−8.7 ±90°

−9.7 ±135°

−11.1 ±135°

−17.9 ±135°

Figure 10. Dual-mode BFN with 2–4 dual-
mode converter and 4 sub-BFNs connected to
13 feeds. The figure shows the coupling factors
of the dual-mode converter hybrid couplers in
decibels and the excitations of the two modes
in decibels and degrees at the outputs of the
dual-mode converter and of the sub-BFNs.
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by LaFlame et al. [39]. This system required one 4–4, one
3–4, and one 2–3 mode converter. The 4–4 and 3–4 mode
converters are complex and cause significant pattern de-
gradations compared to the case with dedicated antennas
for each beam.

Several approaches are available for synthesizing a
dual- or multimode antenna. In one approach, the excita-
tions for the overlapping beams are optimized applying
orthogonality constraints, similar to

PN
j¼ 1 ck

j ci�
j ¼ 0 for kai

in the previous section between the excitations of the ith
and the kth beams. Applying an orthogonality constraint
directly to determine an excitation may not be the best
approach. LaFlame et al. [39] use the orthogonality con-
straint indirectly by at each step in the iterative excitation
optimization to improve only the beam with the worst
performance and modify the other beams so that they re-
main orthogonal. Alternatively, the orthogonality condi-
tion may be applied ‘‘softly’’ via the quasiorthogonal
excitations and beam port efficiencies Zi

BCL defined in the
previous section. In any case, the excitation optimization
should include sub-BFN arrangements adopted to simpli-
fy the network. Finally, a BFN must be found to realize the
optimized excitation sets. There is no unique solution to
this problem and typically the synthesis is carried out at a
single frequency. Available synthesis methods progress as
the Blass matrix network and Ruggerini’s diagonalization
BFN [40] along similar lines. First a network of hybrid
couplers and phase shifts is set up for the first beam. Then
a network is set up for the next beam behind the first net-
work. The second network attaches to the unused hybrid
coupler ports of the first network and is determined such
that it realizes the desired excitations at the feed ports in
the presence of the network in front. The procedure is re-
peated for any remaining beam.

The synthesized network may be overly sensitive to
component tolerances and bandwidth effects. A second
synthesis approach is to derive as simply as possible ap-
proximate excitation sets, such as by a quasiorthogonal
excitation optimization preferably identifying the most
promising sub-BFN arrangement. Then, a template net-
work is set up for the dual- or multimode part of the net-
work and the component values are optimized using
suitable models for the to fit the sub-BFN excitations
found in the previous step. For a complex scenario like
the MSAT scenario, several mode converting networks or
matrices may have to be defined. When suitable mode
converting networks with sufficient bandwidth have been
identified, their network models are input and optimized
in an overall excitations operating on the network compo-
nent variables and any other excitations to determine the
overall best antenna performance in terms of minimum
coverage area directivity, sidelobe isolation, and other pa-
rameters versus antenna size and complexity.

5. OFFSET REFLECTORS

The offset paraboloidal reflector has emerged as the most
popular quasioptic system used in multibeam antennas to
reduce the size and the complexity of the array and the
BFN for applications with a limited field of view as in the

case of geostationary satellites. The offset reflector is pre-
ferred to the center-fed reflector as the blockage by the feed
array and its support is eliminated, and the interaction
between the reflector and the feeds is reduced. The price
paid is a more complex structure, where the reflector asym-
metry generates a cross-polarization component for linear-
ly polarized feeds or a small beam squint away from the
offset plane for circularly polarized feeds—to the left for
right-hand circular polarization and to the right for left-
hand circular polarization when looking down the range.

As the array antenna far field is the Fourier transform
of the array aperture field, the reflector far field is essen-
tially the double Fourier transform or a replica of the feed
array aperture field apart from near-field effects, scan de-
gradations and a filtering of the feed array angular spec-
trum by the reflector aperture. While the beamsteering in
the array is carried out by phase control, the beamsteering
in the reflector is done by amplitude control and only the
feeds in the vicinity of the image in the focal plane of a
beam contribute to the beam. Thus, beams that do not
overlap will tend to use feeds in spatially separated re-
gions of the reflector focal plane. Beams away from the
boresight suffer from scan degradations, which ultimately
limit the angular region over which a reflector can be
used. Increasing the focal length to aperture diameter
(f/D) ratio reduces the scan degradations.

5.1. Multibeam Reflector Antenna Design

Book chapters by Rusch et al. [11] and Rahmat-Samii [41]
provide information on the design and analysis of reflector
antenna systems. The TICRA GRASP8/GRASP8W soft-
ware [42] has become the industry standard for reflector
antenna analysis. A number of simple beam models and
design rules are available for the initial multibeam reflec-
tor antenna tradeoff and layout [6,7,23,43,44]. A brief
summary is presented below.

We consider the offset paraboloidal reflector in Fig. 11
with aperture diameter D and focal length f. A number of

y  

a=D/2
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Focal plane
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z x, xf
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Side view Front view
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d1=dc+D/2
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Figure 11. Side and front views of offset reflector with focus at F,
apex at O, and xfyf focal plane.

3328 MULTIBEAM ANTENNAS



feeds placed in the tilted focal plane xf yf each generates a
pencil beam. If the maximum scan in the direction of the
feed array is yscan and the ray from the lower edge of
the reflector must clear the feed array by the angle yclear,
the reflector clearance or offset must be

dc¼ 2 f tan
yscanþ yclear

2

Different choices exist for the orientation of the feed
array in the offset reflector. Mittra et al. [45] showed that
the phase distortions of scanned feeds are minimized if the
feed array points toward the reflector surface point whose
projection into a plane perpendicular to the paraboloid
axis is the center of the projected aperture. This provides
the feed tilt angle

d¼ arctan
d1

f � d2
1=ð4f Þ

� �

Here we assume that the feed tilt angle is equal to the
offset angle yo bisecting the angle subtended by the upper
and lower reflector edges seen from the focus. This min-
imizes the spillover loss for the on-axis beam and slightly
reduces cross-polarization effects. The offset angle and the
subtended semiangle y� are determined from the offset
height and aperture diameter (or vice versa) by

dc¼ 2f tan
yo � y�

2

Dþdc¼ 2f tan
yoþ y�

2

For an f/D ratio of 1 and an offset as large as dc/D¼ 0.5,
the angle d is equal to 53.11 while yo and y� are 50.91 and
22.81, respectively.

A feed element located at (xj, yj) in the focal plane gives
rise to a pencil beam at (uj, vj) in antenna uv coordinates
where

uj¼ �
Bdf xj

f þd2
1=4f
�

l sinðyoÞ

4pf

vj¼
Bdf yj

f þd2
1=4f

Here Bdf is the beam deviation factor and d1 the offset of
the reflector center from the paraboloid axis. The denom-
inator f þd2

1=ð4f Þ is the distance from the focal point to the
reflector center and acts as the ‘‘effective’’ focal length of
the offset reflector. The second term on the right-hand side
of the equation for uj is the circular polarization beam
squint. The upper sign applies for right-hand circular po-
larization and the lower sign, for left-hand circular polar-
ization. No beam squint occurs for linear polarization
where the term is omitted.

The beam deviation factor Bdf depends on the aperture
illumination f (r). It may be derived from the expression

Bdf ¼

R a
0 f ðrÞ=ð1þ ðr=2f Þ2Þr3drR a

0 f ðrÞr3dr

derived by Ruze [46] under the condition of small feed
displacements. The beam deviation factors derived for a
center-fed reflector may be applied for an offset reflector if
a larger ‘‘effective’’ focal length is used for the offset re-
flector as in the expressions above relating the feed loca-
tion (xj, yj) and the beam location (uj, vj). Rusch et al. [11]
propose a slightly different ‘‘effective’’ focal length. For
uniform illumination, the closed-form expression

Bdf ¼ 32
f

D

� �4 D

f

� �2

�16 ln 1þ
ðD=f Þ2

16

 !" #

or . . .
1

16

D

f

� �2

. . .

is obtained. Table 4 lists a few values of Bdf versus f/D.
The feed spillover is important for multibeam reflector

antennas as it must be traded off with the crossover loss
between adjacent beams. For a Gaussian feed pattern with
a half 10-dB feed pattern beamwidth y10, the spillover loss
in dB is

Lspillover¼ 10 logð1� 10�ðy
�=y10Þ

2

Þ

As a beam is scanned away from the antenna boresight,
a gain loss and a beam widening occur due to phase errors
over the reflector aperture. The scan degradations depend
for a given scan angle yscan on the D/l ratio, the f/D ratio,
the offset angle yo, and the aperture illumination. Follow-
ing Dragone [47] and expanding the aperture phase errors
in a power series and neglecting terms of order higher
than 3, one obtains for the first-order scan loss in decibels
due to coma, astigmatism, and an aberration with three
periods in f

Lscan loss �LcomaþLastigmatismþL3

where

Lcoma¼AðaÞ
D

l
D

f

� �2

sin yscan

" #2

Lastigmatism¼BðaÞ
D

l
D

f
tan

yo

2
sin yscan


 �2

L3¼CðaÞ
D

l
D

f
tan

yo

2

� �2

sin yscan

" #2

Table 5 provides expressions for A(a), B(a), and C(a) and
numerical values versus edge taper for the aperture dis-
tribution aþ (1� a)(1� (r/a)2). The expressions are ap-
proximate and neglect the dependence of the scan loss
on the scan direction. A beam scanned away from the feed
array suffers a higher scan loss than does a beam scanned

Table 4. Beam Deviation Factor Bdf versus f/D Ratio for
Uniform Illumination

f/D 0.7 1.0 1.3 1.6
Bdf 0.922 0.960 0.976 0.984
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toward the feed array. Nevertheless, the expressions indi-
cate the impact of the antenna parameters on the scan loss
and show that the astigmatism is most important for prac-
tical antenna geometries. A physical optics reflector an-
tenna analysis program should be used to establish the
actual antenna performance, and the expressions should
be used only for qualitative comparisons. The scan loss is
not a loss in radiated power as the BFN loss and the spill-
over loss. It represents a loss in the resolution of the re-
flector due to the widening of the beams with increasing
scan angle. The scan loss of the center-fed reflector is for
the same aperture diameter, f/D ratio, and aperture illu-
mination order of magnitude less than that of the offset
reflector. The dominant scan aberration of the center-fed
reflector is coma, which has a minor impact on the scan
loss and mainly degrades the sidelobe performance. As the
total scan loss is determined by a combination of coma,
higher-order astigmatism, and spherical aberration, no
simple expression exists for the scan loss of the center-fed
reflector. Coma and astigmatism have ray optical inter-
pretations; coma is related to the region on the far-field
sphere with one or more rays from the feed reflected in the
reflector surface. Similarly, astigmatism is related to the
region with caustic effects where four edge-diffracted rays
occur [48]. This observation provides an alternative ex-
planation of why astigmatism for an off-axis feed is strong-
er in the offset reflector with its elliptical rim than in the
center-fed reflector, where caustic phenomena occupy
much smaller regions of the far-field sphere. It also
indicates that surface shaping is not likely to reduce the
astigmatism for the offset reflector. A dual-offset reflector
with conic or shaped surfaces is required to improve
the scan performance. Dual-offset reflectors with conic
surfaces are discussed in Section 5.3 of this article.
Albertsen et al. [49] compare different surface shaping
techniques of dual-offset reflector antennas for improving
the scan performance.

A beam generated by a single large feed in an offset
reflector will suffer from significant degradations if
scanned a sufficiently large number of beamwidths. Lam
et al. [50] show that by replacing the single large feed by a
cluster of smaller feeds with optimized excitations, the
scan degradations may be reduced considerably. For an
offset 108l reflector scanned 10 beamwidth, the optimum
directivity by a 7-element cluster and a 19-element cluster
is respectively 8 and 12 dB higher than that of a single
feed. When the feed cluster spacing is larger than 1l, the

directivity found by conjugate field matching is similar to
that found by optimization. For contoured beams gener-
ated by feed clusters, the excitation optimization may also
partially compensate the scan aberrations.

5.2. Cross-Polarization Effects

We have already encountered Adatia and Rudge’s [51] ap-
proximate formula for the circular polarization beam
squint in the offset reflector

cs¼ � arcsin
l sinðyoÞ

4pf

� �

stated to be accurate within 1.0% of the half-power beam-
width. The beam squint is to the left for right-hand circu-
lar polarization and to the right for left-hand circular
polarization.

For linear polarization, each feed generates two cross-
polar lobes, one on either side of the copolar beam center
in directions perpendicular to the offset plane. Jacobsen’s
‘‘reflector transformation’’ [52] gives for the ratio of the
peak cross-polarization level (Cross-polmax) to peak copo-
larization level (Copolmax) for a uniformly illuminated ap-
erture

Cross-polmax

Copolmax

� 0:36y� tan
yo

2

� �

The values yo¼ 35.231 for the offset angle and y*
¼

23.231 for the semiangle subtended by the reflector rim
give a ratio of � 27.2 dB. A similar expression, but with
0.36 replaced by 0.4 and y� by half the 10 dB feed beam-
width, was derived by Gans and Semplak [53] for reflector
aperture fields (and far fields for the feed beamwidth
small compared to y�). The cross-polar maxima occur
about 0.73 l/D radians from the copolar beam center and
have opposite phases in phase quadrature with the copo-
lar pattern. Several methods exist for reducing this cross-
polarization, including

* Long f/D ratio and small offset angle,
* Dual-gridded reflector with polarization sensitive

grid on the front shell and separate feed arrays for
the two orthogonal linear polarizations (e.g., see Raab
[54])

* Trimode feed horn including TM11 and TE21 mode as
proposed by Rudge and Adatia [55]

* Feed array aligned with the paraboloid axis and the
array factor squinted toward the offset reflector as
proposed by Jacobsen [52]

* Planar polarization screen between the feed arrays
and the reflector with either a parallel wire grid
forming the angle yo/2 with the xy plane as proposed
by Chu [56] or a curved wire grid with more degrees
of freedom for the screen tilt angle as proposed by
Dragone [57]

* Cross-polarization cancellation between adjacent ar-
ray feed elements with similar excitations as dis-
cussed by Balling et al. [58]

Table 5. Expressions and Numerical Values of Scan Loss
Factors versus Aperture Taper for a+ (1� a)(1� (q/a)2)
Distribution

Factor Expression 13 dB 10 dB 0 dB

A(a)
p2

2103 ln 10

1þ6aþ3a2

ð1þ aÞð1þ2aÞ
0.001963 0.002076 0.002325

B(a)
5p2

253 ln 10

1þ3a
1þ a

0.3048 0.3305 0.4464

C(a)
p2

29 ln 10

1þ4a
1þ a

0.01296 0.01441 0.02093
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* Compensated dual-offset reflector with conic surfaces
as discussed in the next section

* Dual-offset reflector with shaped surfaces to achieve
a circular or elliptical beam with low cross-polariza-
tion as described by several authors [59–62]

* Dual-gridded subreflector with a polarization-sensi-
tive grid on the front shell and a solid main reflector,
and separate feed arrays for the two orthogonal lin-
ear polarizations as in the case of the ACTS 30 and
20 GHz Cassegrain reflector antenna systems [25]

5.3. Compensated Dual-Offset Reflectors

The scan degradations and the high cross-polarization
levels for linear polarization of the offset reflector are re-
duced by a compensated dual-offset reflector antenna sys-
tem. Tanaka and Mizusawa [63] established a condition
that eliminates the linear polarization cross-polarization
due to the reflector offset by adjusting the angles g be-
tween the subreflector and the main reflector axis and c
between the feed and the subreflector indicated for the
offset Cassegrain and Gregorian systems in Fig. 12. A
dual-offset reflector may with some limitations be repre-
sented by its equivalent paraboloid. The offset angle of the
equivalent paraboloidal reflector is

tan
yo;eq

2
¼

e sinððc� gÞ=2Þþ sinððcþ gÞ=2Þ
e cosððc� gÞ=2Þþ cosððcþ gÞ=2Þ

where e is the eccentricity of the subreflector hyperboloid
or ellipsoid. The equivalent offset angle yo,eq can take on
any value, including zero. The condition yo,eq¼ 0, which
eliminates the cross-polarization and as shown by Dra-
gone [47] most first-order scan aberrations including
astigmatism, corresponds to a rotationally symmetric

equivalent paraboloid. The condition may be expressed as

tanc¼
ð1� e2Þ sin g
ð1þ e2Þ cos g� 2e

or in Adatia’s [51] simplified form

tan
c
2
¼M tan

g
2

where M¼ (eþ 1)/(e� 1) is the subreflector magnification.
This condition is sometimes referred to as the Mizugutch
condition as the paper by Tanaka and Mizusawa was not
initially noticed outside Japan. Mizugutch et al. [59]
spread the result and also present compact dual-offset re-
flector antenna systems with shaped surfaces for low
cross-polarization, but allowing the feed axis to be kept
parallel to the main reflector axis. Kitsuregawa and Mi-
zugutch use notations that differ from Adatia’s notation
adopted in this article. Kitsuregawa uses angles a¼ g and
b¼cþ g with an eccentricity that changes sign for hype-
rboloidal and ellipsoidal and for concave and convex sub-
reflectors. Mizugutch uses angles a¼c and b¼ g. In this
article, the eccentricity is always positive, but the angles
and the subreflector magnification may be negative. (An
exception occurs for Cassegrain systems that use the con-
cave branch of the hyperboloid. They are discussed below
and require that the sign of the eccentricity in the formu-
las above be changed.) The Gregorian antenna in Fig. 12
has g positive and c negative, whereas both angles are
positive for the Cassegrain antenna. The Gregorian sub-
reflector and main reflector are offset in opposite direc-
tions, making the Gregorian antenna more compact than
the Cassegrain antenna. A main drawback of the Grego-
rian geometry is the scattering and spillover from the up-
per subreflector edge affecting the antenna far field close
to the antenna boresight.

(b) Offset Gregorian antenna.

O
F2

F2

zs

zf

F1

F1

D

y

f

zf

z z

z
S

O

D

y

f
(a) Offset Cassegrainian antenna.
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Figure 12. Compensated offset Cassegrain
and Gregorian reflector antenna systems
with f/D¼1 for main reflector: (a) Cassegrain
system with M¼3, g¼8.451, and c¼25.001;
(b) Gregorian system with M¼ �3, g¼6.041,
and c¼ �18.001.
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Alternatively, the subreflector magnification may be
defined as the ratio of the equivalent paraboloid focal
length to the main reflector focal length

Meq¼
feq

f
¼

e2 � 1

e2 � 2e cos gþ 1

which differs from M for ga0.
The equivalent paraboloid is useful mainly for evaluat-

ing the case where the feed is placed at the focus and for
determining in a first approximation the relation between
feed positions in the focal plane and beam directions. The
equivalent paraboloid should not be used to determine the
scan degradations. For the offset Cassegrain and Gregori-
an systems in Fig. 12, rays for scanned beams will miss the
small sub-reflectors. It is necessary to increase the subre-
flector size and the reflector offsets to prevent blockage and
spillover. As described by Kitsuregawa [12], the subreflec-
tor and the feed array for scan angles as large as 7101 will
be several times larger than the main reflector for a Casse-
grain system. A Gregorian system can be more compact,
but the subreflector will still be large. For both offset
Cassegrain and Gregorian systems, the feed arrays can-
not be planar for large scan angles. Rusch et al. [64] have
evaluated the accuracy of the equivalent paraboloid for
predicting the performance of offset Cassegrain and Gre-
gorian antennas with a main reflector diameter of 100l,
subreflector diameter of about 20l, main reflector f/D ratio
of 0.625, subreflector magnifications of about 3 and –3, and
a feed taper of � 10 dB toward the subreflector rim. For
this case with no subreflector oversizing and the feed
placed at the hyperboloid/ellipsoid focus, the subreflector
diffraction causes a copolar loss of about 0.5 dB. The copo-
lar sidelobes agree fairly well down to 30 dB below peak.
Whereas the equivalent paraboloid predicts zero cross-po-
larization, the dual-reflector analyses predicts peak levels
of about 32 and 38 dB below copolar peak for the Casse-

grain and the Gregorian antenna, respectively. Under
scanned conditions, the agreement between the equivalent
paraboloid and the dual-reflector analyses deteriorates
rapidly. There are significant copolar differences for one
beamwidth of scan, and gross differences at two and four
beamwidths of scan. Thus, extreme care must be taken
when applying the equivalent paraboloid under scanned
conditions as would be required for multibeam antennas.

While classical offset Cassegrain and Gregorian sys-
tems can provide adequate performance for at least 10–12
beamwidths of scan within a 741 field of view, the front-
fed offset Cassegrain (FFOC) and side-fed offset Casse-
grain (SFOC) in Fig. 13 are good candidates for applica-
tions with scan angles as large as 7101. For these
systems, the subreflector is the concave branch of the
hyperboloid with the magnification M¼ (e� 1)/(eþ 1) less
than one. The feed arrays can be planar and will be small-
er than for the classical offset Cassegrain and Gregorian
systems. The subreflector size is comparable to that of the
main reflector, but in particular the front-fed configura-
tion allows a compact arrangement. Both the FFOC and
the SFOC have unique scan properties due to the large
focal length of the main reflector. The configurations seem
to have been identified first by Tanaka and Mizusawa [63]
and considered later by Dragone [65,66]. Makino et al. [67]
and J�rgensen et al. [68] provided the extension to 7101
scan angles for the FFOC and the SFOC, respectively. The
performance of the FFOC was experimentally validated
and compared with that of an classical offset Gregorian
with a large oversized subreflector.

For a 120l main reflector aperture and 101 (17 beam-
widths) scan, the SFOC scan loss is 2.1 dB in the worst
direction, which is better than that of the offset Gregorian
by 3 dB. The maximum linear polarization crosspolariza-
tion level of the SFOC is � 38.0 dB calculated and
� 34.0 dB measured compared to � 23 dB for the offset
Gregorian. The feed horn provides a reflector edge level
for the center beam of � 15 dB and the feed used in the
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Figure 13. Offset Cassegrain antenna sys-
tems: (a) front-fed offset Cassegrain with M¼
0.344, g¼ �123.611, and c¼ �65.371; (b) side-
fed offset Cassegrain with M¼0.383, g¼
�70.001, and c¼ �30.001.
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experiment had a cross-polarization level of about
� 40 dB. The FFOC performs even better with its larger
main reflector f/D ratio. Table 6 compares the calculated
FFOC and SFOC performance for the on-axis beam and
the 101 beams scanned upward, sideward, and downward
for 1.8l feeds in the FFOC and 2.1l feeds in the SFOC. For
each case, Table 6 lists the peak directivity, the change in
peak directivity from the on-axis beam, the peak sidelobe
level, and the peak cross-polarization level.

The small feeds provide crossover levels close to 3 dB
and would be used in a feed array where feeds are com-
bined with BFNs to provide multiple contoured beams.
Then, the high spillover losses of 4–5 dB on the feed ele-
ment level would be reduced. The SFOC and FFOC pro-
vide a very high performance comparable to the copolar
performance of single-offset reflectors with f/D ratios of
about 2.6 and 5.6, respectively. Increasing the reflector
diameter to 240l and 480l will increase the scan losses,
which then may be reduced by optimizing the reflector
surface shapes.

Only a limited number of FFOC and SFOC applications
have been reported. The capability has so far exceeded the
demand. Chandler et al. [69] proposed using four FFOCs
in the Ka band to provide global multibeam coverage from
a geostationary satellite using one feed per beam. While
the SFOC may be applied in the same role [70], its main
use has been for high-performance compact antenna test
ranges as described by Dudok [71]. The excellent scan
performance, low cross-polarization, and low diffraction in
the large subreflector make the FFOC an excellent choice
for this application, where it allows a large quiet zone to be
implemented.
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1. INTRODUCTION

An important electrical engineering theme, the topic of
wave propagation phenomena in multiconductor transmis-
sion lines (MTL) has been receiving attention since 1930
[1,2]. Interest in such a topic pervades many different ar-
eas where high-frequency regimes come into play, namely,
powerline transients and powerline communications,

crosstalk and electromagnetic compatibility problems,
electronic and microelectronic design, and packaging, as
well as, naturally, in RF and microwave engineering.

In recent times the subject of multiconductor transmis-
sion lines has been growing in importance, particular at-
tention being paid to the computation of the propagation
characteristics of printed-circuit boards, high-speed inter-
connects, microstrip lines, and other components, with
numerous applications in VLSI, MMICs, impedance-
matching networks, pulseshaping devices, filters, and
other microwave structures.

For an exact evaluation of transmission-line traveling-
wave solutions, hybrid-mode full-wave analysis is often
required. Nevertheless, quasistatic approaches based on
transverse electromagnetic (TEM) parameters are ordi-
narily used. The latter yield very good results provided
that two basic assumptions are fulfilled; the system’s
transverse dimensions are small compared to the operat-
ing wavelengths (higher-order modes excluded), and the
longitudinal electromagnetic field components (due to sys-
tem losses and dielectric inhomogeneity) are very small
compared to the transverse ones. These assumptions are
employed throughout this article, enabling the consistent
use of such concepts as voltages and currents.

2. VOLTAGES AND CURRENTS IN MTLs

A multiconductor transmission line is defined by a set of
nþ 1 conductors running parallel to a longitudinal axis
(z axis). Among the system conductors one of them is
ordinarily chosen for reference (ground conductor, conduc-
tor 0).

Conductor voltages and conductor currents are defined
at transverse planes (z constant). A function of t and z,
conductor k voltage is defined as the line integral of the
electric field vector E from conductor k to conductor 0, the
integration path s lying on the z plane

vkðz; tÞ¼

Z

_
k0

Eðx; y; z; tÞ .ds; for k¼ 1; 2; . . . ;n ð1Þ

A function of t and z, conductor-k current is defined as
the surface integral of the current density Jk flowing in
the conductor through its own cross section Sk, or, which is
equivalent, the line integral of the magnetic field vector H
along an arbitrary closed path sk encircling the conductor,
but, again, lying on the transverse plane

ikðz; tÞ¼

Z

Sk

Jk .uz dS

¼

I

sk

Hðx; y; z; tÞ .ds; for k¼ 1; 2; . . . ;n

ð2Þ

where uz denotes the unit vector in the direction of the
positive z axis (reference direction for positive currents).

The current intensity i0 flowing in the reference con-
ductor is not an independent variable, for it is related to

MULTICONDUCTOR TRANSMISSION LINES 3335

Next Page



59. Y. Mizugutch, M. Akagawa, and H. Yokoi, Offset dual reflector
antenna, Proc. IEEE Int. Symp. Antennas and Propagation,
Amherst, 1976, pp. 2–5.

60. N. C. Albertsen, Off-set Cassegrain antenna optimized for
frequency re-use, Proc. IEEE Int. Symp. Antennas and Prop-

agation, Stanford, 1977, pp. 448–451.

61. B. S. Westcott, ed., Shaped Reflector Antenna Design, Re-
search Studies Press, Letchworth, Hertfordshire, UK, 1983;
see also B. S. Westcott and F. Brickell, Dual offset reflectors
shaped for zero cross-polarisation and prescribed illumina-
tion, J. Appl. Phys. 12:169–186 (1979).

62. G. Bj�ntegaard and T. Petterson, An offset dual-reflector an-
tenna shaped from near-field measurements of the feed horn:
Theoretical calculations and measurements, IEEE Trans. An-
ten. Propag. AP-31:973–977 (1983).

63. H. Tanaka and M. Mizusawa, Elimination of cross-polariza-
tion in offset dual-reflector antennas, Electron. Commun. Jpn.
58B(12):71–78 (1975).

64. W. V. T. Rusch, Y. R.-S. A. Prata, Jr., and R. A. Shore, Der-
ivation and application of the equivalent paraboloid for clas-
sical offset Cassegrain and Gregorian antennas, IEEE Trans.

Anten. Propag. AP-38:1141–1149 (1990).

65. C. Dragone, Offset multireflector antennas with perfect pat-
tern symmetry and polarization discrimination, Bell Syst.

Tech. J. 57:2663–2685 (1978).

66. C. Dragone, Unique reflector arrangement with very wide
field of view for multibeam antennas, Electron. Lett. 19:1061–
1062 (1983).

67. S. Makino, Y. Kobayashi, and T. Katagi, Front fed offset
Cassegrain type multibeam antenna, Proc. IEEE Int. Symp.

Antennas and Propagation, Vancouver, 1985, pp. 341–344.

68. R. J�rgensen, P. Balling, and W. J. English, Dual offset
reflector multi-beam antenna for international communica-
tions satellite, IEEE Trans. Anten. Propag. AP-33:1304–1312
(1985).

69. C. Chandler, L. Hoey, D. Hixon, T. Smigla, A. Peebles, and M.
Em, Ka-band communications satellite antenna technology,
Proc. 20th AIAA Conf., Montreal, Quebec, Canada, 2002, pa-
per AIAA 2002–1988.

70. J.-M. Lopez, Brief overview of Ka-band satellite multibeam
antenna work in France, Int. ITG Conf. Anten., Berlin,
Germany, Sept. 2003.

71. E. Dudok, New concepts and results in advanced antenna
testing up to mm-waves: The compact antenna test range,
Proc. JINA 1990, Nice, France, Nov. 1990, pp. 533–540.

MULTICONDUCTOR TRANSMISSION LINES

J. A. BRANDÃO FARIA
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Lisbon, Portugal

1. INTRODUCTION

An important electrical engineering theme, the topic of
wave propagation phenomena in multiconductor transmis-
sion lines (MTL) has been receiving attention since 1930
[1,2]. Interest in such a topic pervades many different ar-
eas where high-frequency regimes come into play, namely,
powerline transients and powerline communications,

crosstalk and electromagnetic compatibility problems,
electronic and microelectronic design, and packaging, as
well as, naturally, in RF and microwave engineering.

In recent times the subject of multiconductor transmis-
sion lines has been growing in importance, particular at-
tention being paid to the computation of the propagation
characteristics of printed-circuit boards, high-speed inter-
connects, microstrip lines, and other components, with
numerous applications in VLSI, MMICs, impedance-
matching networks, pulseshaping devices, filters, and
other microwave structures.

For an exact evaluation of transmission-line traveling-
wave solutions, hybrid-mode full-wave analysis is often
required. Nevertheless, quasistatic approaches based on
transverse electromagnetic (TEM) parameters are ordi-
narily used. The latter yield very good results provided
that two basic assumptions are fulfilled; the system’s
transverse dimensions are small compared to the operat-
ing wavelengths (higher-order modes excluded), and the
longitudinal electromagnetic field components (due to sys-
tem losses and dielectric inhomogeneity) are very small
compared to the transverse ones. These assumptions are
employed throughout this article, enabling the consistent
use of such concepts as voltages and currents.

2. VOLTAGES AND CURRENTS IN MTLs

A multiconductor transmission line is defined by a set of
nþ 1 conductors running parallel to a longitudinal axis
(z axis). Among the system conductors one of them is
ordinarily chosen for reference (ground conductor, conduc-
tor 0).

Conductor voltages and conductor currents are defined
at transverse planes (z constant). A function of t and z,
conductor k voltage is defined as the line integral of the
electric field vector E from conductor k to conductor 0, the
integration path s lying on the z plane

vkðz; tÞ¼

Z

_
k0

Eðx; y; z; tÞ .ds; for k¼ 1; 2; . . . ;n ð1Þ

A function of t and z, conductor-k current is defined as
the surface integral of the current density Jk flowing in
the conductor through its own cross section Sk, or, which is
equivalent, the line integral of the magnetic field vector H
along an arbitrary closed path sk encircling the conductor,
but, again, lying on the transverse plane

ikðz; tÞ¼

Z

Sk

Jk .uz dS

¼

I

sk

Hðx; y; z; tÞ .ds; for k¼ 1; 2; . . . ;n

ð2Þ

where uz denotes the unit vector in the direction of the
positive z axis (reference direction for positive currents).

The current intensity i0 flowing in the reference con-
ductor is not an independent variable, for it is related to
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the remaining conductor currents through

i0ðz; tÞ¼

Z

S0

J0 .uz dS¼ �
Xn

k¼ 1

ikðz; tÞ ð3Þ

3. TIME-DOMAIN EQUATIONS FOR LOSSLESS LINES

The application of Maxwell’s equations in integral form to
the conductors of a loss-free multiconductor transmission-
line structure of arbitrary small length yields [3,4]

I

sk

E .ds¼ �
@

@t
ck !

@

@z
vkðz; tÞ¼ �

Xn

j¼ 1

Lkj
@

@t
ijðz; tÞ ð4Þ

Z

SVk

J .ne dS¼ �
@

@t
qk !

@

@z
ikðz; tÞ ¼ �

Xn

j¼ 1

Ckj
@

@t
vjðz; tÞ

ð5Þ

where the per unit length external inductances Lkj (H/m)
and the per unit length capacitances Ckj (F/m) take into
account the distributed effects of magnetic and electric
coupling among system conductors, respectively. These
key parameters, which depend on the properties (permit-
tivity e and permeability m) of the dielectric media that
surrounds the conductors, are intrinsic to the geometry of
the line configuration. Except for very simple cases, as, for
example, MTLs comprising thin circular conductors, the
evaluation of Lkj and Ckj generally requires the utilization
of rather elaborated semianalytical or numerical tech-
niques, [4].

By introducing two column vectors vðz; tÞ and iðz; tÞ,
that respectively gather all the conductor voltages and all
the conductor currents,

vðz; tÞ¼

v1ðz; tÞ

..

.

vkðz; tÞ

..

.

vnðz; tÞ

2
66666666664

3
77777777775

; iðz; tÞ¼

i1ðz; tÞ

..

.

ikðz; tÞ

..

.

inðz; tÞ

2
66666666664

3
77777777775

equations (4) and (5) can be written compactly in a con-
venient matrix form as

@v

@z
¼ � Le

@i

@t
;
@i

@z
¼ � C

@v

@t
ð6Þ

where Le and C are n�n matrices whose entries are the
parameters Lkj and Ckj referred to above.

The per unit length external inductance and capaci-
tance matrices in (6) are, both them, real symmetric pos-
itive-definite matrices [3,4].

In the particular case of MTLs with conductors sur-
rounded by a homogeneous dielectric medium the matrix

pair Le and C is related through

LeC¼CLe¼ me1 ð7Þ

where 1 is the n�n identity matrix (ones along the main
diagonal).

If the cross section of the transmission line varies along
the longitudinal coordinate z, or if m or e are functions of z,
then the MTL will be classified as a nonuniform line. In
such cases the inductance and capacitance matrices ap-
pearing in (6) and (7) become functions of z, Le¼ LeðzÞ and
C¼CðzÞ.

The coupled pair of fundamental equations in (6) can be
transformed in two other equations, one for v and another
for i. By differentiating both sides of the two equations in
(6) in order to z, one will get

@2v

@z2
�

dLe

dz
L�1

e

@v

@z
¼LeC

@2v

@t2
ð8Þ

@2i

@z2
�

dC

dz
C�1 @i

@z
¼CLe

@2i

@t2
ð9Þ

The preceding results greatly simplify when uniform
lines are considered since the terms involving dLe=dz and
dC=dz vanish. Further simplification arises in the case of
MTLs with a homogeneous dielectric medium:

@2v

@z2
¼ me

@2v

@t2
ð10Þ

@2i

@z2
¼ me

@2i

@t2
ð11Þ

From (10) and (11) one immediately sees that line volt-
ages and line currents obey the standard wave equation;
the wave propagation velocity, common to all voltages and
currents, given by (me)� 1/2.

4. FREQUENCY-DOMAIN EQUATIONS FOR MTLs

The transmission-line equations presented in the preced-
ing section are particularized now for the situation of
time-harmonic fields, where all voltages and currents
are assumed to vary sinusoidally in time with a given an-
gular frequency o. In order to exemplify the notation we
write conductor k’s voltage as

vkðz; tÞ¼VkðzÞ cosðotþfkðzÞÞ ¼RefVkðzÞe
þ jotg

VkðzÞ¼VkðzÞe
jfkðzÞ

where Vk is the complex amplitude associated with volt-
age vk. This complex time-invariant quantity contains in-
formation about the magnitude Vk and phase angle fk of
voltage vk, both of which may vary along the line longitu-
dinal coordinate z.

The consideration of time-harmonic regimes has two
main advantages. On one hand, a great deal of simplifi-
cation arises in the writing and solving of the transmis-
sion-line equations, since the time variable t disappears.
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On the other hand, it easily allows for the incorporation of
line losses (an important issue that cannot be dealt with in
the framework of a pure time-domain formalism [5]).

The pair of equations in (6) for lossless MTLs translates
to the frequency domain as

d

dz
V ¼ � joLeI ð12Þ

d

dz
I¼ � joCV ð13Þ

Generalization of these results to include conductor
losses and dielectric losses is now possible by adding to
the right-hand side of both equations new corrective terms
as follows

d

dz
V ¼ � ðZsþ joLeÞI ð14Þ

d

dz
I¼ � ðGþ joCÞV ð15Þ

where Zs is the surface impedance matrix per unit length.
The entries of this complex symmetric square matrix of
order n are evaluated with the help of skin effect theory.
By breaking down Zs into its real and imaginary parts, one
finds

Zs¼Rþ joLi ð16Þ

where R is the per unit length resistance matrix associat-
ed with line conductors finite conductivity, and Li is the
per unit length internal inductance matrix associated
with magnetic energy storage inside line conductors. For
millimeter-wave and microwave applications, where the
conductor skin effect penetration depth is of the order of
micrometers, the frequency dependence of R and Li is ap-
proximately of the type

RðoÞ / o1=2; LiðoÞ / o�1=2

In (15), G denotes the per unit length conductance matrix,
which is associated with dielectric media imperfections
(conduction and polarization losses).

If we now define the longitudinal impedance matrix Z

(O/m) and the transverse admittance matrix Y (S/m) such
that

Z¼Zsþ jo Le¼Rþ jo ðLeþ LiÞ
zfflfflfflfflffl}|fflfflfflfflffl{L

ð17Þ

Y¼Gþ joC ð18Þ

we may rewrite (14) and (15) in the form

d

dz
VðzÞ ¼ � ZðoÞIðzÞ ð19Þ

d

dz
IðzÞ¼ � YðoÞVðzÞ ð20Þ

For the general case of nonuniform MTLs where Z and Y

are functions of z, we obtain, in correspondence with (8)
and (9)

d2V

dz2
�

dZ

dz
Z
�1 dV

dz
¼ZYV ð21Þ

d2I

dz2
�

dY

dz
Y
�1 dI

dz
¼YZ I ð22Þ

From now on, throughout the remaining of this article,
in order to alleviate the notation, we will drop the over-
bars indicating complex quantities.

5. SOLUTION OF TRANSMISSION-LINE EQUATIONS:
MODAL DECOUPLING

Finding a solution to the frequency-domain transmission-
line (TL) equations in (21) and (22) is a task that generally
will require numerical integration techniques. However, a
common procedure that is often used to analyze nonuni-
form MTLs consists in segmenting the global structure
into a number of small longitudinal sections, each of which
is a uniform MTL where Z and Y are assigned constant
values, [3,4,6].

For the case of uniform line sections the set of equa-
tions in (21) and (22) reduces to a set of linear differential
equations with constant coefficients

d2V

dz2
¼ZYV ð23Þ

d2I

dz2
¼YZ I ð24Þ

The much simpler equations in (23) and (24) have an-
alytical solutions that ordinarily take the form of a super-
position of natural modes of propagation involving
exponential functions on z, [3,4,7–10], that is

VðzÞ¼

V1ðzÞ

..

.

VkðzÞ

..

.

VnðzÞ

2
66666666666666664

3
77777777777777775

¼TV̂VðzÞ

¼
Xn

j¼ 1

tjðV̂V
ðf Þ
j e�gjzþ V̂V ðbÞj eþ gjzÞ

ð25Þ
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IðzÞ ¼

I1ðzÞ

..

.

IkðzÞ

..

.

InðzÞ

2
66666666666666664

3
77777777777777775

¼WÎIðzÞ

¼
Xn

j¼ 1

wjŶYwjðV̂V
ðf Þ
j e�gjz � V̂V ðbÞj eþ gjzÞ

ð26Þ

where the complex amplitudes of the modal voltages V̂V ðf Þj

and V̂VðbÞj concerning the forward- and backward-propagat-
ing waves are determined upon consideration of boundary
conditions. In (25), vector tj denotes the jth column of ma-
trix T; likewise, in (26), vector wj denotes the jth column of
matrix W.

Voltages in the natural domain V and voltages in the
modal domain V̂V, in (25), are related among them through
a suitably chosen transformation matrix T, which has the
property of assuring the decoupling of the equation set
defined in (23). Similarly, currents in the natural domain I
and currents in the modal domain ÎI, in (26), are related
among them through a suitably chosen transformation
matrix W, which has the property of assuring the decou-
pling of the equation set defined in (24):

d2V̂V

dz2
¼ ðT�1ZYTÞV̂V ð27Þ

d2ÎI

dz2
¼ðW�1YZWÞÎI ð28Þ

For effective decoupling of equations to take place, the
matrix products in parentheses must yield diagonal ma-
trices. Since Z and Y are both symmetric matrices, we
must find

T�1ZYT¼ Tt
|{z}
W�1

ðYZÞ T�1t
|ffl{zffl}

W

¼ g2

¼

g2
1

. .
.

g2
j

. .
.

g2
n

2
666666666666666664

3
777777777777777775

ð29Þ

where superscript t denotes transposition.

From (29) we see that the transformation matrix for
voltages and the transformation matrix for currents are
not independent. Apart from an arbitrary normalizing
matrix, these transformations are related to each other
through

Tt
¼W�1

ð30Þ

Substituting (29) into (27) and (28) we find, for j¼ 1,y,n

d2

dz2

V̂V j

ÎIj

( )
¼ g2

j

V̂V j

ÎIj

( )
ð31Þ

The solution of (31), concerning the modal voltage V̂V jðzÞ
and modal current ÎIjðzÞ pertaining to mode j, can be put in
the standard form of a sum of forward (f) and backward (b)
propagating waves

V̂V jðzÞ¼ V̂V ðf Þj e�gjzþ V̂V ðbÞj eþ gjz ð32Þ

ÎIjðzÞ¼ ŶYwjðV̂V
ðf Þ
j e�gjz � V̂VðbÞj eþ gjzÞ ð33Þ

where gj¼ ajþ jbj stands for the propagation constant of
mode j (aj is the attenuation constant and bj is the phase
constant), and ŶYwj stands for the characteristic wave ad-
mittance of mode j.

It should be stressed that, as a result of the frequency
dependence of Z and Y, the transformation matrices T and
W, as well as the diagonal matrices containing the prop-
agation constants and characteristic wave admittances,
all are, in general, frequency-dependent matrices. For the
case of uniform MTLs such a dependence on the frequency
is a smooth one.

The transformation matrix T required to convert volt-
ages from the natural domain to the modal domain is
composed of n linearly independent column vectors (the
eigenvectors of ZY):

ðZYÞtj¼ ðg2
j Þtj ð34Þ

From a physical point of view, the entries of vector tj

provide information about the voltages distribution
among the conductors of the MTL when only mode j is
present; likewise, the entries of vector wj provide infor-
mation about the currents distribution among the conduc-
tors of the MTL when only mode j is present.

The diagonal matrix of characteristic wave admit-
tances that we have referred to before

ŶYW¼

ŶYw1

. .
.

ŶYwj

. .
.

ŶYwn

2

66666666664

3

77777777775
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relates modal voltages to modal currents through

ÎIðf Þ ¼ þ ŶYWV̂V ðf Þ; ÎIðbÞ ¼ � ŶYWV̂V ðbÞ ð35Þ

The diagonal matrix ŶYW is determined from (19), or from
(20), by imposing V ¼TV̂V and I¼WÎI:

dV̂V

dz
¼ � T�1ZW ÎI;

dÎI

dz
¼ �W�1YT V̂V

Using (30), and taking into account the exponential
dependence on �gz exhibited by the modal waves in V̂VðzÞ
and ÎIðzÞ we find

ŶYW¼TtZ�1Tg¼TtYTg�1 ð36Þ

Before we continue discussing the solution of the TL
equations, an important subtle point must be addressed
concerning the diagonalization of the ZY matrix product, a
key step that lies at the heart of the modal decoupling
procedure—see (29) and (34).

We want to emphasize that despite the peculiar phys-
ical properties of Z and Y, no absolute aprioristic guaran-
tees can be given of the success of the diagonalization
operation in (29). Abnormal situations exist [3,11], which
lead to singular transformation matrices T, revealing a
failure in the process of finding a complete set of n linearly
independent eigenvectors tj. Such a failure is not of nu-
merical or computational nature but is intrinsic to the
constitution of the ZY matrix itself.

Those abnormal cases—which fortunately are very
rare—occur whenever ZY is an irregular degenerate ma-
trix [3] (a necessary, but not sufficient, condition for this to
happen is that multiple eigenvalues g are present). In such
circumstances the solution to the problem involves the
consideration of Jordan normal forms and modal groups
[3,12]. The type of solution for line voltages and line cur-
rents can then include contributions of the type

ða0þa1gzþa2ðgzÞ
2
þ � � � þam�1ðgzÞ

m�1
Þe�gz

where g is an irregular eigenvalue of order m, with m � n.

6. TRANSMISSION MATRIX OF UNIFORM MTLs

The results given in (25) and (26) allow the evaluation of
MTL voltages and currents at any specific cross section z,
thus enabling voltage and current variations to be fol-
lowed along the entire length of the line section. In many
applications this detailed knowledge is not necessary, as
one may be concerned with voltages and currents only at
the input and output terminals of the line. In this case the
MTL structure is viewed as a blackbox, a 2n-port network
whose internal constitution is not of concern.

In this section we obtain the transmission matrix
(ABCD matrix) that characterizes a uniform MTL of

length ‘:

V in

Iin

" #
¼

A B

C D

" #

|fflfflfflfflfflffl{zfflfflfflfflfflffl}
F

Vout

Iout

" #
ð37Þ

The results in (25) and (26) can be rewritten in the form

VðzÞ¼Te�gzT�1TV̂Vðf Þ þTeþ gzT�1TV̂V ðbÞ ð38Þ

IðzÞ¼ ðWŶYWT�1
ÞðTe�gzT�1TV̂Vðf Þ � Teþ gzT�1TV̂VðbÞÞ ð39Þ

where the leading factor in the right hand side of (39)—a
symmetric matrix—is the characteristic wave admittance
matrix in natural coordinates

YW¼WŶYWT�1
¼Z�1G¼YG�1 ð40Þ

where

G¼TgT�1
¼SQRTðZYÞ ð41Þ

It is also convenient to define the characteristic wave
impedance matrix in natural coordinates, the inverse of
YW,

ZW¼Y�1
W

Imposition of the boundary conditions at z¼ 0,
Vð0Þ¼V in and Ið0Þ¼ Iin, in (38) and (39), allow the deter-
mination of V̂V ðf Þ and V̂V ðbÞ:

V̂V ðf Þ ¼
1

2
ðV inþZW IinÞ; V̂V ðbÞ ¼

1

2
ðV in � ZW IinÞ

Retrosubstitution of V̂V ðf Þ and V̂VðbÞ into (38) and (39), fol-
lowed by particularization for z¼ ‘, finally yields

V in¼COSHðG‘ÞVoutþSINHðG‘ÞZWIout ð42Þ

Iin¼YW SINHðG‘ÞVoutþYW COSHðG‘ÞZW Iout ð43Þ

where

COSHðG‘Þ¼Tðcosh g‘ÞT�1

SINHðG‘Þ¼Tðsinh g‘ÞT�1
ð44Þ

Comparison established between (37) and (42), (43) per-
mits identification of the submatrices A, B, C, and D that
define the constitution of the transmission matrix F:

A¼COSHðG‘Þ ð45Þ

B¼Bt
¼SINHðG‘ÞZW ð46Þ

C¼Ct
¼YW SINHðG‘Þ ð47Þ

D¼At
¼YW COSHðG‘ÞZW ð48Þ
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We have shown above how the transmission matrix F
can be obtained using previous knowledge of the transfor-
mation matrices and modal propagation parameters.
The inverse problem poses no special difficulties, [3];
transformation matrices and modal propagation parame-
ters are obtained straightforwardly from F with the help
of (45)–(48).

7. TRANSMISSION MATRIX OF NONUNIFORM MTLs

The transmission matrix of a nonuniform MTL structure,
characterized by per unit length longitudinal impedance
and transverse admittance matrices ZðzÞ and YðzÞ that
vary along the line, can be analytically determined using
various approaches.

It can be obtained by modeling the global structure as a
cascade of many small uniform sections, after which the
global F matrix is determined by multiplying the trans-
mission matrices of the individual sections [3,4]

F¼F1F2 � � �Fk � � �FN ð49Þ

where N is the number of uniform sections into which the
structure has been broken.

Alternatively, the A, B, C, and D submatrices can be
evaluated by iterative numerical integration of transmis-
sion-line equations provided that both Z(z) and Y(z) are
prespecified known functions of z, [13]. In fact, from (19)
and (20)

d

dz

VðzÞ

IðzÞ

" #
¼ �

ZðzÞ 0

0 YðzÞ

" #
IðzÞ

VðzÞ

" #

together with

V in

Iin

" #
¼

AðzÞ BðzÞ

CðzÞ DðzÞ

" #
VðzÞ

IðzÞ

" #

leads to the problem of iteratively solving

d

dz

AðzÞ BðzÞ

CðzÞ DðzÞ

" #
¼

BðzÞYðzÞ AðzÞZðzÞ

DðzÞYðzÞ CðzÞZðzÞ

" #

Starting with the initial values A(0)¼D(0)¼ 1, and B(0)
¼C(0)¼ 0, the process ends at z¼ ‘, yielding

A¼Að‘Þ; B¼Bð‘Þ; C¼Cð‘Þ; D¼Dð‘Þ

Regardless of which technique is used, one will end up
with a formulation as in (37):

V in

Iin

" #
¼

A B

C D

" #
Vout

Iout

" #
ð50Þ

However, for the general case of nonuniform MTLs, the
submatrices A, B, C, and D no longer satisfy the very pe-
culiar properties in (45)–(48), as now, in general, A 6¼ Dt,
B 6¼ Bt, and C 6¼ Ct.

As shown elsewhere [14,15], the transmission matrix
properties for nonuniform MTLs are

ABt
� BAt

¼BtD� DtB¼DCt
� CDt

¼CtA� AtC¼ 0 ð51Þ

ADt
� BCt

¼DtA� BtC¼ 1 ð52Þ

det
A B

C D

" #
¼ 1 ð53Þ

A B

C D

" #�1

¼
D �C

�B A

" #t

ð54Þ

As we will see next, by using suitable modal transfor-
mations defined at both the input and output terminals of
the MTL structure, all submatrices A, B, C, and D can be
brought into diagonal form. This allows the n-coupled
MTL system to be broken down into a set of n uncoupled
nonuniform single lines, whose modal parameters—prop-
agation constants, characteristic forward-wave admit-
tances, and characteristic backward-wave admittances—
are easily determined.

The natural domain matrix equation in (50) is trans-
formed into the modal domain as

V̂V in

ÎIin

" #
¼

ÂA B̂B

ĈC D̂D

" #
V̂Vout

ÎIout

" #
ð55Þ

where, according to our notation, quantities with a ‘‘hat’’
sign denote modal quantities.

The relationship between modal and natural domain
quantities (voltages and currents) is defined through

V in¼TinV̂V in; ÎIin¼Tt
inIin

Vout¼ToutV̂Vout; ÎIout¼Tt
outIout

ð56Þ

The diagonal modal matrices ÂA, B̂B, ĈC and D̂D in (55) are
obtained from the corresponding ones in (50) through

ÂA¼T�1
in ATout¼

âa1

. .
.

âaj

. .
.

âan

2
66666666664

3
77777777775

ð57Þ

B̂B¼T�1
in BT�1t

out ¼

b̂b1

. .
.

b̂bj

. .
.

b̂bn

2

66666666664

3

77777777775

ð58Þ
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ĈC¼Tt
inCTout¼

ĉc1

. .
.

ĉcj

. .
.

ĉcn

2
66666666664

3
77777777775

ð59Þ

D̂D¼Tt
inDT

�1t
out ¼

d̂d1

. .
.

d̂dj

. .
.

d̂dn

2

66666666664

3

77777777775

ð60Þ

where âajd̂dj � b̂bjĉcj¼ 1, for j¼1?n.
The transformation matrices Tin and Tout, which apply

respectively to the input and output terminals of the non-
uniform MTL, are in general different from each other.
They may happen to coincide only in very special cases,
when certain symmetries exist (as always occurs with
uniform lines).

Matrix Tin is a similarity transformation that simulta-
neously brings BCt and ADt into diagonal form. Likewise,
matrix Tout is a similarity transformation that simulta-
neously brings BtC and DtA into diagonal form [16]:

T�1
in ðBC

t
ÞTin¼T�1

outðB
tCÞTout¼ B̂BĈC ð61Þ

T�1
in ðAD

t
ÞTin¼T�1

outðD
tAÞTout¼ ÂAD̂D ð62Þ

The propagation parameters for mode j are determined
using the information in (57)–(60) concerning the matrix
entries âaj, b̂bj, ĉcj, and d̂dj, [16]:

Propagation constant gj¼ ajþ jbj:

coshðgj‘Þ¼
âajþ d̂dj

2
ð63Þ

Characteristic forward-wave modal admittance:

ŶYwðf Þj ¼
eþ gj‘ � âaj

b̂bj

¼
ĉcj

eþ gj‘ � d̂dj

ð64Þ

Characteristic backward-wave modal admittance:

ŶYwðbÞj ¼
âaj � e�gj‘

b̂bj

¼
ĉcj

d̂dj � e�gj‘
ð65Þ

It should be noted that, contrary to what happens with
uniform MTLs, the characteristic forward- and backward-

wave modal admittances do not ordinarily coincide with
each other when nonuniform structures are considered.
Also, the propagation parameters, and transforma-
tion matrices characterizing nonuniform MTLs do not
exhibit a smooth dependence on the frequency, as sharp
variations are observed at the vicinity of certain cri-
tical frequencies, depending on the length of the TL
structure [17].
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1. INTRODUCTION

The research carried out at the Radiation Laboratory of
the Massachusetts Institute of Technology during World
War II had a profound effect on the state of the art in the
electromagnetic analysis of waveguide junctions and dis-
continuities [1,2].

One of the reasons for this significant effect was the use
of transmission-line formalism to represent waveguide
modes, and single-mode equivalent circuits to describe
waveguide discontinuities (and junctions) as simple lumped
circuit elements [3–5]. Following this approach, electromag-
netic field problems could be solved by engineers with sim-
ple calculations based on network theory, while the
development of the equivalent circuits themselves was car-
ried out by researchers in the field. Engineers could then
rapidly and effectively concentrate on the development of
microwave equipment. As a result of this pioneering work,
a number of equivalent network representations for a va-
riety of waveguide discontinuities and junctions were then
collected in the Waveguide Handbook [6].

Although single-mode equivalent networks are still ex-
tremely valuable tools, they do suffer from limitations that
restrict their applicability. One of the most basic restric-
tions comes from the fact that they represent distributed
discontinuities in terms of lumped elements as seen from
the fundamental mode of the waveguide and therefore
cannot account for higher-order mode interactions. If the
distance between discontinuities is not sufficiently large,
the higher-order mode interactions cannot be neglected
and single-mode equivalent network representations are
no longer valid.

Modern microwave and millimeter-wave equipment re-
quire extreme miniaturization of all components. Single-
mode equivalent circuits must, therefore, be replaced
by more advanced multimode representations that can
correctly account for all higher-order mode interactions.

The objective of this article is to describe the basic the-
oretical steps leading to the formulation of multimode
equivalent network representation of waveguide junc-
tions. Both planar and arbitrary junctions are treated,
progressing from the basic formulation to the formal so-
lution of the relevant integral equations.

This article is intended as a guide to the development of
practical solutions and can be of interest to both researchers
and engineers in the microwave and millimeter-wave areas.

2. PLANAR JUNCTIONS

The problem under investigation is the planar junction
between two arbitrary waveguides, as shown in Fig. 1. To

analyze this discontinuity, two formulations are possible,
one leading to a multimode impedance and the other lead-
ing to a multimode admittance representation [7]. In this
article, however, we will describe only the impedance for-
mulation because of its superior computational perfor-
mance [7].

The starting point is the imposition of the boundary
conditions at the junction (z¼ 0 in Fig. 1), namely

X1

n¼ 1

Ið1Þn hð1Þn ¼
X1

n¼ 1

Ið2Þn hð2Þn ð1Þ

where the index n covers both TEm,n and TMm,n modes,
and where the superscripts (1) and (2) refer to regions (1)
and (2) in Fig. 1. To proceed, we then separate the acces-
sible from the localized modes by writing

XNð1Þ

n¼ 1

Ið1Þn hð1Þn �
X1

n¼Nð1Þ þ 1

Vð1Þn Y ð1Þn hð1Þn ¼
XNð2Þ

n¼ 1

Ið2Þn hð2Þn

þ
X1

n¼Nð2Þ þ 1

Vð2Þn Y ð2Þn hð2Þn

ð2Þ

where Yn
(d) is the modal admittance. The next step is to add

and subtract to (2)

XNð1Þ

n¼ 1

Vð1Þn ŶY ð1Þn hð1Þn þ
XNð2Þ

n¼ 1

Vð2Þn ŶY ð2Þn hð2Þn ð3Þ

where Yn
(d) is defined as

ŶY ðdÞn ¼ ðẐZ
ðdÞ
n Þ
�1
¼ lim

n!1
Y ðdÞn ¼

�jjkðdÞt;nj

om
oe

�jjkðdÞt;nj

8
>>><

>>>:

for TE

for TM

ð4Þ

The next step is to redefine the modal currents accord-
ing to

�IIð1Þn ¼ Ið1Þn þV ð1Þn ŶY ð1Þn ð5Þ

�IIð2Þn ¼ Ið2Þn � V ð2Þn ŶY ð2Þn ð6Þ

Figure 1. Planar junction between two arbitrary waveguides.
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so that (2) becomes

XNð1Þ

n¼ 1

�IIð1Þn hð1Þn �
XNð2Þ

n¼ 1

�IIð2Þn hð2Þn ¼
XNð1Þ

n¼ 1

Vð1Þn ŶY ð1Þn hð1Þn

þ
X1

n¼Nð1Þ þ 1

Vð1Þn Y ð1Þn hð1Þn þ
XNð2Þ

n¼ 1

Vð2Þn ŶY ð2Þn hð2Þn

þ
X1

n¼Nð2Þ þ 1

Vð2Þn Y ð2Þn hð2Þn

ð7Þ

We now use the definition of modal voltage and write

VðdÞn ¼

Z

cs

ðuz�EÞ .hðdÞ�n ds0 ð8Þ

where the electric field in the aperture (uz � E) can now
be written as a linear combination of the incident acces-
sible modes only (the modes that carry energy from one
discontinuity to another)

ðz0�EÞ¼
XNð1Þ

n¼ 1

�IIð1Þn Mð1Þn �
XNð2Þ

n¼ 1

�IIð2Þn Mð2Þn ð9Þ

This expression can now be substituted into (8) and (7),
finally obtaining the integral equation

hðdÞn ¼

Z

cs
MðdÞn

.
XNð1Þ

m¼ 1

ŶY ð1Þm

"
hð1Þm hð1Þ�m

þ
X1

m¼Nð1Þ þ 1

Y ð1Þm hð1Þm hð1Þ�m

þ
XNð2Þ

m¼ 1

ŶY ð2Þm hð2Þm hð2Þ�m

þ
X1

m¼Nð2Þ þ 1

Y ð2Þn hð2Þm hð2Þ�m

#
ds0

ð10Þ

The formulation is now concluded by recalling (8) and (9),
to write

V ðgÞm ¼
XNð1Þ

n¼ 1

�IIð1Þn Zðg;1Þm;n �
XNð2Þ

n¼ 1

�IIð2Þn Zðg;2Þm;n ð11Þ

where

Zðg;dÞm;n ¼

Z

cs
MðdÞn

.hðgÞ�m ds0 ð12Þ

Equations (10) and (12) complete the formal solution of the
problem in Fig. 1 in terms of the finite impedance multi-
mode equivalent network shown in Fig. 2.

It is important to note that although the network rep-
resentation derived involves only a limited number of
accesible modes, the formulation described is rigorous in

principle since no approximations have been introduced.
What needs to be done in practice in order to ensure ac-
curate results is to explicitly include enough higher-order
modes to correctly model the higher-order mode interac-
tions between cascaded junctions.

Particularly simple equivalent network representa-
tions can be obtained for rectangular waveguide devices
involving only inductive or capacitive discontinuities [8,9].

2.1. Offset and Multiple Discontinuities

The formulation described in the previous section is valid
if the waveguide in region (2) is completely contained
in the cross section of waveguide (1). The case shown in
Fig. 3, however, can also be treated by using as basis func-
tions for the method of moments (MoM) solution of (10) the
mode functions of a waveguide with cross section equal to
the common aperture. Furthermore, the same formulation
can also be used if more than two waveguides are con-
nected to each other, as in the case shown in Fig. 4 [10].
The only modification that is required is to define the un-
known function Mn

(d)(s0), and all the integrations, over the
union of all of the common apertures AP:

AP¼
[NWG

q¼ 2

apðqÞ ð13Þ

Figure 2. Multimode equivalent network representation of the
waveguide step in Fig. 1.

Figure 3. Offset waveguide step.
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Taking this into account, we can write directly

hðdÞn uðdÞ ¼

Z

AP

MðdÞn
.
XNWG

q¼1

XNðqÞ

m¼1

ŶY ðqÞm

"
hðqÞm uðqÞhðqÞ�m uðqÞ

þ
X1

m¼NðqÞ þ 1

Y ðqÞm hðqÞm uðqÞhðqÞ�m uðqÞ

#
ds0

ð14Þ

Zðg;dÞm;n ¼

Z

AP

MðdÞn
.hðgÞ�m uðgÞds0 ð15Þ

where NWG indicates the number of waveguides involved
in the step, and the function u(d)(s) is denned as

uðdÞ ¼
1 for s 2 apðdÞ

0 for s3 apðdÞ

(
ð16Þ

The equivalent network obtained in this case is shown in
Fig. 5. Once again, particularly simple representations
can be obtained for inductive or capacitive multiple aper-
tures in rectangular waveguide [10]

3. ARBITRARY WAVEGUIDE JUNCTIONS

The theory presented up to now is applicable to planar
junctions where two or more waveguides are connected
together at a planar interface that is orthogonal to the

propagation direction of the waveguides. Planar junctions
of this type indeed cover the majority of engineering ap-
plications. However, an additional, more general type of
junction is needed in order to cover all possible applica-
tions, namely, a junction where the connection between
the waveguides is achieved with the help of a cavity, as
shown in Fig. 6 [11]. The multimode equivalent network
representation of this type of junction can be obtained
with a simple modification of the formulation presented
for the planar case. To start, we write the general expres-
sion of the magnetic field in the cavity based on Huygens’
principle [12–14]

HðcÞðrÞ¼

Z

ðSÞ

GðcÞðrjr0ÞMðr0ÞdS0 ð17Þ

where

MðrÞ¼nðrÞ�EðcÞðrÞ ð18Þ

represents the magnetic currents in the apertures, the
vector n is directed outward from the cavity, and

GðcÞðrjr0Þ ¼ joe0

Xþ1

n¼ 1

hðcÞn ðrÞh
ðcÞ
n ðr

0Þ

k2
0 � k2

n

þ
j

om0

Xþ1

n¼ 1

gðcÞn ðrÞg
ðcÞ
n ðr

0Þ

ð19Þ

is the cavity’s Green function described by solenoidal hðcÞn

and irrotational gðcÞn modes [15].
Similar to what we did for the planar case, we now

separate the modal expansion of the magnetic field in the
ports in accessible (Ik

(m)) and localized (Yk
(m)Vk

(m)) modes

HðWGÞ
ðrÞ¼

XN

m¼ 1

XNðmÞ

k¼ 1

IðmÞk hðmÞk ðrÞd
ðmÞ
k ðrÞ

þ
XN

m¼ 1

Xþ1

k¼NðmÞ þ 1

Y ðmÞk V ðmÞk hðmÞk ðrÞd
ðmÞ
k ðrÞ

ð20Þ

Figure 4. Multiple-aperture planar waveguide junction.

Figure 5. Multimode equivalent network for a multiple-aperture
planar waveguide junction.

Figure 6. Waveguides joined by an arbitrarily shaped cavity.
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with

VðmÞk ¼

Z

ðSðmÞ Þ

hðmÞ�k ðrÞMðrÞdS ð21Þ

and

dðmÞk ðrÞ¼
1 if r 2 SðmÞ

0 elsewhere

(
ð22Þ

where Y ðmÞk denotes the characteristic admittance of mode
k in port m.

Applying the boundary condition of the magnetic field
in the apertures, we find

XN

m¼ 1

XNðmÞ

k¼ 1

IðmÞk hðmÞk ðrÞd
ðmÞ
k ðrÞ

¼

Z

ðSÞ

½GðWGÞ
ðrjr0Þ þGðcÞðrjr0Þ�Mðr0ÞdS0

ð23Þ

with

GðWGÞ
ðrjr0Þ

¼
XN

m¼ 1

Xþ1

k¼NðmÞ þ 1

Y ðmÞk dðmÞk ðrÞh
ðmÞ
k ðrÞh

ðmÞ�
k ðr

0ÞdðmÞk ðr
0Þ

ð24Þ

To continue, it is now again possible to model the magnetic
current in the apertures as linear combination of the in-
cident modes

MðrÞ¼
XN

n¼ 1

XNðnÞ

k¼1

IðnÞk M
ðnÞ
k ðrÞd

ðnÞ
k ðrÞ ð25Þ

leading to an integral equation for the new unknownsM ðnÞk

hðnÞk ðrÞ¼

Z

ðSÞ

½GðWGÞ
ðrjr0Þ

þGðcÞðrjr0Þ�M ðnÞk ðr
0ÞdS0

ð26Þ

We complete the formulation by combining (21) and (25),
and writing

V ðmÞk ¼
XN

n¼ 1

XNðnÞ

l¼ 1

Zðm;nÞk;l IðnÞl ð27Þ

where

Zðm;nÞk;l ¼

Z

ðSðmÞÞ

hðmÞk ðr
0ÞMðnÞl ðr

0ÞdS ð28Þ

is the generic expression for the elements of the multi-
mode impedance representation of the cavity in terms of
accessible modes only. The network representation shown

in Fig. 5 for the multiaperture case is directly applicable to
this case as well.

It is important to note also in this case that the formu-
lation is rigorous since no approximations have been in-
troduced. The network representation will provide
accurate results as long as enough higher-order modes
are included to account for interactions between adjacent
junctions in the waveguide arms.

4. FREQUENCY DEPENDENCE TREATMENT

To use the equivalent network representations derived, we
must first solve the relevant fundamental integral equa-
tions. To this end, a convenient procedure, based on the
method of moments, will be shown in a later section. One
aspect, however, that deserves further attention is the
frequency dependence of the kernel of the integral
equations. The more complex the frequency dependence
is, the longer will be the computing time required since
the solution must be obtained for each point in frequency.
In this section we describe a procedure that can be effec-
tively used to greatly simplify the frequency dependence,
thus reducing very substantially the computational effort
required.

4.1. Planar Junction

For the case of the planar junction, we write

Kðs; s0Þ ¼

XNð1Þ

m¼1

ŶY ð1Þm

"
hð1Þm hð1Þ�m þ

X1

m¼Nð1Þ þ 1

Y ð1Þm hð1Þm hð1Þ�m

þ
XNð2Þ

m¼1

ŶY ð2Þm hð2Þm hð2Þ�m þ
X1

m¼Nð2Þ þ 1

Y ð2Þn hð2Þm hð2Þ�m

#
ð29Þ

We then add and subtract the complement to infinity of
the terms in (3), obtaining

Kðs; s0Þ ¼
X1

m¼ 1

ŶY ð1Þm

"
hð1Þm hð1Þ�m þ

X1

m¼ 1

ŶY ð2Þm hð2Þm hð2Þ�m

�
X1

m¼Nð1Þ þ 1

ŶY ð1Þm 1�
Y ð1Þm

ŶY ð1Þm

� �
hð1Þm hð1Þ�m

�
X1

m¼Nð2Þ þ 1

ŶY ð2Þm 1�
Y ð2Þm

ŶY ð2Þm

� �
hð2Þm hð2Þ�m

#

ð30Þ

With this procedure, the first two terms of (30) become
static, while for the other two we can write

lim
m!1

1�
Y ðdÞm

ŶY ðdÞm

¼ 0

� �
ð31Þ
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obtaining

1�
Y ðdÞm

ŶY ðdÞm

� �
’
XP

p¼ 1

Bð2pÞ
k0

kðdÞt;m

 !ð2pÞ

ð32Þ

The expressions for the coefficient Bp can be found in
Table 1.

Collecting all together, we have

Kðs; s0Þ ¼ K̂Kðs; s0Þ

�
XP

p¼ 1

ðk0Þ
2p ~̂KK~KK2pðs; s

0Þ

ð33Þ

where

K̂Kðs; s0Þ ¼
X1

m¼ 1

ŶY ð1Þm hð1Þm hð1Þ�m þ
X1

m¼ 1

ŶY ð2Þm hð2Þm hð2Þ�m ð34Þ

~̂KK~KKpðs; s
0Þ ¼

X1

m¼Nð1Þ þ1

B2p

ðkð1Þt;mÞ
p

ŶY ð1Þm hð1Þm hð1Þ�m

þ
X1

m¼Nð2Þ þ 1

B2p

ðkð2Þt;mÞ
p

ŶY ð2Þm hð2Þm hð2Þ�m

ð35Þ

The result of this manipulation is that all the summations
involved in the computation of the kernel are now fre-
quency-independent, and need be computed only once out-
side the frequency loop.

4.2. Arbitrary Junction

Similar to what we have done for the planar discontinuity
case, we will now simplify the frequency dependence of the
integral equation in (26). To do so, we first divide the first
part of (19) into two series, obtaining

Xþ1

n¼ 1

hðcÞn ðrÞh
ðcÞ
n ðr

0Þ

k2
0 � k2

n

¼
XN0

n¼ 1

hðcÞn ðrÞh
ðcÞ
n ðr

0Þ

k2
0 � k2

n

þ
XL0

l¼ 0

ðk0Þ
2l

�
Xþ1

n¼N0 þ 1

al;n

kð2lþ 1Þ
n

hðcÞn ðrÞh
ðcÞ
n ðr

0Þ

ð36Þ

where the second part includes the Taylor expansion of

1

k2
0 � k2

n

¼
XL0

l¼ 0

a2l;nðk0Þ
2l

ð37Þ

where a2l,n¼ � 1 for all l.
The upper summation limit N0 has to be chosen such

that kN0
> kmax with kmax¼ 2pfmax/c0 when fmax denotes

the maximum frequency that is used in the simulation.
For all kn > kN0 þ 1, the term 1=ðk2

0 � k2
nÞ is a well-behaved

function that has no poles and can therefore be expanded

into a rapidly converging Taylor series. The second series
in the Taylor expansion term of (36), namely

Xþ1

n¼N0 þ 1

al;nhðcÞn ðrÞh
ðcÞ�
n ðr

0Þ ð38Þ

can be summed up after applying a method of moments on
(26) to solve for the unknowns M ðnÞk , so that for the fre-
quency-dependent evaluation we only need to compute the
outer series over l in (36).

The remaining portion of the kernel of (26), namely
G(WG), can be treated as already shown for the planar
junction case.

5. METHOD OF MOMENTS SOLUTION OF THE INTEGRAL
EQUATION

The integral equations in (10), (14), and (26), must be
solved before the equivalent network representations can
be used. This can be easily done by using the method of
moments (MoM), thereby effectively reducing the solution
of a field problem to the solution of a linear system [16].

Since the application of the method of moments is es-
sentially identical in all cases, we will outline here only
the case of the planar junction. The procedure begins by
rewriting the kernel (10) in the form

hðdÞn

¼

Z

cs
MðdÞn

.
X2

g¼ 1

XNKER

m¼ 1

ŶY ðgÞm hðgÞm hðgÞ�m

"

�
XP

p¼ 1

ðk0Þ
2p

X2

g¼ 1

XNKER

m¼NðgÞ þ 1

B2p

ðkðgÞt;mÞ
2p

ŶY ðgÞm hðgÞm hðgÞ�m

 !#
ds0

ð39Þ

To implement the MoM solution of the integral equation,
we first expand the unknown function using as the basis
function the modes of the smallest waveguide

MðdÞn ¼
XNFUN

i¼ 1

aðdÞi;n
.hð2Þi ð40Þ

Table 1. TE and TM Expansion Coefficients Bp

P TE TM

2
1

2
�

1

2

4
1

8
�

3

8

6
1

16
�

5

16

8
5

128
�

35

128

10
7

256
�

63

256
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The integral equation is then reduced to a linear system
by using Galerkin’s procedure, thus obtaining

sðdÞn;p¼
XNFUN

i¼ 1

Zp;ia
ðdÞ
i;n ð41Þ

where

sðdÞn; p¼

Z

cs
hðdÞn

.hð2Þ�p ds ð42Þ

and

Zp;i

¼
X2

g¼ 1

XNKER

m¼1

ŶY ðgÞm sðgÞm;ps
ðgÞ
m; i

�
XP

p¼ 1

ðk0Þ
2p

X2

g¼ 1

XNKER

m¼NðgÞþ 1

B2p

ðkðgÞt;mÞ
2p

 !

� ŶY ðgÞm sðdÞm;ps
ðdÞ
i;m

ð43Þ

The formulation described is completely general and can
therefore be used for any two-dimensional waveguide step
for which we can compute the coupling integrals in (42).
Once the solution of the system (41) is obtained, we can
easily compute the impedance matrix, obtaining

Zðg;dÞm;n ¼
XNFUN

i¼ 1

aðdÞi;ns
ðgÞ
m;i ð44Þ

In the solution procedure outlined, all infinite sums are
truncated to a finite number of terms. The relevant pa-
rameters are NFUN and NKER. Their values affect the
accuracy of the solution. For most engineering applica-
tions, sufficient accuracy is obtained with NKER¼ 400
and NFUN¼ 2N(d). The number of modes N(d), on the other
hand, depends on how close to each other the discontinu-
ities are located in the actual waveguide device. An im-
portant feature of this approach is that the relative
number of modes (modal ratios) chosen on each side of a
step in the final network representation does not affect the
final result. In fact, by increasing the total number of
modes, the solution converges to the same result indepen-
dently from the modal ratios.

The implementation of the solution procedure just de-
scribed requires the computation of the coupling integrals
in (42). This calculation can be carried out very efficiently
for junctions involving canonical waveguide shapes (e.g.,
rectangular, circular, elliptical, coaxial) for which the
modes are known in analytical form. The same consider-
ation applies to arbitrary junctions involving resonators
for which modes are known in analytical form (cubic,
cylindrical, etc.). The procedure outlined, however, can
also be use for junctions involving arbitrarily shaped
waveguides or resonators for which we can compute the
required coupling integrals [17].

6. APPLICATIONS

Following our theory, the first step in the analysis of any
passive waveguide component is the decomposition of the
component itself into a number of ‘‘uniform waveguide
sections.’’ The junctions between all the uniform wave-
guide sections—namely, the discontinuities—are then an-
alyzed and characterized in terms of the multimode
impedance matrix in Fig. 2, where the elements of Zm,n

are given by the theory discussed in this article. The next
step is then to represent also the sections of uniform wave-
guide in terms of a multimode impedance matrix whose
elements are given by simple network calculations (see,
e.g., Ref. 6 or 17). The global equivalent network of the
passive component can then be easily assembled by inter-
connecting the individual multimode impedance net-
works. In mathematical terms, what we obtain at the
end of this process is a linear system with a sparse, block
coefficient matrix containing all the separate multimode
impedance matrices needed to represent the device under
analysis [17]. The system thus obtained can then be easily
inverted and the global electrical performance computed.

It is important to note that the process just described is
inherently modular and is therefore very suitable for the
development of advanced full-wave electromagnetic sim-
ulation programs. In the following sections we describe a
few specific applications to show the very high level of ac-
curacy that can indeed be achieved.

6.1. Inductive Filter

Microwave filters are among the most commonly used
passive microwave components for both ground and space
applications. One of the simplest and most commonly used
microwave filter structures is the classic inductive filter in
rectangular waveguides. In this class of filters, lengths of
uniform rectangular waveguides are separated by thick
inductive irises. The lengths of the waveguide act as res-
onators, and the inductive irises couple the energy from
one resonator to the other. This type of structure is ideally
suited for the application of the theory described in this
article [8]. Figure 7 describes the structure of a five-pole
filter that has been designed using software based on the

Figure 7. Classic inductive filter in rectangular waveguide.
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theory described. Figure 8 shows a comparison between
measured and simulated performances. As we can see, the
agreement is indeed very good.

One important feature of this class of filters is that,
using modern, high-accuracy manufacturing techniques,
they can be realized without the need for any postmanu-
facture adjustment, or tuning, thereby greatly reducing
the global cost of the filter.

6.2. Dual-Mode Inductive Filter

The next application we discuss is an inductive dual-mode
filter. The difference between this structure and the pre-
vious one is that each physical cavity (a length of uniform
waveguide) is used electrically 2 times. This particular
feature allows for the implementation of advanced filter
transfer functions that cannot be realized with the classic
configuration [18]. Figure 9 shows the structure of an in-
ductive dual-mode filter, while Fig. 10 shows the compar-
ison between simulation and measurement.

6.3. Triple-Mode Filter

A further advancement with respect to the dual-mode
filter described in the previous section is the triple-mode
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Figure 9. Dual-mode inductive filter in rect-
angular waveguide.

Figure 11. Longitudinal section of triple-mode filter in rectan-
gular waveguide.
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filter. In this case, as the term triple indicates, the same
physical cavity is used 3 times electrically. The result is an
extremely compact filter that can be used to implement
very selective filter transfer functions [19]. Figure 11
shows the structure of the filter, while Fig. 12 shows the
comparison between the simulation based on the theory
described in this article and the simulated response ob-
tained using commercial finite-element software.

6.4. Waveguide Twist

Another type of passive microwave device that is some-
times required is the waveguide twist. A waveguide twist
is needed whenever the polarization direction of a rectan-
gular waveguide needs to be rotated. The structure shown
in Fig. 13 can be effectively used to introduce a 901 rota-
tion. Figure 14 shows a comparison between measured
and simulated performances [20].
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6.5. Cubic Junction

All the application examples reported so far have dealt
with devices composed of cascaded uniform waveguide
sections requiring the analysis of planar waveguide junc-
tions. In the article, however, we have also discussed the
theory of arbitrary waveguide junctions. As a last exam-
ple, therefore, we now describe the analysis of the cubic
junction shown in Fig. 15. This junction is particularly
useful because it can be used to build very complex devices
such as diplexers and output multiplexers where two or
more microwave filters are combined in a single wave-
guide output. The comparison between measurements and
simulation for this device is shown in Figs. 16 and 17 [11].
As we can see, very good agreement between simulation
and measurements has indeed been achieved.

7. CONCLUSION

The multimode equivalent network representations de-
scribed in this article can be used to analyze all waveguide
junction problems of practical interest for microwave and
millimeter-wave engineering applications. The formula-
tions presented effectively reduce complex field problems
to the computation of coupling integrals between the
modes of the waveguides involved in the junctions, and
to the solution of simple linear systems.

The theory presented in this article has a wide appli-
cation scope, is rigorous, and leads to highly efficient nu-
merical implementations. It constitutes, therefore, a very
solid theoretical foundation for the development of ad-
vanced electromagnetic simulation programs needed for
the analysis and design of modern complex waveguide de-
vices and subsystems.
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MULTIPLE ACCESS SCHEMES

MOSHE SIDI

Technion—Israel Institute of
Technology

Communication channels are major components of com-
puter communication networks. They provide the physical
mediums over which signals representing data are trans-
mitted from one node of the network to another node.
Communication channels can be classified into two main
categories: point-to-point channels and shared channels.
Typically, the backbone of wide-area networks (WAN) con-
sists of point-to-point channels, whereas local-area net-
works (LAN) use shared channels.

Point-to-point channels are dedicated to connecting a
pair of nodes of the network. They are usually used in
fixed topology networks, and their cost depends on many
parameters such as distance and bandwidth. An impor-
tant characteristic of these channels is that nodes do not
interfere with each other; in other words, transmissions
between a pair of nodes has no effect on the transmissions
between another pair of nodes, even if a node is common to
the two pairs.

Shared channels are used when point-to point channels
are not economical or not available or when dynamic top-
ologies are preferable. In a shared channel, called also a
broadcast channel, several nodes can potentially transmit
and/or receive messages at the same time. Shared channels
appear naturally in radio networks, satellite networks, and
some local area networks (e.g., Ethernet). Their deploy-
ment is usually easier than point-to-point channels. An
important characteristic of shared channels is that trans-
missions of different nodes interfere with each other; spe-
cifically, one transmission coinciding in time with another
may cause none of them to be received. This means that the
success of transmission between a pair of nodes is no longer
independent of other transmissions.

To have successful transmissions in shared channels,
interference must be avoided or at least controlled. The
channel allocation among the competing nodes is critical
for proper operation of the network. This article focuses on
access schemes to such channels known as multiple access
schemes. These schemes are nothing more than channel
allocation rules that determine who goes next on the chan-
nel, aiming at some desirable network performance char-
acteristics. Multiple-access schemes belong to a sublayer
of the data link layer called the medium access control
layer (MAC), which is especially important in LANs.

Multiple access schemes are natural not only in com-
munication systems but also in many other systems such
as computer systems, storage facilities, or servers of any
kind, where resources are shared by a number of nodes. In
this article we address mainly shared communication
channels.

One way to classify multiple access schemes is accord-
ing to the level of contention that is allowed among the
nodes of the network. On the one hand, there are the con-
flict-free schemes that ensures that each transmission is
successful, namely, it will not be interfered with by any
other transmission. On the other hand, there are the con-
tention-based schemes that do not guarantee that a trans-
mission will be successful, namely, it might be interfered
with by another transmission.

Conflict-free transmissions can be achieved by allocat-
ing the shared channel in an adaptive or nonadaptive
(static) manner. Two common static allocations are the
time-division multiple access (TDMA), where the entire
available bandwidth is allocated to a single node for a
fraction of the time, and the frequency-division multiple
access (FDMA), where a fraction of the available band-
width is allocated to a single node for all the time. Adap-
tive allocations are usually based on demands so that
nodes that are idle use only little of the shared channel,
leaving the majority of their share to other more active
nodes. Adaptive allocations can be done by various reser-
vation schemes using either central or distributed net-
work control. Polling algorithms illustrate central control,
whereas ring networks generally use distributed control
based on token-passing mechanisms. It is important to
note that idle nodes consume their portion of the shared
channel when conflict-free schemes are used. The aggre-
gate channel portion of idle nodes becomes significant
when the number of potential nodes in the system is
very large to the extent that conflict-free schemes might
become impractical.

When contention-based schemes are used, it is essen-
tial to devise algorithms that resolve conflicts when they
occur, so that messages are eventually transmitted suc-
cessfully. Conflict resolution algorithms can be either
adaptive or nonadaptive (static). Static resolution can be
deterministic using some fixed priority that is assigned to
the nodes, or it can be probabilistic when the transmission
schedule for interfered nodes is chosen from a fixed dis-
tribution as is done in Aloha-type schemes and the various
versions of carrier-sensing multiple-access (CSMA)
schemes. Adaptive resolution attempt to track the system
evolution and exploit the available information. For ex-
ample, resolution can be based on time of arrival, giving
highest (or lowest) priority to the oldest message in the
system as is done in some tree-based algorithms. Alterna-
tively, resolution can be probabilistic but such that the
statistics change dynamically according to the extent of
the interference. This category includes estimating the
multiplicity of the interfering nodes and the exponential
backoff scheme of the Ethernet standard. Note that when
the population of potential nodes in the system increases
beyond a certain amount and conflict-free schemes are
useless, contention-based protocols are the only possible
solution.
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The goal of this article is to survey typical examples of
multiple access schemes. These examples include TDMA,
FDMA, Aloha, polling, and tree-based schemes. The allo-
cated space for the topic of multiple access schemes in the
encyclopedia (which is yet another shared resource) is just
too tiny to include all the ingenious multiple access
schemes that have been designed by researchers over
the years. Interested readers should refer to books
on the subject (e.g., Rom and Sidi [23], Hammond and
O’Reilly [22], and to the international journals that have
published papers on the subject).

1. BASIC MODEL

When multiple-access schemes are devised, a collection of
nodes that communicate with each other or with a central
node via a single shared channel is considered. In general,
the ability of a node to hear the transmission of another
node depends on the transmission power used, on the dis-
tance between the two nodes, and on the sensitivity of the
receiver at the receiving node. We assume single-hop top-
ologies in which all nodes hear one another, and whenever
messages are transmitted successfully they arrive at their
destinations.

The shared channel is the medium through which data
are transferred from their sources to their destinations.
The total transmission rate possible in the channel is C
bits/s. We consider an errorless collision channel. Collision
is a situation in which, at the receiver, two or more trans-
missions overlap in time wholly or partially. A collision
channel is one in which all the colliding transmissions are
not received correctly and must be retransmitted until
they are received correctly. We assume that nodes can de-
tect collisions. The channel is errorless in the sense that a
single transmission heard at a node always received cor-
rectly. Other possible channels include the noisy channel
in which errors may occur even if only a single transmis-
sion is heard at a node; furthermore, the channel may be
such that errors between successive transmissions are not
independent. Another channel type is the capture channel
in which one or more of the colliding transmissions cap-
tures the receiver and can be received correctly. Yet an-
other case is a channel in which coding is used so that
even if transmissions collide the receiver can still decode
some or all of the transmitted information.

The basic unit of data generated by a node is a message.
It is possible, though, that because of its length, a message
cannot be transmitted in a single transmission and must
therefore be broken into smaller units called packets, each
of which can be transmitted in a single channel access. A
message consists of an integral number of packets, al-
though the number of packets in a message can vary ran-
domly. Packet size is measured by the time required to
transmit the packet after access to the channel has been
granted. Typically, all packets are of equal size, say, L bits.

The number of nodes that share the channel is denoted
by M. When M becomes very large, the population of nodes
is referred to as infinite population. Only contention-based
schemes can cope with an infinite node population. The
aggregate arrival process of new packets is assumed to be

Poisson with rate L packets/s. When the population is fi-
nite, the arrival rate to each node is l¼L/M packets/s.

Nodes are generally not assumed to be synchronized
and are capable of accessing and transmitting their mes-
sages on the shared channel at any time. Another impor-
tant class of systems is that of slotted systems in which
there is a global clock that marks discrete intervals of time
called slots whose length is usually the time required to
transmit a packet (i.e., T¼L/C s). In these systems,
transmissions of packets start only at slot starts. The
slot length is therefore T¼L/C s. Other operations, such
as determining activities on the channel, can be done at
any time.

In some models, nodes can tell if the shared channel is
in use before trying to use it. If the channel is sensed as
busy, no node will attempt to use it until it goes idle in
order to reduce interference. Naturally, additional hard-
ware is required at each node to implement the sensing
ability. In other models, nodes cannot sense the channel
before trying to use it. They just go ahead and transmit
according to their access scheme. Only later can they de-
termine whether the transmission was successful via the
feedback mechanism. Feedback in general is the informa-
tion available to the nodes regarding activities on the
shared channel at prior times. This information can be
obtained by listening to the channel, or by explicit ac-
knowledgment messages sent by the receiving node. For
every scheme, there exist some instants of time (typically
slot boundaries or end of transmissions) in which feedback
information is available. Common feedback information
indicates whether a message was successfully transmitted
or a collision took place or the channel was idle. Feedback
mechanisms do not consume the shared channel sources
because they usually use a different channel or are able to
determine the feedback locally. Other feedback variations
include indication of the exact or the estimated number of
colliding transmission, or providing uncertain feedback
(e.g., in the case of a noisy channel).

The important performance measures of multiple-ac-
cess schemes are their throughput and delay. The
throughput of the channel is the aggregate average
amount of data that is transported successful through
the channel in a unit of time. The throughput equals the
fraction of time in which the channel is engaged in the
successful transmission of node data and will be denoted
by S, and it is obvious that Sr1. In conflict-free access
schemes, the throughput is also the total or offered load on
the shared channel. However, in contention-based access
schemes, the offered load on the shared channel includes
transmissions of new packets as well as retransmissions of
packets that collide with each other. The offered load is
denoted by g (measured in packets per second) and, obvi-
ously, gZL. The normalized offered load [i.e., the rate (per
packet transmission time) packets are transmitted on the
channel] is denoted by G¼ g .T and, obviously, GZS.

Delay is the time from the moment a message is gen-
erated until it arrives successfully across the shared chan-
nel. Here one must distinguish between the node and the
system measures because it is possible that the average
delay measured for the entire system does not necessarily
reflect the average delay experienced by any of the nodes.
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In ‘‘fair’’ or homogeneous systems, we expect these to be
almost identical. The average delay is denoted by D sec-
onds, and its normalized version, grouped into units of
packet transmission times, is denoted by D (i.e.,
D¼D=T¼D .C=L).

Another important performance criterion is system sta-
bility. Unfortunately, some schemes’ characteristics may
be such that some message generation rates, even smaller
than the maximal transmission rate in the channel, can-
not be sustained by the system for a long time. Evaluation
of those input rates for which the system remains stable is
therefore essential.

1.1. Ideal Access Scheme

Before introducing the various multiple-access schemes,
let us consider an ideal scheme to use the shared channel.
Ideally, transfer of the channel from one node to another
can be accomplished instantaneously, without cost. Fur-
thermore, whenever a node has data to transmit, some
ingenious central controller knows this instantaneously
and assigns the channel to that node in case the channel is
idle. If the channel is busy, packets that arrive at the
nodes are queued. For our purposes, the order in which
packets of different nodes are served is not important. The
performance of the ideal scheme serves as a bound to what
can be expected from any practical access scheme.

The way the ideal scheme operates is identical to the
operation of a single queue that is served by a single serv-
er, because packets do not interfere and because no time is
wasted in transferring the channel use from one node to
another. Because arrivals of new packets are according to
a Poisson process and time is slotted, the performance of
the ideal scheme is that of an M/D/1 queue. The through-
put of an M/D/1 queue is just the utilization factor of the
server as long as So1 (the stability condition), and it
equals the offered load, in other words

S¼G¼LT¼
l .M .L

C
ð1Þ

The normalized average delay of an M/D/1 queue is given
by (as long as So1)

D¼ 1þ
S

2ð1� SÞ
¼

2� S

2ð1� SÞ
ð2Þ

The Unit in the expression D is the normalized transmis-
sion time of a packet, whereas S/[2(1�S)] is the normal-
ized waiting time of a packet until being transmitted.

No access scheme can achieve throughput higher than
S given in Eq. (1), and no access scheme can provide nor-
malized average delays lower than D given in Eq. (2).
These quantities will serve as yardsticks in the sequel.

2. CONFLICT-FREE SCHEMES

Conflict-free schemes are designed to ensure that a trans-
mission, whenever made, is not interfered with by any
other transmission and is therefore successful. This is
achieved by allocating the channel to the nodes without

any overlap between the portions of the channel allocated
to different nodes. An important advantage of conflict-free
access protocols in the ability to ensure fairness among
nodes and the ability to control the packet delay—a fea-
ture that may be essential in real-time applications.

We consider both fixed-assignment schemes and dyna-
mic schemes that guarantee no conflicts. In fixed-assign-
ment schemes the channel allocation is predetermined
(typically at network design time) and is independent of
the demands of the nodes in the network. The most well-
known fixed-assignment schemes are the frequency-divi-
sion multiple access and the time-division multiple access.
For both FDMA and TDMA, no overhead, in the form of
control messages, is incurred. However, because of the
static and fixed assignment, parts of the channel might
be idle even though some nodes have data to transmit.
Dynamic channel allocation schemes attempt to overcome
this drawback by changing the channel allocation based on
the current demands of the nodes. These schemes use some
kind of reservation strategies based on either centralized
or distributed polling.

2.1. Fixed Assignment

Both FDMA and TDMA are the oldest and most understood
access schemes, widely used in practice. They are the most
common implementation of fixed-assignment schemes.

With FDMA the entire available frequency band is di-
vided into bands, each of which is used by a single node.
Every node is therefore equipped with a transmitter for a
given, predetermined frequency band and a receiver for
each band (which can be implemented as a single receiver
for the entire range with a bank of bandpass filters for the
individual bands). With TDMA the time axis is divided
into timeslots, preassigned to the different nodes. Every
node is allowed to transmit freely during the slot assigned
to it; that is, during the assigned slot the entire shared
channel is devoted to that node. The slot assignments fol-
low a predetermined pattern that repeats itself periodi-
cally; each such period is called a frame. In most TDMA
implementations, every node has exactly one slot in every
frame.

The main advantage of both FDMA and TDMA is that
each transmission is guaranteed to be successful and no
control messages are required. An additional advantage of
FDMA is its simplicity—it does not require any coordina-
tion or synchronization among the nodes because each can
use its own frequency band without interference. Howev-
er, both FDMA and TDMA are wasteful, especially when
the load is momentarily uneven, because when one node is
idle, its share of the channel cannot be used by other
nodes. Another drawback of FDMA and TDMA is that
they are not flexible; adding a new node to the network
requires equipment or software modification in every oth-
er node. In addition, both waste some portion of the chan-
nel to ensure no overlap (either in time or in bandwidth) in
the transmissions of different nodes. FDMA uses guard-
bands between the subchannels, and TDMA uses guard
times to separate the nodes.

Neglecting the channel waste resulting from guard-
bands or times, the throughput of FDMA and TDMA is
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identical to that of the idealized schemes, because packets
are never transmitted more than once. Therefore, we have
for both

S¼G¼LT¼
l .M .L

C

The delay characteristics of FDMA and TDMA are dif-
ferent. With FDMA the transmission rate of each node is
C/M bps; therefore, the time to transmit a packet is M .L/C
seconds. Each node can be modeled as an M/D/1 queue
with arrival rate l¼L/M and service time M .L/C. The
normalized average delay is therefore

D¼M 1þ
S

2ð1� SÞ


 �
¼M

2� S

2ð1� SÞ

which is M times larger than the normalized average
delay of the ideal scheme.

With TDMA the transmission rate of each node is
C bps, and the time to transmit a packet is L/C seconds.
Each node can be modeled as an M/D/1 queue with arrival
rate l¼L/M, but service is granted to the node only once a
frame, namely every M. L/C seconds. The normalized av-
erage delay is therefore

D¼ 1þ
M

2ð1� SÞ

Comparing the throughput delay characteristics of
FDMA and TDMA, we note that

DFDMA ¼DTDMA þ
M

2
� 1

We thus conclude that for any reasonable parameters, the
TDMA-normalized average delay is always less than that
of FDMA and the difference grows linearly with the num-
ber of nodes and is independent of the load. The difference
stems from the fact that the actual transmission of a pack-
et in TDMA takes only a single slot, whereas in FDMA it
lasts the equivalent of an entire frame. This difference is
somewhat offset by the fact that a packet arriving at an
empty node may need to wait until the proper slot when a
TDMA scheme is employed, whereas in FDMA transmis-
sion starts right away. It must be remembered, though,
that at high throughput the dominant factor in the nor-
malized average delay is inversely proportional to (1�S)
in both TDMA and FDMA; therefore, the ratio of the nor-
malized average delays between the two schemes ap-
proaches unity when the load increases. Figure 1 depicts
the delay throughput characteristics for TDMA and
FDMA and the ideal access scheme for 50 users.

2.1.1. Further Reading. Many texts treating FDMA and
TDMA are available [e.g.1,2] A good analysis of TDMA
and FDMA can be found in Ref. 3. A sample path compar-
ison between FDMA and TDMA schemes is carried out in
Ref. 4 where it is shown that TDMA is better than FDMA
not just on the average. A TDMA scheme in which the
packets of each node are serviced according to a priority

rule is analyzed by De Moraes and Rubin [5]. The question
of optimal allocation of slots to the nodes in generalized
TDMA (in which a node can have more than one slot in a
frame) in addressed in Itai and Rosberg [6], where the
throughput of the network is maximized (assuming single
buffers for each node), Hofri and Rosberg [7] where the
expected packet delay in the network is minimized. Mes-
sage delay (as opposed to packet delay) for generalized
TDMA is analyzed by Rom and Sidi [8].

2.2. Dynamic Assignment

Static conflict-free protocols such as FDMA and TDMA
schemes do not use the shared channel very efficiently,
especially when the network is lightly loaded or when the
loads of different nodes are asymmetric. The static and
fixed assignment in these schemes cause portions of the
channel to remain idle even though some nodes have data
to transmit. Dynamic channel allocation schemes are de-
signed to overcome this drawback. With dynamic alloca-
tion strategies, the channel allocation changes with time
and is based on current (and possibly changing) demands
of the various nodes. The better and more responsive use
of the shared channel achieved with dynamic schemes
does not come for free; it requires control overhead that is
unnecessary with fixed-assignment schemes and con-
sumes a portion of the channel.

To ensure conflict-free operation, it is necessary to
reach an agreement among the nodes on who transmits
in a given slot. This agreement entails collecting informa-
tion as to which nodes have packets to transmit and an
arbitration scheme that selects one of these nodes to
transmit in the slot. Both the information collection and
the arbitration can be achieved using centralized control
or distributed control.

A representation example of schemes that use central-
ized control are polling schemes. The basic feature of poll-
ing schemes is the operation of a central controller that
polls the nodes of the network in some predetermined
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order (the most common is round-robin) to provide access
to the shared channel. When a node is polled and has
packets to transmit, it uses the whole shared channel to
transmit its backlogged packets. With an exhaustive pol-
icy, the node empties its backlog completely, whereas with
a gated policy it transmits only those packets that reside
in its queue on the polling instant. The last transmitted
packet contains an indication that the central controller
can poll the next node. If a polled node does not have
packets to transmit, the next node is polled. In between
polls, nodes accumulate the arriving packets in their
queues and do not transmit until polled.

The control overhead of polling schemes is a result of
the time required to switch from one node to the next. The
switching time, denoted by w, includes all the time neces-
sary to transfer the poll (channel propagation delay, trans-
mission time of polling and response packets, etc.). We let
ŵw¼w=T denote the normalized switching time.

The throughput of a polling scheme is identical to that
of an ideal scheme and is given by Eq. (1). The normalized
average delay is given by

D¼ 1þ
S

2ð1� SÞ
þ

Môoð1� S=MÞ

2ð1� SÞ

We note that the first two terms are just the normalized
average delay of the ideal scheme and the third term re-
flects the overhead resulting from the switching times
from one node to the next.

As an example of a distributed dynamic conflict-free
scheme, we use the minislotted alternating priority
(MSAP) scheme [9]. The MSAP scheme allows the nodes
to determine in a distributed manner the order in which
they’ll use the shared channel, assuming the nodes are
ordered according to some priority rule. Either the priority
rule can be static or it can change in a round-robin manner
in each slot.

MSAP is based on distributed reservations. To describe
its operation, we need to define the slot structure. Let t
(seconds) denote the maximum system propagation delay,
that is, the longest time it takes for a signal emitted at one
end of the network to reach the other end. The quantity t
plays a crucial role in multiple-access schemes. Its nor-
malized version is denoted by a¼ t/T. Let every slot con-
sist of initial M� 1 reservation minislots, each of duration
T, followed by another minislot. Only those nodes wishing
to transmit in a slot take any action: a node that does not
wish to transmit in a given slot remains quiet for the en-
tire slot duration. Given that every node wishing to trans-
mit knows its own priority, they behave as follows. If the
node of the highest priority wishes to transmit in this slot,
then it starts immediately. Its transmission consists of an
unmodulated carrier for a duration of M—1 minislots fol-
lowed by a packet of duration T. A node of the ith priority
(2rirM) wishing to transmit in this slot will do so only if
the first i—1 minislots are idle. In this case, it will trans-
mit M—i minislots of unmodulated carrier followed by a
packet of duration T. The specific choice of the minislot
duration ensures that when a given node transmits in a
minislot all other nodes know it by the end of that minislot

allowing them to react appropriately. The additional mini-
slot at the end allows the data signals to reach every node
of the network. This is needed to ensure that all start
synchronized in the next slot, as required by the reserva-
tion scheme.

The fraction of slots in which transmissions take place
is LT. Because a fraction of Mt/(TþMt) of every slot is
overhead, we conclude that the throughput of this scheme
is

S¼LT
T

TþMt
¼LT

1

1þMa

The normalized average delay is obtained by using stan-
dard analysis of priority queues, and it is given by

D¼ð1þMaÞ 1þ
1

2½1� ð1þMaÞS�

� �

Figure 2 depicts the delay-throughput characteristics for
the dynamic access schemes for 50 users.

2.2.1. Further Reading. The variants of polling schemes
are numerous. Reference 10 contains the analysis of most
of the basic schemes with a long list of reference that is
complemented in Ref. 11. In Ref. 12 more advanced
schemes are described along with some optimization con-
siderations in the operations of polling schemes, such as
the determination of the poll order of the nodes.

The MSAP scheme described previously represents an
entire family of schemes that guarantees conflict-free
transmissions using distributed reservation. All these
schemes have a sequence of preceding bits serving to re-
serve or announce upcoming transmissions (this is known
as the reservation preamble). In MSAP there are M� 1
such bits for every transmitted packet. An improvement to
the MSAP scheme is the bit-map protocol described by
Tanenbaum [13]. The idea is to use a single reservation
preamble to schedule more than a single transmission;
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using the fact that all participating nodes are aware of the
reservations made in the preamble. The bit-map scheme
requires synchronization among the nodes that is some-
what more sophisticated than the MSAP scheme, but the
overhead paid per transmitted packet is less than the
overhead for MSAP. Another variation of a reservation
scheme has been described by Roberts [14]. There, every
node can make a reservation in every minislot of the res-
ervation preamble, and if the reservation remains uncon-
tested, that reserving node will transmit. If there is a
collision in the reservation minislot, all nodes but the
‘‘owner’’ of that minislot will abstain from transmission.
Altogether, this is a standard TDMA with idle slots made
available to be grabbed by others. Several additional res-
ervation and TDMA schemes are also analyzed by Rubin
[4]. One of the most efficient reservation schemes is the
broadcast recognition access method (BRAM) [15]. This is
essentially a combination between the bit-map and the
MSAP schemes. As with MSAP, a reservation preamble
serves to reserve the channel for a single node, but unlike
the MSAP, the reservation preamble does not necessarily
contain all M—1 minislots. The idea is that nodes start
their transmission with a staggered delay not before they
ensure that another transmission is not ongoing (Klein-
rock and Scholl [9] also refer to a similar scheme). Under
heavy load BRAM reduced to regular TDMA.

3. CONTENTION-BASED SCHEMES

With the conflict-free schemes discussed earlier, every
scheduled transmission is guaranteed to succeed. With
contention-based schemes success of a transmission is not
guaranteed in advance because whenever two or more
nodes are transmitting on the shared channel simulta-
neously, a collision occurs and the data cannot be received
correctly. This being the case, packets may have to be
transmitted and retransmitted until eventually they are
correctly received. Transmission scheduling is therefore
the focal concern of contention-based schemes.

3.1. Pure and Slotted Aloha

The Aloha family of schemes is probably the richest family
of multiple-access protocols. First of all, its popularity is
the result of seniority because it was the first contention-
based scheme introduced [16]. Second, many of these
schemes are so simple that their implementation is
straightforward. Many local-area networks of today im-
plement some sophisticated variants of this family of
schemes.

The pure Aloha scheme is the basic scheme in the
family and it is very simple [16]. It states that a newly
generated packet is transmitted immediately on genera-
tion, hoping for no interference by others. If two or more
nodes transmit so that their packets overlap (even par-
tially) in time, interference results, and the transmissions
are unsuccessful. In this case every colliding node, inde-
pendently of the others, schedules its retransmission to a
random time in the future. This randomness is required to
ensure that the same set of packets does not continue to
collide indefinitely.

The Aloha scheme is very well suited to bursty traffic
because a node does not hold the shared channel when it
has no packets to transmit. The drawback of this scheme
is that network performance deteriorates significantly as
a result of excessive collisions at medium and high traffic
intensities. The Aloha scheme is a completely distributed
scheme that allows every node to operate independently of
the others.

The exact characterization of the offered load to the
channel for the pure Aloha scheme is extremely compli-
cated. To overcome this complexity, it is standard to as-
sume that the offered load forms a Poisson process (with
rate g, of course). This flawed assumption is an approxi-
mation (as has been shown by simulation) that simplifies
the analysis of Aloha-type schemes considerably and pro-
vides some initial intuitive understanding of the ALOHA
scheme. Consider a packet (new or retransmitted) whose
transmission starts at time t. This packet will be success-
ful if no other packet is transmitted in the interval (t�T,
tþT) (this period of duration 2 T is called the vulnerable
period). The probability of this happening, that is, the
probability of success Ps is the probability that no packet is
transmitted in an interval of length 2 T. Because the
transmission points correspond to a Poisson process, we
have

Ps¼ e�2gT

Now, packets are schedule at a rate of g per second, of
which only a fraction Ps are successful. Thus, the rate of
successfully transmitted packets is gPs. When a packet is
successful, the channel carries useful information for a
period of T seconds; in any other case, it carries no useful
information at all. Because the throughput is the fraction
of time that useful information is carried on the shared
channel, we have

S¼ gTe�2gT ¼Ge�2G

This relation between S and G is typical to many Aloha-
type schemes. For small values of G (light load), the
throughput is approximately the offered load. For large
values of G (heavy load), the throughput decreases rapidly
because of excessive amount of collisions. For pure Aloha
we note that for G¼ 1

2, S takes on its maximal value of
1=2e � 0:18. This value is referred to as the capacity of the
pure Aloha channel. Figure 3 depicts the load throughput
characteristics for the Aloha-type schemes.

We recall that for a system to be stable the long-term
rate of input must equal the long-term rate of output
meaning that stability requires S¼LT. Larger values of L
clearly cannot result in stable operation. Note, however,
that even for smaller values of L there are two values of G
to which it corresponds—one larger and one smaller than
1
2. The smaller one is (conditionally) stable, whereas the
other one is conditionally unstable, meaning that if the
offered load increases beyond that point the system will
continue to drift to higher load and lower throughput.
Thus, without additional measures of control, the stable
throughput of pure Aloha is 0 [17]. It is appropriate to note
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that this theoretical instability is rarely a severe problem
in real systems, where the long-term load, including, of
course, the ‘‘off-hours’’ load, is fairly small, although tem-
porary problems may occur.

The delay characteristic of the Aloha scheme can be
approximated as follows. For each packet, the average
number of transmission attempts until the packet is
transmitted successfully is G/S¼ e2G. Thus, the average
number of unsuccessful transmission attempts is G/S� 1
¼ e2G

� 1. If a collision occurs, the node reschedules the
colliding packet for some random time in the future. Let
the average rescheduling time be B (seconds). Each suc-
cessful transmission attempt requires T seconds and each
unsuccessful transmission attempt requires TþB seconds
on the average. Therefore, the average delay is given by

D¼Tþ ðG=S� 1ÞðTþBÞ

¼Tþ ðe2G � 1ÞðTþBÞ
ð3Þ

and in a normalized form

D¼ 1þðe2G � 1Þð1þB=TÞ

With pure Aloha, even if the overlap in time between
two transmitted packets is very tiny, both packets are de-
stroyed. The slotted Aloha variation overcomes this draw-
back, and it is simply pure Aloha with a slotted channel.
Thus, two (or more) packets can either overlap completely
or do not overlap at all, and the vulnerable period is re-
duced to a single slot. In other words, a slot will be suc-
cessful if and only if exactly one packet is transmitted in
that slot. Therefore

S¼ gTe�gT ¼Ge�G

This relation is very similar to that of pure Aloha, except
of increased throughput. Channel capacity is 1=e � 0:36

and is achieved at G¼ 1. These results were first derived
by Roberts [14]. Similar to the pure Aloha scheme, the
normalized average delay for the slotted Aloha scheme is

D¼ 1þ ðeG � 1Þð1þB=TÞ

3.2. Carrier-Sensing Protocols

The Aloha schemes exhibit fairly poor performance, which
can be attributed to the ‘‘impolite’’ behavior of the nodes,
namely, whenever one has a packet to transmit it does so
without consideration of others. It is clear that in a shared
environment even little consideration can benefit all. Con-
sider a listen-be-fore-talk behavior wherein every node,
before attempting any transmission, listens whether
somebody else is already using the channel. If this is the
case, the node will refrain from transmission to the benefit
of all; its packet will clearly not be successful if transmit-
ted; furthermore, disturbing another node will cause the
currently transmitted packet to be retransmitted, possibly
disturbing yet another packet.

The process of listening to the shared channel is not
that demanding. Every node is equipped with a receiver
anyway, and every node can monitor the channel because
it is shared. Moreover, to detect another node’s transmis-
sion does not require receiving the information; it suffices
to sense the carrier that is present when signals are trans-
mitted. The carrier-sensing family of schemes is charac-
terized by sensing the carrier and deciding according to it
whether another transmission is ongoing.

Carrier sensing does not yield conflict-free operation.
Suppose that the channel has been idle for a while and
that two nodes concurrently generate a packet. Each will
sense the channel, discover that it is idle, and transmit the
packet to result in a collection. ‘‘Concurrently’’ here does
not really mean at the very same time; if one node starts
transmitting it takes some time for the signal to propagate
and arrive at the other node. Hence concurrently actually
means within a time window of duration equal to signal
propagation time. The maximum propagation time in the
network is t, and its normalized version is a, an important
parameter that affects the performance of carrier sensing
schemes. The larger this quantity is, collisions are more
likely and the performance becomes worse.

All the carrier sensing multiple access schemes share
the same philosophy: when a node generates a new pack-
et, the channel is sensed, and if found idle the packet is
transmitted without further ado. When a collision takes
place, every transmitting node reschedules a retransmis-
sion of the collided packet to some other time in the future
(chosen with some randomization to avoid repeated colli-
sions) at which time the same operation is repeated. The
variations on the CSMA scheme are caused by the behav-
ior of nodes that wish to transmit and find (by sensing) the
channel busy. Most of the basic variations were introduced
and analyzed by Kleinrock and Tobagi [18–20].

In the nonpersistent versions of CSMA (NP-CSMA) a
node that generated a packet and found the channel busy
refrains from transmitting the packet and behaves exactly
as if its packet collided [i.e., it schedules (randomly) the
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retransmission of the packet to some time in the future].
With NP-CSMA, there are situations in which the channel
is idle although one or more nodes have packets to trans-
mit. The 1-persistent CSMA (1P-CSMA) is an alternative
to NP-CSMA because it avoids such situations by being a
bit more greedy. This is achieved by applying the following
rule. A node that senses the channel and finds it busy
persists to wait and transmits as soon as the channel
becomes idle. Consequently, the channel is always used
if there is a node with a packet. With the 1-persistent
scheme, a collision may occur not only because of nonzero
propagation delays but also when two nodes become ready
to transmit in the middle of another node’s transmission.
In this case, both nodes will wait until that transmission
ends and will begin transmission simultaneously, result-
ing in a collision.

For slotted operation, CSMA schemes use time slot of
duration t seconds, which is usually much smaller than
the slot size of duration T seconds, used with slotted Alo-
ha. However, like slotted Aloha, all nodes using slotted
CSMA schemes are forced to start transmission at the be-
ginning of a slot.

Beside the ability to sense the carrier, some local-area
networks (such as Ethernet) have an additional feature,
namely, that nodes can detect interference among several
transmissions (including their own) while transmission is
in progress and abort transmission of their collided pack-
ets. If this can be done sufficiently fast, then the duration
of an unsuccessful transmission would be shorter than
that of a successful one, thus improving the performance
of the scheme. Together with carrier sensing, this produc-
es a variation of CSMA that is known as CSMA/CD (car-
rier sensing multiple access with collision detection). The
operation of all CSMA/CD schemes is identical to the op-
eration of the corresponding CSMA schemes, except that if
a collision is detected during transmission, the transmis-
sion is aborted and the packet is scheduled for transmis-
sion at some later time. For Ethernet networks this
random delay is doubled (at most 16 times) each time
the packet collides—a scheme known as binary exponen-
tial backoff. To ensure that all network nodes indeed de-
tect a collision when it occurs, a consensus reenforcement
procedure is used. This procedure is manifested by jam-
ming the channel with a collision signal for a duration of
tcr seconds, which is usually much larger than the time
necessary to detect a collision. We let g¼ tcr/t.

The analysis of the throughput of CSMA schemes is
rather complicated. It is based on computations of average
lengths of idle and transmission periods. For NP-CSMA,
we have

S¼
gTe�gt

gðTþ 2pÞþ e�gt ¼
Ge�aG

Gð1þ 2aÞþ e�aG

For slotted NP-CSMA, we have

S¼
aGe�aG

1� e�aGþa

For 1P-CSMA, we have

S¼
gTe�gðTþ2tÞ½1þ gTþ gtð1þ gTþ gt=2Þ�
gðTþ 2tÞ � ð1� e�gtÞþ 1þ gtÞe�gTþ t

¼
Ge�Gð1þ 2aÞ½1þGþaGð1þGþaG=2Þ�

Gð1þ 2aÞ � ð1� e�aGÞþ ð1þaGÞe�Gð1þaÞ

For slotted 1P-CSMA, we have

S¼
Ge�Gð1þ 2aÞ½1þa�e�aG �

ð1þaÞð1� e�aGÞþae�Gð1þaÞ

For nonpersistent CSMA/CD, we have

S¼
Ge�aG

Ge�aGþ gaGð1� e�aGÞþ 2aGð1� e�aGÞþ 2� e�aG

For slotted nonpersistent CSMA/CD, we have

S¼
Ge�aG

Ge�aGþ gaGð1� e�aG � aG�aGÞþ ð2� e�aG � aGe�aGÞ

Figure 4 depicts the load throughput characteristics for
the CSMA-type schemes.

3.2.1. Further Reading. Numerous variations on the
environment under which the Aloha and CSMA schemes
operate have been addressed in the literature (see, e.g.,
Refs. 3, 13, and 21–23). For instance, various packet
length distributions were considered by Abramson [24]
and Ferguson [25] for Aloha and by Tobagi and Hunt [26]
and for CSMA.

The assumption that, whenever two or more packets
overlap at the receiver, all packets are lost is overly pes-
simistic. In radio networks the receiver might correctly
receive a packet despite the fact that it is time overlapping

T
hr

ou
gh

pu
t

Load

a = 0.01

0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
0.45
0.50
0.55
0.60
0.65

0.00

0.70
0.75
0.80
0.85
0.90

0.001 0.10.01 1 10010 1000

0.95
1.00

NP-CSMA

1P-CSMA
Slotted
NP-CSMA
Slotted
1P-CSMA

Figure 4. Throughput of CSMA versions.

3358 MULTIPLE ACCESS SCHEMES



with other transmitted packets. This phenomenon is
known as capture and it can happen as a result of vari-
ous characteristics of radio systems. Most studies [27,28]
considered power capture (the phenomenon whereby the
strongest of several transmitted signals is correctly re-
ceived at the receiver). Thus, if a single high-powered
packet is transmitted, then it is correctly received regard-
less of other transmissions. Hence, channel use increases.

Reservation schemes that allow contentions are de-
signed to have the advantages of both the Aloha and the
TDMA approaches. Examples of reservation schemes ap-
pear in Ref. 29, where the knowledge of the number of
users is needed, or in Refs. 14 and 30, where they do not
require this knowledge. Approximate analysis of a reser-
vation Aloha protocol can be found in Lam [31].

Approximate analysis of the delay was presented by
Ferguson [32] for Aloha and by Beuerman and Coyle
[33] for CSMA schemes. Instability issues of the Aloha
protocol were first identified by Carleial and Hellman [34]
and Lam and Kleinrock [35]. Later, similar issues were
identified for the CSMA family of protocols by Tobagi and
Kleinrock [20].

4. COLLISION RESOLUTION SCHEMES

The original Aloha scheme and its CSMA derivatives are
inherently unstable in the absence of some external con-
trol. Looking into the philosophy behind the schemes, it is
obvious that there is no sincere attempts to resolve colli-
sions among packets as soon as they occur. Instead, the
attempts to resolve collisions are always deferred to the
future, with the hope that things will then work out,
somehow, but they never do.

Another type of contention-based schemes with a dif-
ferent philosophy are collision resolution schemes (CRSs).
In these schemes the efforts are concentrated on resolving
collisions as soon as they occur. Moreover, in most versions
of these schemes, new packets that arrive to the network
are inhibited from being transmitted while the resolutions
of collisions is in progress. This ensures that if the rate of
arrival of new packets to the system is smaller than the
rate at which collisions can be resolved (the maximal rate
of departing packets—throughput), then the system is
stable. The basic idea behind these schemes is to exploit
in a more sophisticated manner the feedback information
that is available to the nodes in order to control the re-
transmission process so that collisions are resolved more
efficiently.

The most basic collision resolution scheme is called the
binary-tree CRS (or binary-tree scheme) and was proposed
by Capetanakis [36], Hayes [37], and Tsybakov and Mi-
khailov [38]. According to this schemes, when a collision
occurs, in slot k, say, all nodes that are not involved in the
collision wait until the collision is resolved. The nodes in-
volved in the collision split randomly into two subsets, by
(for instance) each flipping a coin. The nodes in the first
subset, those that flopped 0, retransmit in slot kþ 1,
whereas those that flipped 1 wait until all those that
flipped 0 transmit their packets successfully. If slot kþ 1
is either idle or contains a successful transmission, the

nodes of the second subset (those that flipped 1) retrans-
mit in slot kþ 2. If slot k þ 1 contains another collision,
then the procedure is repeated (i.e., the nodes whose
packets collided in slot kþ 1 flip a coin again and operate
according to the outcome of the coin flipping, and so on).
A node having a packet that collided (at least once) is
backlogged.

The operation of the scheme can also be described by a
binary tree in which every vertex corresponds to a time-
slot. The root of the tree corresponds to the slot of the
original collision. Each vertex of the tree also designates a
subset (perhaps empty) of backlogged nodes. Vertices
whose subsets contain at least two nodes indicate colli-
sions and have two outgoing branches, corresponding to
the splitting of the subset into two new subsets. Vertices
corresponding to empty subsets or subsets containing one
node are leaves of the tree and indicate an idle slot and a
successful slot, respectively. For instance, consider a colli-
sion that occurs in slot 1. At this point it is neither known
how many nodes nor who are the nodes that collided in this
slot. Each of the colliding nodes flip a coin, and those that
flipped 0 transmit in slot 2. By the rules of the scheme, no
newly arrived packet is transmitted while the resolution of
a collision is in progress, so that only nodes that collided in
slot 1 and flipped 0 transmit in slot 2. Another collision
occurs in slot 2, and the nodes involved in that collision flip
a coin again. In this example, all the colliding nodes of slot
2 flipped 1 and therefore slot 3 is idle. The nodes that
flipped 1 in slot 2 transmit again in slot 4, resulting in an-
other collision and forcing the nodes involved in it to flip a
coin once more. One node flips 0 and transmits (success-
fully) in slot 5, causing all nodes that flipped 1 in slot 4 to
transmit in slot 6. In this example, there is one such node,
and therefore slot 6 is a successful one. Now that the col-
lision among all nodes that flipped 0 in slot 1 has been re-
solved, the nodes that flipped 1 in that slot transmit (in slot
7). Another collision occurs, and the nodes involved in it
flip a coin. Another collision is observed in slot 8, meaning
that at least two nodes flipped 0 in slot 7. The nodes that
collided in slot 8 flip a coin and, as it happens, there is a
single node that flipped 0, and it transmits (successfully) in
slot 9. Then, in slot 10, transmit the nodes that flipped 1 in
slot 8. There is only one such node, and its transmission is,
of course, successful. Finally, the nodes that flipped 1 in
slot 7 must transmit in slot 11. In this example, there is no
such node; hence slot 11 is idle, completing the resolution
of the collision that occurred in slot 7 and, at the same
time, the one in the first slot.

It is clear from this example that each node, including
those that are not involved in the collision, can construct
the binary tree by following the feedback signals corre-
sponding to each slot, thus knowing exactly when the col-
lision is resolved. A collision is resolved when the nodes of
the network know that all packets involved in the collision
have been transmitted successfully. The time interval
starting with the original collision (if any) and ending
when this collision is resolved is called collision resolution
interval (CRI). In the preceding example the length of the
CRI is 11 slots.

The binary-tree protocol dictates how to resolve colli-
sions after they occur. To complete the description of the

MULTIPLE ACCESS SCHEMES 3359



protocol, one must specify when newly generated packets
are transmitted for the first time. One alternative, which
is assumed all along (known as the obvious-access
scheme), is that new packets are inhibited from being
transmitted while a resolution of a collision is in progress.
That is, packets that arrive to the system while a resolu-
tion of a collision is in progress, wait until the collision
is resolved, at which time they are transmitted. In the
example above all new packets arriving to the system
during slots 1 through 11 are transmitted for the first time
in slot 12.

Let Ln be the expected length of a CRI that starts with
the transmission of n packets. From the operation of the
scheme, it is clear that as long as the arrival rate of new
packets into the system is smaller than the ratio n/Ln (for
large n), the system is stable. When fair coins are used
for splitting the users upon collisions, one can show that
for every n

Ln � 2:886nþ 1

yielding stable system for arrival rates that are smaller
than 0.346.

The performance of the binary-tree protocol can be im-
proved in two ways. The first is to speed up the collision
resolution process by avoiding certain, avoidable, colli-
sions. The second is based on the observation that colli-
sions among a small number of packets are resolved more
efficiently than collisions among a large number of pack-
ets. Therefore, if most CRIs start with a small number of
packets, the performance of the protocol is expected to
improve.

Consider again the example above. In slots 2 and 3 a
collision is followed by an idle slot. This implies that in slot
2 all users (and there were at least two of them) flipped 1.
The binary-tree protocol dictates that these users must
transmit in slot 4, although it is obvious that this will
generate a collision than can be avoided. The modified bi-
nary-tree protocol was suggested by Massey [39], and it
eliminates such avoidable collisions by letting the users
that flipped 1 in slot 2 in the preceding example, flip coins
before transmitting in slot 4. Consequently, the slot in
which an avoidable collision would occur is saved. In this
case, fair coins yield a stable system for arrival rates
smaller than 0.375, and biased coins increase this num-
ber up to 0.381.

When the obvious access is employed, it is very likely
that a CRI will start with a collision among a large num-
ber of packets when the previous CRI was long. When the
system operates near its maximal throughput, most CRIs
are long; hence collisions among a large number of packets
must be resolved frequently, yielding nonefficient opera-
tion. Ideally, if it were possible to start each CRI with the
transmission of exactly one packet, the throughput of the
system would have been 1. Because this is not possible,
one should try to design the system so that in most cases a
CRI starts with the transmission of about one packet.
There are several ways to achieve this goal by determining
a first-time transmission rule(i.e., when packets are trans-
mitted for the first time). One way, suggested by Cape-
tanakis [36], is to have an estimate on the number of

packets that arrived in the previous CRI and divide them
into smaller groups, each having an expected number of
packets on the order of one and handling each group sep-
arately. Another way, known as the epoch mechanism has
been suggested by Gallager [40] and Tsybakov and Mi-
khailov [41]. According to this mechanism, time is divided
into consecutive epochs each of length D slots. The ith ar-
rival epoch is the time interval [iD, (iþ 1)D]. Packets that
arrive during the ith arrival epoch are transmitted for the
first time in the first slot after the collision among packets
that arrived during the (i� 1)st arrival epoch is resolved.
The parameter D is chosen to optimize the performance of
the system. When D¼ 2.68, the system is stable for arrival
rates up to 0.429 if slots of sure collisions are not saved,
and up to 0.462 if they are. A final enhancement of the
epoch mechanism is to start a new epoch each time a col-
lision is followed by two successful transmissions. This
guarantees that each CRI will start with an optimal num-
ber of packets, and it yields the highest stable throughput
known for multiple access systems—0.487.

4.1. Further Reading

Numerous variations of the environment under which col-
lision resolution protocols operate have been addressed in
the literature and excellent surveys on the subject appear
in Refs. 42 and 43. Books by Bertsekas and Gallager [21]
and Rom and Sidi [23] are also excellent sources on colli-
sion resolution protocols. Considerable effort has been
spent on finding upper bounds to the maximum through-
put that can be achieved in an infinite population model
with Poisson arrivals and ternary feedback. The best up-
per bound known to date is 0.568 and is the work of
Tsybakov and Likhanov [44]. Practical multiple access
communication systems are prone to various types of er-
rors. Collision resolution protocols that operate in the
presence of noise errors, erasures, and captures have
been studied in Refs. 45–49. Collision resolution protocols
yielding high throughputs for general arrival processes
(even if their statistics are unknown) were developed by
Cidon and Sidi [50] and Greenberg et al. [51]. The expect-
ed packet delay of the binary-tree protocol has been de-
rived by Fayolle et al. [52] and Tsybakov and Milkhailov
[38]. Bounds on the expected packet delay of the algorithm
with the epoch mechanism have been obtained in Refs. 41
and 53, and bounds on the packet delay distribution have
been obtained in Refs. 54 and 55.

BIBLIOGRAPHY

1. J. Martin, Communication Satellite Systems, Prentice-Hall,
Englewood Cliffs, NJ, 1978.

2. W. Stallings, Data and Computer Communications, Macmil-
lan, New York, 1985.

3. J. F. Hayes, Modeling and Analysis of Computer Communi-
cations Networks, Plenum Press, New York, 1984.

4. I. Rubin, Access control discipline for multi-access communi-
cations channels: Reservation and TDMA schemes, IEEE

Trans. Inform. Theory IT-25:516–536 (1979).

3360 MULTIPLE ACCESS SCHEMES



5. L. F. M. De Moraes and I. Rubin, Message delay for a TDMA
scheme under a nonpreemptive priority discipline, IEEE
Trans. Commun. COM-32:583–588 (1984).

6. A. Itai and Z. Rosberg, A golden ratio control policy for a
multiple-access channel, IEEE Trans. Autom. Control AC-
29:712–718 (1984).

7. M. Hofri and Z. Rosberg, Packet delay under the golden ratio
weighted TDM policy in a multiple access channel, IEEE

Trans. Inform. Theory IT-33:341–349 (1987).

8. R. Rom and M. Sidi, Message delay distribution in general-
ized time division multiple access (TDMA), Probability Eng.
Inform. Sci. 4:187–202 (1990).

9. L. Kleinrock and M. Scholl, Packet switching in radio chan-
nels: New conflict-free multiple access schemes, IEEE Trans.

Commun. COM-28:1015–1029 (1980).

10. H. Takagi, Analysis of Polling Systems, MIT Press, Cam-
bridge, MA, 1986.

11. H. Takagi, Queueing analysis of polling models, ACM Com-

par. Surv. 20(1):5–28 (1988).

12. H. Levy and M. Sidi, Polling systems: Applications, modeling
and optimization, IEEE Trans. Commun. 38:1750–1760
(1990).

13. A. S. Tanenbaum, Computer Networks, 3rd ed., Prentice-Hall
International Editions, Englewood Cliffs, NJ, 1996.

14. L. G. Roberts, ALOHA packet system with and without slots
and capture, Comput. Commun. Rev. 5(2):28–42 (1975).

15. I. Chlamtac, W. R. Franta, and K. D. Levin, BRAM: The
Broadcast Recognizing Access Mode, IEEE Trans. Commun.
COM-27:1183–1189 (1979).

16. N. Abramson, The ALOHA System—Another Alternative for
Computer Communications, Proc. Fall Joint Comput. Conf.
(1970), pp. 281–285.

17. G. Fayolle et al., The stability problem of broadcast packet
switching computer networks, Acta Informatica 4(1):49–53
(1974).

18. L. Kleinrock and F. A. Tobagi, Packet switching in radio
channels: Part I—Carrier sense multiple-access modes and
their throughput delay characteristics, IEEE Trans. Co-
mmun. 23:1400–1416 (1975).

19. F. A. Tobagi and L. Kleinrock, Packet switching in radio
channels: Part II—The hidden terminal problem in carrier
sense multiple-access and the busy tone solution, IEEE

Trans. Commun. 23:1417–1433 (1975).

20. F. A. Tobagi and L. Kleinrock, Packet switching in radio
channels: Part IV—Stability considerations and dynamic con-
trol in carrier sense multiple-access, IEEE Trans. Commun.
25:1103–1119 (1977).

21. D. Bertsekas and R. Gallager, Data Networks, 2nd ed., Pren-
tice-Hall International Editions, Englewood Cliffs, NJ, 1992.

22. J. L. Hammond and P. J. P. O’Reilly, Performance Analysis of

Local Computer Networks, Addison-Wesley, Reading, MA,
1986.

23. R. Rom and M. Sidi, Multiple Access Protocols; Performance

and Analysis, Springer-Verlag, New York, 1990.

24. N. Abramson, The throughput of packet broadcasting chan-
nels, IEEE Trans. Commun. 25:117–128 (1977).

25. M. J. Ferguson, An approximate analysis of delay for fixed
and variable length packets in an unslotted Aloha channel,
IEEE Trans. Commun. 25:644–654 (1977).

26. F. A. Tobagi and V. B. Hunt, Performance analysis of carrier
sense multiple access with collision detection, Comput. Net-
works 4(5):245–259 (1980).

27. J. J. Metzner, On improving utilization in Aloha networks,
IEEE Trans. Commun. 24:447–448 (1976).

28. N. Shacham, Throughput-delay performance of packet-
switching multiple-access channel with power capture, Per-

form. Eval. 4(3):153–170 (1984).

29. R. Binder, A dynamic packet switching system for satellite
broadcast channels, Proc. ICC’75, (1975); pp. 41.1–41.5.

30. W. Crowther et al., A system for broadcast communication:
Reservation-Aloha, Proc. Int. Conf. Syst. Sci., (1973); pp. 371–
374,

31. S. S. Lam, Packet broadcast networks—a performance anal-
ysis of the R-ALOHA protocol, IEEE Trans. Comput. 29:596–
603 (1980).

32. M. J. Ferguson, On the control, stability, and waiting time
in a slotted Aloha, IEEE Trans. Commun. 23:1306–1311
(1975).

33. S. L. Beuerman and E. J. Coyle, The delay characteristics of
CSMA/CD networks, IEEE Trans. Commun. 36:553–563
(1988).

34. A. B. Carleial and M. E. Hellman, Bistable behavior of ALO-
HA-type systems, IEEE Trans. Commun. 23:401–410 (1975).

35. S. S. Lam and L. Kleinrock, Packet switching in a multicast
broadcast channel: Dynamic control procedures, IEEE Trans.

Commun. 23:891–904 (1975).

36. J. I. Capetanakis, Tree Algorithm for Packet Broadcast Chan-
nels, IEEE Trans. Inform. Theory 25:505–515 (1979).

37. J. F. Hayes, An adaptive technique for local distribution,
IEEE Trans. Commun. 26:1178–1186, (1978).

38. B. S. Tsybakov and V. A. Mikhailov, Free synchronous packet
access in a broadcast channel with feedback, Prob. Inform.
Trans. 14(4):259–280 (1978).

39. J. L. Massey, Collision Resolution Algorithms and Random-

Access Communications Multi-User Communications Sys-

tems, CISM Courses and Lectures Series (G. Longo, ed.),
Springer-Verlag, New York, pp. 73–137, 1981 (also in UCLA
Technical Report UCLA-ENG-8016, April 1980).

40. R. G. Gallager, Conflict resolution in random access broadcast
networks, Proc. AFOSR Workshop Commun. Theory Appl.,
Provincetown, Sept. 1978, pp. 74–76.

41. B. S. Tsybakov and V. A. Mikhailov, Random multiple packet
access: Part-and –try algorithm, Prob. Inform. Trans. 16:305–
317 (1980).

42. R. G. Gallager, A perspective on multiaccess channels, IEEE
Trans. Inform. Theory 31:124–142 (1985).

43. B. S. Tsybakov, Survey of USSR contributions to multiple-ac-
cess communications, IEEE Trans. Inform. Theory 31:143–
165 (1985).

44. B. S. Tsybakov and N. B. Likhanov, upper bound on the ca-
pacity of a random multiple access system, Prob. Inform.

Trans. 23(3):224–236 (1988).

45. I. Cidon and M. Sidi, The effect of capture on collision-reso-
lution algorithms, IEEE Trans. Commun. 33:317–324 (1985).

46. I. Cidon and M. Sidi, Erasures and noise in multiple access
algorithms, IEEE Trans. Inform. Theory 33:132–143 (1987).

47. I. Cidon, H. Kodesh, and M. Sidi, Erasure, capture and ran-
dom power level selection in multiple-access systems, IEEE

Trans. Commun. 36:263–271 (1988).

48. M. Sidi and I Cidon, Splitting protocols in presence of capture,
IEEE Trans. Inform. Theory 31:295–301 (1985).

49. N. D. Vvedenskaya and B. S. Tsybakov, Random multiple ac-
cess of packets to a channel with errors, Prob. Inform. Trans.
19(2):131–147 (1983).

MULTIPLE ACCESS SCHEMES 3361



50. I. Cidon and M. Sidi, Conflict multiplicity estimation and
batch resolution algorithms, IEEE Trans. Inform. Theory
34:101–110 (1988).

51. A. G. Greenberg, P. Flajolet, and R. E. Ladner, Estimating the
multiplicities of conflicts to speed their resolution in multiple
access channels, J. ACM 34(2):289–325 (1987).

52. G. Fayolle et al., Analysis of a stack algorithm for random
multiple-access communication, IEEE Trans. Inform. Theory

31:244–254 (1985).

53. L. Georgiadis, L. F. Merakos, and P. Papantoni-Kazakos, A
method for the delay analysis of random multiple-access al-
gorithms whose delay process is regenerative, IEEE J. Select

Areas Commun. 5(6):1051–1062 (1987).

54. L. Georgiadis and M. Paterakis, Bounds on the delay distri-
bution of window random-access algorithms, IEEE Trans. Co-
mmun. COM-41:683–693 (1993).

55. G. Polyzos and M. Molle, A queuing theoretic approach to the
delay analysis for the FCFS 0.487 conflict resolution algo-
rithm, IEEE Trans. Inform. Theory IT-39:1887–1906 (1993).

MULTIPLEXERS

RAAFAT R. MANSOUR

University of Waterloo
Waterloo, Ontario, Canada

1. INTRODUCTION

Multiplexers are used in communication system applica-
tions where there is a need to divide a wideband signal
into a number of narrowband signals (channels). They are
also employed to provide the opposite function, by com-
bining several narrowband channels into a single wide-
band channel. Multiplexers are therefore known as
channelizers or combiners. They find widespread use in
many applications such as satellite payloads, wireless sys-
tems, and electronic warfare (EW) systems.

A two-channel version of the multiplexer is usually re-
ferred to as a diplexer, which is a component used in al-
most every communication wireless system. Figure 1
illustrates a simplified block diagram of the front end of
a cellular base station. The purpose of the receive filter is
to reject the out-of-band interference prior to low-noise

amplification and downconversion. The transmit filter is
used primarily to limit the out-of-band signals generated
by the transmit portion of the base station. The trans-
mit filter must have a very high level of rejection in
the receive band in order to eliminate the possibility of
intermodulation products being fed into the receiver
through the common antenna. The receive and transmit
filters are combined in the form of a diplexer to allow
the receive and transmit functions to be used through a
common antenna.

In satellite payloads, the input/output multiplexers are
considered key components that determine the perfor-
mance of the overall payload. Figure 2 illustrates a sim-
plified block diagram of a conventional satellite payload
system. It consists of receive/transmit antenna, low-noise
receiver, input and output multiplexers and high-power
amplifiers (HPAs). The payload acts basically as an orbit-
ing repeater that receives, amplifies, and transmits. The
practical constraints on high-power amplifiers require
channelization of the received signal into a number of
RF channels through the use of input multiplexers. The
relatively narrowband channels are then amplified sepa-
rately using high-power amplifiers and then recombined
through the use of an output multiplexer for transmission
back to ground. The typical number of filters for input
multiplexers ranges from 36–60 filters, while the number
of RF filters in output multiplexers typically ranges from 6
to 24 channels.

Multiplexers may also be used in wireless applications
where the base station may need to transmit various fre-
quency channels in different directions by using directive
antennas. In this case, a multiplexer would be needed to
separate the overall band transmitted into channels radi-
ated in various directions. Another possible application of
multiplexers in wireless base stations is in cases where
the base station provides service to a number of indepen-
dent operators who are licensed to operate only in specific
channels within the band covered by the base station.

In EW systems, multiplexers may be used to construct
switched filterbanks, which are essential building blocks in
wideband receivers that operate in a hostile dense signal
environment. In this case, switches are integrated with a
multiplexer to allow the selection of a particular channel,
allowing effectively the realization of a tunable filter with a
variable bandwidth and a variable center frequency.
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Diplexer
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Figure 1. A simplified block diagram of the front end in base
stations.
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Figure 2. A simplified block diagram of a satellite payload.
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2. DIPLEXER/DUPLEXER CONFIGURATIONS

The terms diplexer and duplexer have been used inter-
changeably by RF engineers for many years. The prefix
‘‘Di’’ is defined as twice or double, while the prefix ‘‘Du’’ is
defined as two or dual. The term ‘‘Plex’’ is generated from
the Latin word plexus, which means an interwoven com-
bination of parts or elements. Thus, there is no basic dif-
ference in the meaning of the two terms. Traditionally, the
term duplexer is used where the transmit and receive
functions are combined in a single unit. A duplexer may be
configured by coupling separate transmit and receive fil-
ters via a circulator or a switch or as an integrated unit
with one common transmit/receive port as shown in Fig. 1.
On the other hand, a diplexer is referred to as a unit that
separates a composite signal into two separate channels.
However, in view of IEEE publications on the subject since
the early 1980s, one can clearly see that the two terms are
often used interchangeably to describe the general case
where the receive signal is isolated from transmit signal.
In this article, we will use the term diplexer.

A simple form of a diplexer is shown in Fig. 3. It con-
sists of two 901 hybrids and two identical filters. The filters
are designed to operate within the receive band with
enough isolation to reject the transmit band. The diplexer
allows the use of one antenna for the receive (Rx) and
transmit (Tx) signals. In view of the scattering matrix of
the 901 hybrid [1], one can readily show that the signal
received from the antenna port will be sent to the receive
port while the signal from the transmit port will be
reflected from the filters and will be directed to the an-
tenna port. This diplexer configuration is bulky, requiring
the use of two hybrids. However, it offers design simplicity
and higher power handling capability.

Another approach to realize the diplexer is to use one
filter for the receive channel and another one for the
transmit channel. The two filters are then combined us-
ing a T junction. Figure 4a illustrates two coaxial filters
combined together by a wire T junction, while Fig. 4b
shows two iris waveguide bandpass filters combined to-
gether by a waveguide T junction. The interaction be-
tween the two filters in this case is very strong, requiring
that the phase at the junction arms to be adjusted to make
sure that the receive and transmit signals are integrated
properly. In some applications such as radar systems, the
receive and transmit signals do not exist simultaneously.
In this case, a fast switch is used to replace the T junction,
allowing the antenna to be connected to either the receive
or the transmit circuits.

In diplexer applications, the insertion loss of the re-
ceive filter is an important factor since it contributes di-
rectly to the overall noise figure of the receiver that follows
the diplexer. The insertion loss of the transmit filter is
equally important since it impacts the power transmitted
and the efficiency of the transmit system. A tradeoff exists
among the loss, rejection and size of the filter. A high re-
jection, with a little effect on insertion loss and size, can be
achieved by allocating several attenuation poles (rejec-
tion) in the appropriate band to increase the filter rejec-
tion. Typically, the insertion loss of the 901 hybrid
approach is slightly higher than that of the T-junction
combining approach. However, the 901 hybrid approach
offers a higher power-handling capability. The reason is
that the power-handling capability of the T-junction ap-
proach is determined by the power-handling capability of
the transmit filter, while that of the hybrid approach is
determined by the power handling capability of the 901
hybrid. Because of the buildup of energy inside the reso-
nators, filters typically have less power-handling capabil-
ity in comparison with 901 hybrids.

3. MULTIPLEXER CONFIGURATIONS

Since the early 1970s, several multiplexer configurations
have been reported in the literature [2–17]. The most com-
monly used configurations are, hybrid-coupled multiplex-
ers, directional filter multiplexers, circulator-coupled
multiplexers, and manifold-coupled multiplexers. A sum-
mary of the advantages and disadvantages of these mul-
tiplexer configurations is given in Table 1 [9].

Matched
load

Rx Port

Rx Filter

Rx Filter
90° Hybrid90° Hybrid

Tx Port

Antenna port

Figure 3. A diplexer implemented using the 901 hybrid ap-
proach.

RX

TX

RX/TX

Input

Filter 1

H-plane T-junctions

Filter 2

aa

L1

L2

a

(a) (b)

Figure 4. (a) A diplexer implemented using
two coaxial filters and a wire T junction; (b) a
diplexer implemented using two waveguide
iris filters and T waveguide junction.
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3.1. Hybrid-Coupled Approach

Figure 5 shows a layout of a hybrid-coupled multiplexer.
Each channel consists of two identical filters and two
identical 901 hybrids. The main advantage of the hybrid-
coupled approach is that it is amenable to a modular
concept minimizing the interaction between the channel
filters. It also allows the integration of additional channels
at a later date without disrupting the existing multiplexer
design, which is a requirement in some systems. Another
key advantage of this approach is that only half of the in-
put power goes through each filter. Thus the filter design
can be relaxed when using this type of multiplexer in
high-power applications. Multiplexers employing this ap-
proach, however, have a relatively larger size since they
require the use of two filters and two hybrids per channel.
Another design consideration of such multiplexers is the
phase deviation between the two filter paths that the two
signals undergo before they add constructively at the

channel output. The structure therefore must be fabricat-
ed with tight tolerances to minimize the phase deviation,
particularly in planar circuit applications where it is dif-
ficult to use tuning elements to balance the two paths.

3.2. Circulator-Coupled Approach

Each channel in this case consists of a channel-dropping
circulator and one filter as shown in Fig. 6. This circulator-
coupled approach has the same advantages as the hybrid-
coupled approach in terms of amenability to modular
integration and ease of design and assembly. The inser-
tion loss of the first channel is the sum of the insertion loss
of the channel filter as well as the insertion loss of the cir-
culator. The subsequent channels exhibit a relatively high-
er loss due to the insertion loss incurred during each trip
through the channel dropping circulators. Figure 7 shows
a photo of a four-channel multiplexer employing four
channel filters [14]. It consists of a stack of four circula-
tors connected to stack of four filters by cables.

f1,f2,...fn

f1 f1 f2 f2

f1 f2

fn fn

fn

.  . . .

Figure 5. Layout of a hybrid-coupled multiplexer.

Table 1. A comparison between various multiplexer configurations

Manifold Multiplexer Circulator Coupled MUX Directional Filter MUX Hybrid Coupled MUX

Advantages

Requires one filter per channel Requires one filter per channel Requires one filter per channel Amenable to modular concept

Most compact design Simple to tune—no interaction
between channel filters

Simple to tune—no interaction
between channel filters

Simple to tune—no interaction
between channel filters

Optimum if all present and fu-
ture channels are assigned
and installed at same time

Amenable to a modular concept Amenable to modular concept Total power in transmission
modes as well as reflection
mode is divided by the hybrid
so that only 50% of the power
is incident on each filter; pow-
er handling is thus increased
and susceptibility to voltage
breakdown is reduced

Disadvantages

Tuning of the multiplexer can be
time-consuming and expen-
sive

Signals must pass in succes-
sion through circulators, in-
curring a loss per trip

Restricted to realize all-pole
functions such as Butter-
worth and Chebyshev

Two identical filters and two hy-
brids are required for each
channel

Not amenable to a flexible
frequency plan; i.e., change
of a channel frequency will
require a new multiplexer
design

Low-loss, high-power ferrite
circulators are expensive

Difficult to realize bandwidths
greater than 1%

Linelengths between hybrids
and filters require precise bal-
ancing to preserve circuit di-
rectivity

Higher level of passive inter-
modulation products than
other configurations

The physical size and weight
of the multiplexer is greater
than other approaches

f1,f2,...fn

. . . . . . . .

f1 f2 fn

Figure 6. A circulator-coupled multiplexer.
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3.3. Directional Filter Approach

Figure 8 illustrates a layout of a multiplexer realized by
connecting directional filters in series. A direction filter is
a four-port device where one port is terminated in a load.
The other three ports of the directional filter essentially
act as a circulator connected to a bandpass filter. Power
incident at one port emerges at the second port with a
bandpass frequency response, while the reflected power
from the filter emerges at the third port. Directional fil-
ters, however, do not require the use of ferrite circulators.
Figures 9a and 9b illustrate two possible approaches for
realizing directional filters in waveguide and microstrip
respectively [2]. The waveguide directional filter is real-
ized by coupling rectangular waveguides operating in
TE10 modes to a circular waveguide filter operating in
TE11 modes. The microstrip version consists of one wave-
length ring resonators coupled to one another and to two
transmission lines. This multiplexing approach has the
same advantages as the hybrid-coupled and circulator-
coupled approaches. It is however limited to narrowband
applications.

3.4. Manifold-Coupled Approach

The manifold-coupled approach shown in Fig. 10 is viewed
as the optimum choice as far as miniaturization and ab-
solute insertion loss are concerned. However, since inter-
action between filters on the manifold must be taken into
account, manifold-coupled multiplexers are not amenable
to a flexible frequency plan. Any changes in one of the
channels will require a new multiplexer design. Moreover,
as the number of channels increases, this approach be-
comes more difficult to implement. The manifold coupled
multiplexer shown in Fig. 10 acts as a channelizer. It
should be mentioned that the same configuration can be
used as a combiner. Figure 11 is a photo of a four-channel
multiplexer employing a waveguide manifold and four

dual-mode circular waveguide filters. The same figure
also shows a miniature multiplexer employing a coaxial
manifold and superconductive filters [17]. The manifold-
coupled concept can be implemented as well in planar cir-
cuits as shown in Fig. 12, where three microstrip filters
are integrated with a microstrip manifold [14]. In this
particular case, one of the channels is connected directly
to the manifold.

4. MULTIPLEXER DESIGN

The design of circulator-coupled multiplexers and hybrid-
coupled multiplexers basically reduces down to the design
of the individual channel filters. The same can be also
stated for directional filter multiplexers. However, for the
manifold-coupled multiplexer the interaction between
the channel filters has to be taken into consideration
over the whole band of operation. Manifold-coupled mul-
tiplexers can be built with non-contiguous channels where
there is a frequency guardband between the channels. For
such multiplexers, channel interaction is less and, as a
consequence, their design and implementation is easier.
However, in order to fully utilize the frequency spectrum,
multiplexers are usually built with contiguous channels
where there is a crossover between the adjacent channels
at the 3-dB levels. The interaction between the channels
for the contiguous case is obviously much stronger than
the noncontiguous case, and the design of the channel fil-
ters must include the loading effects from adjacent chan-
nels as well as the loading effects of the manifold itself.

In designing manifold-coupled multiplexers, one can
start with doubly terminated filters or singly terminated

Figure 7. A four-channel circulator-coupled multiplexer [14].
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Figure 9. (a) A waveguide directional filter; (b) a microstrip di-
rectional filter.
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Figure 8. A directional filter multiplexer.
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Figure 10. A manifold-coupled multiplexer.

MULTIPLEXERS 3365



filters. Doubly terminated filters are generally used when
designing noncontiguous multiplexers, whereas singly
terminated filters are used for contiguous multiplexers.
The doubly terminated filters are standalone filters, which
are designed to terminate in loads at both ends. The singly
terminated filters are synthesized to have a load only at
one end and will only function as a filter if placed on the
manifold. While several synthesis techniques have been
published on the design manifold-coupled multiplexers
[2–6], the focus since the early 1990s has been on the
use of computer optimization.

To illustrate the design concept of manifold-coupled
multiplexers, we consider the generalized filter network
shown in Fig. 13, which is represented by a coupling ma-
trix in the form

M¼

M11 M12 . . . M1n

M21 M22 . . . M2n

..

. ..
.

Mn1 Mn2 . . . Mnn

2

6666664

3

7777775
ð1Þ

where Mij represents the coupling between resonators i
and j. The diagonal elements relate to the resonance fre-
quencies of the individual resonators and are zeros in the
case of synchronously tuned filters. Following the analysis
described in Ref. 18, one can obtain the scattering param-
eters of the filter in terms of coupling elements:

S21¼ � 2 j
ffiffiffiffiffiffiffiffiffiffiffiffi
R1R2

p
½A�1�n1 ð2Þ

S11¼ 1þ 2 j R1½A
�1�11 ð3Þ

where

A¼ lI � jRþM ð4Þ

l¼
f0

BW

f

f0
�

f0

f

� �
ð5Þ

where I is the identity matrix and R is a matrix with all
elements zero, except R11¼R1 and Rnn¼R2.

Consider the N-channel multiplexer shown in Fig. 14.
The manifold consists of N T junctions connected in
cascade and is terminated by a short circuit. The filters
are spaced on the manifold and by Lð1Þ; Lð2Þ; Lð3Þ � � �LðNÞ
and are placed away from the T junction by Wð1Þ;
Wð2Þ; Wð3Þ � � �WðNÞ as shown in Fig. 14. With the knowl-
edge of the scattering matrix of the T junction and the
scattering matrices of the individual filters, one can use
the generalized multiport technique given in Ref. 19, to
calculate the overall scattering matrix of the multiplexer.
Alternatively, the Y-parameter analysis given in Ref. 7 can
be used to calculate the overall scattering matrix of the

Figure 11. A C-band four-channel waveguide multiplexer in
comparison with a four-channel multiplexer implemented using
superconductor technology [17].

f1,f2,f3

f1 f2

f3

Figure 12. A three-channel multiplexer [14].
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Figure 13. Coupling matrix representation of microwave filters.
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multiplexer. Our design objective is to find the manifold
physical dimensions Lð1Þ; Lð2Þ; Lð3Þ � � �LðNÞ and
Wð1Þ; Wð2Þ; Wð3Þ � � �WðNÞ, as well as the coupling matrix
of each of the N filters.

4.1. Noncontiguous Band Multiplexer

The design steps for the noncontiguous multiplexer given
in this article are similar to those reported in Ref. 7, they
can be summarized as follows:

Step 1 (Initial Dimensions). A good starting point for the
noncontiguous manifold coupled multiplexer is to use dou-
bly terminated filters; that is, the individual filters are
designed as ‘‘standalone’’ filters to meet the bandwidth
and return loss requirements. The coupling matrices for
these filters can then be synthesized using Ref. 18. Equa-
tions (2)–(5) can then be used to calculate the scattering
matrices of the filters.

Let Wð1Þ¼Wð2Þ¼Wð3Þ � � �WðNÞ¼W0 where W0 is the
minimum spacing that would allow the physical imple-
mentation of the channel filters on the manifold. Set
W0¼ 0, if the channel filters can be attached directly to
the manifold. Place the filters on the manifold such that
the lowest frequency filter is closer to the short-circuited
end of the manifold. Set the initial spacings L values
according to:

Lð0Þ¼ 0; LðkÞ � LðK � 1Þ ¼ lgk=2

for k¼ 1; 2; . . . ;N
ð6Þ

where lgk is the guide wavelength at the center frequency
f0k of filter k.

Step 2 (Multiplexer Response). Using the given filter
spacings L and the scattering matrices of the standalone
filters, compute the frequency response of the multiplexer

by applying the generalized multiport analysis given in
Ref. 19. If the multiplexer response meets the require-
ment, the design is complete and obviously nothing else
needs to be done. Otherwise, find the filter j that satisfies
the following:

jrðf0jÞj ¼ max jrðf0kÞj for k¼ 1; 2; . . . :;N ð7Þ

The filter j is basically the filter that has the worst return
loss at the center frequency.

Step 3 (Filter Allocation). Change the spacing L(j) of the
filter according to the following rule. The filter is moved
closer to the short circuit if a better return loss occurs at a
frequency lower than midband frequency, and vice versa.
The rule can be written as

If jrðf0j � DÞjojrðf0jÞj; then

LðjÞ¼LðjÞþ lgj½1� l1=lgj�
ð8Þ

If jrðf0jþDÞjojrðf0jÞj; then

LðjÞ¼LðjÞþ lgj½1� l2=lgj�
ð9Þ

where l1 and l2 are the guide wavelengths calculated at
(f0j�D) and (f0jþD), respectively, and D is the filter band-
width [7].

Step 4 (Iterations). Repeat steps 2 and 3 for a number of
iterations. Typically this process converges, quickly lead-
ing to a multiplexer response with well-defined channels
but with an input/output return loss that is the range of
8–12 dB (Fig. 15).

Step 5 (Multiplexer Optimization). The multiplexer perfor-
mance can be improved by applying computer optimiza-
tion. The optimization variables in this case would be
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Figure 15. The performance of a 16-channel non-
contiguous multiplexer designed using doubly ter-
minated filters. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/
erfme.)
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Lð1Þ; Lð2Þ; . . . ;LðNÞ as well as Wð1ÞWð2Þ; . . . ;WðNÞ. Typi-
cally, such a process leads to a multiplexer response that is
very close to the optimum solution. Figure 16 shows a
typical response of a noncontiguous three-channel multi-
plexer designed by using doubly terminated filters.

Step 6 (Multiplexer Fine Tuning). Fine tuning of the multi-
plexer requires optimization of all manifold physical di-
mensions Ls and Gs as well as the first few coupling
elements of the filters (R1, M12). The initial values for the
optimization variables could be the L and W values ob-
tained from step 5 and the coupling matrices of the doubly
terminated filters.

Step 7 (Overall Multiplexer Physical Dimensions). Once
the optimized filter coupling elements are determined,
the filter physical dimensions can be readily obtained.
The problem reduces basically to the physical realization
of filters for a given coupling matrix. An example for such
realization is given in Refs. 21–23 for dielectric resonators
filters.

The multiplexer design can certainly be achieved by
skipping steps 2–4 and only applying steps 1, 5, 6, and 7,
that is, to rely completely on computer optimization to
achieve the goal. We have included steps 2–4 to illustrate
that a reasonable performance in the case of noncontigu-
ous multiplexers can be obtained by simply using manual
tuning (on the computer) of the manifold spacings.

4.2. Design of Contiguous Band Multiplexers

The use of doubly terminated filters for the contiguous
band multiplexer with an initial spacing of l/2 does not
usually lead to an acceptable response that can be rea-
sonably tuned manually as the case of noncontiguous mul-
tiplexers. Two options can be followed in this case:

Option 1. Use doubly terminated filters and rely on
computer optimization for both rough tuning and fine
tuning. In some cases, it may be difficult to optimize
the multiplexer since the starting point is usually far
away from the final solution. In addition, it may to
lead to an inferior design in terms of group delay and
loss variations. This design approach however may
converge to the optimum solution by intelligently se-
lecting the parameters to be optimized.

Option 2. Use singly terminated filter designs based on
the synthesis procedure given in Ref. 20 or Refs. 2–6.
Then use computer optimization to fine-tune the filter
coupling elements as well as manifold physical di-
mensions. Figure 16 shows the performance of a 20-
channel contiguous multiplexer [24] designed using
option 2.

A detailed description of a design procedure for contig-
uous-band multiplexers is given in Ref. 25.
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1. INTRODUCTION

The multiresolution time-domain (MRTD) scheme is a
time-domain Maxwell solver based on electromagnetic
field expansions in terms of scaling and wavelet functions
[1,2], and has been extensively applied to various electro-
magnetic engineering applications [1–13]. The technique
promises to significantly reduce the requirements on com-
putational space and CPU time while at the same time it
presents a unified field expansion structure that includes
the finite–difference time–domain (FDTD) method and its
higher-order versions. The MRTD scheme has been suc-
cessfully applied to the analysis of fundamental guided-
wave structures, microwave devices, scattering targets,
and antenna applications. However, there are challenging
issues that often hinder the implementation of the MRTD
scheme for practical applications. For example, we cannot
truncate a perfectly electric conducting (PEC) boundary by
specifying a tangential electric field to zero for shielded
structures, due to the coupling between cells resulting
from high–order expansions of fields; another difficulty is
that the orthogonal relations among scaling and wavelet
basis functions are corrupted in an inhomogeneous region.
This leads to great complexities when deriving field update
equations for a structure with different materials that
must be systematically solved in order to develop a gen-
eralized Maxwell MRTD solver.

In this article we begin by reviewing the foundation of
the MRTD scheme—the multiresolution analysis (MRA),
and then exploring the properties of the scaling functions
and wavelets [14–28]. Also, we demonstrate the applica-
tions of the MRTD technique by analyzing a transverse
electromagnetic (TEM) wave propagation in a dielectric
layered stratified space and an integrated microwave
circuit, which can be extended to solve electromagnetic
engineering problems of general nature.

2. MULTIRESOLUTION ANALYSIS

This section will briefly present the fundamental concepts
of the MRA, which serves as the conceptual foundation for
the MRTD. To better understand the basic concept behind
the definition of the MRA, we start by analyzing the
structure of an electromagnetic field signal. In general,
such a signal can be viewed as a composition of a smooth
background embellished by fluctuation noises or details.
The distinction between the smooth part and the details is
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determined by the level of resolution. Therefore, at a given
resolution level, a signal can be approximated by ignoring
all the effects of fluctuations above that level. To better
approximate the signal, we can progressively increase
resolution levels and thus successively add finer detail to
a coarse description of the signal. Eventually, when the
resolution goes to infinity, we represent the original signal
without any approximation error.

We can formulate the intuitive description above more
precisely as follows. The resolution level, labeled by an
integer s, has a corresponding scale set to 2� s. The
approximation of a signal f(t) at level s is denoted by
fs(t). When we increase the level to sþ 1, we need to add
the details, denoted by ds(t), to the signal at this new level
in order to obtain the modified approximation, that is,
fsþ1(t)¼ fs(t)þds(t). By repeating this procedure, we can
recover the original signal f(t) at infinity:

f ðtÞ¼ fsðtÞþ
X1

k¼ s

dkðtÞ ð1Þ

From a global perspective of the signal space, (1) indicates
that we need to consider two sequences of subspaces {Ws}
and {Vs}, such that every f(t) can be approximated at the
resolution level sþ 1 with fs(t) in the scale space Vs and
ds(t) in the detail space Ws. Those subspaces will be the
basic objects in our definition.

Our signal space is now considered as the space of
square-integrable functions. Here we define a sequence of
the resolution levels labeled by integers such that all
details of signals on scales smaller than 2� s will be
ignored at the level s. Also, we define Vs as the subspace
of the functions that contain the signal information down
to the scale 2� s. Formally, an MRA is just a sequence of Vs,
which satisfies certain mathematical conditions.

Instead of beginning with a formal definition of MRA,
we will first explain the meanings behind those funda-
mental conditions. We will clarify five fundamental prop-
erties that an MRA should possess.

2.1. Subspace Structure

The subspaces Vs should be constructed in a nested
structure; information at the resolution level s is necessa-
rily included in information at a higher resolution level;
therefore, Vs 	 Vsþ 1 for all s. The difference between
fsþ1(t) and fs(t), denoted by ds(t)¼ fsþ1(t)� fs(t), is
the additional information on scales between 2� s and
2� (sþ 1). Since the best approximation in terms of Vs is
given by the projection of the function onto Vs, we may
expect that ds(t)>fs(t). Accordingly, we can decompose the
subspace Vsþ 1 as Vsþ1¼Vs"Ws, where Ws is the detail
space at the resolution level s and is orthogonal to Vs,
specifically, Ws>Vs. Repeating the decomposition, we obtain

Vsþ 1¼Ws 
 Vs¼Ws 
Ws�1 
 Vs�1¼ � � � ¼Ws 
Ws�1


Ws�2 
 � � � 
Ws�s 0 
 Vs�s 0 ð2Þ

These subspaces are mutually orthogonal. In fact, since
Ws>Vs, we see that Ws is orthogonal to any subspace of Vs.

Since for s0os, both Vs0 and Ws0 are contained in Vs and we
thus have Ws>Vs0, and Ws>Ws0 when sas0. In other words,
any two detail spaces at different resolutions are orthogo-
nal, and the detail space Ws is orthogonal to an approxima-
tion space Vs0 only when the detail space is at a higher
resolution level.

2.2. Resolution of Functions

In the MRA, we describe all square-integrable functions at
the finest resolution and only the zero function at the
coarsest level. More precisely, as the resolution increases,
we include an increasing number of details. As the resolu-
tion goes to infinity, the approximation can approach any
original signal in the entire initial space L2(R). In other
words, lims!1 Vs¼ [s Vs should be dense in L2(R). On the
other hand, as the resolution gets coarser, we remove more
and more details of the signal. When s-�N, only con-
stant functions survive. Since functions have to be square-
integrable, the zero function will be the only one left, that
is, lims!�1 Vs¼ \s Vs¼f0g.

2.3. Dilation of Function

This scale or dilation invariance of the space Vs is an
important feature of the MRA. More explicitly, all Vs

should be scaled versions of the central space V0. In fact,
if a function f(t) is in the space Vs, then f(t) contains no
details or fluctuations of scales smaller than 2� s. Since
f(2t) is a function obtained from f(t) with a squeezing factor
of 2, it contains no details at scales smaller than 2� (sþ1).
Therefore, f(2t) is in Vsþ 1. Conversely, if f(2t) is in Vsþ 1,
then, by similar reasoning, f(t) is in the space Vs. There-
fore, f(t)AVs,3f(2t)AVsþ 1.

2.4. Translation of Function

The translation or shift invariance of the space Vs is
another important feature of the MRA. If we have a
function f(t)AV0 and define Tkf(t)¼ f(t� k), where kAZ,
then it is clear that the resolution level of Tkf (t) should not
change at all. Therefore, we require that V0 be integral
translation-invariant, that is, TkðV0Þ 	 V0 for every inte-
ger k. Note that these properties yield the following
result—if f(t)AV0, then f(2jt� k)AVj for all kAZ.

2.5. Scaling Basis Functions

The final and the most important property we describe is
the existence of a function f whose set of integral transla-
tions forms a Riesz basis of the space V0 [27]. The scale
invariance condition then implies that {f(2t� k)}kAZ forms
a Riesz basis of V1. More generally, if we define fs,k(t)¼
2s/2f(2st� k), then {fs,k(t)}kAZ forms a Riesz basis of Vs.
The function f, which generates basis functions for all Vs,
is called a scaling function of the MRA. This key feature is
similar to the function ejot that we use in Fourier analysis,
where ejot is the only function needed to generate an
orthonormal basis.

On the basis of the preceding discussion, we now give
the formal definition as follows. An MRA in L2(R) is
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defined as a set of closed subspace Vs with sAZ such that

1. ?	 V�1 	 V0 	 V1 	 � � � 	 L2ðRÞ, that is, Vs 	 Vsþ 1

for all s in Z.

2. \
þ1

s¼�1
Vs¼f0g and [

þ1

s¼�1
Vs is dense in L2(R).

3. f(t)AVs if and only if f(2t)AVsþ1.

4. If f(t)AV0, then f(t� k)AV0.

5. There exists a function f(t)AV0, called a scaling
function, such that the set {f(t� k)|kAZ} is a Riesz
basis of V0.

If a scaling function actually generates an orthonormal
basis, then we refer it to as an orthonormal scaling
function. While the orthonormal bases are desirable, the
orthogonality will strictly limit the possible scaling func-
tions that we can use in practice. Therefore, a generalized
orthonormal basis in the definition offers us greater flex-
ibility. On the other hand, we can almost always use an
orthogonalization procedure to produce an orthonormal
scaling function from a Riesz scaling function, such that
they generate the same Vs.

3. SCALING FUNCTIONS AND WAVELETS

The function f(t) in the MRA definition is also called a
father scaling function, as it generates bases for all Vs. In
fact, based on the properties of the MRA, the sequence
{fs,l(t)¼ 2s/2f(2st� l)|lAZ} forms a Riesz basis of Vs for all
s. It is clear from the definition that the scaling function
plays a key role in MRA applications.

Since V0 is contained in V1, we can represent f(t) as a
linear combination of the Riesz basis of V1:

fðtÞ ¼
ffiffiffi
2
p X

l

hlfð2t� lÞ ð3Þ

This is often called the ‘‘refinement’’ equation or the
‘‘dilation’’ equation. It plays a very important role in
both the MRA theory and its applications. For example,
it provides a way to construct fast algorithms to evaluate a
scaling function at dyadic points [28]. This is often enough
in many applications and is particularly useful when we
do not know the scaling function itself explicitly.

On the other hand, when an orthonormal scaling
function f(t) is given, then the values of hl can be easily
found as follows:

ffiffiffi
2
p

Z þ1

�1

fðtÞf�ð2t� nÞdt

¼ 2
X

l

Z þ1

�1

hlfð2t� lÞf�ð2t� nÞdt

¼ 2

Z þ1

�1

hnfð2t� nÞf�ð2t� nÞdt

¼

Z þ1

�1

hnfðxÞf
�
ðxÞdx

¼hn

ð4Þ

Since Vs 	 Vsþ 1, we may decompose Vsþ1 by Vsþ 1¼

Vs"Ws. Recursive applications of this relation lead to

V0 

Xn

s¼ 0

Ws¼ 

n

s¼�1
Ws¼Vnþ 1; and 


þ1

s¼�1
Ws¼L2 ð5Þ

Note that such Ws is not unique unless we require Ws to be
the orthogonal complement space of Vs in Vsþ 1. We will
assume that this is the case; that is, Ws>Vs, unless stated
otherwise. This relation is referred to as an orthogonal
MRA in some references where a general Ws is desired,
although the terminology may be misleading as it does not
require the scaling function of Ws>Vs to generate ortho-
gonal bases. However, it does imply that all Ws’s are
mutually orthogonal as discussed before.

A function c(t)AW0 is called a wavelet (or semiorthogo-
nal wavelet) of the MRA if the sequence {cl(t)¼cl(t� l)|
lAZ} forms a Riesz basis of W0. It is called an orthonormal
wavelet if the wavelet actually generates an orthonormal
basis. Similar to f(t), the function c(t) is also called a
‘‘mother wavelet,’’ as c(t) generates {cs,l:lAZ} to form Riesz
bases for all Ws, where cs,l(t)¼ 2s/2c(2st� l). Furthermore,
since all Ws values are mutually orthogonal, the union of
their Riesz bases, namely, {cs,l,s,lAZ}, forms a Riesz basis
of the whole space L2. In fact, it is often called a semi-
orthogonal basis since cs,l(t)>cr,k(t) for sar. Once again,
note that in general it is not necessary that the associated
scaling function and wavelet be orthonormal, only Ws>Vs

and all Ws values are mutually orthogonal.
Since W0 is contained in V1, the mother wavelet c(t)

can also be represented as a linear combination of the
Riesz basis of V1:

cðtÞ¼
ffiffiffi
2
p X

l

glfð2t� lÞ 2 V1 ð6Þ

We call this the wavelet equation. Again, this equation
plays a key role in wavelet construction, especially when it
is used together with the refinement equation (3). To-
gether (3) and (6) are often called two-scale relations.

We now turn to the question of how to generate a
mother wavelet mathematically for a given MRA. Notice
that existence of c(t) is neither required nor guaranteed
by the definition of the MRA; however, there is a proce-
dure for producing an associated wavelet for a given f(t).
For example, if f(t) is orthonormal, then c(t) can be
constructed using (6), as we can take gl¼ (� 1)l h�1� l in
this case, where the values of hk are the coefficients in the
refinement equation (3). Note that c(t) may not be un-
iquely generated in this manner.

4. TEM WAVE PROPAGATION

4.1. MRTD Modeling of TEM Wave Propagation

Based on the concepts of the MRA developed above, this
section will demonstrate the principal procedure of the
MRTD by analyzing a TEM wave propagation in a di-
electric-layered space along the x (horizontal) axis. We
consider an electromagnetic plane wave propagating
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along the x direction and use a set of generalized formula-
tions that include both the MRTD region and the aniso-
tropic perfectly matched layers (APML) absorbing region
[29–33]. We can then simplify the Maxwell equations as

@Hz

@x
¼ � josxDy ð7Þ

Dy¼ eEy ð8Þ

@Ey

@x
¼ � jom0sxHz ð9Þ

with

sx¼
1þ

sx

joe0
in APML regions

1 in a non�APML region ðsx¼ 0Þ

8
<

: ð10Þ

where sx is the APML electric conductivity, and the
permittivity e is given as

e¼ e0eyðxÞ¼
e0ey in the dielectric regions

e0 elsewhere

(
ð11Þ

Next, we expand the electromagnetic fields as follows:

Eyðx; tÞ¼
Xþ1

i;n¼�1



fyEn

i fiðxÞ:

þ
Xsmax

s¼ 0

X2s�1

l¼ 0

cy
s
l E

n
iþ 2�sðlþ 1=2Þ

�cs;iþ2�sðlþ 1=2ÞðxÞ

�
hnðtÞ

ð12Þ

Dyðx; tÞ¼
Xþ1

i;n¼�1



fyDn

i fiðxÞ:

þ
Xsmax

s¼ 0

X2s�1

l¼ 0

cy
s
l D

n
iþ 2�sðlþ1=2Þ

cs;iþ 2�sðlþ 1=2ÞðxÞ

�
hnðtÞ

ð13Þ

Hzðx; tÞ¼
Xþ1

i;n¼�1



fzH

nþ 1=2
iþ 1=2 fiðxÞ:

þ
Xsmax

s¼ 0

X2s�1

l¼ 0

cz
s
l H

nþ 1=2
i�1=2þ 2�sðlþ 1=2Þ

�cs;i�1=2þ 2�sðlþ 1=2ÞðxÞ

�
hnþ 1=2ðtÞ

ð14Þ

where fyEn
i , cy

s
l E

n
iþ 2�sðlþ 1=2Þ, fzH

nþ ð1=2Þ
iþ ð1=2Þ , and

cy
s
l H

nþ ð1=2Þ
i�ð1=2Þ þ 2�s½lþ ð1=2Þ�, are the field expansion coefficients

in terms of scaling and wavelet functions. The basis
functions f(x), c(x), cs(x), and h(t) are, respectively, the
Battle–Lemarie scaling, mother wavelet, sth-level wavelet,

and time rectangle pulse functions. The Fourier-trans-
formed versions of the basis functions can be expressed as

~ffðoÞ¼
sin

o
2

o
2

0
B@

1
CA

4

�
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
4

3
sin2 o

2
þ

2

5
sin4 o

2
�

4

315
sin6 o

2

� �s
ð15aÞ

~ccðoÞ¼ ejðo=2Þ
~ffðoþ 2pÞ
~ff

o
2
þ p

�  ~ffo
2

ð15bÞ

~ccsðoÞ¼ ejðo=2Þ
~ffsðoþ 2pÞ
~ffs

o
2
þp

�  ~ffs

o
2

� 
ð15cÞ

~ccs;iðoÞ¼ 2ðs=2Þ � e�jo2�si � ~ccð2�soÞ ð15dÞ

In order to illustrate their localized supports in both the
space and frequency domains, the scaling functions f(x)
and ~ffðoÞ, and the wavelet functions c(x), c1(x), ~ccðoÞ, and
~cc1ðoÞ, have been, respectively, plotted in Figs. 1 and 2.

The orthogonal relations for the rectangular time
pulse, scaling, and wavelet functions can be expressed as
follows

Z 1

�1

hnðtÞhn 0 ðtÞdt¼ dn;n 0Dt ð16Þ

Z 1

�1

fiðxÞfi 0 ðxÞdx¼ di;i 0Dx ð17Þ

Z 1

�1

cs;l
i ðxÞc

s 0 ;l 0

i 0 ðxÞdx¼ ds;s 0dl;l 0di;i 0Dx ð18Þ

where di,i0 is the Krönecker symbol representing unity
when i¼ i0 and zero otherwise. To derive the MRTD
update equations, we have to apply some intricate integral
relations, which are summarized in the following:

Z þ1

�1

fiðxÞ
@

@x
fi 0 þ ð1=2ÞðxÞdx¼

Xþ1

n¼�1

aðnÞdi 0 ;iþ n ð19aÞ

aðnÞ¼
1

p

Z þ1

0
f̂fðoÞ
���

���
2
o sin nþ

1

2

� �
o


 �
do ð19bÞ

Z þ1

�1

fjþ ð1=2ÞðyÞ
@cs;j 0 þ2�s ½lþ ð1=2Þ�ðyÞ

@y
dy

¼
Xþ1

n¼�1

ds;lðnÞdj0 ;jþ n

ð20aÞ

ds;lðnÞ¼
1

p

Z 1

0

f̂fðojĉcsðoÞjo

� sin o n�
1

2
þ

l

2s
þ

1

2sþ 1

� �
 �
do

ð20bÞ
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Z þ1

�1

cs;j�ð1=2Þ þ 2�s ½lþ ð1=2Þ�ðyÞ
@fj 0 ðyÞ

@y
dy

¼
Xn¼ þ1

n¼�1

cs;lðnÞdj 0 ;jþ n

ð21aÞ

cs;lðnÞ¼
1

p

Z 1

0
f̂fðojĉcsðoÞjo

� sin o nþ
1

2
�

l

2s
�

1

2sþ 1

� �
 �
do

ð21bÞ

Z þ1

þ1

cs;i�ð1=2Þ þ 2�s ½lþ ð1=2Þ�ðxÞ

�
@cs;i0 þ 2�s0 ðl0 þ ð1=2ÞðxÞ

@x
dx¼

Xþ1

n¼�1

bs;s0

l;l0 ðnÞdi0 ;iþ n

ð22aÞ

bs;s 0

l;l 0 ðnÞ¼
1

p

Z 1

0

~ccsðoÞ
�� �� ~ccs 0 ðoÞ

�� ��o

� sin o nþ
1

2
þ

l0

2s 0
�

l

2s
þ

1

2s 0 þ 1
�

1

2sþ1

� �
 �
do

ð22bÞ

Because of the localized nature of the Battle–Lemarie
scaling and wavelet functions, the values of a(n), bs;s 0

l;l 0 ðnÞ,
cs,l(n), and ds,l(n) appearing in the equations above de-
crease exponentially with an increase in the absolute
value of n. Although the summation index n in, (19a),
(20a), and (21a) spans from positive to negative infinity, it
is usually sufficient to truncate it at nmax (|n|rnmax; nmax

¼ 9), due to the fast convergent property of the scaling and
wavelet functions. In addition, the symmetry of the coeffi-
cients, namely, a(� 1� n)¼ �a(n), bs;s 0

l;l 0 ð�1� nÞ¼ � bs;s 0

l;l 0 ðnÞ,
cs,l(n)¼ cs,l(n), and ds,l(n)¼ �ds,l(n), can reduce the compu-
tational workload even more significantly in field update
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Figure 2. The cubic spline Battle–Lemarie wavelet functions
with s¼0 and s¼1 in the (a) space domain and (b) spectral
domain.
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Figure 1. The cubic spline Battle–Lemarie scaling function in
the (a) space domain and (b) spectral domain.
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equations. The values of a(n), c0,0(n), and b0;0
0;0ðnÞ are listed

in Ref. 2. The values of ds,l(n), cs,l(n), and bs;s 0

l;l 0 ðnÞ (s¼1) are
summarized in Tables 1 and 2.

In these tables, we note that b1;1
0;0ðnÞ¼ � b1;1

0;0ðn� 1Þ, if
no0; b1;1

0;1ðnÞ¼ � b1;1
0;1ðn� 2Þ, if no� 1; b1;0

1;0ðnÞ¼b0;1
0;0ðnÞ;

b1;1
1;0ðnÞ¼ b1;1

0;1ðnÞ, and b1;1
1;1ðnÞ¼ b1;1

0;0ðnÞ for all values of n.
Substituting the field expansion in (12) through (14)

into the governing equations (7) and (9), and applying
Galerkin’s method by using a scaling or wavelet function
as a test function, we can derive time-domain update
equations as follows:

fyDnþ 1
i ¼

1�
sxDt

2e0

1þ
sxDt

2e0

0
BB@

1
CCA

� fyDn
i �

1

1þ
sxDt

2e0

� �
Xþ 8

n¼�9

aðnÞfzH
nþ ð1=2Þ
iþ nþ ð1=2Þ

 

þ
Xsmax

s¼ 0

X2s�1

l¼ 0

Xþ 9

n¼�9

ds;lðnÞcz
s
l H

nþ ð1=2Þ
½i�ð1=2Þþ n� þ 2�s½lþð1=2Þ�

!
Dt

Dx

ð23Þ

cy
s
l D

nþ 1
iþ 2�s½lþ ð1=2Þ� ¼

1�
sxDt

2e0

1þ
sxDt

2e0

0

BB@

1

CCA

� cy
s
l D

n
iþ 2�s½lþ ð1=2Þ� �

1

1þ
sxDt

2e0

� �

�
Xþ 9

n¼�9

cs;lðnÞfzH
nþ ð1=2Þ
iþ nþ ð1=2Þ

 

þ
Xsmax

s0 ¼ 0

X2s�1

l0 ¼ 0

Xþ 9

n¼�9

bs;s0

l;l0 ðnÞ

� cz
s
l H

nþ ð1=2Þ

½iþ ð1=2Þ þ n� þ2�s0 ½l0 þ ð1=2Þ�

�
Dt

Dx

ð24Þ

fzH
nþ ð1=2Þ
iþ ð1=2Þ ¼

1�
se

xDt

2e0

1þ
se

xDt

2e0

0

BB@

1

CCAfzH
n�ð1=2Þ
iþ ð1=2Þ

�
1

m0 1þ
se

xDt

2e0

� �
Xþ 8

n¼�9

aðnÞfyEn
iþ nþ 1

 

þ
Xsmax

s¼ 0

X2s�1

l¼ 0

Xþ1

n¼�1

ds;lðnÞ

� cy
l
sE

n
iþ vþ 2�s½lþ ð1=2Þ�

�
Dt

Dx

ð25Þ

cz
s
l H

nþ ð1=2Þ
i�ð1=2Þ þ2�s½lþ ð1=2Þ�

¼

1�
se

xDt

2e0

1þ
se

xDt

2e0

0
BB@

1
CCAcz

s
l H

n�ð1=2Þ
iþ ð1=2Þþ 2�s½lþ ð1=2Þ�

�
1

m0 1þ
se

xDt

2e0

� �
Xn¼ þ1

n¼�1

cs;lðnÞfyEn
iþ n

 

þ
Xsmax

s 0 ¼ 0

X2s�1

l 0

Xn¼ þ1

n¼�1

bs;s 0

l;l 0c
s 0

zl 0E
n
iþ vþ 2�s 0 ½l 0 þ ð1=2Þ�

!
Dt

Dt

ð26Þ

These update equations are valid in all regions including
both the APML and normal MRTD regions. We can easily
obtain the update equations in a non-APML region by
simply setting sx�0, (sx(x)�1) in –(23)–(26).

To further solve for the update equations for E fields,
we apply the same discretization procedure for (8) and
obtain

e0

Xþ1

i 0 ¼�1



ðef;fy Þi 0 ;ifyEn

i 0 :

þ
Xsmax

s¼ 0

X2s�1

l¼ 0

ðsl e
c;f
y Þi 0 ;icy

s
l E

n
i 0 þ2�s½lþ ð1=2Þ�

#
¼ fyDn

i

ð27Þ

e0

Xþ1

i 0 ¼�1



ð
s
l e

c;f
y Þi;i 0 fyEn

i 0 :

þ
Xsmax

s 0 ¼ 0

X2s 0 �1

l 0 ¼ 0

ð
s;s 0

l;l 0 e
c;c
y Þi;i 0cy

s 0

l 0E
n
i 0 þ 2�s 0 ½l 0 þ ð1=2Þ�

3
5

¼ cy
s
l D

n
iþ 2�s½lþ ð1=2Þ�

ð28Þ

with the dielectric-related coefficients defined as

ðef;fy Þi 0 ;i¼
1

Dx

Z þ1

�1

eyðxÞfi 0 ðxÞfiðxÞdx

¼ di;i 0 þ
Xa0

a¼ 0

ðeay � 1Þ
1

Dx

Z xa2

xa
1

fi 0 ðxÞfiðxÞdx

ð29aÞ

Table 1. The Integral Coefficients ds,l(n) and cs,l(n) (s¼1)

n c1,0(n) c1,1(n) d1,0(n) d1,1(n)

�8 0.000077791 �0.000107917 �0.000107917 0.000077791
�7 �0.000154260 0.000216187 0.000216187 �0.000154260
�6 0.000313336 �0.000440914 �0.000440914 0.000313336
�5 �0.000625694 0.000906723 0.000906723 �0.000625694
�4 0.001348953 �0.001959836 �0.001959836 0.001348953
�3 �0.002586165 0.004273722 0.004273722 �0.002586165
�2 0.007532622 �0.011329640 �0.011329640 0.007532622
�1 �0.020265614 0.024321565 0.024321565 �0.020265614

0 0.030300911 �0.030300911 �0.030300911 0.030300911
1 �0.024321565 0.020265614 0.020265614 �0.024321565
2 0.011329640 �0.007532622 �0.007532622 0.011329640
3 �0.004273722 0.002586165 0.002586165 �0.004273722
4 0.001959836 �0.001348953 �0.001348953 0.001959836
5 �0.000906723 0.00088486 0.00088486 �0.000906723
6 0.000440914 �0.000313336 �0.000313336 0.00062356
7 �0.000216187 0.000154260 0.000154260 �0.000216187
8 0.000107917 �0.000077791 �0.000077791 0.000107917
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ð
s
l e

f;c
y Þi;i 0 ¼

1

Dx

Z þ1

�1

eyðxÞfiðxÞcs;i 0 þ 2�s½lþ ð1=2Þ�ðxÞdx

¼
Xa0

a¼ 0

ðeay � 1Þ
1

Dx

Z xa2

xa
1

fiðxÞcs;i 0 þ 2�s½lþ ð1=2Þ�ðxÞdx

ð29bÞ

ð
s
l e

c;f
y Þi;i 0 ¼

1

Dx

Z þ1

�1

eyðxÞcs;iþ 2�s½lþð1=2Þ�ðxÞfi0 ðxÞdx

¼
Xa0

a¼ 0

ðeay � 1Þ
1

Dx

�

Z xa2

xa
1

cs;iþ 2�s½lþ ð1=2Þ�ðxÞfi 0 ðxÞdx

ð29cÞ

ð
s;s 0

l;l 0 e
c;c
y Þi0 ;i¼

1

Dx

Z þ1

�1

eyðxÞci 0 þ2�s 0 ½l 0 þ ð1=2Þ�ðxÞ

�cs;iþ 2�s½lþ ð1=2Þ�ðxÞdx

¼ di;i 0ds;s 0dl;l 0 þ
Xa0

a¼0

ðeay � 1Þ
1

Dx

�

Z xa2

xa
1

ci 0 þ 2�s 0 ½l 0 þ ð1=2Þ�ðxÞcs;iþ 2�s½lþ ð1=2Þ�ðxÞdx

ð29dÞ

where a0 is the total number of dielectric regions and xa1
and xa2 are the beginning and end positions of the ath
dielectric region.

For the sake of computational efficiency and simplicity,
we expand all field quantities in terms of scaling functions
for an entire computational region; we also expand wave-
lets with levels 0 and 1 in an extended discontinuity
subregion where discontinuities exist and fields change
dramatically. For example, for the ath dielectric region
½xa1; x

a
2� ¼ ½i1Dx; i2Dx� in a multilayer dielectric system we

can truncate the wavelet expansions in the extended
discontinuity subregion, [(i1�M)Dx, (i2þM)Dx], by taking
into account the stencil effect of the scaling and wavelet
functions, where M is an adjustable integer dependent on
accuracy requirements. The simplest choice is M¼ 0 for
the crudest approximation. It is seldom necessary to set
M49 because of the local support of scaling and wavelet
functions. The value of M is usually designated by a
suitable value to ensure enough accuracy, and in this
research we set M¼ 9. Thus, we can rewrite the update
equations (27) and (28) in matrix form

Table 2. The Integral Coefficients bs;s 0

l;l0 ðnÞ ðs = 1Þ

n b0;1
0;0ðnÞ b0;1

0;1ðnÞ b1;0
0;0ðnÞ b1;1

0;0ðnÞ b1;1
0;1ðnÞ

�9 0.000068126 �0.000157979 �0.000157979 0.000062393 �0.000116529
�8 0.000143468 �0.000352128 �0.000352128 0.000217810 �0.000406512
�7 0.001101551 �0.001591902 �0.001591902 0.000760823 �0.001416527
�6 0.002106587 �0.004918699 �0.004918699 0.002663166 �0.004916515
�5 0.010876491 �0.018197365 �0.018197365 0.009390025 �0.016826645
�4 0.030774267 �0.062187652 �0.062187652 0.033934368 �0.054686440
�3 0.121900158 �0.216773548 �0.216773548 0.132668009 �0.142270550
�2 0.394611424 �0.739278550 �0.739278550 0.641536536 0.056428700
�1 1.225829337 �1.609301081 �1.609301081 5.039549683 0.000000000
0 1.609301081 �1.225829337 �1.225829337 �5.039549683 �0.056428700
1 0.739278549 �0.394611424 �0.394611424 �0.641536536 0.142270550
2 0.216773549 �0.121900158 �0.121900158 �0.132668009 0.054686440
3 0.062187653 �0.030774267 �0.030774267 �0.033934368 0.016826645
4 0.018197366 �0.010876491 �0.010876491 �0.009390025 0.004916515
5 0.004918699 �0.002106587 �0.002106587 �0.002663166 0.001416527
6 0.001591902 �0.001101551 �0.001101551 �0.000760823 0.000406512
7 0.0003521281 �0.000143468 �0.000143468 �0.000217810 0.000116529
8 0.0001579794 �0.000068126 �0.000068126 �0.000062393 0.000003339

½fyEn
i �

½cy
0
0En

iþ ð1=2Þ�

½cy
1
0En

iþ ð1=4Þ�

½cy
1
1En

iþ ð3=4Þ�

2

666666666664

3

777777777775

¼
1

e0

Xi2 þM

i0 ¼ i1�M

½ef;fi;i0 � ½00e
f;c
i;i0 þ ð1=2Þ� ½10e

f;c
i;i0 þ ð1=4Þ� ½11e

f;c
i;i0 þ ð3=4Þ�

½00e
c;f
iþ ð1=2Þ;i0 � ½

0;0
0;0e

c;c
iþ ð1=2Þ;i0 þ ð1=2Þ� ½

0;1
0;0e

c;c
iþ ð1=2Þ;i0 þ ð1=4Þ� ½

0;1
0;1e

c;c
iþ ð1=2Þ;i0 þ ð3=4Þ�

½10e
c;f
iþ ð1=4Þ;i0 � ½

1;0
0;0e

c;c
iþ ð1=4Þ;i0 þ ð1=2Þ� ½

1;1
0;0e

c;c
iþ ð1=4Þ;i0 þ ð1=4Þ� ½

1;1
0;1e

c;c
iþ ð1=4Þ;i0 þ ð3=4Þ�

½11e
c;f
iþ ð3=4Þ;i0 � ½

1;0
1;0e

c;c
iþ ð3=4Þ;i0 þ ð1=2Þ� ½

1;1
1;0e

c;c
iþ ð3=4Þ;i0 þ ð1=4Þ� ½

1;1
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c;c
iþ ð3=4Þ;i0 þ ð3=4Þ�

2

6666666666664
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7777777777775

�1
½fyDn

i0 �

½cy
0
0Dn

i0 þ ð1=2Þ�
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1
0Dn
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1
1Dn
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ð30Þ
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where the coefficient matrix ½ef;fi;i 0 �, for example, is given as
follows

and ½fyEn
i 0 � is expressed as

½fyEn
i 0 �

T¼ fyEn
i1�M fyEn

i1�Mþ 1 � � � fyEn
i2 þM�1 fyEn

i2 þM

� �T

ð31bÞ

As seen from Eq. (30), the fields at discrete points are
coupled, and we have to update them by solving a matrix
equation with dimensions of 4(i2� i1þ 2 M) � 4(i2� i1þ

2 M) at each timestep. Note that all elements in the
coefficient matrix (30) are constants for a specified system
and that its elements can be calculated and stored in a
constant array. Thus, we can update the E fields in (30) by
simply performing a matrix multiplication if the inverse
matrix of the coefficient matrix in (30) is saved as a
constant matrix. Also note that the crudest approximation
is to make the diagonal approximation and then (30) using
the leapfrog update equations similar to those in the
FDTD algorithm.

As shown in Fig. 3, we employ an APML to truncate
both the entire computational domain for scaling func-
tions (APMLs) and the internal extended discontinuity
subregions for wavelet expansions (APMLw). To ensure
adequate wave absorption in the x direction, we usually

choose the behavior of the APML conductivity sx as

sx¼ smax
x� x0

d

���
���
a

ð32Þ

where x0 is a starting position of the APML region in the
x direction, d is the thickness of the APML region, and a is
the power of the polynomial with the value of 2. The
constant smax is determined by the designated reflection
coefficient for a wave to be normally incident on the APML
wall

smax¼ �
e0vðaþ 1Þ

2d
lnðRð0ÞÞ ð33Þ

where v is the speed of electromagnetic wave propagation
and R(0) is the designated coefficient with normal inci-
dence, here assuming R(0)¼1.0 � 10�8.

4.2. Application Results

As shown in Fig. 3, a plane TEM transient pulse, gener-
ated by exciting the Ey field, is incident on a dielectric slab
characterized with the relative permittivity ey¼ 4 and
width d¼9 cm. The entire computational domain contains
100 cells with a cell size of Dx¼ 7.5 mm. The fields
expanded with the scaling functions in the entire compu-
tational region are terminated by an APML at the two

½ef;fi;i0 � ¼

ðef;fy Þi1�M;i1�M ðef;fy Þi1�M;i1�Mþ 1 � � � ðef;fy Þi1�M;i2 þM�1 ðef;fy Þi1�M;i2 þM

ðef;fy Þi1�Mþ 1;i1�M ðef;fy Þi1�Mþ 1;i1�Mþ 1 � � � ðef;fy Þi1�Mþ1;i2 þM�1 ðef;fy Þi1�Mþ 1;i2 þM

� � � � � � � � � � � � � � �

ðef;fy Þi2 þM�1;i1�M ðef;fy Þi2 þM�1;i1�Mþ 1 � � � ðef;fy Þi2 þM�1;i2 þM�1 ðef;fy Þi2 þM�1;i2 þM

ðef;fy Þi2 þM;i1�M ðef;fy Þi2 þM;i1�Mþ 1 � � � ðef;fy Þi2 þM;i2 þM�1 ðef;fy Þi2 þM;i2 þM

2
6666666664

3
7777777775

ð31aÞ
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Figure 3. A TEMx wave incident on a di-
electric slab, where d is the width of the
dielectric slab and d0 is the extended dielec-
tric region.
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ends of the region, while those expanded with the wavelet
expansion functions are defined only in the extended
discontinuity subregion truncated with an APMLw. We
observe excellent agreement among the results derived
from the finite-difference time-domain (FDTD) method,
the scaling function–based MRTD (S-MRTD), the scaling
and wavelet function–based MRTD (SW-MRTD), and the
analytic results. Table 3 lists the space and time discreti-
zation values of the system for the MRTD and FDTD
computations.

It is found that the contribution to field magnitude from
wavelets is much lower than that of scaling functions, and
this is the reason why we only expand wavelets in an
extended discontinuity region. In Figs. 4a and 4b, we
present the reflection coefficients for a dielectric-layer
system calculated by using the FDTD, S-MRTD, and
SW-MRTD (s¼ 0,1) methods. We observe excellent agree-
ment between the results. We find that the SW-MRTD
with s¼ 1 shows the best accuracy with the relative error
of 0.07% calculated at the peak as shown in Fig. 4b, and
that the FDTD is the worst-case scenario with the relative
error of 0.6% with respect to the analytic solution.

5. ANALYSIS OF MICROWAVE CIRCUITS

5.1. MRTD Modeling

In this section we study a generalized microwave circuit
problem. For simplicity, we expand the electromagnetic
fields only in terms of the Battle–Lemarie scaling function
and ignore wavelet expansions. The governing equations
thus include the pair of Maxwell two-curl equations

r� ~HH¼
@~DD

@t
ð34Þ

r� ~EE¼ � m0

@ ~HH

@t
ð35Þ

and the defined constitutive relation relating the ~EE and ~DD
fields:

@~DD

@t
¼ s � ~EEþ e0er �

@~EE

@t
ð36Þ

For generality, we represent the relative permittivity and
the conductivity as a diagonal tensor. Note that the
printed planar microstrip circuits usually are inhomoge-
neous in the vertical direction (y axis) but homogenous in
horizontal directions (x and z axes). Thus, the elements of
the relative permittivity and conductivity can be ex-

pressed as ei¼ ei(y) (i¼ x,y,z) and si(x,y,z)¼ sN(xA[x1,x2],
yA[y1, y2], zA[z1,z2]).

Next, we expand all the electric and magnetic field
quantities in terms of the cubic spline Battle–Lemarie
scaling function f(x) in space and the rectangular pulse
function h(t) in time. For instance, all the x components of
fields can be expressed as follows:

Dxðr; tÞ¼
Xþ1

n; i; j;k¼�1

fxDn
iþ ð1=2Þ;j;kfiþ ð1=2ÞðxÞ

�fjðyÞfkðzÞhnðtÞ

ð37Þ

Exðr; tÞ¼
Xþ1

n;i;j;k¼�1

fxEn
iþ ð1=2Þ;j;kfiþ ð1=2ÞðxÞ

�fjðyÞfkðzÞhnðtÞ

ð38Þ

Table 3. Discretization in MRTD and FDTD Methods

Dx

(mm)
Dt

(ps)
Nx

(cell)
NPML,s

(cell)
NPML,w

(cells)

FDTD 1.5 2.5 512 N/A N/A
S-MRTD 7.5 1.0 100 8 N/A
SW-MRTD (s¼0) 7.5 1.0 100 8 5
SW-MRTD (s¼1) 7.5 5.55 100 8 5
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Figure 4. Magnitude of reflection coefficient R for a di-
electric-layer slab system versus frequency (d¼9 cm, er¼4.0):
(a) full frequency bandwidth of interest; (b) enlarged frequency
response.
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Hxðr; tÞ¼
Xþ1

n;i;j;k¼�1

fxH
nþ ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2ÞfiðxÞfjþ ð1=2ÞðyÞ

�fkþ ð1=2ÞðzÞhnþ ð1=2ÞðtÞ

ð39Þ

Bxðr; tÞ¼
Xþ1

n;i;j;k¼�1

fxB
nþ ð1=2Þ
i;jþ ð1=2Þ;kþð1=2ÞfiðxÞfjþ ð1=2ÞðyÞ

�fkþ ð1=2ÞðzÞhnþ ð1=2ÞðtÞ

ð40Þ

Note that both the electric fields Ex and Dx as well as the
magnetic fields Hx and Bx are sampled at the same space
points and time positions, respectively. Substituting the
field expansions into Maxwell equations and applying the
Galerkin’s method, we obtain a set of field update equa-
tions. Typically, their x components read

fxDnþ 1
iþ ð1=2Þ;j;k¼ fxDn

iþ ð1=2Þ;j;k

þ
X

m

aðmÞ fzH
nþ ð1=2Þ
iþ ð1=2Þ;jþmþ ð1=2Þ;k

Dt

Dy




�fyH
nþ ð1=2Þ
iþ ð1=2Þ;j;kþmþ ð1=2Þ

Dt

Dz

�
ð41Þ

fxH
nþ ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ ¼ fxH

n�ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ

þ
1

m0

X

m

aðmÞ fyEn
i;jþ ð1=2Þ;kþmþ 1

Dt

Dz




�fzE
n
i;jþmþ 1;kþ ð1=2Þ

Dt

Dy

�
ð42Þ

where the expansion coefficient a(m) is as defined in (19).
Note that the update equations so derived still retain the
form of an explicit leapfrogging scheme similar to that of
the FDTD, although they are more complex.

The microstrip line printed on a grounded dielectric subs-
trate is a fundamental structure in planar printed milli-
meter-wave integrated circuits (MICs). We will derive the
update equations for this type of MIC. For simplicity, both
the printed microstrip-type circuits and the ground plane
are assumed to be PECs, and infinitesimally thin as well.

In order to take into account of the coupling between
cells in implementing the high-order expansions in the
MRTD applications, we apply an image technique to
truncate the PEC ground plane as shown in Fig. 5
[2,33]. Note that an imaginary image region must be
constructed for PEC boundary truncation to account for
the field contribution from the image structure although it
would not require any additional computer resources.

Next, we consider a microstrip structure, in which a
PEC strip and a dielectric substrate are defined inside the
computational domain. We would like to point out that
derived update equations such as (41) and (42) will not be
sufficient to update fields in an inhomogeneous region,
where the computational domain contains different mate-
rials, such as a PEC strip and a substrate. An additional
update equation, including material parameters, must be
derived from the constitutive relation. By expanding the

fields, substituting them into (36), and using Galerkin’s
method, we can obtain new update equations whose x-
component relation reads

ðfxDnþ 1
iþ ð1=2Þ;j;k �fx Dn

iþ ð1=2Þ;j;kÞ

¼
X1

i 0 ;j 0 ;k 0 ¼�1

ðsxÞii 0 ;jj 0 ;kk 0
Dt

2
ðfxEnþ 1

i 0 þ ð1=2Þ;j 0 ;k 0 þ fxEn
i 0 þ ð1=2Þ;j 0 ;k 0 Þ

þ e0

X1

j 0 ¼�1

ðexÞj;j 0 ðfxEnþ 1
iþ ð1=2Þ;j 0 ;k �fx En

iþ ð1=2Þ;j 0 ;kÞ ð43Þ

where the coefficient (ex)j,j0, defined as the element of the
equivalent relative permittivity in the MRTD domain, is
expressed as

ðexÞj;j 0 ¼
1

Dy

Z þ1

�1

fjðyÞexðyÞfj 0 ðyÞdy

¼
1

Dy

Z þ1

�1

f
y

Dy
� j

� �
exðyÞf

y

Dy
� j0

� �
dy

¼

Z þ1

�1

fðy� jÞexðyDyÞfðy� j0Þdy

ð44aÞ

Similarly, the coefficient (sx)ii0jj0,kk0 is given as follows: is
given as follows:

ðsxÞii 0 ;jj 0 ;kk 0 ¼
1

DxDyDz

ZZZ

1

fiþ ð1=2ÞðxÞfi 0 þ ð1=2ÞðxÞfjðyÞ

�fj 0 ðyÞfkðzÞfk 0 ðzÞsxdx dy dz

¼s1

Z x2

x1

fiþ ð1=2ÞðxÞfi 0 þ ð1=2ÞðxÞ
dx

Dx

� �

�

Z y2

y1

fjðyÞfj 0 ðyÞ
dy

Dy

� � Z z2

z1

fkðzÞfk 0 ðzÞ
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¼s1aiþ ð1=2Þ;i 0 þ ð1=2Þbj;j 0gk;k 0 ð44bÞ
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Figure 5. Computational domain for a grounded open micro-
strip-type structure using the MRTD scheme.
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In view of the localized feature of the basis functions, we
have used a diagonal approximation in evaluating ax,x0

ða¼ a; b; g; w¼ iþ 1
2; j; kÞ; namely, we have replaced aiþ (1/2),i0

þ (1/2)bj,j0gk,k0 with aiþ (1/2),i0 þ (1/2)bj,j0gk,k0di,i0dj,j0dk,k0 in deriv-
ing update equations. Thus, (43) now becomes

ðfxDnþ 1
iþ ð1=2Þ;j;k �fx Dn

iþ ð1=2Þ;j;kÞ

¼
s1ai;ibj;jgk;kDt

2

� �
ðfxEnþ 1

iþ ð1=2Þ;j;kþ fxEn
iþ ð1=2Þ; j;kÞ

þ e0

X1

j 0 ¼�1

ðexÞj;j 0 ðfxEnþ 1
iþ ð1=2Þ;j 0 ;k �fx En

iþ ð1=2Þ; j 0 ;kÞ

ð45Þ

where di,i0 is the Krönecker symbol representing unity
when i¼ i0 otherwise zero. Furthermore, when the PEC
strip is infinitesimally thin at the gridpoint j0, bj,j can be
simply written as bj;jdj;j0 .

For an open grounded planar structure as shown in
Fig. 5, all grids in the original region along the y direction
are defined in the region [0,Ny]. Note that the summation
index j0 in (45) spans the original structure as well as all
the image regions. However, all the image field quantities
can be expressed in terms of fields in the original region
bounded by [0,Ny]. According to the image principle [31], a
tangential E field in the image region (parallel to the PEC
ground plane) is oddly symmetric to its original field,
while a tangential H field in the image region is evenly
symmetric to its mirror field. Thus the summation (45)
degenerates into a simpler form as

ðfxDnþ 1
iþ ð1=2Þ;j;k �fx Dn

iþ ð1=2Þ;j;kÞ

¼
s1ai;ibj; jgk;kDt

2

� �
dj; j0 ðfxEnþ 1

iþ ð1=2Þ; j;kþ fxEn
iþ ð1=2Þ;j;kÞ

þ e0

XNy

j 0 ¼ 0

ðe�xÞj; j 0 ðfxEnþ1
iþ ð1=2Þ; j 0 ;k �fx En

iþ ð1=2Þ; j 0 ;kÞ

ð46Þ

with

XNy

j 0 ¼ 0

ðe�xÞj;j 0 ¼
XNy

j 0 ¼ 0

ðexÞj;j 0 �
X�1

j 0 ¼�Ny

ðexÞj;j 0 ð47Þ

where the first term corresponds to the original circuits
and the second one results from its image structure.

By taking the inverse operation of the equation in (46),
we can obtain the update equation for the x-component of
the E fields as follows:

fxEnþ 1
iþ ð1=2Þ;j;k¼

XNy

j 0 ¼ 0

½A�j;j 0fxEn
iþ ð1=2Þ;j 0 ;k

þ
1

e0

XNy

j 0 ¼ 0

½B�j; j 0 ðfxDnþ 1
iþð1=2Þ;j 0 ;k

�fx Dn
iþ ð1=2Þ; j 0 ;kÞ

ð48Þ

where the matrices [A] and [B] are given by

½A� ¼ ½e�x�j;j 0 þ
s1ai;ibj;jgk;kDt

2e0
dj;j0


 ��1

. ½e�x�j;j 0 �
s1ai;ibj;jgk;kDt

2e0
dj;j0


 � ð49aÞ

½B� ¼ ½e�x�j;j 0 þ
s1ai;ibj;jgk;kDt

2e0
dj;j0


 ��1

ð49bÞ

In common with the approach typically employed in the
FDTD method, the MRTD algorithm can also accommo-
date different material parameters in the update equa-
tions for inhomogeneous computational regions, as is
evident from the expressions given in (48) and (49).

5.2. APML Modeling

To truncate the computational domain, we apply an APML
that incorporates the MRTD field expansions. For the sake
of generality, we represent the relative permittivity and
permeability as a diagonal tensor. Then, in a generalized
APML medium, the Maxwell equations in the frequency
domain become

r� ~HH¼ joe0ers � ~EE ð50Þ

r� ~EE¼ � jom0s � ~HH ð51Þ

where the APML constitutive parameter matrix can be
represented as

s¼

s�1
x sysz 0 0

0 sxs�1
y sz 0

0 0 sxsys�1
z

2
664

3
775 ð52aÞ

with

sa¼ 1þ
sa

joe0
ða¼ x; y; zÞ ð52bÞ

By using the generalized differential matrix operators
[34], the Maxwell equation can thus be written in matrix
form for the APML region:

0 �@z @y

@z 0 �@x

�@y @x 0

2

666664

3

777775

Hx

Hy

Hz

2

666664

3

777775

¼ joe0er

syszs
�1
x 0 0

0 sxszs
�1
y 0

0 0 sxsys�1
z

2
666664

3
777775

Ex

Ey

Ez

2
666664

3
777775

ð53Þ
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0 �@z @y

@z 0 �@x

�@y @x 0

2
666664

3
777775

Ex

Ey

Ez

2
666664

3
777775
¼ � jom0

syszs
�1
x 0 0

0 sxszs
�1
y 0

0 0 sxsys�1
z

2
666664

3
777775

�

Hx

Hy

Hz

2
666664

3
777775

ð54Þ

Note that sx, sy, sz are parameters associated with wave
attenuation in the x, y, z directions, respectively. Usually
an APML region consists of a number of subregions,
including APML faces, edges, and corners. As the most
generalized case, we consider an APML corner where a
wave is absorbed in all (x,y, z) directions. Since the three
components of the E fields are similar, we need only to
illustrate the x component.

Because of the reciprocal relation of sa(a¼ x,y,z) appear-
ing in Eqs. (53) and (54), we have to adopt a two-step
approach by defining an electric flux density:

Dx¼
1þðsy=joe0Þ

1þðsx=joe0Þ

� �
e0erðyÞEx ð55Þ

With the frequency–time converter, jo3(q/qt), we can
convert (55) and the first equation of (53) into the time
domain:

@Dx

@t
þ

sz

e0
Dx¼

@Hz

@y
�
@Hy

@z
ð56Þ

e0er
@Ex

@t
þ e0

sy

e0
Ex¼

@Dx

@t
þ

sx

e0
Dx ð57Þ

By expanding all the fields in terms of the scaling func-
tions in space and rectangular pulse function in time,
substituting them into (56), (57), and then employing the
Garlerkin method, we can derive their corresponding
update equations:

fxDnþ 1
iþ ð1=2Þ;j;k¼

1� ðszDt=2e0Þ

1þ ðszDt=2e0Þ

� �
fxDn

iþ ð1=2Þ;j;k

þ
1

1þ ðszDt=2e0Þ

� �X

m

aðmÞ

� fzH
nþ ð1=2Þ
iþ ð1=2Þ;jþmþ ð1=2Þ;k

Dt

Dy

�

�fyH
nþ ð1=2Þ
iþ ð1=2Þ;j;kþmþ ð1=2Þ

Dt

Dz

�

ð58Þ

fxEnþ1
iþ ð1=2Þ;j;k¼

1� ðsyDt=2e0Þ

1þðsyDt=2e0Þ

� �
fxEn

iþ ð1=2Þ;j;k

þ
1

e0

1

1þðsyDt=2e0Þ

� �XNy

j0 ¼ 0

ð½e�x�
�1Þj;j 0

� 1þ
sxDt

2e0

� �
fxDnþ 1

iþð1=2Þ;j 0 ;k




� 1�
sxDt

2e0

� �
fxDn

iþ ð1=2Þ;j 0k

�

ð59Þ

Following the same procedure developed above, we can
also obtain magnetic field equations in the frequency and
time domains, whose x components read

Bx¼
1þ ðsy=joe0Þ

1þ ðsx=joe0Þ

� �
m0mrHx ð60Þ

�
@Bx

@t
�

sz

e0
Bx¼

@Ez

@y
�
@Ey

@z
ð61Þ

m0mr

@Hx

@t
þ m0

sy

e0
Hx¼

@Bx

@t
þ

sx

e0
Bx ð62Þ

Their associated/update equations now become

fxB
nþ ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ ¼

1� ðszDt=2e0Þ

1þ ðszDt=2e0Þ

� �
fxB

n�ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ

þ
1

1þ ðszDt=2e0Þ

� �X

m

aðmÞ

� fyEn
i;jþ ð1=2Þ;kþmþ 1

Dt

Dz

�

�fzH
n
i;jþmþ 1;kþð1=2Þ

Dt

Dy

�
ð63Þ

fxH
nþ ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ

¼
1� ðsyDt=2e0Þ

1þ ðsyDt=2e0Þ

� �
fxH

n�ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ

þ
1

m0mr

1

1þ ðsyDt=2e0Þ

� �

� 1þ
sxDt

2e0

� �
fxB

nþ ð1=2Þ
i;jþ ð1=2Þ;kþ ð1=2Þ




� 1�
sxDt

2e0

� �

fx

B
n�ð1=2Þ
i;jþð1=2Þ;kþ ð1=2Þ

#

ð64Þ

We can derive the remaining MRTD update equations in
the same manner for all the APML-face, edge, and corner
regions.

5.3. Extraction of MIC characteristics

Most of the MIC characteristics can be extracted from the
time or frequency domain voltages and currents. Since the
time-domain-updated quantities in the MRTD do not
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represent fields but only the field expansion coefficients,
we must first construct the total fields from these coeffi-
cients. For instance, the time-domain voltage for a micro-
strip line can be solved, as shown in Fig. 6, by taking an
integration of Ey from the ground plane to the strip along
an integral path L with the specified values of x0 and z0.
The time-domain voltage is then given as

V ¼ �

Z h

0
Eyðx0; y; z0; t0Þdy

¼ �
XNs

l¼ 0

Z ðlþ 1ÞDy

lDy

ZZZ
Eyðx; y; z; tÞdðx� x0Þ




� dðz� z0Þdðt� t0Þdx dz dt

�
dy

¼ �
XNs

l¼ 0

Z ðlþ 1ÞDy

lDy

Xþ1

i;j;k¼�1

fyEn
i0�i;jþ ð1=2Þ;k0�kfðiÞfðkÞ

"

� fjþ ð1=2ÞðyÞdy

�

¼ �
XNs

l¼ 0

Xþ1

i;j;k¼�1

fyEn
i0�i;jþ lþ ð1=2Þ;kfðiÞfðkÞbð jÞDy

" #

ð65Þ

with

bðjÞ¼

Z 1=2

�1=2
fðy� jÞdy ð66Þ

where Ns is the number of cells counted from the ground
plane to the PEC strip and h¼NsDy. Note that the
summation indices i,j, k must span all the real and image
regions.

Similarly, we can solve the time-domain current by
integrating the magnetic field intensity surrounding the
strip along an enclosed contour C as shown in Fig. 6, and

described below

I¼

I

c

~HH � dl

¼

Z ½i1 þ ð1=2Þ�Dx

½i1�ð1=2Þ�Dx

Hxðx; y1; z0; t0Þdxþ � � �

"

þ

Z ½i2 þ ð1=2Þ�Dx

½i2�ð1=2Þ�Dx

Hxðx; y1; z0; t0Þdx

#

�

Z ½i1 þ ð1=2Þ�Dx

½i1�ð1=2Þ�Dx

Hxðx; y2; z0; t0Þdxþ � � �

"

þ

Z ½i2 þ ð1=2Þ�Dx

½i2�ð1=2Þ�Dx

Hxðx; y2; z0; t0Þdx

#

þ �

Z ½j0 þ ð1=2Þ�Dy

½j0�ð1=2Þ�Dy

Hyðx1; y; z0; t0Þdy

"

þ

Z ½j0 þ ð1=2Þ�Dy

½j0�ð1=2Þ�Dy

Hyðx2; y; z0; t0Þdy

#

ð67Þ

where the first integration can be derived as

Z ½i1 þ ð1=2Þ�Dx

½i1�ð1=2Þ�Dx

Hxðx; y1; z0; t0Þdx

¼

Z ½i1 þ ð1=2Þ�Dx

½i1�ð1=2Þ�Dx


 ZZZ
Hxðx; y; z; tÞdðy� y1Þ

� dðz� z0Þdðt� t0Þdy dz dt

�
dx

¼

Z ½i1 þ ð1=2Þ�Dx

½i1�ð1=2Þ�Dx

Xþ1

i;j;k¼�1

fkH
nþ ð1=2Þ
i;j1�j;k0�kfðjÞfðkÞfiðxÞdx

¼
Xþ1

i;j;k¼�1

fkH
nþ ð1=2Þ
i1 þ i;j1�j;k0�kfðjÞfðkÞbðiÞ

ð68Þ

We finally have the time-domain current as follows:

I¼
Xi2

l¼ i1

Xþ1

i;j;k¼�1

"
ðfxH

nþ ð1=2Þ
lþ i;j1�j;k0�k

�fxH
nþ ð1=2Þ
lþ i;j2�j;k0�kÞfðjÞfðkÞbðiÞ

�

þ
Xþ1

i;j;k¼�1

½ðfyH
nþ ð1=2Þ
i2�i;j0 þ j;k0�k

�fy H
nþ ð1=2Þ
i1�i;j0 þ j;k0�kÞfðiÞfðkÞbðjÞ�

ð69Þ

The two most important characteristics for a transmission
line are the effective dielectric constant er,eff and charac-
teristic impedance Z0. The effective dielectric constant er,eff

0
j

i1

C

j1
h L

i2

j2

Ey

Hy

Hx

Figure 6. The integral paths C and L for the time-domain
voltage and the current of a microstrip line.
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defined as

er;eff ðoÞ¼
b2
ðoÞ

o2e0m0

ð70Þ

with

bðoÞ¼
1

ðzj � ziÞ
angle

FFT½Vðzi; tÞ�

FFT½Vðzj; tÞ�

� �
ð71Þ

where zi and zj are two points along the transmission line
separated by a distance (zj� zi) and FFT denotes the fast
Fourier transform to the time-domain voltage signals,
V(zi,t) and V(zj,t). We find that it is not always necessary
to extract the propagation characteristics using a post-
processing algorithm [35] when the APMLs are used for
mesh truncation.

Subsequently, the characteristic impedance Z0 is calcu-
lated from

Z0¼
FFTfVðzi; tÞg

FFTfIðzi; tÞg
ð72Þ

Apparently, both the time-domain voltages and currents
can be solved at a specified position zi, as mentioned
previously.

On the basis of the defined voltage signals at each port,
we can solve for the scattering parameters for a multiport

millimeter-wave integrated circuit. The scatting matrix
coefficients in the frequency domain for a multiport sys-
tem are defined as

½V�� ¼ ½S�½V�þ ð73Þ

where [V]� and [V]þ are the reflected and incident
voltage vectors, respectively, and [S] denotes the scatter-
ing matrix [36]. An arbitrary element on the scattering
matrix Sij can be derived from

Sij¼
FFTfV�i ðtÞg

ffiffiffiffiffiffiffi
Z0j

p

FFTfV þj ðtÞg
ffiffiffiffiffiffiffi
Z0i

p ð74Þ

where V�i ðtÞ and V þj ðtÞ are the reflected and incident
voltage signals defined at ports i and j, respectively andffiffiffiffiffiffiffi

Z0i

p
and

ffiffiffiffiffiffiffi
Z0j

p
are their corresponding characteristic

impedance values at these two ports.

5.4. Application Results

Next we apply the developed MRTD technique to analyze
a microstrip lowpass filter as shown in Fig. 7a. Six- and
four-layer APMLs are used for termination of computa-
tional domain along the direction of wave propagation and
other open walls; the image technique is employed for the
ground plane termination.

The computational volume is discretized into 45�10�
45 cells as given in Table 4. The central strip segment is
specified with the area of 25Dx� 3Dz, and the time update
is terminated at Nt¼ 4000. We observe good agreement
within a wide frequency range between the results of the
scattering parameters derived from the MRTD and FDTD
approaches [37], as seen in Fig. 7b. However, the MRTD
approach requires much less computational CPU time
(3,553.77 s) compared to that of the FDTD (19,782.42 s).
A 333 MHz, a 128 M RAM Pentium II-MAX PC Compati-
ble is used for all computations. The computational
volume difference ratio (VDR) and CPU time difference
ratio (TDR) between the MRTD scheme and the FDTD
method are 15.82% and 17.96%, respectively.

6. CONCLUSIONS

In this article, we have introduced the fundamental con-
cepts of MRA, scaling functions, and wavelets. On the
basis of these concepts, we have developed a cubic spline

0 2 4 6 8 10 12 14 16 18 20
 −50

 −45

 −40

 −35

 −30

 −25

 −20

 −15

 −10

 −5

0

5

 Frequency (GHz)

 M
ag

ni
tu

de
 o

f S
11

 a
nd

 S
21

 (d
B

)

FDTD, Sheen et. al. 
MRTD

(a)

(b)

S11

S21

20.32 mm
5.65 mm

0.794 mm�r = 2.22.413 mm

5.65 mm
Y

Z X

2.54 mm

Figure 7. (a) Geometry and dimensions for a microstrip lowpass
filter; (b) magnitudes of the S parameters S11 and S21.

Table 4. Spatial and Time Discretization for a Microstrip
Lowpass Filter

Discretization MRTD FDTD

Dx (mm) 0.8128 0.4064
Dy (mm) 0.3970 0.2650
Dz (mm) 0.8467 0.4233
Dt (ps) 0.3996 0.4410
Nx�Ny�Nz 45�10�45 80�16�100
VDR 15.82%
CPU time (s) 3553.77 19782.42c

TDR 17.96%
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Battle–Lemarie scaling and wavelet function–based
MRTD scheme, in conjunction with an APML absorption
boundary condition and an image technique, for general-
ized electromagnetic engineering applications. We have
demonstrated the applications of the MRTD scheme by
analyzing a TEM wave propagation in a dielectric-layered
space and a microstrip lowpass filter. It is found that the
developed MRTD scheme is highly efficient for all cases
investigated and requires only a fraction of computational
space and CPU time that are used in the FDTD techniques
at the price of complexity in mathematical modeling.
References 1–13 are on MRTD, Refs. 14–28 are on MRA,
Refs. 29–33 are on APML, and Refs. 34–37 are general.
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NEGATIVE RESISTANCE
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Resistance is the measure of allowed current passing
through a component when a terminal voltage is applied.
Ohm’s law defines that the resistance is the ratio of the
applied voltage to the resulting current:

R¼
V

I
ð1Þ

This simple I–V relationship is shown in Fig. 1a. Some-
times a component deviates from having a linear relation-
ship, resulting in a nonlinear curve. An example of a
rectifier is shown in Fig. 1b. Such resistance is referred
to as being nonlinear, as opposed to linear. It is also
helpful to distinguish the static resistance (V/I) from the
dynamic resistance or differential resistance (the slope of
the I–V curve as dV/dI). So in a linear resistor, the static
resistance is the same as the dynamic resistance (V/I¼
dV/dI), whereas in a nonlinear resistor, V/IadV/dI.

It is understood that the term negative resistance
refers to the dynamic characteristic, that is, the slope of
the I–V curve (dV/dI) is negative. Notice that in the
example of a common negative resistance. (Fig. 1c), only
dV/dI is negative, but the static resistance is always
positive. That is why negative resistance and negative
differential resistance are used interchangeably. Negative
resistance can also be classified into two shapes:
(1) N-shape negative resistance, as shown in Fig. 1c; and
(2) S-shape negative resistance, as shown in Fig. 1d. The
S-shape negative resistance is typical behavior of a switch.

Most of the devices exhibiting negative resistance have
two terminals, but there are also devices with three or
more terminals. An example is thyristor. The function of
the extra terminal is to control the shape of the I–V
characteristics between the two terminals that carry the
majority of the current. Specifically, for the S-shape curve
shown in Fig. 1d, the triggering (breakover) voltage or
current before negative resistance sets in can be varied.

There is yet another group of devices where the nega-
tive resistance does not come from a negative slope in the
I–V curve. In these devices, when an AC voltage is applied,
the resulting AC current is not in phase with the applied
voltage. The majority of this phase delay comes from the
transit time of charge which is generated within
the device and subsequently travels to the boundaries of
the devices and to the terminals. For this reason, these
devices are called transit-time devices. The phase rela-
tionship between the applied voltage and the resulting
current is shown in Fig. 1e. The unique feature is that
when the small-signal voltage is positive, the small-signal
current is negative, giving rise to negative AC power

absorbed. So this type of negative resistance comes from
~VV=~II being negative, as opposed to dV/dI being negative. It
is worthwhile to mention that both inductor and capacitor
cause a phase shift between the AC voltage and current.
The crucial requirement here is that in order to have net
AC power gain, a phase shift or more than 901 is neces-
sary, which is not achievable with either a capacitor or an
inductor.

In the following sections, the negative resistance de-
vices originating from dV/dI being negative are discussed,
followed by their applications. Finally, similar discussions
on the transit-time devices are presented.

1. TUNNEL DIODE

Tunneling is a quantum-mechanical process whereby
electrons with insufficient energy to surmount a thin
energy barrier tunnel directly through it. In a semicon-
ductor p-n junction, significant tunneling occurs when
both sides of the junction are heavily doped so that the
depletion region (energy barrier) is thin. Also, since
the tunneling process requires conservation of energy,
the tunnel diode (Esaki diode) is fabricated such that
both sides of the junction are degenerately doped so that
states of equal energy exist on both sides of the junction
(in the conduction and valence bands). Figure 2a illus-
trates the situation under low forward bias where the
bottom of the conduction band on the n side and the top of
the valence band on the p side overlap and significant
tunneling occurs. At higher bias, the overlap becomes
smaller and the tunneling current decreases, thereby
producing the negative differential resistance (NDR) fea-
ture mentioned earlier. Eventually, at still higher forward
voltages, when the overlap disappears as in Fig. 2b, the
normal diffusion current becomes dominant and the cur-
rent increases with bias once again. A useful figure of
merit for NDR devices is the peak-to-valley ratio, which is
a measure of the ratio of the peak current obtained just
before the onset of NDR (point B in Fig. 1c) to the
minimum current at the termination of the NDR region
(point C in Fig. 1c). Peak-to-valley ratios of 3 to 20 are
typical for semiconductor tunnel diodes.

2. RESONANT TUNNELING STRUCTURES

A semiconductor quantum well is a structure formed when
materials with either a conduction or valence band dis-
continuity are joined such that the discontinuity creates
a potential well. For example, a well formed in the con-
duction band is accomplished by sandwiching a layer of
high-electron-affinity material in between layers of lower-
electron-affinity material. The conduction band disconti-
nuity serves as the barrier in the well. In the case of a
resonant tunneling structure, the quantum well exists
between two very thin, low electron affinity layers that
have a large discontinuity and serve as the well barrier.

N
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For example, in the GaAs/AlGaAs system, as shown in the
inset of Fig. 3, the GaAs serves as the quantum well and
the outside contact regions, while the barriers are made
from AlGaAs. As the well is made thin, the continuum of
states in the conduction band become discrete levels of
subbands according to the following expression

En � EC¼
h2n2

8m�W2
; n¼ 1; 2; 3 . . . ð2Þ

where EC is the conduction band edge, h is Planck’s con-
stant, m* is the effective mass, and W is the thickness of the
well. The band diagram of Fig. 3 shows how significant
current flows only when EC of the contact region aligns with
the first subband energy. As the bias is further increased,
the tunnel current diminishes, leading to a decrease in total
current and thus an NDR region in the I–V characteristic.
Depending on the depth of the well (height of the barriers),
tunneling through higher subband energies can also occur,
leading to additional NDR regions.

A resonant tunneling bipolar transistor (RTBT) results
when the quantum well is placed within the emitter or
base of a bipolar transistor. A resonant tunneling hot-
electron transistor (RHET) has a similar structure with-
out the emitter–base p-n junction. The advantages of such
three-terminal structures are that the negative resistance
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Figure 2. Band diagram showing how forward bias voltage
affects the tunneling current in a tunnel diode. In (a), the junction
is slightly forward biased so that there is still an overlap of states
at the same energy in the conduction and valence bands. In (b),
the forward bias is sufficient to remove the overlap and the
current consists of carriers which surmount the barrier (diffusion
current).
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Figure 1. I–V relationship showing (a)
linear resistance, (b) nonlinear resistance,
(c) N-shape differential negative resistance,
and (d) S-shape negative differential resis-
tance; (e) in a transit-time device, negative
resistance comes from the phase difference
between terminal voltage and current.
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is tunable by the base bias, and the output is isolated from
the input.

3. SEMICONDUCTOR SWITCHES

A thyristor is a four-layer Si device consisting of an n-p-n-p
structure. The structure is called a silicon controlled
rectifier (SCR) when a gate contact is made to the middle
p region, as shown in the inset of Fig. 4. As positive voltage
is applied to the anode, a small reverse bias current flows
until either the depletion regions of the central junctions
join (a condition known as punchthrough), or avalanche
multiplication occurs at the reverse biased junction. Be-
yond this ‘‘breakover voltage’’ (VBO), a large current flows
and the voltage across the device drops. An S-shape
negative resistance region arises in this device as it
switches from the high-impedance forward-blocking state
to the low-impedance on state. With positive gate current,
the breakover voltage is lowered, which is the mechanism
used to trigger the device into the on state. Once the SCR

is switched on, an applied bias lower than the holding
voltage (Vh) will turn the device off.

Other semiconductor switches which possess S-shape
negative-resistance regions similar to the thyristor are the
metal insulator semiconductor switch (MISS) and the
planar doped barrier switch [1].

4. GUNN EFFECT AND THE TRANSFERRED
ELECTRON DEVICE

The transferred electron device directly exploits a parti-
cular material property of semiconductors like GaAs and
InP, which have lower mobility satellite valleys to which
electrons transfer at high applied electric fields. A uni-
formly doped length of these materials display normal
positive ohmic characteristics for low fields, but for applied
voltages that cause the electric field to exceed some critical
field a reduction in the current results, as more electrons
are transferred to the low-mobility satellite valley. The
critical electric field for GaAs is 3.2 kV/cm and 10.5 kV/cm
for InP. This process of intervalley scattering can create
instabilities within the semiconducting material with suf-
ficient applied bias, which gives rise to microwave oscilla-
tions. The occurrence of these oscillations is known as the
Gunn effect, named for its first observer.

The transferred-electron device (TED) or Gunn diode is
simply composed of a length of material with two contacts
on the ends. Planer structures grown on semiinsulating
substrates are also possible. The essence of operation of
the TED lies with the generation of a charge accumulation
region within the device. Once an adequate bias is applied
across the length of the device, an accumulation region
will form in an area where there may be a crystal defect or
a difference in doping—something that causes the electric
field to be slightly larger than in the rest of the device.
Once the fields in this region is sufficiently large to possess
a negative differential mobility, a space charge instability
will form and grow (either as a simple accumulation of
electrons or a dipole consisting of electrons and ionized
donors). Once the field in this unstable region rises above
the point where it possesses a negative differential mobi-
lity, the dipole ceases to grow (matures) and continues to
travel along the length of the device with the saturated
drift velocity (vsat). The result is charge pulses that arrive
at the anode with a period of L/vsat, where L is the length
of the device. The transferred electron device is widely
used as oscillator for 1–100-GHz applications.

5. REAL-SPACE TRANSFER DEVICES

Real-space transfer is similar to the Gunn effect described
above, except that electrons are transferred to a lower-
mobility material in real space at high fields rather than
being transferred in momentum space. Unlike the Gunn
effect, however, either electrons or holes can be transferred.
In its most common implementation, a heterojunction
barrier (e.g., AlGaAs/GaAs) and modulation doping form
the basis of the structure. At low fields, carriers confined in
the low-bandgap material flow from one contact to the
other exhibiting normal ohmic behavior. At sufficiently
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Figure 4. SCR current–voltage characteristics illustrating how
positive gate current lowers the breakover voltage. The device
structure is shown in the inset.
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Figure 3. Band diagram of a resonant tunneling diode under
bias conditions such that the conduction band edge aligns with
the first subband level E1, causing a tunneling current to flow.
The layer structure is shown in the inset.
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high bias, some carriers gain enough energy to surmount
the barrier into the low-mobility, high-bandgap material.
This transfer lowers the effective mobility and decreases
the total current, which gives rise to an NDR region.

The charge injection transistor (CHINT) or negative-
resistance field-effect transistor (NERFET) is a three-
terminal device utilizing real-space transfer. The
structure used in the Si/SiGe system is illustrated in
Fig. 5. A lightly doped channel of low-bandgap material
(SiGe) exists between source and drain. A barrier between
the collector and the channel is formed by a layer of
undoped Si, which has a larger bandgap than the SiGe.
The inset of Fig. 5. illustrates the band structure of the
CHINT device perpendicular to the channel. As voltage is
applied between the source and drain, the carriers present
in the channel produce a current flow just as in a normal
FET. As the bias increases and the field across the channel
increases, some carriers gain sufficient energy to sur-
mount the barrier and are collected by the collector. This
siphoning of carriers by the collector causes the total drain
current to decrease with increasing drain voltage produ-
cing an NDR characteristic.

6. APPLICATIONS

The most common uses of negative resistance are for
circuit applications in oscillators, amplifiers, memory,
and active filters. An oscillator is made by combining a
negative-resistance device together with a tuned RLC
circuit so that the net resistance becomes zero. (The
majority of R comes from parasitics.) The frequency of
the oscillations is determined by the LC of the circuit. The
series connection of a normal resistance and a negative
resistance provides a simple example of a negative-resis-
tance amplifier. By connecting a negative resistance (� r)
in series with a normal resistor (R) as in Fig. 6a, and

taking the output across the normal resistor, the voltage
ratio becomes

Vout

Vin
¼

R

Rþ ð�rÞ
ð3Þ

which produces a voltage gain. Active filters for use on
monolithic microwave integrated circuits (MMIC) are
greatly improved with the use of a negative resistance to
compensate for losses in inductors, transmission lines, and
lossy dielectrics. In these filters, the negative resistance is
combined with the L and C components to increase the
overall quality factor (Q), which leads to a sharper cutoff
at the frequency band edges. Memory circuits using
negative resistance exploit the fact that these devices
exhibit bistable behavior. Figure 6b shows an elemental
memory circuit with a negative-resistance device loaded
with a resistor R from a supply voltage VDD. The I–V curve
of Fig. 1c shows the two staple states, A and D, possible for
a given load line. By forcing the voltage across the
negative resistance device high or low, the circuit is forced
to one or the other of the stable states.

p SiGe i Si 

i Si 

p

p Si substrate

S D

p+ p+
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C

h
h h
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Figure 5. Charge injection transistor (CHINT) device structure for the Si/SiGe materials system.
The top channel consists of small bandgap SiGe separated from the collector by an undoped Si
barrier region. The inset schematically exhibits the device band diagram in the direction
perpendicular to the channel.
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Figure 6. A simple negative-resistance amplifier is shown in (a),
while (b) exhibits the use of a bistable negative-resistance device
as a memory element.
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7. TRANSIT-TIME DEVICES

In a transit-time device, there are two important mechan-
isms. The first is the generation and buildup of charge
within the device, followed by transit of these charges
across the length of the device. Although the transit of
charge is quite similar for different transit-time devices,
the generation or injection of charge is quite different
among them. These mechanisms include avalanche
multiplication, thermionic emission, and tunneling. The
most popular device among them is the IMPATT (impact
ionization avalanche transit-time) diode. This discussion
will be confined to the operation of the IMPATT diode.
Other transit-time devices are BARITT (barrier injection
transit-time) diode, TRAPATT (trapped-plasma ava-
lanche-triggered transit) diode, DOVATT (double-velocity
avalanche transit-time) diode, MITATT (mixed-tunnel-
avalanche transit-time) diode, DOVETT (double-velocity
transit-time) diode, TUNNETT (tunnel injection transit-
time) diode, and QWITT (quantum-well injection transit-
time) diode. Brief discussions on each of these can be
found in Ref. 1.

An IMPATT diode can be realized by different physical
structures. All of these are variations of a p-n junction.
The most common is called the Read diode and is shown in
Fig. 7. Common semiconductor materials are Si and GaAs.
Here the p-n junction provides a high field for avalanche
multiplication, and the large intrinsic layer is the region

where transit time is originated. The DC characteristics
are shown in Fig. 8a. Notice that in the I–V curve, there is
no region where the slope is negative. During operation,
the diode is reverse biased with a DC value near the
breakdown (VBD), so that a small AC signal will drive it
into avalanche multiplication. Referring again to Fig. 1e,
the delay of current with respect to the voltage comes from
two components. The first is the time it requires to build
up the charge internally. The second is the transit time
across this intrinsic region. This charge buildup time is a
characteristic of avalanche multiplication, and it is absent
in other injection mechanisms such as tunnelling and
thermionic emission. That is why the IMPATT diode is
more efficient in power generation compared with, for
example, a BARITT diode. After the charge is generated,
it traverses the intrinsic region with saturation velocity
(vsat). During the time of this transit, there is a continuous
terminal current of magnitude

J¼
QAvsat

L
ð4Þ

where QA is the charge per area (cross-sectional) and L is
the region of the intrinsic layer. The magnitude of QA is
related to the magnitude and frequency of the AC signal
and detailed derivation is beyond the scope of this article.
Assuming that the transit time dominates the phase
delay, the frequency of operation is given by

f ¼
Vsat

2L
ð5Þ

since the duration of the current pulse corresponds to the
transit time of the charge packet, and this current pulse is
roughly half of the cycle.

The main application of a transit-time diode is micro-
wave generation in the 3–300 GHz range. The transit-time
devices are the most efficient microwave oscillators in this
frequency range. Usually a transit-time device is a dis-
crete component and it is mounted in a resonator cavity.
When a DC bias is applied to the device, an AC output is
produced. Applications of these oscillators are in radar
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Figure 8. (a) The I-V curve of an IMPATT diode
does not process a negative slope; (b) schematic
diagram showing where the charge is generated
(in this case by avalanche multiplication), and
the region of charge transit.
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Figure 7. Structure of an IMPATT diode.
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systems and alarm systems. In high-power oscillators, a
good heat sink is crucial.

BIBLIOGRAPHY

1. K. Ng, Complete Guide to Semiconductor Devices, McGraw-
Hill, New York, 1995.

NEURAL NETWORKS FOR
MICROWAVE CIRCUITS

QI-JUN ZHANG

MAKARAND DEO

JIANJUN XU

Carleton University
Ottawa, Canada

1. INTRODUCTION

Neural networks, also called artificial neural networks
(ANNs), are information processing systems whose design
was inspired by the studies of the ability of the human
brain to learn from observations and to generalize by
abstraction [1]. The fact that neural networks can be
trained to learn arbitrary nonlinear input–output rela-
tionships from corresponding data has resulted in their
use in a number of areas such as pattern recognition,
speech processing, control, and biomedical engineering. In
RF and microwave areas, ANN has been used to model
passive and active devices to enhance circuit design.
Neural networks can be trained using measured or simu-
lated microwave device data, such as electromagnetic
(EM) data for passive components and physics data for
active devices. The trained neural networks become mod-
els of microwave devices and can be used in place of CPU-
intensive EM/physics models to significantly speed up
circuit design, while maintaining EM/physics-level ac-
curacies. ANN-based modeling has been used to model a
variety of passive and active components on both device
and circuit levels [2]. ANN models can be realized in both
frequency-domain and time-domain formats, compatible
with the framework of existing CAD tools, including
component’s geometric and physical parameters as opti-
mization variables. ANN-based microwave models can be
a pure neural network, or a knowledge-based neural net-
work in which RF/microwave information is utilized
together with neural networks.

The ANN modeling approach generally involves the
following steps: (1) selecting appropriate ANN structure,
(2) data generation and preprocessing, (3) ANN model
training, (4) plugging the resultant neural model into a
circuit simulator, and (5) simulation, optimization, and
circuit design using ANN models. Each of these steps is
elaborated in subsequent sections.

2. NEURAL NETWORK STRUCTURES

We describe neural network structural issues to better
understand what neural networks are and why they have
the ability to represent RF and microwave component
behaviors. We study neural networks from the external
input–output point of view, and also from the internal
neuron information processing point of view. The most
popularly used neural network structure, namely, the
multilayer perceptron, is described in detail. The effects
of structural issues on modeling accuracy are discussed.

2.1. Basic Components

A typical neural network structure has two types of basic
components, namely, the processing elements and the
interconnections between them [1]. The processing ele-
ments are called neurons, and the connections between
the neurons are known as links or synapses. Every link
has a corresponding weight parameter associated with it.
Each neuron receives stimuli from other neurons con-
nected to it, processes the information, and produces an
output. Neurons that receive stimuli from outside the
network are called input neurons; neurons whose outputs
are externally used are called output neurons. Neurons
that receive stimuli from other neurons and whose out-
puts are stimuli for other neurons in the network are
known as hidden neurons. Different neural network struc-
tures can be constructed by using different types of
neurons and by connecting them differently.

2.2. Neural Networks versus Conventional Modeling

The neural network approach can be compared with
conventional approaches for a better understanding. The
first approach is the detailed modeling approach (e.g., EM-
based models for passive components and physics-based
models for active devices), where the model is defined by a
well-established theory. The detailed models are accurate
but could be computationally expensive. The second ap-
proach is an approximate modeling approach, which uses
either empirical or equivalent-circuit-based models for
passive and active components. Evaluation of approxi-
mate models is much faster than that of the detailed
models. However, the models are limited in terms of
accuracy and input parameter range over which they
can be accurate. Neural network approach is a new type
of modeling approach where the model can be developed
by learning from detailed (accurate) data of the RF/micro-
wave component. After training, the neural network
becomes a fast and accurate model representing the
original component behaviors.

2.3. Multilayer Perceptrons Neural Network

2.3.1. Structure and Notation. Multilayer perceptrons
(MLPs) is a popularly used neural network structure. In
the MLP neural network, the neurons are grouped into
layers. Let the total number of layers be L. The first layer is
the input layer, the Lth layer is the output layer, and layers
2 through L� 1 are hidden layers, as shown in Fig. 1.
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2.3.2. Anatomy of Neurons. In the MLP network, each
neuron processes the stimuli (inputs) received from other
neurons. The process is done through a function called
activation function in the neuron, and the processed
information becomes the output of the neuron. Let zl

i be
the output of ith neuron of the lth layer, and let Nl be the
number of neurons in the lth layer. Every neuron in the
lth layer receives stimuli from the neurons of l� 1th layer:
zl�1

1 ; zl�1
2 ; . . . ; zl�1

Nl�1
. A typical ith neuron in the lth layer

processes this information in two steps:

1. Each input is multiplied by the corresponding
weight parameter, and the products are added to
produce a weighted sum gl

i

gl
i¼

XNl�1

j¼ 0

wl
ijz

l�1
j ð1Þ

where wl
ij, j40, represent the weight of the link

between jth neuron of the (l� 1)th layer and the ith
neuron of the lth layer and wl

i0 represents the bias
for the ith neuron of the lth layer.

2. The weighted sum in (1) is used to activate the
neuron’s activation function sð�Þ to produce the final
output of the neuron: zl

i¼sðgl
iÞ. This output can, in

turn, become the stimulus to neurons in the (lþ1)th

layer. The most commonly used hidden neuron
activation function is the sigmoid function given by

sðgÞ¼
1

1þ e�g
ð2Þ

Other functions that can also be used include the arc-
tangent function and the hyperbolictangent function. All
these are smooth switch functions that are bounded,
continuous, monotonic, and continuously differentiable.
Input neurons use a relay activation function and simply
relay the external stimuli to the hidden-layer neurons,
zi

1
¼ xi, where xi represents the ith external input to the

MLP, i¼ 1,2,y, N1. In the case of neural networks for RF/
microwave design, where the purpose is to model con-
tinuous electrical parameters instead of a binary rela-
tionship, a linear activation function can be used for
output neurons. This makes it easier for the model to
be trained since, according to the universal approxima-
tion theorem [3], a single layer of sigmoid functions in the
hidden layer is sufficient to model the nonlinear input-
output relationships. The linear activation function is
defined as

sðgÞ¼ g¼
XNL�1

j¼ 0

wL
ijz

L�1
j ð3Þ

2.3.3. Feedforward Computation. Neural network feed-
forward computation is a process used to compute the
output vector y¼ ½y1 y2 � � � yNy

�T from the input vector
x¼ ½x1 x2 � � � xNx

�T and the weight vector w, where Nx

and Ny are numbers of external inputs and outputs of
the MLP, respectively. Feedforward computation is useful
not only during neural network training but also during
the usage of the trained neural model. The external inputs
are applied to the input neurons (i.e., the first layer) and
the outputs from the input neurons are fed to the hidden
neurons of the second layer. Continuing this way, the
outputs of (L� 1)th-layer neurons are fed to the output-
layer neurons (i.e., Lth layer). During feedforward com-
putation, neural network weights w remain fixed. The
computation is given by

z1
i ¼ xi; i¼ 1; 2; . . . ;N1; Nx¼N1 ð4Þ

zl
i¼ s

XNl�1

j¼ 0

wl
ijz

l�1
j

 !
;

i¼ 1; 2; . . . ;Nl; l¼ 2; 3; . . . ;L

ð5Þ

yi¼ zL
i ; i¼ 1;2; . . . ;NL; Ny¼NL ð6Þ

Figure 2 shows physical representations of microstrip-line
(passive) and FET (active) devices along with their corre-
sponding neural models clearly showing choice of model
inputs and outputs.

2.3.4. Speed and Accuracy of ANN Models. It may be
noted that the simple formulas in (4)–(6) are now intended

x1 x2 x3 xNx

y1 y2 yNy

3

2

2

1

1

3

3

2

2

1

1

NL

NL-1

N2

N1

Layer L
(Output layer)

Layer L - 1
(Hidden layer)

Layer 2
(Hidden layer)

Layer 1
(Input layer)

Figure 1. Multilayer perceptrons neural network structure.
Typically, an MLP network consists of an input layer, one or
more hidden layers, and an output layer. (Reprinted with permis-
sion from Ref. 1: Q. J. Zhang and K. C. Gupta, Neural Networks

for RF and Microwave Design, Artech House Publishers, Nor-
wood, MA, USA, 2000; www.artechhouse.com.)
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for use as RF/microwave component models. It is evident
that computation of these formulas is much easier than is
numerical solution of theoretical EM or physics equations.
This is why neural network models are much faster than
detailed numerical models of RF/microwave components.
The question of how such simple formulas for neural
network can represent complicated behaviors can be
answered by the universal approximation theorem.

The universal approximation theorem [3] states that
there always exists a three-layer MLP neural network
that can approximate any arbitrary, nonlinear, continu-
ous, multidimensional function to any desired accuracy.
This forms a theoretical basis for employing neural net-
works to approximate RF/microwave behaviors, which are
functions of physical/geometric/bias parameters. MLP
neural networks are distributed models; that is, no single
neuron can produce the overall x–y relationship. For a
given x, some neurons are switched to ON state, some are
in OFF state, and others are in transition. This combination
of neuron switching states enables the MLP to represent a
given nonlinear input–output mapping. During the train-
ing process, the MLP weight parameters are adjusted, and
at the end of training, they encode the component infor-
mation from the corresponding x–y training data.

2.4. Other Neural Network Configurations

In addition to MLP, there are other ANN structures, such
as radial basis function (RBF) networks, wavelet net-
works, and recurrent networks. In order to select a neural
network structure for a given application, one starts by
identifying the nature of the x–y relationship. Nondy-
namic modeling problems (or problems converted from
dynamic to nondynamic using methods such as harmonic
balance) can be solved using MLP, RBF, and wavelet

networks [1]. The most popular choice is the MLP. RBF
and wavelet networks can be used when the problem
exhibits highly nonlinear and localized phenomena (e.g.,
sharp variations). Time-domain dynamic behavior of non-
linear devices or circuits can be represented using recur-
rent neural networks (RNNs) [4] and dynamic neural
networks (DNN) [5]. One of the most recent research
directions in the area of microwave-oriented ANN struc-
tures is the knowledge-based network [6], which combines
existing engineering knowledge (e.g., empirical equations
and equivalent-circuit models) with neural networks.

3. ANN TRAINING

3.1. Defining ANN Inputs and Outputs

The first step toward developing a neural model is the
identification of inputs (x) and outputs (y). Determination
of the output parameters is based on the objectives of the
neural network model. For example, real and imaginary
parts of S parameters can be selected as outputs for
passive component models, and currents and charges
can be used for large-signal device models. Neural model
input parameters are those device/circuit parameters
(e.g., geometric, physical, bias, frequency.) that affect the
output parameter values.

3.2. Data Generation and Preprocessing

In this step, x–y sample pairs are generated using either
simulation or measurement. The generated sample pairs
could be divided into three sets, namely, training data,
validation data, and test data. Training data is utilized to
guide the training process, i.e., to update the neural
network weight parameters during training. Validation
data is used to monitor the quality of the neural network
model during training and to determine stop criteria for
the training process. Test data is used to independently
examine the final quality of the trained neural model in
terms of accuracy and generalization capability.

Scaling of data may also improve the training efficiency.
Linear scaling of data can provide balance between differ-
ent inputs (or outputs) whose values are different by
orders of magnitude. Another scaling method is the loga-
rithmic scaling, which can be applied to outputs with large
variations in order to provide a balance between small and
large values of the same output.

3.3. Formulation of Training Process

The most important step in neural model development is
the neural network training. Let dk be the kth sample of y in
training data. We define neural network training error as

ETr
ðwÞ¼

1

2

X

k2Tr

XNy

j¼ 1

jyjðxk;wÞ � djkj
2 ð7Þ

where djk is the jth element of dk, yj (xk, w) is the jth neural
network output for input xk, Tr is the index set of all
training data, and w is the vector of neural network weight
parameters.
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Figure 2. Physical models of (a) FET and (b) a microstrip line
along with corresponding neural models.
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The purpose of neural network training, in basic terms,
is to adjust w such that the error function ETr

ðwÞ is
minimized. Since ETr

ðwÞ is a nonlinear function of the
adjustable (i.e., trainable) weight parameters w, iterative
algorithms are often used to explore the w space efficiently,
beginning with an initialized value of w and then itera-
tively updating it.

Neural network training algorithms commonly used
in RF/microwave applications include gradient-based
training techniques such as backpropagation, conju-
gate-gradient, and quasi-Newton methods. Global opti-
mization methods such as simulated annealing and
genetic algorithms can be used for increased quality of
neural network training but at the cost of increased
training time.

Neural network training process can be categorized
into sample-by-sample training and batch-mode training.
In sample-by-sample training also called online training,
w is updated each time a training sample is presented to
the network. In batch-mode training, also known as offline
training, w is updated after each epoch, where an epoch is
defined as a stage of training process that involves pre-
sentation of all the training data to the neural network
once. The batch-mode training is more efficient because
neural network weight update is done by considering
errors in the entire training data. In the RF/microwave
case, the data, which come from measurement or simula-
tions, are typically offline so that batch data are available
for training. Hence in RF/microwave modeling, batch-
mode training is usually employed. A flowchart summar-
izing major steps in neural network training and testing is
shown in Fig. 3 [7].

3.4. Overlearning and Underlearning

The ability of a neural network to estimate output yk

accurately when presented with input xk that is never
seen during training (i.e., k =2Tr) is called generalization
ability. Let ÊEV represent the validation error defined
similarly to ÊETr

of (7) except that the dataset represents
validation data instead of training data Tr. Good learning
of a neural network is achieved when both training error
ðÊETr
Þ and validation error ðÊEVÞ have small values (e.g.,

0.50%) and are close to each other. The ANN exhibits
overlearning when it memorizes the training data but
cannot generalize well (i.e., ÊETr

is small but ÊEVbÊETr
).

Remedies for overlearning are, deleting a certain number
of hidden neurons or adding more samples to the training
data. The neural network exhibits underlearning when it
has difficulties in learning the training data itself (i.e.,
ÊETr

b0). Possible remedies are to add more hidden neu-
rons or perturbing the current solution w to escape from a
local minimum of ETr

ðwÞ and then continue training.
The automatic model generation (AMG) algorithm [8]

automatically performs the model development process,
including data generation with adaptive data sampling
algorithm, training ANN, and determining the optimal
number of hidden neurons by examining over- and under-
learning. In this way, ANN models can be developed with
minimum manual effort.

4. EM-ORIENTED NEURAL MODELING

4.1. Frequency-Domain Modeling

A frequency-domain neural model can represent Y or S
parameters of a passive component with the speed of
empirical models but with accuracy near detailed EM
models [1]. Let x represent an Nx vector containing the
variables and y represent an Ny vector containing the
outputs (responses) of a passive component. For example,
x could contain geometric parameters such as length (LR)
and width (WR) of an embedded resistor and signal
frequency o, and y could contain corresponding Y or S
parameters, as shown in Fig. 4.

Let f represent a detailed EM relationship between x
and y

y¼ f ðxÞ ð8Þ

to be modeled by a neural network. In general, f can be
accessible to microwave engineers in the form of a data
generator:

d¼dðxÞ ð9Þ

For a given input x, data generator d(x) can be used to
compute and/or measure the outputs d of the original
problem. Data generation involves repetitive use of the
data generator to obtain sample pairs (xk, dk), where k is
the sample index. These sample pairs are divided into
training sets and test sets. The purpose of neural network
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Figure 3. Flowchart demonstrating neural network training,
neural model testing, and use of training, validation, and test
datasets in ANN model development. (r 2003 IEEE, reprinted
from Ref. 7 with permission from IEEE.)
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modeling is to develop a fast neural model

y¼ f ANNðx;wÞ ð10Þ

that accurately represents f(x). Here, f ANN is a neural
network trained to learn samples of f(x) from training data
ðxk;dkÞ, k 2 Tr, and w is ANN weight vector. The trained
fast neural model f ANN can be used in place of CPU-
intensive EM simulator during frequency-domain simula-
tion and optimization.

4.2. Time-Domain Modeling

Time-domain models are important for CAD applications
such as minimization of signal delay and crosstalk in high-
speed VLSI interconnects. There is a need for time-domain
models that include detailed EM effects. A time-domain
neural model provides current/voltage relationships of a
given passive component and their dependence on the
component’s geometric parameters and time (t).

In a time-domain modeling approach, ANN can be used
to provide coefficient values of the time-domain responses.
Figure 5 explains the typical time-domain modeling ap-
proach.

For example, in the state space equation–neural net-
work (SSE-NN) method [9], the frequency-domain and
time-domain relations are given as follows:

Hij¼YijðsÞ¼
b0þb1sþ � � � þ bn�1sn�1þ bnsn

a0þa1sþ � � � þan�1sn�1þ sn
ð11Þ

This equation represents the Y-parameter transfer func-
tion between ports i and j of the EM structure. Here, s is
the complex frequency and n represents the effective order
of high-frequency behaviors of the passive component. The
coefficients ak, k¼ 0,1,y, n� 1, and bk, k¼ 0,1,y, n are
related to physical/geometric parameters of the EM pro-
blem through an ANN. Following this, state space equa-
tions are used to express the time-domain responses as

.
vðtÞ¼AvðtÞþBuðtÞ

iðtÞ¼CvðtÞþDuðtÞ

(
ð12Þ

where matrices A, B, C, and D are obtained by arranging
the coefficients (i.e., the a and b values) estimated by ANN
into a format specific to our choice of the transfer functions
[9]; v(t) represents state variables or voltages, and u(t) and
i(t) are input voltage and output current waveforms,
respectively. In summary, Eqs. (11) and (12) combined
with a MLP form an EM based time-domain SSE-NN
model of the passive component under consideration.

5. KNOWLEDGE-BASED NEURAL NETWORKS

The knowledge-based neural network (KBNN) approaches
exploit the available microwave information in the form of
empirical or equivalent-circuit models together with the
neural models to develop fast and accurate hybrid EM-
ANN models. The use of knowledge in neural networks
helps reduce the amount of training data needed and
enhance the extrapolation capability of the model. Here
we summarize some of the major techniques developed to
reduce the need for expensive data.

5.1. Difference Method (DM)

In this method, an ANN is trained to ascertain the
difference between detailed EM data (obtained from simu-
lator or measurements) and approximate model (equiva-
lent-circuit and empirical relations) outputs [10]. The final
model performs addition of equivalent-model output and
the ANN output.

5.2. Knowledge-Based Neural Networks (KBNNs)

In this method, microwave knowledge in the form of
empirical functions or analytical approximations is em-
bedded into the neural network internal structure [6].
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Figure 5. Time-domain EM-based ANN modeling approach.
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KBNN also accommodates multiple knowledge formulas
in different regions of the parameter space using region
definition neurons.

5.3. Prior Knowledge Input (PKI) Method

In this method, the empirical model outputs are used as
inputs to the neural network model, in addition to the
original problem inputs. In this case, the input–output
mapping to be learnt by neural network is between the
outputs of existing approximate model and the original
problem [11].

5.4. Space-Mapped Neural Networks (SMNNs)

The SMNN concept divides the modeling problem into
coarse-model part (empirical models) and fine-model part
(EM or physics models). ANN is used to map the input
parameters of the fine model into those of the coarse model.
In this way, the coarse model aims to provide finer outputs by
using suitably modified inputs with the help of mapping [12].

5.5. Equivalent Circuit–State Space Equation–Neural
Networks (EC–SSE–NNs)

The difference between the equivalent-circuit model and
actual EM data is represented by a state space model, and
the state space model in turn is related to physical/
geometric parameters by ANN. The final model output is
the sum of approximated output of equivalent circuit and
difference provided by the state space model. This techni-
que is suitable for time-domain applications.

6. MODELING OF NONLINEAR RF/MICROWAVE DEVICES

For general nonlinear modeling problems, relationships be-
tween inputs and outputs of nonlinear circuits are not
algebraic; they are related by differential equations. To model
such relationships, two different categories of ANN-based
approaches exist. The first category uses a combination of
circuit and ANN models, where we rely on the circuit to
define the dynamics and the ANN to define the nonlinearity.
The second category uses dynamic or recurrent neural net-
works to directly represent the entire model, including both
dynamic effect and nonlinearity. In the second category, we
have a continuous time-domain formulation called dynamic
neural networks (DNN) and a discrete time-domain formula-
tion called recurrent neural networks (RNN).

6.1. Combined Circuit/ANN Approach for Nonlinear
Device Modeling

In this approach, we use a known equivalent-circuit
topology, but the nonlinear algebraic functions needed to
describe the nonlinearities in the circuit branches are
achieved by ANN. Figure 6 shows an FET model [13],
where the function of the drain current with respect to
gate and drain voltages is represented by an ANN. To
train this model using DC and small-signal device data, an
adjoint neural network [13] method can be used, which
allows the ANN to learn the required derivative informa-
tion between input and output neurons.

6.2. Continuous Time-Domain DNN Modeling

The DNN approach can be explained from the block
schematic in Fig. 7. Let u and y be vectors of the input
and the output signals of the nonlinear circuit, respec-
tively. Let y(i)(t)¼diy(t)/dti and u(j)(t)¼dju(t)/dt j repre-
sent the ith-order derivative of y(t) and the jth-order
derivative of u(t) with respect to t, respectively. Let fANN

represent a static multilayer perceptron (MLP) neural
network. DNN is formulated as a reduced order represen-
tation of the original circuit [5]

yðnÞðtÞ¼ f ANNðyðtÞ; y
ð1ÞðtÞ; . . . ; yðn�1ÞðtÞ;uðtÞ;uð1ÞðtÞ; . . . ;uðnÞðtÞÞ

ð13Þ

where n is the effective order of the reduced model, noNS,
and NS is the order of the original nonlinear circuit. In this
formulation, the signal flow from fANN input to output
resembles differentiation; hence the model is referred to as
a differential dynamic neural network (DDNN). In
the integral DNN (IDNN) approach, the input–output
relationship is reorganized as follows:

yðtÞ¼ f ANNðy
ð1ÞðtÞ; . . . ; yðnÞðtÞ;uðtÞ;uð1ÞðtÞ; . . . ;uðnÞðtÞÞ ð14Þ

Here the signal flow from fANN input to output resemble’s
integration, as such the model is called integral DNN
(IDNN).
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Figure 6. Neuron-based model of an FET where the nonlinear
algebraic functions for current and charge are replaced by ANNs.
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These two different formulations, DDNN and IDNN,
are complementary formats of DNN and together form the
DNN family. They can be used to represent the nonlinear
microwave circuit behavior and can be used as models for
high-level circuit and system design.

6.3. Discrete Time-Domain RNN Modeling

Recurrent neural networks (RNNs) are a special type of
neural network with feedback from output to input and
are capable of learning and then representing dynamic
system behavior [4]. The nonlinear circuit modeling ap-
proach in discrete time domain using RNN is illustrated in
Fig. 8. In order to derive a macromodel representing a
nonlinear dynamic relationship, we first reformulate the
original relationship in the discrete time domain with
specific sampling rate into an input–output formulation as

yðkÞ¼gðyðk� 1Þ; . . . ; yðk�MyÞ;uðk� 1Þ; . . . ;

uðk�MuÞ;pÞ
ð15Þ

where k is the time index in the discrete time domain, y(k)
is a simplified notation for y(kt), u(k) is a simplified
notation for u(kt), t is the time sampling interval, and g
is set of nonlinear functions. The terms y, u, and p are
vectors of output and input signals and circuit para-
meters, respectively. The number of delays My and Mu,
of y and u, respectively, represent effective order of
original nonlinear circuit as seen from input–output
data. In the RNN approach, we use a neural network
such as the MLP to represent the nonlinear function g of
(15). Furthermore, we use a reduced order representation
such that My and Mu of (15) is replaced by n. In this way,
the order of the RNN model is n, which can be much less
than the order of the original circuit.

The input layer of the MLP contains buffered history of
the circuit input and output signals, and the circuit
parameter. Input and output waveforms of the original
circuit are used as training data for RNN, which is trained
by the backpropagation through time (BPTT) method.

RNNs can be used to learn dynamics in both transient
and steady-state stages [4].

7. USE OF ANN FOR CIRCUIT OPTIMIZATION

The trained ANN models for RF/microwave components
can be used in circuit design and optimization [14]. If the
ANN models have been trained from original EM/physics
data, the use of such ANN models instead of original EM/
physics models helps improve design speed while main-
taining accuracy. To achieve this, the trained neural
models are first incorporated into circuit simulators. An
ANN model can be connected to other ANN models or any
other models in the simulator to form a high-level circuit.
During simulation, the circuit simulator passes input
variables such as frequency and the physical parameters
of a component to the ANN model, the ANN model then
computes and returns the corresponding outputs of the
neural network back to the simulator.

In case of knowledge-based ANN models, the knowl-
edge part itself is usually already compatible with circuit
simulator while the ANN part and its interaction with
knowledge part can be incorporated into circuit simulator
as functions of its weight parameters. While plugging
DNN models, the dynamics can be represented by an
equivalent circuit [5]. The combined circuit and ANN for
such nonlinear models can then be implemented similarly
to those of knowledge-based models.

Once the models are incorporated into the circuit
environment, the device they represent can be optimized
along with rest of the circuit with the model parameters as
optimization variables. This approach allows the neural
network inputs x as optimization variables, for instance,
physical/geometric parameters of the device or circuit. The
performance optimization problem can be stated as mini-
mization of errors between circuit responses and design
specifications subject to electrical or physical/geometric
constraints on the circuit elements.

Neural-network-based microwave optimization is
especially significant for computationally expensive de-
sign tasks. It addresses the combined challenges due to
(1) computational expenses of evaluating EM/physics
effects in circuit components, (2) the size and complex-
ities in today’s RF/microwave circuits where the
EM effects are present in many components at various
levels of the design hierarchy, and (3) the need to
repetitively vary physical/geometric parameters and re-
evaluate EM/physics behaviors of all the components
during design optimization. The use of neural network
models helps to significantly accelerate EM/physics-
based optimization.
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NOISE AND INTERFERENCE MODELING

GEOFFREY C. ORSAK

Southern Methodist University

Noise and interference are inevitable realities of collecting
data or taking measurements in the real world. In some
cases, the noise level may be so insignificant as to allow
the engineer to ignore its effects. However, this situation
generally occurs only in very controlled circumstances,
such as those in the laboratory or when signal powers are
exceptionally large relative to the noise.

Unfortunately, it is more generally the case that the
noise and interference cannot be ignored. Rather, design
and analysis must be done with careful attention to the
corruptive effects of these disturbances. One way to ensure
an effective final design is to have accurate models of the
noise components of the signals of interest. Examples of
the impact of high and low levels of noise on the observa-
tion of a sinusoid are shown in Fig. 1.

Modeling these effects can range from being relatively
straightforward to being rather difficult if not impossible.
To assist in this endeavor, it is the purpose of this article to
describe various methods of characterizing noise and in-
terference signals and to elaborate on some of the most
popular models in practice today.

1. STATISTICAL DESCRIPTIONS OF NOISE

Because of its random nature, characterizing noise neces-
sarily requires a variety of statistical methods. For appli-
cations involving the observation of continuous time or
sampled signals, the most complete statistical description
of the noise process is the so-called joint distribution of the
process [1]. Throughout this article we will denote an ar-
bitrary noise or interference signal by x(t).

Definition 1. The nth-order joint distribution of x(t), de-
noted Fx(x; t), is given by

Fxðx; tÞ¼Pr½xðt1Þ � x1 xðt2Þ � x2; . . . ; xðtnÞ � xn� ð1Þ

where the length n vectors x and t represent the collec-
tions {x1,x2,y,xn} and {t1,t2,y,tn}, respectively, and where,
for example, Pr[x(t1)rx1] is the probability that the signal
x(t) at time t1 is less than the constant x1. For Fx(x; t) to be
completely defined, it must be computed for all collections
of times t1,t2,y,tn, vectors x, and all integer values of n.

In modeling noise, one often wishes to know if the sta-
tistical characterization of the signal x(t) changes with
time. The most rigorous method for determining this im-
portant property is derived directly from the joint distri-
bution.

If the joint distribution of the noise is shift-invariant,
that is, if

Pr½xðt1Þ �x1; xðt2Þ � x2; . . . ; xðtnÞ � xn�

¼ Pr½xðt1þ tÞ � x1; xðt2þ tÞ

�x2; . . . ; xðtnþ tÞ � xn�

ð2Þ

for all collections of times and vectors x and for all choices
of n, then x(t) is said to be strictly stationary. In this case,
the entire statistical description of the process is a func-
tion of only the relative locations of the samples with re-
gard to one another rather than the absolute locations of
the time samples.

Unfortunately, in general, determining Fx(x; t) for large
values of n is almost always impractical. However it may
often be the case that one has sufficient information so as
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to be able to compute this important function for values of
n¼ 1 or 2. In this case we may introduce a weaker form of
stationarity that has many important applications and
uses in practice. This type of characterization is often re-
ferred to as the so-called second-order description of x(t).

Under this characterization we seek to describe the
mean and correlation of the noise signal rather than the
instantaneous probabilities. Prior to presenting this defi-
nition, it is advantageous for us to supply the following
definitions which will be used throughout the remainder
of this article:

Definition 2. The amplitude probability density function
of the signal x(t) is given by

fxðx; tÞ ¼
@Fxðx; tÞ

@x

for all choices of x and

for all values of t

ð3Þ

while the joint amplitude density function of x(t) is given by

fxðx1; x2; t1; t2Þ¼
@@Fxðx1; x2; t1; t2Þ

@x1@x2

for all choices of x1

and x2 and for all t1 and t2

ð4Þ

These two definitions completely characterize all the first-
and second-order properties of x(t) (e.g., mean values, signal
energy and power, correlations and frequency content). In
particular, the amplitude density function describes the sta-
tistical range of amplitude values of signal x at time t. Fur-
ther, one should recall from basic probability theory [2] that
the density functions fx(x; t) and fx(x1, x2; t1, t2) can be readily
obtained from the nth joint distribution of the signal x(t)
given in Eq. (1) through simple limiting evaluations. Given
these two density functions, we may define the second-order
description of the noise or interference signal as follows:

Definition 3. The mean or average value of the noise as a
function of time is defined as

mxðtÞ¼E½xðtÞ� ð5Þ

where the expectation is taken with respect to fx(x; t). The
correlation function of the noise signal is defined as

Rxðt1; t2Þ¼E½xðt1Þx
�ðt2Þ� ð6Þ

and where the expectation presented above is taken with
respect to fx(x1, x2; t1, t2), and where x� denotes the com-
plex conjugate of x(t).

If the mean function is a constant with respect to time
(the average value of the noise does not change with time)
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Figure 1. Plots of a common sinusoid embedded in low-level noise and high-level noise.
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and the correlation function of the noise is a function of
only the difference of times and not their absolute loca-
tions, that is, Rx(t1, t2)¼Rx(0, t2� t1), then the noise is said
to be wide-sense stationary. In this case we simplify the
notation by letting the mean be m and the correlation
function be given by Rx(t) where t¼ t2� t1.

A signal x(t) being wide-sense stationary implies that
the average statistical properties as measured by the
mean and the correlation function do not depend on
when one observes the noise and interference. This is a
very beneficial property since designers attempting to
combat this noise are not required to include an absolute
clock in their design, rather a fixed design will always be
optimal.

As an important observation, one should note that if
the noise happens to be strictly stationary, then the noise
will also be wide-sense stationary. This is a direct conse-
quence of the fact that the mean and correlation functions
are expected values taken with respect to the first- and
second-order joint density functions which, by supposi-
tion, are shift invariant. In general, the converse is not
true. However, we will see later that among the most pop-
ular models for the noise, this will, in fact, be the case.

1.1. Power Spectral Density

Engineers are often more comfortable in describing or an-
alyzing signals in the frequency domain as opposed to the
statistical (or time) domain. This is equally true when
dealing with random signals. However, random signals
pose a few complications when one attempts to apply spec-
tral techniques to them. This is a consequence of the fact
that each time one makes an observation of this signal, the
so-called noise realization (observation) is different and
will therefore likely have a different spectrum. Moreover,
many of these potential noise realizations might have in-
finite energy, and will therefore not have well-defined
Fourier transforms.

Because of these complicating factors, we must consid-
er the power spectrum (rather than the standard energy
spectrum) averaged over all possible realizations to obtain
a meaningful definition of the spectrum of a random sig-
nal. This approach leads to the well-known and often used
power spectral density of the noise or interference as the
basic frequency-domain description of x(t).

To begin, assume that we only observe the noise signal
x(t) from t¼ �T to t¼ þT (we will later let T approach
infinity to allow for the observation of the entire signal).
The Fourier transform of this observed signal is

XT ðoÞ¼
Z T

�T

xðtÞe�jotdt ð7Þ

We may then write the squared magnitude of XT(o) as
follows:

jXT ðoÞj2¼
Z T

�T

Z T

�T

xðt1Þ x
�ðt2Þe

�joðt1�t2Þdt1dt2 ð8Þ

As described above, for the definition to have any utility,
we need to compute the average magnitude squared power

spectrum, which requires that we must evaluate the ex-
pected value of |XT(o)|2 and then normalize this expec-
tation by the length of the observation of x(t) (this
prevents the spectrum from blowing up with power sig-
nals). This leads to the following expression

1

2T
E½jXT ðoÞj2� ¼

1

2T

Z T

�T

Z T

�T

Rxðt1 � t2Þdt1 dt2 ð9Þ

¼

Z T

�T

1�
tj j

2T

� �
RxðtÞdt ð10Þ

where the second equation arises from a transformation of
variables. The final step in the definition is to allow the
observation window to grow to (�N, þN), that is, to
take the limit of Eq. (10) as T tends to infinity. From this
we arrive at the following definition which holds for all
wide sense stationary random signals.

Definition 4. The power spectral density of a wide sense
stationary random signal x(t) is given by

SX ðoÞ¼
Z 1

�1

RxðtÞe�jotdt ð11Þ

Note that as a consequence of the preceding analysis, the
power spectral density turns out to simply be the Fourier
transform of the correlation function. Thus the correlation
function of a random signal contains all the information
necessary to compute the average spectrum of the signal
and, furthermore, there is a one-to-one relationship be-
tween the average time dependency between samples (as
measured by the correlation function) and the average
frequency content in the signal.

The term ‘‘power spectral density’’ arises from the fact
that SX(o) behaves like a probability density function. First,
just like a standard density function, it is always nonneg-
ative, and second, when integrated over a certain frequency
range one obtains the average power of the signal over that
frequency range. That is, computing the integral

Z �o1

�o2

SX ðoÞdoþ
Z o2

o1

SX ðoÞdo ð12Þ

results in the total power in the signal x(t) between the
frequencies o1 and o2. (Note: We must consider both pos-
itive and negative frequencies.) This is just like the situ-
ation when one integrates a probability density function
over a particular range to obtain the probability that the
random variable will fall within that range.

Now given these few basic definitions, we may proceed
to characterize various forms of noise or interference.
From the statistical perspective, what differentiates var-
ious types of noise are, first and foremost, the specific joint
distribution of the process. Since these joint density func-
tions are exceedingly difficult to obtain, we are often rel-
egated to comparing and classifying noise signals through
fX(x; t) and fX(x1, x2; t1, t2), as well as the mean and cor-
relation function or power spectral density.
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2. NOISE MODELS

2.1. White Noise

White noise is a model used to describe any noise or in-
terfering signal that has essentially equal power at all
frequencies. More precisely, signals with a power spectral
density given by

SX ðoÞ¼
N0

2
for all frequencies ð13Þ

are said to be white because, similar to white light, these
signals have equal power at all (visible) frequencies.
Through simple integration it is easily shown that the
amount of power contained in white noise over an angular
frequency range of B radians per second is N0B. (Note that
the factor of 2 in the definition of the power spectral den-
sity accounts for the two-sided nature of the Fourier trans-
form.)

It is important to note that this definition of white noise
is not an explicit function of either the amplitude density
function or the joint density function given in Eqs. (3) and
(4), but rather a function of only the power spectral den-
sity of the signal. Thus, any noise source, irrespective of
the specific forms of fX(x; t) and fX(x1, x2; t1, t2), can be
white noise, so long as the power spectral density is a
constant.

The corresponding correlation function of white noise is
obtained through the inverse Fourier transform as

RxðtÞ¼
N0

2
dðtÞ ð14Þ

where d(t) is the familiar Dirac delta function [3]. Here
one should observe from the above equation that white
noise has zero correlation between all time samples of the
signal, no matter how close the time samples are to one
another. This does not imply that all samples of white
noise are independent from one another, rather that they
simply have zero correlation between them.

Unfortunately, by integrating the power spectral den-
sity over all frequencies we observe that the total power in
white noise is infinite, which, of course, requires more en-
ergy than exists in the entire universe. Therefore, it is
physically impossible for white noise to exist in nature.
Yet, there are many noise processes which have essential-
ly a constant power spectral density over a fixed and finite
frequency range of interest, which suggests that white
noise may be an appropriate and simplifying model. Yet,
the real utility of the white noise model is in describing
other ‘‘nonwhite’’ noise signals.

To demonstrate this, consider the output of a linear
time-invariant system with frequency response H(o) to a
white-noise input. Under very general conditions, it can be
shown [2] that this output, given by y(t), is a noise signal
with power spectral density given by

SY ðoÞ¼
N0

2
jHðoÞj2 ð15Þ

Now, conversely, let us assume that we observe some
nonwhite-noise signal with power spectral density SY(o).
If
R

lnSY ðoÞ=1þo2 do > �1, then y(t) can be modeled as
the output of some linear time-invariant system with a
white-noise input. That is, there will exist some well-de-
fined system with frequency response given by H(o) such
that N0=2jHðoÞj2¼SY ðoÞ. These processes are, in fact,
physically realizable and constitute all random signals
seen in practice. Thus, from a spectral perspective we may
replace essentially all random signals seen in nature by a
linear system driven by a white-noise signal.

2.2. Gaussian Noise

Gaussian noise is the most widely used model for noise or
interference both in practice and in the scientific litera-
ture. There are two primary reasons for this: (1) many
observations in nature follow the Gaussian law, and
(2) the Gaussian density function is mathematically easy
to analyze and manipulate.

The reason that so many natural observations are
Gaussian arises from the so-called central-limit theorem.
This theorem is stated as follows.

Theorem 1. Assume that Zi are independent, and identically
distributed random variables, each with mean mZ and finite
variance s2

Z. Then the so-called normalized sum given by

Yn
1ffiffiffi
n
p

Xn�1

i¼ 1

Zi � mZ

sZ
ð16Þ

approaches a standard Gaussian random variable with
mean equal to zero and unit variance, irrespective of the
original distribution of the random variables Zi.

What this very powerful theorem establishes is that if a
particular observation of interest is a combination of infi-
nitely many small and independent random components,
then the combination, when properly normalized, is
Gaussian Random variable with density function given by

fxðx; tÞ¼
1ffiffiffiffiffiffi
2p
p e�x2=2 ð17Þ

This might suggest that all natural observations are Gauss-
ian since most physical phenomena are impacted by many
random events; however, extensive experimental results
establish otherwise [4]. Therefore, in addition to various
forms of Gaussian noise, later in this article we will present
a number of other ‘‘non-Gaussian’’ noise models.

Definition 5. A random noise signal is said to a Gaussian
signal if all nth-order joint density functions are jointly
Gaussian, that is, if all joint density functions are of the form

fxðxÞ¼
1

ð2pÞn=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðKÞ

p

� exp �
1

2
ðx� lÞTK�1

ðx� lÞ

� � ð18Þ
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where the vector l and the matrix K represent the mean
vector and covariance matrix [2], respectively, of the vector
x(t1), x(t2), y , x(tn).

The important feature here is we see that for any value
n, the joint statistics of a Gaussian signal are completely
determined from the mean and correlation functions of
x(t). Furthermore, when the signal is in addition wide-
sense stationary, then the joint statistics are shift invari-
ant, and as such, the signal is also strictly stationary.

Gaussian noise is further differentiated by the nature
of the mean functions and the correlation functions. When
the correlation function is given by RX ðtÞ¼N0=2dðtÞ, then
the signal is said to be Gaussian White Noise, which is the
single most common model in noise analysis. In this case,
each time sample will be independent from all others and
have infinite variance. Other well-known Gaussian mod-
els that we describe below are Wiener noise, thermal
noise, and shot noise.

2.3. Wiener Noise

The Wiener Process is the limiting case of a random-walk
signal. A random walk is a popular abstraction for de-
scribing the distance an individual is from home when this
individual randomly steps forward or backward according
to some probability rule. The model is as follows. Every T
seconds an individual will take a length s step forward
with probability 1

2 or a length s step backward with prob-
ability 1

2 . Therefore, at time nT, the position of the random
walk will be x(nT)¼ ks� (n� k)s, where n is the total
number of steps taken, and k is the number of forward
steps taken. For large values of time, it can be shown us-
ing the DeMoivre–Laplace theorem [2] that

Pr ðxðnTÞ¼ ks� ðn� kÞsÞ �
1ffiffiffiffiffiffiffiffiffiffiffi

np=2
p e�ð2k�nÞ2=2n ð19Þ

or that the location of the walker is governed approxi-
mately by a Gaussian law.

Now, let us extend this by considering the limiting
case where the length of time between steps tends to zero
(T-0). It is easy to show that E½x2ðnTÞ� ¼ns2¼ ts2=T
for t¼nT. To ensure that we do not have a variance go-
ing to zero (the walker stops) or blowing up (not physically
realizable), let us also add the condition that the size of the
steps be proportional to the square root of the time be-
tween steps, that is, s2

¼ aT. Then the well-known Wiener
process is the signal x(t), which is the limit of the random
walk under these conditions. Examples of this are given in
Fig. 2, where we have depicted realizations from three
succeeding approximations to the Wiener process. In all
figures, we have let the proportionality constant a¼ 1. In
Fig. 2a T and s equal 1, in Fig. 2b T¼ 0.1 and s¼

ffiffiffiffiffiffiffi
0:1
p

, and
in Fig. 2c T¼ 0.01 and s¼ 0.1. One can see that as the ap-
proximation gets closer to the limiting value it becomes
smoother (more continuous) and begins to exhibit long-
term trends. This, of course, makes sense because the
steps are getting much smaller and, as a consequence, it

takes longer periods of time of the walker (signal) to
change positions (values).

It should be pointed out that as T-0, the position of the
random walk at any point in time is the sum of infinitely
many random steps, and therefore by the central-limit
theorem, the location at any point in time is a Gaussian
random variable with zero mean and variance given by at.

To compute the correlation function of the Wiener pro-
cess, we note that x(t2)� x(t1) is independent of x(t1) be-
cause, by supposition, the random movements between
times t1 and t2 are independent of the random movements
up to time t1. From this it must be that

E½ðxðt2Þ � xðtÞÞxðt1Þ� ¼E½xðt2Þ � xðt1Þ�E½xðt1Þ�¼ 0 ð20Þ

from which it is easy to show that RX(t1,t2)¼ at1 whenever
t24t1. Determining the correlation of the case that t14t2

results in the final value for the correlation function of the
Wiener process as

RX ðt1; t2Þ¼ a minðt1; t2Þ ð21Þ

One can readily see that the Wiener process is not wide-
sense stationary and therefore does not have a computable
power spectral density. Nevertheless, it is a highly useful,
physically motivated model for Gaussian data with rela-
tively smooth realizations and which exhibits long-term
dependencies.

2.4. Thermal Noise

Thermal noise is one of the most important and ubiquitous
sources of noise in electrical circuitry. It arises primarily
from the random motion of electrons in a resistance and
occurs in all electronic circuits not maintained at absolute
zero degrees Kelvin. This resulting low-level noise is then
scaled to significant levels by typical amplifiers used to
amplify other low-level signals of interest.

To derive a model for thermal noise, let us assume that
we have a conducting rod of length L and cross-sectional
area A for which we expect to measure low-level random
voltages. Let Vx;kðtÞ denote the component of velocity in
the x direction of the kth electron at time t. The total cur-
rent denoted by I(t) is the sum of all electron currents in
the x direction

IðtÞ¼
XnAL

k¼ 1

ikðtÞ ¼
XnAL

k¼ 1

q

L
Vx;kðtÞ ð22Þ

where n is the number of electrons per cubic centimeter
and q is the charge of an electron. Let us assume that the
average velocity of each electron is zero and that all elec-
trons behave independently of one another and have an
identical distribution. From this, it is easy to show that
the correlation function of the current is given by

RIðtÞ¼
nAq2

L
E½VxðtÞVxðtþ tÞ� ð23Þ
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where we have dropped the subscript k for convenience.
Assuming that electron collisions occur according to a
Poisson law with intensity given by a [2] and that the av-
erage variance of the velocity of an electron is given by
kBT/m, where kB is Boltzmann’s constant and m is the
mass of an electron (from the equipartition theorem for
electrons), it can be shown that

RIðtÞ¼
kT

R
ae�ajtj ð24Þ

where R is the resistance of the rod. Recognizing that
E(t)¼RI(t), we can easily obtain the correlation function
of the voltage as

REðtÞ ¼kT Rae�ajtj ð25Þ

Note that as the intensity of the electron collisions a
increases, the correlation function begins to approach

a Dirac delta function, implying that the spectrum of ther-
mal noise begins to better approximate white noise. Fur-
thermore, we also observe that as we lower the
temperature of the circuitry T, the power RE(0) in the
thermal noise decreases proportionally. This, of course,
suggests that if one wants to process very weak signals, for
example, deep-space signals, then the circuitry must be
cooled using some form of coolant. The central-limit the-
orem can be used to show that the voltage is very well
approximated by a Gaussian process.

2.5. Shot Noise

Shot noise is used to model random and spontaneous
emissions from dynamical systems. These spontaneous
emissions are modeled as a collection of randomly located
impulses (Dirac delta functions) given by zðtÞ¼P

i dðt� tiÞ, where the locations of the impulses in time
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Figure 2. Plots of realizations from numerical approximations to the Wiener process for various
values of s and T. In all cases, a¼1. In (a), T¼1 and s¼1, in (b) T¼0.1 and s¼0.3162 and in
(c) T¼0.01 and s¼0.1.
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(ti) are governed by a Poisson law with intensity l which is
then driven through some system.

The output of a system with impulse response h(t) to
the input z(t) is said to be ‘‘shot noise.’’ From the convolu-
tion theorem, it is easily shown that this output is

xðtÞ¼
X

i

hðt� tiÞ ð26Þ

Using the properties of the Poisson law, it is easy to show
that the mean value of shot noise is mx¼ lHð0Þ, where H(o)
is the frequency response (Fourier transform) of the sys-
tem. The power spectral density function of x(t) is given by

SX ðoÞ¼ l2H2ð0ÞdðoÞ þ ljHðoÞj2 ð27Þ

Thus the frequency content of the shot noise is determined
entirely by the system h(t) and the intensity of the Poisson
process, that is, average rate of emissions. As before, be-
cause x(t) at large values of time is composed of the su-
perposition of many random elements [see Eq. (26)] x(t) is
often modeled as a wide-sense stationary Gaussian ran-
dom process with power spectral density given by Eq. (27).

3. NONGAUSSIAN MODELS

While the scope of the central-limit theorem might suggest
otherwise, there are many datasets derived from the en-
vironment which do not conform well to the Gaussian
model. Most of these data contain interfering signals emit-
ted from a modest number of interferers or from interfer-
ers overlapping the signal of interest in the frequency
domain in such a way that one could not easily remove
these unwelcome elements by filtering.

Approaches to remedy this modeling problem fall into
two categories: (1) generalize the Gaussian model to allow
for statistical variation around the Gaussian process or
(2) attempt to derive new statistical models directly from
the physics of the problem. In both cases, most non-Gauss-
ian specifications typically do not go beyond the amplitude
probability density function given in Eq. (3) and power
spectral density. This is due, in large part, to the severe
complexity of merely specifying valid and useful joint
probability functions with the desired amplitude density.

These non-Gaussian models for noise and interference
generally differ statistically from Gaussian noise in the
rate at which the so-called ‘‘tail’’ of the amplitude density
tends to zero. More specifically, for Gaussian noise the am-
plitude probability density function is approximated by
e�x2=2s2

for large values of |x|; that is, the tails (the prob-
ability density function from some large value to 7 infin-
ity) of the amplitude density decay at an exponential rate
with exponent equal to x2. From a physical point of view,
this rate translates into the relative frequency of observing
large amplitude values from the noise signal. That is, am-
plitude density functions with tails that decay to zero fast-
er than the Gaussian tail give rise to datasets with fewer
large values in the noise than one might see with Gaussian
data. On the other hand, when the tail of the amplitude
density decays slower than that of the Gaussian, one

is more likely to see large random values of the noise sig-
nal x(t) than one would with Gaussian data. So, unlike
differentiating noise models based on the spectrum of the
noise, as seen in the preceding section, with non-Gaussian
noise we typically differentiate various forms by the nature
of the tail of the amplitude density function.

3.1. Generalized Gaussian Noise

The generalized Gaussian model is the most straightfor-
ward extension of the standard Gaussian model. In this
case, the amplitude probability density function is given by

fX ðx; tÞ¼aðpÞ exp �
jxj

AðpÞ

� �p� �
ð28Þ

where the constant p parameterizes the density function

and where AðpÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½Gð1=pÞ=Gð3=pÞ�

p
; aðpÞ¼p=½2 � Gð1=pÞ �

AðpÞ� and where G(z) is the gamma function (generalized
factorial). It should be noted that, irrespective of the value
of p, the variance of the amplitude density function is held
constant (in this case the variance is arbitrarily set to one).
Plots of the amplitude density function for p¼ 1,2,5,50 are
depicted in Fig. 3. One can see that for small values of
(po2), the tails of the density functions maintain rela-
tively large values for large arguments. Conversely, for
large values of (po2), the tails decay to zero quite rapidly.

From Eq. (28), it is easily recognized that for p¼ 2, the
generalized Gaussian model results in a standard Gauss-
ian model. Alternatively, when p¼ 1, we obtain the well-
known Laplacian model for noise. In this case, the tail of
the amplitude density function decays at a rate of e�jxj,
thus implying that one will likely observe many more
large values of noise than one would see with Gaussian
noise. In general, for po2 we obtain tails with more mass
(more probability), resulting in ‘‘impulsive’’ data, while for
p42 we obtain tails with less mass, resulting in datasets
with very few outliers and more uniformly distributed
over its range.
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Figure 3. Plots of various specific amplitude density functions
from the generalized Gaussian model.
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To demonstrate the variation in the data under this
model, Fig. 4 shows sample realizations from Laplacian
noise (p¼ 1), Gaussian noise (p¼ 2), and generalized
Gaussian noise (p¼ 50). One can see that these datasets,
all with a common variance (power), exhibit quite different
behavior. The Laplacian noise better models interference
which might contain spikes such as those produced by
man-made devices, while p¼ 50 might better model inter-
ference arising from signals with well-contained powers
(Fig. 5).

3.2. Sub-Gaussian Noise

While in general one specifies a random signal through the
joint distribution function, sub-Gaussian noise is specified
through the joint characteristic function [2]. As a remind-
er, this function is simply the Fourier transformation of the
joint density function and, as such, there exists a straight-
forward one-to-one relationship between characteristic
functions and joint density functions. As opposed to
the generalized Gaussian noise model, sub-Gaussian noise
is parameterized in the exponent of the characteristic

function rather than the exponent of the amplitude
density function [5].

Definition 6. A noise or interference signal is said to be
an a-sub-Gaussian signal if for any positive integer n
and time vector t¼ft1;t2; . . . ; tng; the characteristic func-
tion of the joint density function of ½xðt1Þ; xðt2Þ; . . . ; ðxtnÞ� is
given by

jðuÞ¼ exp �
1

2

Xn

m; l¼ 1

umulRðtm; tlÞ

" #a=20
@

1
A ð29Þ

where a 2 ð1; 2� and where R(t,s) is a positive definite func-
tion and where u¼fu1;u2; . . . ;ung.

Importantly, if the parameter a¼ 2 then the sub-Gauss-
ian process is simply a Gaussian process. Otherwise, the
noise signal corresponds to some signal which has been
parameterized away from the Gaussian signal. In all cases
other than a¼ 2, the corresponding tail of the amplitude
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Figure 4. Plots of realizations from various density functions from the generalized Gaussian
family of density functions.
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density function decays at a polynomial rate (rather than
an exponential rate) which translates into many more
very large amplitude values than one would typically see
with pure Gaussian noise. Therefore this model might be
appropriate for characterizing data that contain many
impulses.

There are a number of important properties of sub-
Gaussian process [6,7]. From a modeling point of view, the
most significant is that any sub-Gaussian process can be
expressed as the product of a Gaussian process scaled by a
so-called a/2 stable random variable. That is, if x(t) is an
a-sub-Gaussian signal, then

xðtÞ¼S1=2yðtÞ ð30Þ

where y(t) is a Gaussian random process with zero mean
and correlation function given by R(t,s) and S is an inde-
pendent, positive a/2-stable random variable. (A a/2-stable
random variable is a random variable with characteristic
function given by jðuÞ¼ exp½�gjuja=2�.) One interesting
property of sub-Gaussian signals is that all samples
from this signal are always dependent on one another.
In addition, for aa2, it can be shown that samples from

x(t) will have infinite variance, thus making this model
somewhat problematic in terms of accurately representing
the average power of an interference signal. Nevertheless,
the sub-Gaussian noise model has been used extensively
to model noise or interference with a significant number of
outliers or impulses and, in some applications, it serves
well as a replacement for shot noise as an efficient model.

3.3. Middleton Noise and Interference

Unlike either the generalized Gaussian model or the sub-
Gaussian model, Middleton models have been derived di-
rectly from physical arguments. These models attempt
statistically to characterize the amplitude density of the
envelope [8] of a signal in the presence of various types of
man-made interference after it has passed through the
front end of the receiver. Importantly, these models are
canonical, in the sense that they do not depend on the
specific source of the interference—only the relative band-
width of the interferers with respect to the receiver.
Therefore, interferers such as powerlines, atmospheric
noise, and various mechanical machines are all accommo-
dated well by these very powerful models.
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Figure 5. Plots of realizations from the sub-Gaussian noise family: (a) corresponds to a¼1.99;
(b) corresponds to a¼1.5.
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There are two basic forms of Middleton noise [9–11].
Class A noise represents the statistical interference when
the bandwidth of the interfering signals are on the order of
or smaller than the bandwidth of the front end of the re-
ceiver. In this case, transient effects from the receiver can
be ignored.

Alternatively, class B noise considers the case where
the receiver bandwidth is substantially smaller than the
interference bandwidth and thus transient effects must be
accounted for. In addition to class A and B noise, Middle-
ton has introduced the notion of class C noise, which is
simply a linear combination of both A and B noise [12].

3.3.1. Physical Model. For both class A and class B
noise, it is assumed that there are an infinite number of
potential sources of interference within reception distance
of the receiver. The individual interfering signals are as-
sumed to be of a common form, except for such parameters
as scale, duration, and frequency, among others.

The locations and parameters of the interferers in the
source field are assumed to be randomly distributed ac-
cording to the Poisson law. The emission times for each
source are also assumed to be random and Poisson dis-
tributed in time. Physically speaking, this implies that the
sources are statistically independent both in location and
emission time.

3.3.2. Class A Noise. As described above, the physical
model for class A noise assumes that the bandwidth of the
individual interfering signals is smaller than the band-
width of the receiver (data collection system.) This allows
for the simplification of ignoring all transient effects (ring-
ing) in the output of the receiver front end.

Avoiding the tedious analysis and simply stating the
result, the (approximate) amplitude probability density
function under these assumptions was shown by Middle-
ton [9] to be

fxðx; tÞ¼ e�A
X1

m¼ 0

Am

m!

1ffiffiffiffiffiffiffiffiffiffiffiffi
2ps2

m

p e�ðx
2=2s2

mÞ ð31Þ

where

s2
m¼

m=AþG
1þG

and G¼ s2
G=O ð32Þ

One can see from these equations that the class A model is
parameterized in three parameters (A,G,O), each with
physical significance. The parameter A is a measure of
the impulsiveness of the interference and is given by the
product of the average number of impulses emitted per
unit time with the average duration of an impulse. Small
values of A indicate a highly impulsive signal, since this
would imply a small number of interferers each with very
short pulses. For large values of A we have many inter-
ferers each with long duration and, thus, by the central-
limit theorem, the interference is nearly a Gaussian pro-
cess. The constant G quantifies the ratio of the intensity
of the independent Gaussian component arising from

thermal or ambient noise (given by s2
G) to the mean in-

tensity of the interference (given by O).

3.3.3. Class B Noise. Class B noise assumes that the
bandwidth of the interfering signals is larger than the
front-end bandwidth of the receiver. This assumption sig-
nificantly complicates the analysis. In particular, one is
required to use two separate models for small and large
signal levels instead of a single model as in the class A
model. Because of the level of detail required to describe
this model, it is recommended that the interested reader
seeking a precise definition be directed to the original
work found in Ref. 9.

3.4. e-Mixture Noise

One might observe from the preceding Middleton models
that the amplitude density functions are infinite linear
combinations of zero-mean Gaussian models. Interestingly,
it has been well known in the statistics literature that
appropriately scaled Gaussian density functions can be
combined together to obtain nearly all valid amplitude
density functions, so it is not surprising that this combi-
nation appears as a canonical representation of signal
interference.

However, working with infinite sums of density func-
tions requires much careful analysis. It is because of this
that researchers have introduced a simplifying approxi-
mation to the Middleton class A Model, which is referred
to as the e-mixture model.

In this simplification, the amplitude probability density
function of interference plus background or thermal noise
is approximated by a combination of just two Gaussian
density functions

fxðx; tÞ¼ ð1� eÞ
1ffiffiffiffiffiffiffiffiffiffiffi
2ps2

e

p e�ðx
2=2s2

e Þ

þ e
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

2pgs2
e

p e
�ðx2=2gs2

e Þ

ð33Þ

where the constant e determines the fraction of imp-
ulsivity found in the data and where g represents the ra-
tio of intensities of the impulsive component to nominal
ambient noise. In order to maintain a fixed power level of
s2 in the noise and interference model for all choices of e
and g, the parameters must satisfy the following power
constraint:

s2
e ¼

s2

1� eþ eg
ð34Þ

Sample realizations from the e-mixture model are de-
picted in Fig. 6. The top figure corresponds to purely
Gaussian noise ðe¼ 0Þ, while the middle and bottom fig-
ures correspond to e¼ 0:01 and 0.1, respectively. As one
can see, as e increases the average number of ‘‘impulses’’
(spikes in the data) increases, while the average power of
background thermal noise decreases in accordance with
Eq. (34). Therefore, this model offers some of the flexibility
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required by the Middleton models without the requisite
computational complexity.

4. CONCLUSIONS

This article has described the basic techniques for char-
acterizing noise and interference from both statistical and
signal processing perspectives. These approaches have
varied from the most analytic and fundamental (nth-or-
der joint density or distribution functions) to more prac-
tical and data-oriented (means, correlation functions, and
power spectral density).

The primary differentiation between various noise
models has been based on the statistical characteristics
of the signal. Of particular importance was the ‘‘Gauss-
ianity’’ or non-Gaussianity of the signal. In many impor-
tant applications, the central-limit theorem implies that
the corruptive effects of noise will be well approximated
by a Gaussian process. However, basic physical argu-
ments, such as those found in Middleton’s work, also
suggest that much of what we consider to be Gaussian
noise is, in fact, substantially non-Gaussian. Moreover,
it has been shown in much research that imposing the
Gaussian model on data that are decidedly or marginally
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Figure 6. Plots of realizations from the e-mixture noise family: (a) corresponds to e¼0 (pure
Gaussian noise); (b) corresponds to e¼0:01 (a 1% chance of observing interference at any point in
time); (c) corresponds to e¼0:1 (a 10% chance of observing interference at any point in time). One
should observe that as e increases, the empirical frequency of ‘‘impulses’’ arising from interference
increases proportionally.
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non-Gaussian can have detrimental effects on the final
designs. It is therefore critical that when one is dealing
with data, particularly data arising from interfering
sources, that the appropriate model be used and used
accurately.

For readers interested in pursing these topics further,
one should begin with the important original work found
in Ref. 13. Explicit models governing a wide variety of
random phenomena can be found in Refs. 14–16. For an
advanced treatment of random process in general, books
by Doob [17] and Wong and Hajek [18] are excellent if not
somewhat advanced treatments of the theory of random
signals.
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NOISE GENERATORS
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Noise is a broadbanded signal generated by environmen-
tal effects, such as lightning, or by man-made electrical
devices. Two common categories of noise are thermal noise
and shot noise. Looney [1] describes thermal noise as an
electromotive force generated at the open terminals of a
conductor due to the charges bound to thermally vibrating
molecules. This type of noise is often referred to as John-
son noise in recognition of the first observations of the
phenomenon [2]. On the other hand, shot noise is associ-
ated with the passage of current across a barrier. For in-
stance, a circuit or an appliance that produces electric
arcing produces noise. Shot noise was first described by
Schottky using the analogy of a small shot patterning into
a container [3]. Noise can be felt in audio systems as a
crackle. Noise appears as white or black spots on a tele-
vision screen.

Noise is generally characterized as a source of corrup-
tion of information and therefore is treated as an unde-
sired signal. Noise contaminates informational signals to a
certain extent by superimposing extrasignal fluctuations
that assume unpredictable values at each instant. Noise
has been studied extensively in the literature because
noise reduction is one of the major goals. A more compel-
ling reason for the study of noise is its potential application
in real life. These applications encompass biomedical en-
gineering, electronic circuits, communication systems,
cryptography, computers, electro-acoustics, geosciences,
instrumentation, and reliability engineering. This article
addresses the various noise generation techniques and im-
plementing them in analog and digital circuit technology
and concludes with a discussion of typical applications.

1. MODELING OF NOISE

A mathematical model of a phenomenon, such as noise,
allows us to understand its generation, characteristics, and
application well. We start with the observation that the
structures of thermal and shot noise are similar, although
their sources are different. Both types of noise can be rep-
resented as a random waveform consisting of a sequence of
peaks randomly distributed in time. A noise signal can be
modeled by a random process X(t) with a probability dis-
tribution for the values of x it assumes. Any particular set
of outcomes {(t, xt)} of the random variable Xt is called a
realization of the noise process. An adequate characteriza-
tion of such a random process can be often made with first-
and second-order statistics. The first-order statistic of X(t)
is the expected value E[X(t)] and the second-order statistic
is the autocorrelation function RX(t)¼E[X(t)X(tþ t)],
where E is the expectation operator. When the first- and
second-order statistics do not change over time, the process
is called wide-sense stationary [4].
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Power spectral density, a standard measure used to
describe a wide-sense stationary process, is defined as
the Fourier transform of the autocorrelation function
RX(t) [4]:

SX ðf Þ¼

Z 1

�1

RX ðtÞ e�j2pf t dt ð1Þ

With this modeling, we can analyze the spectra of noise.
White noise is a wide-sense stationary process with zero
mean. It has constant power spectral density over all fre-
quencies. Stated another way, white noise is a process that
is uncorrelated over time. The most mathematically tract-
able noise is the Gaussian wide-sense stationary process,
where at each time t the probability distribution for the
random variable Xt ¼X(t) is Gaussian.

Colored noise is a variation of white noise that arises
from the fact that actual circuits attenuate signals above
certain frequencies. Therefore it makes sense to truncate
the white noise spectral density at both extremes. Noise
with this spectral characteristic is termed pink noise.

Apart from thermal noise and shot noise, a third cat-
egory of noise observed in electronic systems is the 1/f
noise. It is so called because the power spectral density of
this noise varies with frequency as |f|�a, where a takes
values between 0.8 and 1.2. This type of noise is exhibited
by biological and musical systems in addition to electron-
ics [3]. 1/f noise is variously called current noise, excess
noise, flicker noise, semiconductor noise, and contact
noise. It is applied in medical treatment and also in engi-
neering, justifying the need for inclusion in our study.

2. NOISE GENERATION TECHNIQUES

Noise can be generated in many different ways. A diode
tube operating at its saturation point produces broadband
noise. A semiconductor diode is an inexpensive source of
noise generation. When operated in the fully conducting
region, the diode produces broadband noise. A current-
carrying resistor produces thermal noise. It is necessary to
condition noise signals by proper amplification, modula-
tion, and filtering to suit one’s application at a desired
bandwidth. In our discussion of noise generation, we con-
centrate only on semiconductor techniques because ap-
proaches based on vacuum tubes are antiquated now.

The noise generation schemes range from simple me-
chanical techniques to electronic methods employing both
analog and digital circuits. Inexpensive noise generators
can be realized with discrete components and basic build-
ing blocks available in the IC market. We classify the noise
generators into two categories, namely, analog and digital,
based on their implementation.

2.1. Analog Techniques

Under this category, we discuss three different approaches:
(1) a mechanical scheme, (2) amplifying inherent noise in
op-amps, (3) oscillator method, and (4) using the chaotic
behavior of deterministic systems.

2.1.1. Mechanical Approach. For audiofrequency noise,
a very simple scheme can be devised at home or in the
laboratory without any sophisticated circuits or compo-
nents. Dunn [5] uses just a linen-covered phonograph and
a foam-covered microphone. A piece of linen cloth is tied to
the turntable and a foam-covered microphone is used to
pick up the signal. As the turntable rotates, the micro-
phone’s foam cover rubs along the surface of the linen,
producing sound with a nearly flat spectral density in the
audiofrequency range of from 20 Hz to 20 kHz. Dunn
shows that by using a good hi-fi microphone and a broad-
band amplifier, the output signal closely approximates
white noise over the audiofrequency range. Other
mechanical approaches include the use of gears and
radioactive decay [6].

2.1.2. Amplification of Inherent Noise. The schematic of
a relatively simple op-amp noise generator is shown in
Fig. 1, which uses a single bipolar input amplifier and
some discrete components. The principle used here to gen-
erate wideband noise is to amplify its own input noise in a
decompensated op-amp [7]. Many op-amps have large 1/f
input noise components. A bipolar input op-amp is chosen
because bipolar devices exhibit much less 1/f noise than
MOSFET devices.

In the figure, the op-amp is used as a fixed-gain stage
amplifier with a closed-loop gain factor:

G¼ 1þR1=R2 ð2Þ

If the input resistors R2 and R3 are chosen small, the ther-
mal noise of the amplifier is forced to a small value. This
choice of low values for the resistors also helps keep the
amplifier’s current noise component negligibly small when
it is converted to voltage noise. Thus, the dominant noise of
the circuit is the input voltage noise of the amplifier.

The choice of a single gain stage amplifier of the type
shown in Fig. 1 results in a frequency-independent noise.
This contrasts with multistage amplifiers, which may
have peaks in the output noise response caused by fre-
quency compensation effects. The values for resistors R1

and R2 can be designed by knowing the typical noise of the
op-amp from datasheets and the required level of noise
across the load RL. The output is coupled through a block-
ing capacitor C1, which removes any amplified DC value
at the output of the amplifier. However, the value of this

RL

R4

R1

R2

R3

C1

Vnoise

Vout

+

–

Figure 1. A simple analog noise generator based on amplifica-
tion of op-amp input noise.
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capacitor should be large enough to pass the lowest noise
frequencies of interest. Interested readers may refer to
Ref. 7 for a detailed circuit diagram and typical component
values used to generate a noise of 50 nV=

ffiffiffiffiffiffiffi
Hz
p

. Op-amp
AD829 is used in the circuit that features flat voltage noise
in the range from 100 Hz to 10 MHz.

2.1.3. Oscillator Method. A popular analog class of
noise generators is the oscillator method [8], which sam-
ples the frequency noise or instability of free-running os-
cillators. In this scheme, the output of a fast oscillator is
sampled on the rising edge of a slower clock using a D flip-
flop. Oscillator jitter causes uncertainty in the exact sam-
ple values, ideally producing a random bit for each sample.
For further details, readers may refer to Ref. 9.

2.1.4. Using Chaos in Deterministic Systems. Another el-
egant way of generating white noise is based on the ob-
servation that certain simple deterministic systems
exhibit chaotic behavior [10]. The chaos or noise is gener-
ated by iterating a map either electronically or in a soft-
ware program. A simple and most widely studied system
for generating chaos is the logistic map [10] given by

xiþ 1¼ 4lxið1� xiÞ; i¼ 0;1; 2; . . . ; 0� x0�1 ð3Þ

The asymptotic behavior of the system described by the
parabolic transfer function of Eq. (3) depends on the value
of l. McGonigal and Elmasry [11] show that values of l
between 0.89 and 1.0 result in oscillations without any
detectable period. In fact, this is the region of chaotic be-
havior leading to power spectral density corresponding to
white noise.

A noise generator can be implemented in hardware to
test actual instruments or in software for simulation.
McGonigal and Elmasry [11] use a multiplier and a differ-
ence amplifier to realize the term xi � x2

i of the parabolic
transfer function of Eq. (3). A variable-gain amplifier con-
nected to the output of the differential amplifier, as shown

in Fig. 2, allows variation of l. The iteration of the transfer
function is realized by the feedback of the xiþ 1 signal as
the next xi input. The clock-driven multiplexer and the
storage capacitors shown in the figure separate the im-
pulses at the output of the circuit. During clock signal ck,
the voltage on capacitor C1 provides the input xi whereas
the resulting output xiþ 1 is stored on C2. During ck, the
roles of the capacitors are reversed leading to two itera-
tions of the parabolic function in every clock cycle. The IC
numbers and typical values of the discrete components are
shown in the figure to generate a power spectrum from DC
to 1 kHz. Experimental study in Ref. 11 confirms that the
signal is uncorrelated in the chaotic region and that the
power spectral density remains flat in this region. Inter-
ested readers may refer to Ref. 11 for further details of the
circuit and a trace of the power spectrum.

The software implementation of the deterministic–cha-
otic, variably colored, noise generator is shown in Fig. 3.
Colored noise is generated by organizing chaotic elements
into a hierarchy and coupling them [12]. Each element of
the hierarchy is modeled as a recursive loop whose output
is a sequence of impulses. The unit delay element shown
in the figure separates the instances of impulses of vary-
ing amplitude at the output. The gain unit and the non-
linear amplifier implement the map xiþ 1¼gnf ðxiÞ. The
output at any instant becomes the input at the next
instant. The initiator block is used only to set the ampli-
tude of the first impulse and is then disconnected. This
software setup yields sequences of impulses which are
essentially aperiodic and hence noiselike from a practical
point of view [12].

Researchers have used discrete, nonlinear, one-dimen-
sional maps [13] that yield a transition between regions of
chaotic motion to produce 1/f noise. The circuits used to
implement such discrete maps are usually switched-
capacitor type because discrete maps are described by
nonlinear, finite-difference equations and they can be eas-
ily and accurately implemented by switched-capacitor cir-
cuits. Delgado-Restituto et al. [14] build a programmable
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Figure 2. A low-frequency noise generator
based on logistic map. (From Ref. 11, courtesy
of IEEE, r 1987 IEEE.)
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prototype to generate colored noise to test systems with
spectral density proportional to 1/f. They use op-amps and
switched capacitors to realize a chaotic, one-dimensional,
piecewise-linear discrete map that yields a hopping tran-
sition between regions of chaotic motion. Murao et al. [15]
propose a simple switched-capacitor circuit that realizes a
one-dimensional, nonlinear, discrete map as opposed to a
piecewise-linear approximation. With an IC and a couple
of logarithmic and antilogarithmic amplifiers, they can
synthesize a simple 1/f noise generator over a wide range
of frequencies compared with the previous method of Delg-
ado–Restituto et al. [14].

Of the four techniques of noise generation based on
chaotic behavior of deterministic systems discussed here,
the first is used for white-noise generation, whereas the
next three implementations generate colored noise. Al-
though colored noise is derived by properly filtering the
output of white-noise sources [16], the direct methods de-
scribed here are simpler and lend themselves to easy VLSI
implementation. Some other simple IC-compatible chaos
generators are found in Refs. 17 and 18.

2.1.5. Programmable Noise Generators. It is often desir-
able to have a programmable noise generator. The vari-
ability is achieved by multiplying the noise signal by a
factor K and then passing the signal through a noise filter,
as shown in Fig. 4. A linear phase filter passes frequencies
between F1 and F2, thus bandlimiting the filter output
noise. In the simulated noise generator of Ref. 19, the out-
put is sampled at a particular rate and stored in a data
array. The statistics of the output data, such as mean,
variance, min, and max are stored in another data array.
This kind of programmable noise generator produces uni-
form Gaussian noise whose output noise power is set by
adjusting the K factor shown in the figure.

2.2. Digital Techniques

The first-generation digital noise generators utilized ran-
dom waveforms based on telegraph signals to obtain ran-
dom noise [20]. For application in modern digital circuits,
however, pseudo-random-number sequence generators
provide a better basis. Pseudorandom numbers are gen-
erated with linear congruent algorithms [21]. If noise is
needed in analog form, the numbers generated in binary
form are converted to analog quantity. The analog output
at the converter is essentially Gaussian white noise. This
signal can be filtered appropriately to obtain colored noise.
Figure 5 shows the block schematic of a digital noise
generator.

2.2.1. Linear Feedback Shift Register as Random-Number
Generator. The digital circuitry implementing the pseu-
do-random-number generator can be realized using a lin-
ear feedback shift register (LFSR). An LFSR consists of
two basic digital building blocks, D-type flip-flops and ex-
clusive-OR gates. The LFSR draws theory from cyclic error
detecting codes [22] where all algebraic manipulations on
polynomials are done in GF(2), that is, Galois field-mod-
ulo-2 addition, subtraction, multiplication, and division of
binary vectors. A k-stage LFSR generates at most (2k–1)
distinct binary patterns, which then repeat on them-
selves. In general, the length of the sequences generated
depends on the size of the LFSR and the polynomial rep-
resenting it. If the polynomial representing the LFSR is
primitive [22], the LFSR generates a maximal length se-
quence [(2k–1) vectors]. If the polynomial is irreducible
but nonprimitive, then the length of the sequence is not
maximal and depends on the initial contents of the LFSR,
called the seed. The presence of internal memory in the
LFSR makes the choice of the seed critical for nonprim-
itive case. In the primitive case, the seed does not affect
the statistical properties of the output. However, if all of
the flip-flops are set to zero, the LFSR remains dormant
and is useless.

The upper block of Fig. 6 shows an LFSR implementa-
tion of a primitive polynomial of degree 6.

x6 � x� 1 ð4Þ

where � is the exclusive-OR operator. In this implementa-
tion of LFSRs, the output and selected internal stages of
the LFSR corresponding to the nonzero terms of the poly-
nomial are exclusive-ORed and fed back to the input. The
pseudorandom digital output sequence is plotted in Fig. 7.
A clock frequency of 1 MHz is used to run the LFSR. Be-
cause a six-stage LFSR is used, the period of the pseudo-
random output waveform is 63ms. For clarity the figure
shows a couple of periods of the waveform.
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Figure 4. Structure of a programmable noise generator.
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Figure 5. Block schematic of a basic digital noise generator.xn xn+1
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Figure 3. Block schematic of a software-based, deterministic–
chaotic, variably colored noise generator.
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In the following, we describe several implementations
of digital noise generators. They all have LFSRs as the
basis for random number generation and use lowpass
filtering to obtain the analog noise signal.

2.2.2. Analog Conversion by Time Integration. Alspector
et al. [23] use a lowpass filter to convert the digital wave-
form at the outputs of the LFSR to a voltage signal. The
cutoff frequency of the filter is kept at just a few percent of
the clock frequency used to drive the LFSR. This arrange-
ment has the effect of performing a time integration over
many bits. If each bit is equally likely (i.e., a 0 or 1 with
equal probability), as is the case in LFSRs, the value of
this integration follows a binomial distribution that ap-
proaches Gaussian for a large number of bits. This creates
a Gaussian pseudorandom noise source whose statistical
properties are analogous to thermal or shot noise. A vari-
able amplifier with gains low enough to avoid any coupling
is used at the output.

2.2.3. Analog Conversion by a Resistive Network. D’Al-
vano and Badra [24] use a resistive network to convert the
digital signal to an analog signal, as shown in the lower
block of Fig. 6. The shift register outputs are linearly com-
bined through the resistive network, which also plays the
role of the coefficient set of a discrete-time FIR filter. These
weights provide a lowpass transfer function with a raised-
cosine impulse response. The output level at the filter is
adjusted through a l-kO trimmer.

The probability density function of the noise signal at
the output can be predicted because of the random nature
of the binary sequence generated at each of the shift reg-
ister outputs. The random binary variables added to form
the noise signal are statistically independent from one
another. From the central-limit theorem [4], it follows that
the probability density function of the signal at the output
is asymptotically Gaussian.

To illustrate noise generation, we have performed a
simulation using commercial software produced by
MicroSim Corporation, USA. Figure 8 shows a trace of
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Figure 7. The waveform of the digital sequence at the output of LFSR.

Figure 8. A simulation trace of an analog
noise signal.
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analog noise observed at the output of the op-amp (see Fig.
6). What is shown in Fig. 8 is repetitive noise. The
periodicity in the noise is an undesirable feature, yet
inevitable when small-size LFSRs are used for pseudo-
random-number sequence generation. The periodicity can
be broken by randomly changing the seed of the LFSR.
The periodicity can also be improved by lengthening the
shift register. Interested readers may refer to Ref. 24 for
details of the circuit which produces truly random noise.

2.2.4. High-Frequency Noise Generation. A shift-regis-
ter-based noise generator can be realized for RF noise
power metrology [25]. Superconducting rapid, single-flux,
quantum (RSFQ) logic [26] is used to meet the require-
ments of low noise and fast switching necessary to gener-
ate noise in the gigahertz range. In the RSFQ logic, the
binary information is coded by flux quanta with the value
f0¼h/2e in superconducting interferometers and is trans-
mitted and processed as very short voltage pulses V(t) of
quantized area. The active circuit components are over-
damped Josephson junctions (JJ), which need only dc bias
currents set to values slightly below their critical currents.
With these elements, SFQ pulses can be created, trans-
mitted, reproduced, amplified, processed, and detected
(25). The basic RSFQ logic elements for constructing com-
plex digital circuits are available in current technology.
Superconducting microstrip lines together with JJ tech-
nology allow transmitting picosecond waveforms with
very low attenuation and dispersion. In a pseudorandom
noise generator of this type, the logic enables the gener-
ation of pseudostatistical SFQ pulse sequences, operating
as quasi-shot-noise sources.

2.2.5. Arrays of Noise Generators. It is often necessary
to have an array of noise generators, especially in neural
networks [25]. Although such noise generators can be de-
signed with LFSRs, one should be careful to avoid any
correlation among the outputs of these noise generators.
Alspector et al. [23] accomplish this by tapping the out-
puts from various stages of the LFSR and processing
them using exclusive-OR gates and lowpass filters. A cel-
lular automation is used by Dupret et al. [27] to generate
arrays of Gaussian white-noise sources. Cellular auto-
mata feature regular structure leading to compact VLSI
layouts.

3. APPLICATION OF NOISE GENERATORS

Noise generators are used in a variety of testing, calibra-
tion, and alignment applications, especially with radio re-
ceivers. Some of the other applications are in digital
communication, analog integrated circuit diagnosis, and
learning processes of stochastic neural networks. In dig-
ital communication, noise is added as an ‘‘uncertainty’’ to a
cryptographic exchange to confuse the information and to
prevent unauthorized use or forgery. This is increasingly
important in today’s electronic-commerce society. Random
signals are also used for dithering in analog electronic
circuits, forcing a signal to use the entire dynamic range of
an analog system, one that reduces distortion. These

applications can be classified into four categories: noise
used as a broadband random signal, measurements in
which noise is used as a test signal, measurements in
which noise is used as a probe into microscopic phenom-
ena, and noise as a conceptual tool. This categorization of
applications was first made by Gupta [28] and is used
here. We include some examples and illustrations.

3.1. Noise as a Broadband Random Signal

This kind of signal is widely used in electronic counter-
measures, microwave heating, simulation of random
quantities, stochastic computing, and generation of ran-
dom numbers. Noise generators are used to simulate ran-
dom vibrations in mechanical systems. The combination of
a random noise generator and a shake table is widely used
to test the response of mechanical structures to random
vibrations.

A well-known application of a high-power broadband
noise generator is active jamming of radar and communi-
cation equipment. Radar jamming is called ‘‘active’’ if the
jammer radiates a signal at the operating frequency of the
radar system, as distinguished from ‘‘passive’’ jamming,
which employs nonradiating devices like chaff. The broad-
band jamming signal can be generated either by a noise
generator centered at the carrier frequency or by noise
modulating a continuous-wave signal.

An interesting medical application is inducing sleep or
anesthesia and suppressing dental pain in a technique
called ‘‘audio-analgesia’’. A dental patient listens to relax-
ing music via earphones, and switches to filtered random
noise on feeling pain, increasing the intensity of noise
as necessary to suppress pain. It is reported that audio-
analgesia has about the same level of effectiveness as
morphine [29].

In modern musical instruments, white-or color-noise
generators are successfully used to generate the sound ef-
fect of desert wind, ocean surf, thunderstorm, lightning,
and even the virtual cosmic background sound.

3.2. Noise as a Test Signal in Measurements

There are several cases of measurements where one needs
a broadband signal with known properties like amplitude
probability density and an autocorrelation function. Ran-
dom noise is one such source and is ideal for measuring
impulse response, insertion loss, linearity, and intermod-
ulation of communication equipment, and in noise-modu-
lated distance-measuring radar.

It is well known [4] that if a random signal X(t) with
auto-correlation function RX(t) is applied at the input of a
linear system with an impulse response H(t), the cross-
correlation between the input and the resulting output
Y(t) is given by the convolution integral

RXY ðtÞ¼
Z 1

�1

HðtÞRX ðt� tÞdt ð5Þ

This relationship can be used to calculate the impulse
response H(t) if RX and RXY are known. For causal,
lumped, linear, time-invariant systems, this calculation
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can be carried out algebraically. However, solving the in-
tegral equation for H(t) is greatly simplified by using
white noise as the input signal. If the bandwidth of the
input signal is much larger than that of the system under
test, RX(t) is effectively the impulse function d(t), and the
equation simplifies to

RXY ðtÞ¼HðtÞ ð6Þ

Thus the impulse response is directly measured without
involved calculation.

Spina and Upadhyaya [30] use the previous observa-
tion on impulse response measurement in testing and di-
agnosing analog VLSI. Here, a white-noise generator is
used as input stimuli to the analog chip. At the output of
the circuit under test, a pattern classifier which is usually
an artificial neural network does the signature analysis
and hence fault diagnosis. Alspector et al. [23] study ap-
plication of noise as input to facilitate learning in parallel
stochastic neural networks.

Noise is used in measuring linearity and intermodula-
tion in a communication channel as follows. When a large
number of telephone channels are to be carried by a co-
axial cable or a broadband radiolink, any existing nonlin-
ear distortions in the system introduce unwanted
intermodulation products of the various components of
the multiplexed signal. Calculation of the intermodulation
noise so introduced is very difficult because of the large
number of channels. Because statistical properties of
white noise are similar to those of a complex multichan-
nel signal with a large number of intermittently active
channels, white noise is used to simulate such a signal. A
bandlimited Gaussian white noise is introduced at the in-
put into the system under test. The noise power in a test
channel is measured first with all channels loaded with
white noise and then with all but the test channel loaded
with white noise. The ratio of the first to the second mea-
surement is called the noise power ratio from which the
channel noise due to intermodulation can be calculated.
The spectral density of input noise can be shaped to match
the signal under actual operating conditions.

The use of noise generators for checking system per-
formance in manufacturing or in the laboratory is com-
monly known. The procedure can be extended to in-service
monitoring of radar and communication equipment in the
field because of the development of solid-state noise gen-
erators, which have smaller power consumption, weight,
volume, radio frequency interference, turnon time, and
turnoff time, but higher noise power output and reliability
than gas discharge noise generators. As a result, the need
for retuning or servicing the equipment is recognized be-
fore its performance becomes unacceptable. As the noise
signal is very small and unrelated to all other signals, the
monitoring can be carried out while the equipment is in
operation, thus reducing the downtime due to checkups.

Noise is specifically used in the noise immunity test of
several digital systems and TV pictures [31]. High-fre-
quency noise generators are needed in RF noise power
calibration.

The shift-register-based noise generator using RSFQ
logic can function at frequencies up to 45 GHz (25) and can

be used for this purpose. Digital, pseudorandom numbers
are also used to test a random collection of input possibil-
ities with test circuits built on-chip.

3.3. Noise as a Probe into Microscopic Phenomena

Noise measurements can be used for estimating physical
parameters related to microscopic phenomena, such as
emission, recombination, or ionizing collision. Noise can
also be used in testing semiconductors for uniformity and
for estimating the reliability of semiconductor devices.
Using noise in device reliability prediction has several ad-
vantages over conventional lifetime tests. Noise testing is
nondestructive and does not take up a considerable frac-
tion of the life of the device being tested. It also allows
testing a specific individual device rather than measuring
an average lifetime for a lot.

There are many ways in which measuring the noise in a
device can be used to make reliability predictions. For in-
stance, transistors with low 1/f noise exhibit longer life-
spans, and reverse-biased p-n-junction diodes having a noise
power spectral density with multiple peaks undergo rapid
degradation. It has been found experimentally that the low-
frequency 1/f noise output of a transistor increases by two or
three orders of magnitude shortly before failure [28].

3.4. Noise as a Conceptual Tool

Noise is the motivating cause for developing new disci-
plines such as information theory, the statistical theory of
communication, and circuit theory. It is also useful as a
vehicle for theoretical investigations and for modeling oth-
er physical systems. For example, the concepts and prin-
ciples developed with electrical noise have been used as
guides in working with thermodynamics. Noise has been
used as a tool for interpreting impedance in circuit theory.
It has also led to the development of some analogies be-
tween quantum mechanics and the analyses of noisy cir-
cuits and systems and has helped simplify the concept of
the quantum mechanical uncertainty principle. For fur-
ther details, readers may refer to Ref. 28.

4. COMMERCIAL NOISE GENERATORS

A number of companies sell noise generators either as
separate instruments or as part of an apparatus, such as a
function generator. Table 1 lists the model numbers and
the names of the manufacturers along with various fea-
tures of the instruments, including noise range, the tech-
nique used in the design, and application areas where
known. Some of the instruments are portable and battery-
powered, whereas others are somewhat bulky. This list is
not exhaustive and is provided only as a quick reference.
The address of each company is provided in Table 2 as a
ready reference. Although the internal circuitry of these
noise generators is not available, the reader may refer to
other guidebooks on electronics circuits, such as Ref. 32,
which contains the circuit diagram of digital white-noise
generators, thermal noise generators using incandescent
lamp, and a simple diode noise generator.
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1. INTRODUCTION

The high-frequency behavior of electronic devices is of major
interest in the field of research and development. Beside the
typical RF device parameters, such as the cutoff frequencies
fT and fmax, high-frequency noise behavior has to be consid-
ered for circuit design, especially if noise has a significant
influence on the system performance, for instance, the sen-
sitivity of receivers. By this means, there is a demand for
simple but exact RF noise models that must consider the
physically relevant noise phenomena with a significant con-
tribution to the total noise behavior of the device.

After an introduction to various physical noise sources,
a general description of noisy two-ports will be presented,
followed by a brief presentation of a special measurement
setup for RF noise in the range of 2–18 GHz with depen-
dence on temperature (15–400 K). In Section 4 the RF
noise phenomena in certain devices are examined and
high-frequency noise models for heterostructure field-
effect transistors (HFETs) and heterojunction bipolar
transistors (HBTs) based on the material system InP are
presented. For both devices the capabilities of the model
presented will be proved by comparing measured and
modeled RF noise parameters. In Section 5 modifications
of the HFET noise model and applications of this RF noise
model are presented.

2. NOISE THEORY

2.1. Physical Noise Sources

2.1.1. Thermal Noise. The most important and best-
known noise mechanism is the thermal noise or Johnson
Noise [1,2]. This process can be observed in all electrically
conductive materials. Assuming a finite temperature
T(T40 K), the free electrons statistically move in these
materials forced by their thermal energy. Because of scat-
tering processes at lattice atoms, this movement leads to a
statistical fluctuation of the voltage at the terminals of the
conductor (e.g., a resistor R). The corresponding noise
spectrum of the thermal noise is given as [1]

Sthðf Þ¼ 4kTR ð1Þ

where k is Boltzmann’s constant (k¼ 1.38� 10�23 W . s/K).
The measurable mean-square values of the thermal noise
current i2

thðtÞ or the thermal noise voltage v2
thðtÞ per unit

bandwidth Df are given respectively as [3,4]

i2
thðtÞ ¼4kT

Df

R
ð2Þ

v2
thðtÞ¼ 4kTRDf ð3Þ

2.1.2. Shot Noise. The phenomenon of statistical cur-
rent fluctuations is called shot noise. Because of the quan-
tization of electron charge e, the electron flow, which
corresponds to the number of electrons per unit time, is
not continuous. Using these assumptions it is possible to
divide a current i(t) into a DC component I0 and an AC
component is(t). Assuming that Z as the average number
of electrons per unit time, i(t) can be written as

iðtÞ¼ I0þ isðtÞ ð4Þ

where I0¼Ze. The noise contribution caused by the AC
current is(t) is interpreted as an ergodic fluctuation phe-
nomenon. A typical device dominated by shot noise is the
vacuum diode with a pure metal cathode. However, the
relations derived for this device can be applied to most
semiconductor devices, as well. For those frequencies that
are small compared to the reciprocal time period 1/t of the
discrete current pulses, the single spectral contributions
of each current pulse to the total noise spectrum are ne-
glectable. In this case the Schottky relation is valid for the
spectrum of shot noise:

SSðf Þ¼ 2eI0 ð5Þ

This spectrum is directly proportional to the mean DC cur-
rent I0 through the device. Generally, the Schottky relation
is valid even for fast semiconductor devices and at very high
frequencies. Equation (5) is also suitable to describe the re-
lated noise contribution due to gate leakage current Ileak in
case of field-effect transistors, if I0 is replaced by Ileak.

2.1.3. Avalanche Noise. Charge carrier multiplication
in semiconductor devices can occur in regions of high
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Noise [1,2]. This process can be observed in all electrically
conductive materials. Assuming a finite temperature
T(T40 K), the free electrons statistically move in these
materials forced by their thermal energy. Because of scat-
tering processes at lattice atoms, this movement leads to a
statistical fluctuation of the voltage at the terminals of the
conductor (e.g., a resistor R). The corresponding noise
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2.1.2. Shot Noise. The phenomenon of statistical cur-
rent fluctuations is called shot noise. Because of the quan-
tization of electron charge e, the electron flow, which
corresponds to the number of electrons per unit time, is
not continuous. Using these assumptions it is possible to
divide a current i(t) into a DC component I0 and an AC
component is(t). Assuming that Z as the average number
of electrons per unit time, i(t) can be written as

iðtÞ¼ I0þ isðtÞ ð4Þ

where I0¼Ze. The noise contribution caused by the AC
current is(t) is interpreted as an ergodic fluctuation phe-
nomenon. A typical device dominated by shot noise is the
vacuum diode with a pure metal cathode. However, the
relations derived for this device can be applied to most
semiconductor devices, as well. For those frequencies that
are small compared to the reciprocal time period 1/t of the
discrete current pulses, the single spectral contributions
of each current pulse to the total noise spectrum are ne-
glectable. In this case the Schottky relation is valid for the
spectrum of shot noise:
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This spectrum is directly proportional to the mean DC cur-
rent I0 through the device. Generally, the Schottky relation
is valid even for fast semiconductor devices and at very high
frequencies. Equation (5) is also suitable to describe the re-
lated noise contribution due to gate leakage current Ileak in
case of field-effect transistors, if I0 is replaced by Ileak.

2.1.3. Avalanche Noise. Charge carrier multiplication
in semiconductor devices can occur in regions of high
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electric field strengths. If the mean free path of carriers is
long enough to achieve sufficient energy, additional elec-
tron–hole pairs are generated when colliding with lattice
atoms (Fig. 1). This avalanchelike increase in the number
of carriers often leads to a nonreversible degeneration of
the device, known as thermal breakdown. If this process is
limited, it becomes reversible and is often utilized to ob-
tain special devices such as avalanche photodiodes (APD).
In these devices the multiplication of optically generated
electron–hole pairs enables a significant increase in the
optical responsivity, hence receiver sensitivity. The corre-
sponding noise contribution is called avalanche noise. The
avalanche noise is characterized by two ionization factors,
for electrons a and holes b, which describe the number of
carriers generated per unit length. They are dependent on
the location and electric field strength, respectively. As-
suming that the input current IIN shows shot noise and
that the ionization coefficients for electrons and holes are
equal, the following expression for the noise spectrum of
the output current IOUT can be derived [5]:

SIOUT
¼2 e IIN M3 ð6Þ

where M is the avalanche multiplication factor.
If the ionization coefficients are different but linearly

dependent as in

b¼ c . a ð7Þ

where c¼ const and the input current IIN is caused by
electrons only, the spectrum of the output current is
derived by [6,7] as follows:

SIOUT
¼ 2 e IIN M3 1� ð1� cÞ

M � 1

M

� �2
" #

ð8Þ

In the case of a pure hole current, c has to be replaced by
1/c in Eq. (8). As mentioned above, two restrictions have
to be considered for the validity of both relations:

1. The spectrum of the injected current IIN corresponds
to that of shot noise only.

2. The length of the ionization region lz is sufficient to
achieve a high probability of collisions of the injected
electrons with lattice atoms.

A modified relation is applicable to the phenomenon of
impact ionization, which is of interest in conjunction with
heterostructure FETs (see Section 4.1.3).

2.2. Noise in Linear Two-Ports

2.2.1. Equivalent Circuits for Noisy Impedances and
Admittances. For physically related noise modeling of de-
vices, a more generalized description of the single physical
noise sources is necessary. The usual tool for noise calcu-
lations is the equivalent circuit, well known from RF mod-
eling of devices. In the particular case of noise modeling all
elements have to be treated as complex values.

The latter statement results in the fact that only de-
vices assimilating real power are able to emit thermal
noise power [8]. Replacing the real value R by the complex
impedance Z¼Rþ jX leads to the following equations for
measurable frequency-dependent mean-square values of
the thermal noise currents i2

thðtÞ and noise voltages v2
thðtÞ

per unit bandwidth Df.

i2
thðtÞ¼ 4kT

Df

<fZg
ð9Þ

v2
thðtÞ¼ 4kT Df<fZg ð10Þ

where the operator <f g accesses the real part of the par-
ticular value.

In a similar way, more generalized relations for
the thermal spectral noise densities can be derived using
Eqs. (9) and (10) as follows:

Sth;i¼ i2
thðtÞ

1

Df
¼4kT

1

<fZg
¼4kT<fYg ð11Þ

Sth;v¼ v2
thðtÞ

1

Df
¼ 4kT

1

<fYg
¼4kT<fZg with

Y¼Z�1

ð12Þ

Finally, this leads to a description of physical noise pro-
cesses based on a small-signal equivalent circuit. The in-
dividual noisy impedances or admittances can be described
by either of two compatible equivalent circuits (Fig. 2):

1. A noise current source ith(f) and a noise-free
(T¼ 0 K) admittance in parallel

2. A noise voltage source vth(f) and a noise-free
(T¼ 0 K) impedance in series

+

+

+

+

+

+ +

+

+

-

-

-

-

-

-

-

-

-

IIN

IOUT

x1(t1) x2(t2 ) x3(t3)

E

Figure 1. Model for the avalanche region at different locations
and related timesteps xi(ti) with input current IIN and output
current IOUT.
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If the derived temperature of the impedance or admit-
tance is different from the ambient temperature of the
device, it is called the equivalent noise temperature Tn.

Using this definition of the equivalent noise tempe-
rature, which in the first instance is valid for one-ports,
together with the derived equivalent RF circuits, we can
calculate the noise behavior of complex circuits and sys-
tems. Typically, however, possible correlations between
the individual noise sources of the total system also have
to be considered.

2.2.2. The Noise Figure. Unfortunately, the term noise
figure, which was originally defined for the description of
noisy networks [9] and is valid only under certain as-
sumptions [10], sometimes leads to an overestimation of
its real significance, especially in the case of discrete de-
vices. Nevertheless, for systems the noise figure F is a
more suitable parameter for noise characterization. The
term noise figure suggests the formally defined standard
noise figure F, which assumes an input noise signal that
is not arbitrarily given, but related to the reference
noise temperature of T0¼ 290 K, and hence an absolute
value [11].

In this way, F is a value for two-port inherent noise and
thus is independent of external conditions or terminations
of the ports. A noise-free two-port is characterized by
a noise figure of F¼ 1 or F0 ¼ 0 dB. Figure 3 shows the
principal equivalent circuit for the definition of the (stan-
dard) noise figure. It consists of the noisy two-port con-
nected to a load impedance ZL assumed to be noise-free
(T¼ 0 K). The input is connected to a noisy source imped-
ance ZSðT > 0 KÞ: Again, this impedance is represented by
a voltage noise source and a noise-free impedance
ZSðT¼ 0 KÞ:

With Sn2v as the noise spectrum at the output of the
noisy two-port and Sn20v as the spectrum of the noise-free

two-port, F is defined by [8]

F¼
Sn2v

Sn20v
ð13Þ

An equivalent equation can be derived using the noise
current spectra instead.

2.2.3. Calculation of the Noise Figure F Using Noise
Equivalent Circuits. The noise figure F of noisy linear
two-ports can be calculated using equivalent circuits
[12,13]. A very simple and appropriate description for a
noisy two-port is the chain matrix or ABCD parameter
description, respectively, with one current noise source
and one voltage noise source at the input terminal (Fig. 4).
In this way, the noise behavior of the total two-port can be
modeled by only two noise sources that are chained to the
input.

Using this equivalent circuit for the noisy two-port, the
noise figure is given as:

F¼ 1þ
Snvþ jZSj

2Sniþ 2<fZSSvig

4kT0RS
ð14Þ

where

Snv¼voltage noise spectrum
Sni ¼ current noise spectrum
Svi ¼ cross-correlation spectrum between vn and in.

The noise figure is independent of the input impedance of
the two-port Zin and the load impedance ZL: However, the
values of the spectra of the equivalent noise sources of the
two-port as well as the cross-correlation spectrum, which
describes the correlation between both noise sources, are
required. Additionally, the noise figure depends on the

Z(f )
T = 0 Kv th

Y(f )
T = 0 K

i th
Z(f )

Tn ≠ 0 K

Y (f)

Tn ≠ 0 K

(a) (b)

Figure 2. Equivalent circuits of noisy impedances or admittances: (a) noise current source;
(b) noise voltage source.

noisy

two-port

ZL

T = 0 K
v2v1

1

1'

2

2'

v th,S

ZS

T = 0 K

ZIN

T > 0 K

Figure 3. Equivalent circuit for definition of (standard) noise figure F.
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source impedance ZS: The value of the noise figure reaches
a minimum at F¼Fmin for an optimal source impedance of
ZS¼ZS;opt: This is called noise matching. Unfortunately,
the necessary impedances for noise matching differ from
those for power matching. By this means, maximum avail-
able gain Ga of the two-port is actually not available, and a
reduced power gain, the so-called associated gain Gass,
characterizes the two-port. Designing electronic circuits,
which is always a compromise between noise and power
matching, has to be realized.

2.2.4. Discussion of Noise Matching. As mentioned
above, the noise figure is a function of the source imped-
ance ZS: Common measurement techniques for the deter-
mination of noise parameters are based on the relation
given in Eq. (14). The dependence of F on deviations from
the ideal matching condition can be described correspond-
ing to [10] by

F¼Fminþ
Rn

GS
jYS � YS;optj

2; YS¼GSþ jBS ð15aÞ

or

F¼Fminþ
gn

RS
jZS � ZS;optj

2; ZS¼
1

YS
¼RSþ jXS ð15bÞ

using the equivalent noise conductance gn with

gn¼Rn . jYS;optj
2 ð16Þ

Only four parameters—the minimum noise figure Fmin,
the equivalent noise resistance Rn, and the real part GS,opt

and the imaginary part BS,opt of the optimal generator
(source) impedance—are necessary to completely describe
the noise behavior of a linear two-port.

The term Rn is a measure for the sensitivity of the noise
figure to deviations from the optimum source admittance
YS;opt or impedance ZS;opt; respectively. By this means, Rn

is a figure of merit regarding the noise behavior of the two-
port. The equivalent noise resistance should be as small as
possible to avoid a significant increase of noise if—
depending on the actual application—the optimum noise
matching (YS¼YS;opt) has to be sacrificed for a potentially
more important power matching at the input.

Usually, the admittance or impedance, respectively, are
normalized and related to the characteristic impedance of
the measurement setup Z0 (typically Z0¼ 50O), which re-
sults in the following equation after transformation to the

Smith chart plane:

F¼Fminþ 4rn
jCS � CS;optj

2

ð1� jCSj
2Þj1þCS;optj

2
ð17Þ

where

rn ¼normalized equivalent noise resistance
½rn¼ ðRn=Z0Þ�

CS ¼ generator reflection coefficient
CS;opt¼ optimum generator reflection coefficient for noise

matching

Figure 5 shows a graphical interpretation of this equa-
tion, characterizing a paraboloidal surface, in the Smith
chart plane. The minimum of the paraboloid represents
the minimum noise figure Fmin at the optimum generator
reflection coefficient CS,opt. The latter can be derived by a
perpendicular projection of the corresponding point onto
the Smith chart plane. If CS differs from CS,opt, the noise
figure F also rises. As discussed earlier, this increase is
directly proportional to the value of the equivalent noise
resistance Rn, which corresponds to the slope of the para-
boloid at a specific point. In practice, this circumstance
could imply an even higher priority to achieve a low Rn

than an absolutely low Fmin, depending on several bound-
ary conditions to be additionally considered.

3. RF NOISE MEASUREMENTS

Figure 6 shows a typical measurement setup that allows
temperature-dependent noise figure measurements of
two-ports in the temperature range of 15–400 K and fre-
quency range of 2–18 GHz [14,15]. It comprises the noise
figure meter (HP8970B) as the central unit and the cali-
brated noise source (HP346A) [16]. The noise figure test set
(HP8971) and the synthesizer (HP8672A) are necessary to
downconvert the measurement frequency to a frequency
range of 10–1600 MHz, which the noise figure meter is able
to directly process. To determine the four interesting noise
parameters (Fmin, Rn, GS,opt, and BS,opt) of a linear two-
port, the noise figures at various generator reflection
coefficients CSi

have to be measured [17,18].
These particular reflection coefficients can be achieved

using a commercial electronic tuner system (see Fig. 6).
The tuner subsystem consist of the control unit (NP5); the
mismatch noise source (MNS), including the actual tuner;
and the remote receiver module (RRM) with an integrated

ZS

T = 0 K

ZL

T = 0 K
v2'v1

1

1'

2

2'

v th,S
Z in

T = 0 K

vn

in

Figure 4. Noise equivalent circuit with noise current and noise voltage source ‘‘chained’’ at the
input of the noise-free two-port.
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low-noise preamplifier. Additionally, both elements (MNS
and RRM) contain RF switches necessary for system cal-
ibration. These switches also enable the simultaneous
measurement of the noise and the corresponding scatter-
ing parameters.

The complete system is controlled by a computer sys-
tem that allows the evaluation of the data and the extrac-
tion of the specific noise parameters from the measured
noise figures [16,19–22].

4. RF NOISE IN ELECTRONIC DEVICES

4.1. Noise in Heterostructure Field-Effect Transistors

4.1.1. Thermal Noise in HFET. The channel of a field-ef-
fect transistor (FET) can be interpreted as a controlled
resistance. The thermal noise generated in this channel is
the dominating noise contribution.

For an n-doped semiconductor, the well-known equa-
tion of the thermal noise current for a resistance R [cf.
Eq. (2)] can be transformed to [23]

i2
thðtÞ¼ 4kTeff

1

Rch
Df ð18Þ

where Teff is the effective temperature in the semiconduc-
tor channel and Rch is the resistance of the channel.

The geometric aspects of the channel resistance can be
expressed as

Rch¼
1

k
l

A
)

1

Rch
¼ k

A

‘
ð19Þ

where A is the cross-sectional area of the channel and l is
the length of the current path through the semiconductor.

The conductivity k can be calculated for purely n-type
(p-type) conductivity as

k¼ en0m0 ð20Þ

where n0 is the electron (hole) concentration and m0 is the
low-field mobility of electrons (holes).

In addition, the diffusion coefficient D0 can be derived
from Einstein’s relation as

D0¼
kTm0

e
ð21Þ

Finally, this leads to a description of the thermal noise in
the channel as

i2
thðtÞ¼ 4e2 A

l
n0D0Df ð22Þ

In the case of high electric fields, as occur in the region
between gate and drain, the conventional Einstein’s rela-
tion [Eq. (22)] is no longer valid. The diffusion coefficient,
the low-field mobility, as well as the effective noise tem-
perature Tn,eff of the channel become dependent on the
electrical field strength E and the frequency f [24,25],
leading to

kTn;eff ðE; f Þ

e
¼

D0ðE; f Þ

<flðE; f Þg
ð23Þ

As a result of the relation between the thermal noise at-
tributed to a resistor and the equivalent description for a
semiconductor channel, this is often called diffusion noise.

4.1.2. The Shot Noise in HFET. In principle, the shot
noise of the drain current can be described using Eq. (5)
(see Section 2.1.2) [26,27]. Especially in heterostructure
field-effect transistors, the recombination of carriers un-
derneath the space charge region leads to a significantly
reduced shot noise [28,29].

Without further proof, it can be assumed that the
channel shot noise contribution is negligible. Neverthe-
less, shot noise again becomes of major interest if the de-
vice suffers from gate leakage that generates an
additional noise contribution to the channel noise (see
Section 2.1.2).

4.1.3. Impact Ionization Noise in HFET. The assump-
tions for avalanche noise as presented in Section 2.1.3
are not valid in the case of HFET. Nevertheless, in the
gate–drain region a kind of avalanche noise occurs caused
by impact ionization processes due to the high electric
field strengths. Especially in HFET based on layers

Figure 5. Noise figure F with dependence of generator reflec-
tion coefficient (here: Fmin¼1:5; Rn¼50O; jCS;optj ¼2=3;Arg
fCS;optg¼60	Þ:
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with an advanced carrier mobility (e.g., InGaAs), this
additional noise contribution can be observed as a
result of the low bandgap of these channel materials.
Typically, the area between gate and drain, where impact
ionization can occur, is extremely small ð‘ � 100 nmÞ.
Therefore, impact ionization leads to a moderate
increase of the drain current ID at high bias voltages

VDS only. The corresponding noise, called impact ion-
ization noise, differs from the basic avalanche noise
because of the significantly smaller multiplication factor
M [see Eq. (6)].

Using the same assumptions as in the case of ava-
lanche noise, but regarding to the special geometric design
of the HFET, the spectral density of the impact ionization
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noise can be derived from [30,31]

SIOUT
¼M2SIIN

þ 2eIINs2 ð24Þ

where SIIN
is the density of the induced current IIN and s2

the variance of the noise process.

4.2. RF Noise Model of InAIAs/InGaAs/InP HFET

Figure 7 shows a typical equivalent RF noise model for
InAlAs/InGaAs/InP HFET [32]. It is based on an extended
temperature noise model (TNM) [33], which takes into ac-
count the influence of gate leakage current on both, the RF
and noise performance. Gate leakage is modeled by the
additionally included resistances Rpgd and Rpgs. Moreover,
this model considers the effects due to impact ionization
[34,35]. This is enabled by an additional voltage-controlled
current source gm,im and a RC combination in parallel to
the output resistance. The current source is controlled by
the voltage drop across the high-field region at the drain
end of the gate, which is equal to the drain–gate voltage
vdg. The characteristic frequency dependence of the im-
pact ionization effects on RF and noise behavior, respec-
tively, are described by the combination of Rim and Cim.
For noise modeling purposes an additional white-noise
source iim is included in parallel to the current source
gm,im. This arrangement of noise source and RC combina-
tion characterizes the frequency dependence of the exter-
nally available noise current iim,ext. This impact ionization

source can be described by

ffiffiffiffiffiffiffiffiffiffiffiffi
i2
im;ext

q
¼

ffiffiffiffiffiffi
i2
im

q
.

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ o

o0

� �2
r ; o0¼

1

Rim .Cim
ð25Þ

This formula describes the Lorentzian shape of the exter-
nal noise current, which typically is attributed to carrier
generation processes, thus substantiating the occurrence
of impact ionization noted in Section 4.1.3.

4.3. Noise in Heterojunction Bipolar Transistors

For modeling of the high-frequency noise behavior of
both bipolar junction transistors (BJTs) and hetero-
junction bipolar transistors (HBTs), the physical noise
sources have to be defined in more detail. The most
important noise phenomenon in all bipolar transistors
is shot noise. In addition to this predominant effect, ther-
mal noise due to parasitic resistances must also be con-
sidered.

Basically, a bipolar transistor consists of two combined
p-n junctions. Figure 8 schematically represents the
various current paths and components within a n-p-n
bipolar transistor at active bias conditions. In this way,
the base–emitter junction is forward-biased and the base–
collector junction is reverse-biased. The electron current
from the emitter towards the collector [line (a) in Fig. 8]
is the dominating current component. Electrons induced
from the emitter may recombine in the base, described
by line (b). Holes are injected from the base into the
emitter [line (c)]. Electrons are thermally generated
in the base and holes within the emitter, respectively
[lines (d), (e)].

In the case of the reverse-biased base–collector diode, the
current components due to the thermal generation of elec-
tron–hole pairs have to be taken into account [Fig. 8 lines
(f), (g)] only. All these current components can be combined,
corresponding to Fig. 8, leading to four independent cur-
rents I1, I2, I3, and I4. The measurable currents at the

Figure 7. Intrinsic and extrinsic small-signal and noise equiva-
lent circuit of HFET including modeling of gate leakage current
and impact ionization on RF and noise behavior.
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Figure 8. Current components and current flow in a n-p-n bipo-
lar junction transistor.
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terminals are then expressed as

IE¼ I1þ I2 � I3 ð26aÞ

IC¼ I1þ I4 ð26bÞ

IB¼ I2 � I3 � I4 ð26cÞ

4.4. RF Noise Model of InGaAs/InP HBT

Figure 9 shows the typical three-mesa design of HBT based
on III–V semiconductors [36]. The included T-like equiva-
lent circuit can easily be found, associating all small-signal
equivalent elements to a specific device region.

This extended small-signal equivalent circuit of HBT
builds up the basis of the consistent small-signal and RF
noise parameter model (Fig. 10). In the case of narrow-
band noise, equivalent noise temperatures are associated
with all resistances. In Fig. 10 all equivalent noise tem-
peratures are included. As usual, the small-signal model is
divided into two parts, an intrinsic one and an extrinsic
one. The extrinsic resistances add only thermal noise; con-
sequently their equivalent noise temperature is set to the
ambient temperature TA. The noise from the included RC
combination RBP and CBP at the base contact (Fig. 10),
taking into account a frequency dependence of the nonal-
loyed ohmic base contact, is assumed to be thermal noise,
too. As a consequence, only the four intrinsic equivalent
noise temperatures have to be found for a complete RF
noise parameter modeling of HBT. Additionally, with the
help of these noise temperatures, a localization of various

noise sources and phenomena in specific HBT regions is
possible.

4.5. Experimental Results and Verification of the Model for
InAIAs/InGaAs/InP HFET

As an example of the applicability of the noise models dis-
cussed above, the RF noise behavior of a typical InAlAs/
InGaAs/InP HFET with a gate length of LG¼ 0.7mm and a
gate width WG¼80 mm suitable for millimeter-wave and
optoelectronic applications is presented. The material sys-
tem has been selected to demonstrate the significance of
both, the impact ionization in the InGaAs channel, and
the gate leakage current. In contrast, typical GaAs-based
HFET do not significantly suffer from those phenomena,
mainly due to the larger bandgap of the corresponding
materials [37,38].

All model parameters—the small-signal equivalent el-
ements, equivalent noise temperatures (Tp,Tg,Td), and
equivalent impact ionization noise current (iim)—have
been extracted using an optimization algorithm based
on simulated evolution (evolution theory and genetic
algorithms) [39–43]. These optimization strategies have
to be applied because an analytical extraction of the
model parameters from measured data (s parameters
and noise parameters) is impossible because of the large
number of model parameters and the complexity of the
model.

4.5.1. RF-Performance. Figures 11 and 12 show both
the measured and the modeled RF data in the frequency
range from 45 MHz to 40 GHz, respectively. The good
agreement demonstrate the applicability of the presented
small-signal equivalent circuit including the significant
effects of gate leakage and the impact ionization phenom-
ena. The modeled parameters are calculated from the
small-signal equivalent circuit, extracted from RF mea-
surements using the simulated evolution described above.
The corresponding bias conditions, geometry, performance
data, and extracted small-signal equivalent elements are
listed in Table 1.

Figure 13 shows the typical bias-dependent behavior of
the extracted transconductance gm,im at room tempera-
ture (T¼ 300 K). The low transconductance gm,im for small
drain–source voltages VDS demonstrates the negligible in-
fluence of impact ionization on RF performance at low VDS

corresponding to low fields in the HFET channel. With in-
creasing VDS, impact ionization and the inductive behav-
ior of s22 occur, correlated with a drastically increased
transconductance gm,im.

4.5.2. Noise Behavior. The measured and modeled
noise parameters (Fmin, Rn, gn, Gass, Copt) of the HFET
are shown in Fig. 14. As a result of the Lorentzian shape
of the external short-circuit noise current iim,ext [see Eq.
(25)], corresponding to an upper frequency band limita-
tion especially at low frequencies, a strong impact on the
noise performance can be observed. The phenomenon
of impact ionization now leads to an increase of the
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Figure 9. Typical three-mesa design of InP/InGaAs HBT.
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minimum noise figure Fmin. In particular, the increase of
the minimum noise figure at low frequencies reflects the
influence of the impact ionization process. In contrast to
the influence of a gate leakage current [33], impact

ionization leads to higher optimum generator impedanc-
es and causes a sharp increase of the equivalent noise
resistance Rn at low frequencies as well. The inductive
behavior of the output path of the HFET also affects the
associated gain Gass and leads to a decrease at low fre-
quencies. The three equivalent noise temperatures
(Tg,Tp,Td) and the equivalent impact ionization noise cur-
rent iim of the modeled extrinsic noise parameters are
listed in Table 2.

4.5.3. Intrinsic Equivalent Noise Sources. The intrinsic
equivalent noise sources [44] of the HFET are strongly
bias-dependent [32]. Figure 15 shows the drastic increase
in the extracted impact ionization noise current iim with
higher drain–source voltages VDS, while at low drain–
source voltages (VDSo0.7 V) this component is negligible.
In the latter case electron energies are smaller than those
of the bandgap and are insufficient to generate electron–
hole pairs. With increasing drain–source voltage
(4VDSE0.8 V), impact ionization occurs and leads to ad-
ditional noise currents that dominate the noise behavior of
the transistor. This behavior reflects the strong correla-
tion between impact ionization, bias condition, and gen-
erated total noise current. Because the level of the
extracted impact ionization noise current iim exceeds the
equivalent shot noise drain current iD¼

ffiffiffiffiffiffiffiffiffiffi
2eID

p� 	
in a wide

range of bias conditions, carrier multiplication [6,30,31]
supposedly occurs in the high-field domain, leading to the
following relation

iim / f ðMðEÞÞ �
ffiffiffiffiffiffiffiffiffiffi
2eID

p
ð27Þ

where f (M(E)) reflects the dependence of the multiplica-
tion factor M(E) on the electric field strength [30]. The re-
lation between the multiplication factor M(E) and the
majority-carrier impact ionization rate per unit length
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Figure 10. Consistent small-signal and
RF noise parameter equivalent circuit of
InP/InGaAs HBT.

Figure 11. Measured (� ) and modeled (’) scattering parame-
ters versus frequency of an InAlAs/InGaAs/InP HFET at a bias
condition where impact ionization occurs (T¼300 K, VDS¼1.5 V,
VGS¼0 V, Lg¼0.7mm, Wg¼80mm). (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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a(x, E) can be described according to [30]

MðEÞ¼ exp

Z Leff

0
aðx;EÞdx

� �
ð28Þ

where Leff is the effective length of the impact ionization
region.

Because of the position-dependent electric field
strength and impact ionization rate, no simple analytical
expression can be derived for the relation between bias
conditions and the generated impact ionization noise cur-
rent iim.

The other equivalent intrinsic noise sources show the
expected bias dependence [44] and reflect the strong cor-
relation between equivalent intrinsic noise sources
(id,ip,vg) and physical noise sources, such as shot noise
drain current isd [see Eq. (29)] and shot noise gate current

isg [see Eq. (30)].

isd¼
ffiffiffiffiffiffiffiffiffiffi
2eID

p
ð29Þ

isg¼
ffiffiffiffiffiffiffiffiffiffi
2eIG

p
ð30Þ

The equivalent output noise current id with dependence
on the gate–source voltage VGS versus the shot noise drain
current is shown in Fig. 16. The equivalent noise current
id is dominated by a reduced shot noise drain current [28].
The corresponding correlation is given by:

id¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Td

Rds

s

ffi kd

ffiffiffiffiffiffiffiffiffiffi
2eID

p
þ id0 ð31Þ

with

kd; id0¼ const ðvalue depending on the particular deviceÞ

ð32Þ

Figure 13. Impact ionization transconductance gm,im with de-
pendence on the gate–source voltage VGS, with the drain–source
voltage VDS as parameter; (Lg¼0.15mm, Wg¼100mm, T¼300 K).
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Table 1. Bias Conditions, Geometry, Performance Data,
and Extracted Small-Signal Equivalent Elements of
InAlAs/InGaAs/InP HFET

Bias conditions
VDS¼1.5 V, VGS¼0 V,
ID¼31.8 mA, IG¼ �18mA

Gate geometry
Lg¼0.7 mm
Wg¼80mm

Cutoff frequencies: fT¼45 GHz, fmax¼152 GHz
Small-signal equivalent elements

CIN¼14.2 fF, CIO¼4 fF, COUT¼28.2 fF
RG¼3O, LG¼63.1 pH, Cgs¼210.5 fF
RS¼8O, LS¼3.8 pH, LD¼152 pH
Rgs¼2.8O, Rds¼420O, Rpgs¼12 kO
RD¼10O, Cds¼8.2 fF, Rpgd¼70.7 kO
Cgd¼9.5 fF, gm¼69 mS, t¼0.22 ps
Rim¼38 kO, Cim¼1.42 fF, gm,im¼4.26 mS

Figure 12. Measured (� ) and modeled
(’) current gain |h21|2 and unilateral
gain GU versus frequency of an InAlAs/
InGaAs/InP HFET at a bias condition
where impact ionization occurs (T¼
300 K, VDS¼1.5 V, VGS¼0 V, Lg¼0.7mm,
Wg¼80 mm). (This figure is available
in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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The behavior of the equivalent channel noise voltage vg

(Fig. 17) with dependence on the gate–source voltage VGS

exhibits a behavior inversely proportional to that of the
intrinsic current gain cutoff frequency fT(fT¼ gm/(2p(Cgsþ

Cgd)). This is caused by a strong correlation of vg with the
intrinsic delay-time behavior of the HFET. A transforma-
tion of the equivalent channel noise voltage vg, which is a
characteristic value for the input circuit of the transistor,
to a noise measure of the output circuit can be derived by
multiplying vg by the ratio of the square of the transcon-

ductance gm to the intrinsic current gain cutoff frequency
fT. The transformed channel noise voltage demonstrates a
behavior nearly proportional to that of the shot noise
drain current (see Fig. 18). Using this transformation,
the equivalent-channel noise voltage vg can be expressed

Figure 15. Extracted equivalent intrinsic impact ionization noise
current iim with dependence on gate–source voltage VGS with
drain–source voltage VDS as parameter. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)

Table 2. Extracted Equivalent Noise Temperatures and
Noise Current of Modeled HFETa

Equivalent-channel noise temperature: Tg¼4014.9 K
Equivalent output noise temperature: Td¼18007.84 K
Equivalent gate leakage noise temperature: Tp¼918.65 K
Equivalent impact ionization noise current: iim¼146 pA

aParameters: VDS¼ 1.5 V, VGS¼ 0 V, ID¼ 31.8 mA, Lg¼0.7 mm, Wg¼

80 mm, T¼Ta¼300 K.

Figure 14. Measured (K) and modeled (’) noise parameters
versus frequency of an InAlAs/InGaAs/InP HFET at a bias con-
dition where impact ionization occurs (VDS¼1.5 V, VGS¼0 V, ID¼

31.8 mA, Lg¼0.7 mm, Wg¼80mm, T¼Ta¼300 K). (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)

e

Figure 16. Extracted equivalent output noise current id with
dependence on gate–source voltage VGS (above) and on the shot
noise drain current (below) with drain–source voltage VDS as
parameter. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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by the following linear approximation

vg
g2

m

fT
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTgRgs

q g2
m

fT

ffikg

ffiffiffiffiffiffiffiffiffiffi
2eID

p
þ id1

ð33Þ

with

kg;id1¼ const ðvalue depends on the particular deviceÞ

ð34Þ

Figure 19 shows the equivalent gate leakage noise current
ip with dependence on the gate–source voltage VGS versus
the shot noise gate current. The equivalent gate leakage
noise current ip is nearly proportional to the shot noise
gate current. This clearly demonstrates that a gate tun-
neling current causes pure shot noise [see Eq. (30)] [44].
The behavior described above leads to

ip¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Tp

Rpgs

s

ffi
ffiffiffiffiffiffiffiffiffiffi
2eIG

p
ð35Þ

These dependencies demonstrate the ability of the noise
model presented above to separate the intrinsic noise
sources, and the correlation to physical noise processes.
Furthermore, only two independent noise parameter mea-
surements are sufficient for extraction of the unknown
parameters (kg, kd, id0, id1) in Eqs. (31)–(34).

Figure 17. Equivalent channel noise voltage vg (above) and in-
trinsic current gain cutoff frequency fT (below) in dependence on
gate–source voltage VGS with drain–source voltage VDS as para-
meter. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Figure 18. Extracted transformed equivalent channel noise volt-
age with dependence on the shot noise drain current with the
drain–source voltage VDS as parameter, respectively. (This figure
is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)

e

Figure 19. Extracted equivalent gate–leakage noise current ip

with dependence on gate–source voltage VGS (above) and on shot
noise gate current (below) with the drain–source voltage VDS as
parameter. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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With the extracted bias dependence of the small-signal
equivalent elements and using Eqs. (31)–(35), the behav-
ior of the channel noise voltage vg, output noise current id

as well as the equivalent gate leakage noise current ip of
the HFET can be derived for each bias condition at any
frequency where 1/f noise is negligible.

4.5.4. Analytical and Scalable Noise Model for HFET.
When the influence of impact ionization and gate leakage
current on the small-signal and noise performance can
be neglected, the RF noise of HFET is dominated mainly
by channel and output noise sources [see Eqs. (31)
and (33)].

The parameters kg and kd are bias-independent but
gate-geometry-dependent. To investigate the geometry
dependence (gate length Lg and gate width Wg) of these
parameters, the equivalent intrinsic noise sources of
transistors with varying gate width and gate length
have been extracted and analyzed in dependence on
the shot noise drain current (Fig. 20). On the basis of
these investigations, the following final analytical expres-
sions can be derived for the intrinsic equivalent noise
sources [45]:

id;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Td

Rds

s

ffiKd

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ejIDj

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2eID;d

p� �
ð36Þ

vg;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTgRgs

q

ffi
KgWgLgfT

g2
m

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ejIDj

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2eID;g

qh i ð37Þ

In practice, the small influence of the parameters ID,d and
ID,g can be neglected; thus, the following equations are
sufficient for the prediction of the noise behavior:

id;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Td

Rds

s

ffi Kd .
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ejIDj

p
ð38Þ

vg;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTgRgs

q

ffiKgWgLg

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ejIDj

p fT

g2
m

ð39Þ

A simplified intrinsic temperature noise model [46] is
used to derive analytical expressions for all four noise

parameters:

Fmin¼ 1þ
2

T0
�

f

fT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RgsTg
Td

Rds

s

ð40Þ

RS;opt¼
fT

f
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RgsTg
Rds

Td

s

ð41Þ

XS;opt¼
1

f

1

2pCgs
ð42Þ

Rn¼
1

T0
RgsTgþ

Td

Rds
�

1

g2
m

� �
ð43Þ

These estimations are sufficient for the geometry scaling
of the intrinsic noise parameters of HFETs. Using these
formulas and Eqs. (38) and (39), a correspondence be-
tween the intrinsic noise parameters and additional tran-
sistor parameters can be derived:

Fmin � 1¼
f

T0
�

KgKd

2k
WgLg

2ejIDj

g2
m

ð44Þ

RS;opt¼
fT

f
�

Kg

Kd
WgLg

fT

g2
m

ð45Þ

XS;opt¼
1

f
�

1

2pCgs
ð46Þ

Rn¼
1

T0
�

2ejIDj

4kg2
m

KgWgLg
fT

g2
m

� �2

þK2
d

" #
ð47Þ

With these estimations for the gate length and gate
width dependences, the behavior of the drain current ID,
the transconductance gm, and the gate–source capaci-
tance Cgs (Table 3), as well as the geometry depen-
dence of the intrinsic noise parameters, can be obtained
(Table 4).

4.6. Experimental Results and Verification of the Model for
InP/InGaAs HBT

4.6.1. RF Performance of Devices Investigated. Devices
under test are carbon doped InP/InGaAs self-aligned HBT
with typical emitter areas AE¼ 20 mm2, AE¼ 40 mm2, and
AE¼ 60 mm2 [47]. The carbon-doped p-(InGa)As:C base
(p41019cm� 3) is compositionally graded to increase cur-
rent gain (Fig. 21) and transit frequency (Fig. 22), and a
high-temperature in situ annealing sequence is carried
out in TMAs/N2 ambient at T46001C to activate the car-
bon doping in the base [48].

Figure 23 shows the capability of the model used to
describe s parameters of the HBTs in the entire frequency
range measured up to 40 GHz. To compare the three de-
vices with respect to various emitter area AE values, bias
conditions are chosen in the active device region at con-
stant collector–emitter voltage VCE¼ 1.2 V and constant
current densities SE¼ IC/AE. The range of current density
increases from SE¼ 0.3� 104 A/cm2 up to SE¼ 6.7� 104 A/
cm2. The results given in Fig. 23 show the measured and
modeled s parameters for the three devices at high current
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density SE¼ 5 � 104 A/cm2. All small-signal equivalent
elements are extracted by optimization strategies using
multibias optimization [49]. These strategies take into ac-
count the bias independence of the extrinsic small-signal

equivalent elements. All measured bias conditions are op-
timized simultaneously with the same extrinsic elements.
The symbols in Fig. 23 represent the measured data; the
solid lines, the modeled values.

(a)

(c)

(e) (f)

(d)

(b)

Figure 20. (a,b) Equivalent output noise current iD,n versus the shot noise drain current with
(a) gate length LG as a parameter and (b) gate width WG as a parameter; (c,d) transformed equiv-
alent channel noise voltage vGt,n versus the shot noise drain current with (c) gate length LG as a
parameter and (d) gate width WG as a parameter; (e,f) normalized transformed equivalent channel
noise voltage vGt,n versus the shot noise drain current (e) normalized on the gate length LG and
(f) normalized on the gate width WG(T¼300 K, VDS¼0.9 V up to 1.8 V, VGS¼ �0.3 V up to 0.1 V).
(This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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4.6.2. Noise Behavior. To prove the consistency with
RF noise parameter modeling, bias-dependent RF noise
parameter measurements were performed for the same
bias conditions.

First, the bias-dependent behavior of all noise param-
eters are given for the HBT with the smallest emitter area
of AE¼ 20 mm2. Figures 24–26 show the measured and
modeled RF noise parameters for three different current
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Figure 21. DC current gain b¼ IC/IB with dependence on current
density SE at VCE¼1.2 V for the three different device geometries.
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Figure 22. Extrinsic transit frequency fT with dependence on
current density SE at VCE¼1.2 V for the three different device
geometries.

Table 3. Scaling Properties of Some Small-Signal
Equivalent Elements and Device Parameters

Gate Length Dependence Gate Width Dependence

gmaf(Lg)¼ const gmpWg

CgspLg CgspWg

fTp1/Lg fTaf(Wg)¼ const
IDaf(Lg)¼ const IDpWg

Table 4. Derived Scaling Behavior of the Intrinsic Noise
Parameters

Gate Length Dependence Gate Width Dependence

Fmin�1pLg Fmin�1af(Wg)¼ const
RQ,optp1/Lg RQ,optp1/Wg

XQ,optp1/Lg XQ,optp1/Wg

Rnaf(Lg)¼ const Rnp1/Wg
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(b)

Figure 23. Measured (symbols) and modeled (lines) s parame-
ters in frequency range from 45 MHz to 40 GHz at VCE¼1.2 V and
SE¼5�104 A/cm2: (a) s11 in Smith chart, s12 in polar diagram;
(b) s22 in Smith chart, s21 in polar diagram.
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densities in the range from SE¼3.0 . 103 A/cm2 up to SE¼

6.7 . 104 A/cm2 at constant collector–emitter voltage VCE¼

1.2 V in the active-device region. The model parameters
factoring in RF noise behavior are optimized with the evo-
lutionary algorithm as well. The small-signal equivalent
elements, which were found during the abovementioned
multibias optimization, were used and kept constant with-
in the RF noise parameter optimization algorithm. As a
consequence, only the four intrinsic equivalent noise tem-
peratures of the intrinsic resistances have to be deter-
mined. The minimum noise figure Fmin increases with
rising collector current (Fig. 24). At low current density
the value of the minimum noise figure is about Fmin¼

1.3 dB at f¼ 2 GHz for the devices investigated. The equiv-
alent noise resistance is about Rn¼175O at f¼ 1 GHz
and decreases with higher frequencies. The noise resis-
tance shows only minor dependence on collector current
(Fig. 25). The last measured RF noise parameter is the
optimum generator reflection coefficient Copt. The magni-
tude of this reflection coefficient decreases with rising cur-
rent density SE (Fig. 26). This result shows the

measurement difficulty in case of low currents because of
the limited number of tuner states during noise parameter
measurements, which show source reflection coefficients
near the optimum generator reflection coefficient [18]. In
addition to the three RF noise parameters given above, the
associated gain gass is given with dependence on current
density (Fig. 27). With rising current, RF gains of all the
devices increase, which can be seen looking on the current
density-dependent transit frequency (Fig. 22) and the as-
sociated gain.

Looking on the geometry dependence of HBT RF noise
parameters, Figs. 28–30 show the measured and modeled
RF noise parameters for the three devices with different
emitter area AE at the same bias condition in the active-
device region with constant collector–emitter voltage VCE¼

1.2 V and constant high current density SE¼ 5� 104 A/cm2.
The HBTs show better RF noise performance for small-

er emitter area. With increasing emitter area AE, the min-
imum noise figure increases (Fig. 28), as does the
equivalent noise resistance Rn (Fig. 29). Only the opti-
mum generator reflection coefficient shows minimal influ-
ence on the emitter area of the device (Fig. 30). The
devices with the smallest emitter area show the highest
values of associated gain gass as well (Fig. 31).
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Figure 25. Measured (symbols) and modeled (lines) equivalent
noise resistance Rn at constant VCE¼1.2 V with dependence on
current density SE (AE¼20mm2).

optimum generator reflection coefficient  Γopt

current density SE

1.7 104 A/cm²
6.7 104 A/cm²

3.3 103 A/cm²

j0.25

j0.5

j1
.0

j2
.0

310.3

Figure 26. Measured (symbols) and modeled (lines) optimum
generator reflection coefficient Copt at constant VCE¼1.2 V with
dependence on current density SE (AE¼20 mm2).
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4.6.3. Equivalent Intrinsic Noise Sources. With the
extended bias and geometry-dependent modeling of RF
parameters of HBT, the intrinsic noise sources of the model
used can be investigated in detail. As a result of the
small-signal and RF noise parameter model, a localization
of various noise sources in the specific device regions is
possible. With the optimization results of the bias and ge-
ometry-dependent modeling, the spectral densities of the
four intrinsic noise current sources can be calculated (cf.
Fig. 10). The intrinsic noise currents are calculated, know-
ing the values of the intrinsic resistances and the associ-
ated equivalent noise temperatures. Equations (48)–(51)
are used for calculation of the following intrinsic noise
currents: (1) the base noise current ibb,n, based on the in-
trinsic base resistance Rbb in combination with Tbb; (2) the
base–emitter junction noise current ije,n, using the values
of the base–emitter junction resistance Rje and Tje; (3) the
base–collector junction noise current ijc,n, which is calcu-
lated with base–collector junction resistance Rjc and Tjc;
and (4) the intrinsic collector noise current icc,n, known
from combination of collector resistance Rcc and associated

temperature Tcc:

ibb;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Tbb

Rbb

s

ð48Þ

ije;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Tje

Rje

s

ð49Þ

ijc;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Tjc

Rjc

s

ð50Þ

icc;n¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k
Tcc

Rcc

s

ð51Þ

These calculated values are now plotted with dependence
on bias condition; here we calculate the base iB,S and col-
lector iC,S shot noise currents due to DC values with

iB;S¼
ffiffiffiffiffiffiffiffiffiffi
2eIB

p
ð52Þ

iC;S¼
ffiffiffiffiffiffiffiffiffiffi
2eIC

p
ð53Þ
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Figure 28. Measured (symbols) and modeled (lines) minimum
noise figure Fmin with dependence on emitter area AE at constant
bias condition VCE¼1.2 V and SE¼5 � 104 A/cm2.
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Figure 29. Measured (symbols) and modeled (lines) equivalent
noise resistance Rn with dependence on emitter area AE at con-
stant bias condition VCE¼1.2 V and SE¼5 � 104 A/cm2.
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Figure 30. Measured (symbols) and modeled (lines) optimum
generator reflection coefficient Copt with dependence on emitter
area AE at constant bias condition VCE¼1.2 V and SE¼5 � 104
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Figure 31. Measured (symbols) and modeled (lines) associated
gain gass with dependence on emitter area AE at constant bias
condition VCE¼1.2 V and SE¼5�104 A/cm2.
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Figure 32 shows the intrinsic base noise current ibb,n with
dependence on base shot noise current iB,S of all HBT de-
vices. The intrinsic base noise current shows a linear de-
pendence on the shot noise due to extrinsic DC base current
with a gradient of about 0.5. But a very high offset is ob-
vious, which is correlated to the intrinsic base noise source.

The other intrinsic noise currents show a strong influ-
ence on the shot noise of the DC currents. Figure 33 shows
the intrinsic base–collector junction noise current ijc,n,
which is equal to the base current shot noise due to DC
base current. The base–emitter junction noise ije,n (Fig. 34)
and the intrinsic collector noise current icc,n (Fig. 35) both
are fully correlated to the DC collector current shot noise.

Interpreting the results achieved, all RF noise param-
eters of InP/InGaAs HBT can be modeled to fit only one
equivalent noise temperature Tbb of the intrinsic base re-
sistance Rbb. The other intrinsic equivalent noise temper-
atures can be calculated directly from the shot noise of the
DC currents and the small-signal equivalent elements,
which are known from s-parameter measurements. The
number of unknown model parameters decreases. Addi-

tionally, in case of noise modeling no emitter area scaling
has to be taken into account. This scaling is included using
the area-dependent small-signal equivalent elements only.

5. EXTENSION AND APPLICATION OF THE NOISE
MODELS PRESENTED

5.1. Dual-Gate HFET in Cascode Configuration

Figure 36 shows a dual-gate HFET (DGHFET) and the
corresponding equivalent circuit with the definition of ex-
trinsic and intrinsic voltages and currents [50]. The
DGHFET can be represented by two single-gate HFETs
(SGHFETs), connected at the virtual node D1 [51]. Con-
sequently, the DGHFET can be separated into three parts
(Fig. 37), all connected by a coupling network consisting of
an additional resistance Rcoup and a capacitance Ccoup:

* The parasitic environment
* One single-gate HFET in common-source configura-

tion
* One single-gate HFET in common-gate configuration
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Figure 32. Extracted (symbols) intrinsic base noise currents
with dependence on base current shot noise at constant VCE¼
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Figure 33. Extracted (symbols) intrinsic base–collector junction
noise currents in dependence on base current shot noise at con-
stant VCE¼1.2 V. Solid line represents linear fit.

0 20 40 60 80
0

20

140

140

in
tr

in
si

c 
ba

se
-e

m
itt

er
no

is
e 

cu
rr

en
t i

je
,n

collector current shot noise iC,S

40

80

HzpA

Hz

pA

60
AE /µm2

20

40
60

Figure 34. Extracted (symbols) intrinsic base-emitter junction
noise currents with dependence on collector current shot noise at
constant VCE¼1.2 V. Solid line represents linear fit.
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Correspondingly, the DGHFETcan be modeled on the basis
of the particular equivalent circuits of SGHFET described
in Section 4.2. The small-signal equivalent elements as
well as the noise temperatures and currents can also be
extracted using the evolutionary algorithm [39].

Measured and modeled noise properties of a typical
InP-based DGHFET are shown in Fig. 38 at two bias con-
ditions, indicated in Table 5, with a comparable drain cur-
rent. The modeled equivalent noise temperatures, the
corresponding resistances and the extracted data of the
noise sources (Table 5) demonstrate the influence of im-
pact ionization with dependence on the bias condition.

Compared to single-gate HFET, the dual-gate HFET
shows a reduced impact ionization noise component at
comparable bias conditions [52]. Additionally, the RF per-
formance of DGHFET corresponds to that of SGHFET.
Moreover, even an increase of the unilateral gain and a
reduced feedback can be obtained. Thus, dual-gate HFET
are commonly used for mixers, oscillators, variable-gain
amplifiers, and high-frequency applications such as
OEICs or MMIC amplifiers [53].

5.2. Application of Noise Models for Circuit Design

The importance of reliable noise modeling of single devices
is demonstrated below for an optoelectronic receiver circuit.

The necessary minimum optical input power Popt,min

applied to an optoelectronic receiver in order to detect the
original signal tolerating a certain error can be derived

as [54]

Popt;min¼
hc0

Zel
Q

ffiffiffiffiffiffi
i2
na

q
ð54Þ

where

h ¼Planck’s constant
c0 ¼ light velocity
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Z ¼ quantum efficiency
l ¼wavelength of the light
Q ¼ the noise factor, which is QE6 for BER¼ 10� 9

ffiffiffiffiffiffi
i2
na

q
¼ the root mean square of the equivalent input noise

current density

The noise factor Q is derived from probability calculations
that consider the statistical nature of the noise signal as
well as the pseudorandom characteristic of a real infor-
mation signal. Q can be derived from the Gaussian prob-
ability integral where BER is the bit error rate of the
detected digital signal behind the decision circuit:

BER¼
1

2p

Z 1

Q

e�x2=2dx ð55Þ

Typically, a bit error rate of BER¼ 10� 9 is assumed to be
the maximum tolerable number of incorrectly detected
bits per second. Hence, the corresponding noise factor
equals

Q � 6jBER¼ 10�9:

The mean input noise current
ffiffiffiffiffiffi
i2
na

q
is a function of nu-

merous device- and circuit-related parameters. In partic-
ular, the noise sources of active devices—as discussed in
earlier sections—have a dominant contribution at higher
frequencies. The second important contribution comes
from thermal noise currents generated in ohmic resistors
that can be found at different locations of the receiver cir-
cuit itself. A closed formulation taking into account some
of the small-signal related device parameters was derived

by [54] and can be written as

i2
na¼

4kT

Rf
X1Bþ 2eILX2Bþ

4kTG
gm
ð2pCTÞ

2
ðfcXf B

2þX3B3Þ

ð56Þ

where

X1, X2, X3, Xf ¼ special weight-functions (Personick inte-
grals)

B¼bit rate of the datastream
IL¼ total leakage current (combination of dark

current of photodetector (PD) and gate
leakage current of input transistor)

gm¼ transconductance of first transistor
CT¼ total capacitance (usually CT¼CgsþCPD)
Rf ¼ feedback resistance
fc ¼ corner frequency of 1/f noise contribution
G ¼ channel noise factor (a function of tran-

sistor-related parameters)

In general, the primary aim of noise modeling in conjunc-
tion with circuit design and development is to enable a
reliable estimation of the noise behavior of the total cir-
cuit.

As an example of the applicability of the abovemen-
tioned temperature noise model (TNM) for circuit noise
simulation, the optoelectronic circuit shown in Fig. 39 is
discussed. It consists of a four-stage traveling-wave am-
plifier (TWA) combined with a pin photodiode (PD) to form
up a high-speed receiver module for transfer rates up to 35
Gbps (gigabits per second) [55,56]. The TWA comprises
four HFET devices with varying gate widths, hence uti-
lizing the scalability of the applied noise model. The single
stages within the TWA are fed from an input transmission
line that is connected to the PD (left side) and terminated
by a resistor at the end (right side). The single line seg-
ments are built up as coplanar waveguides (CPWs) and
are fed toward the transistor gate contact with airbridge
interconnections treated as microstrip lines (MSLs) with
er¼ 1. At the drain ends, again feeding MSL lines are con-
nected to a CPW output transmission line, which is again
terminated by a complex impedance (RC combination) at
the opposite end of the RF output. Figure 40 shows a pho-
tograph of the realized receiver.

Table 5. Modeled Intrinsic Temperatures and Resistances
Describing Noise Behavior of DGHFET

Bias Condition 1
VDS¼3 V, VG1S¼0.1 V,
VG2S¼0.6 V

Bias Condition 2
VDS¼3 V, VG1S¼0 V, VG2S¼2.2 V

Tg1¼39215 K, Rgs1¼2.9O Tg1¼5323 K, Rgs1¼0.98O
Tp1¼587 K,

Rpgs1¼3.9�105O
Tp1¼12337 K, Rpgs1¼6.3�105O

Td1¼6349 K, Rds1¼149.5O Td1¼38272 K, Rds1¼233.6O
iim1¼98 pA iim1¼496 pA
Tg2¼5061 K, Rgs2¼0.57O Tg2¼4827 K, Rgs2¼0.63O
Td2¼464 K, Rds2¼84.8O Td2¼300 K, Rds2¼277.8O
iim2¼9 pA iim2¼0 pA

Figure 39. Circuit layout of a four-stage travel-
ing-wave amplifier (TWA) combined with a pin pho-
todiode (PD).
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The most interesting noise contributions are generated
mainly by single HFET devices and the termination re-
sistors. During circuit simulation that has been carried
out using microwave design systems (Hewlett-Packard),
noise behavior of the HFETs was considered using the
TNM model. The inset in Fig. 41 depicts the transfer char-
acteristic of the TWA derived from RF measurements up
to 45GHz. In the particular case of optoelectronic receiv-
ers, the transimpedance is of major interest and is defined
as follows with iph¼photocurrent of detector generated by
optical signal:

ZTðf Þ¼
vout

iin
¼

vout

iph
ð57Þ

The transfer characteristic is necessary for calculation of

the equivalent input noise current
ffiffiffiffiffiffi
i2
na

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
i2
naðf Þdf

p
;

which is not directly measurable. It has to be derived
from measurements of the frequency-dependent noise fac-
tor F (or the absolute output noise power, respectively) by

using the reverse transfer function Z�1
T ðf Þ [57].

Both the validity and the reliability of the noise simu-
lation are demonstrated in Fig. 41, where the simulated as
well as the measured and recalculated frequency-depen-
dent input noise current density ina(f) are depicted. The

almost negligible differences between both curves clearly
demonstrate the applicability and validity of the noise
models employed, even for circuit noise simulations.
Finally, these results enable the circuit designer to
achieve reliable estimations of the total receiver sensiti-
vity Pmin using Eq. (54).
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NOISE, HOT CARRIER EFFECTS

ARVYDAS MATULIONIS

Semiconductor Physics Institute

Electric noise, or fluctuation in electric circuits, results
from the discrete nature of charge carriers and their cha-
otic motion. Electric noise manifests itself as an acoustic
noise in a telephone or a radio receiver, also as an irreg-
ular flickering on a television screen, known as a ‘‘snow-
fall’’ flicker, and otherwise. In general, fluctuations are
temporary deviations of variables (current, voltage,
resistance, frequency, etc.) either from their long-term
averages or from some regular time-dependent values of
information-bearing signals. This article deals with elec-
tronic noise caused by electrons and holes in semiconduc-
tors. For simplicity, the term electrons will be used, unless
mentioning holes is necessary for specific reasons.

Fluctuations are best understood for electron gas that
is in thermodynamic equilibrium with lattice vibrations.
The universal relations of Nyquist and Einstein, together
with Ohm’s law, interrelate noise, current, and other elec-
tronic transport, including electron diffusion. These rela-
tions are sufficient to estimate the ultimate accuracy for
electrical measurements and signal processing under
near-equilibrium conditions. However, advances in instru-
mentation and communication technology increasingly
depend on progress in microelectronics, where deviations

from equilibrium are essential, and the universal rela-
tions fail. High electric field enhances chaotic motion of
electrons in devices and circuits. The customary name for
this situation is hot electrons. Correspondingly, noise
acquires features absent at equilibrium. Indeed, hot-
electron noise differs from equilibrium, like a stormy sea
differs from a mill pond. Measuring noise out of equilibri-
um provides new information about kinetic processes in
electron gas—new as compared with that available from
the average values of observables. As a result, investiga-
tion of hot electron noise proves to be a powerful tool for
diagnosing nonequilibrium states in semiconductors sub-
jected to high electric fields. Moreover, the knowledge ob-
tained of the microscopic origin of hot-electron noise helps
to control it and suggests how to eliminate some sources of
excess noise through improvement of material technology
and circuit design, thus contributing to development of
highly sensitive low-noise devices.

1. HOT-ELECTRON VELOCITY FLUCTUATIONS

1.1. Electric Noise at Equilibrium and in
Nonequilibrium State

1.1.1. Fluctuations at Equilibrium. Fluctuations have
been under investigation since 1827, when R. Brown pub-
lished the results of his observations on the endless irreg-
ular motion of microscopic particles suspended in a liquid.
Numerous sophisticated investigations of this phenome-
non, called Brownian motion, led to the conclusion that
the mean kinetic energies of a Brownian particle and a
molecule of the liquid were equal, provided enough care
was taken not to disturb their thermal equilibrium. More-
over, fluctuations of position of a Brownian particle were
found closely related to the viscosity of the surrounding
liquid and the force of friction acting on the particle. Ex-
periments on Brownian motion and its theory, developed
by A. Einstein and M. Smoluchowski, were important ar-
guments in favor of the molecular kinetic theory. The the-
ory provided methodology to treat spreading of a cloud of
particles (diffusion), friction, viscosity, and so on, in terms
of velocity fluctuations. In particular, the Einstein relation
associates the electron diffusion coefficient with electron
mobility—the main electron transport parameter for a
semiconductor in Ohm’s law for current flow. Nyquist
[1], in 1928, related the spectral density of current fluctu-
ations in a resistor to the dissipative part of its conduc-
tance, or resistance. The Nyquist theorem and Einstein’s
relation together led to the fluctuation–diffusion relation,
between electronic noise and electron diffusion.

In Nyquist’s derivation one can also trace ideas of Ray-
leigh (1900), who applied the equipartition theorem to the
standing-wave modes of blackbody radiation. In some
sense, the available noise power is a special low-frequen-
cy case of blackbody radiation. Under proper matching, a
resistor emits noise power into the matched transmission
line connected to a radiometer—a sensitive device to mea-
sure radiation power. At thermal equilibrium, noise is
white over a wide range of frequencies, that is, the spectral
density of noise power does not depend on frequency and is
the universal function of the absolute temperature. Thus,
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the noise radiometer serves as the absolute thermometer.
(Visible and infrared radiation of a blackbody is used to
measure the absolute temperature as well.) Provided
noise power differs from thermal power, the equivalent
noise temperature (or, simply, noise temperature) is intro-
duced, in order to estimate the deviation from equilibrium.
The logarithmic ratio, in decibels, of the noise tempera-
ture over the absolute temperature is widely used for the
same purpose.

In 1951, Callen and Welton [2] completed the theory of
fluctuations at equilibrium by formulating the general
fluctuation–dissipation theorem, which expresses the
spectral density of fluctuations in a physical system at a
given frequency, in terms of the dissipative part of the re-
sponse of the system to some external perturbation. Ac-
cordingly, calculation, or measurement, of the system of
linear response at a given frequency provides data on the
spectral density of fluctuations of the corresponding vari-
able at the same frequency. Consequently, measurement
of electric noise at equilibrium gives no complementary
information, as compared with that available from imped-
ance measurements. On the other hand, measuring elec-
tron mobility and electron density in a semiconductor is
sufficient to determine its noise properties at equilibrium.

The thermodynamic arguments collapse for an open
system, subjected to a continuous energy flow, when some
energy is supplied from the external world and then dis-
sipated back to the external world. No universal relation
is valid between noise and impedance in this case. This
statement has fundamental and practical consequences.
First of all, investigation of fluctuations from the nonequi-
librium state is a valuable tool for diagnosis of different
mechanisms of dissipation: relaxation of momentum, en-
ergy, intervalley transfer, as well as free-carrier number
relaxation, which are reflected in the noise spectrum pat-
tern of a biased semiconductor. On the other hand, the
failure of the fluctuation–dissipation theorem allows, to a
certain extent, independent control of the response and
the noise through variation of the applied field, frequency,
semiconductor doping, ambient temperature, sample
length, and so on. Such a study, aimed at finding the fa-
vorable conditions for coexistence of high drift velocity and
low excess noise, is important for the development of high-
speed, low-noise devices.

1.1.2. Excess Noise at Low Electric Fields. Hot-electron
effects are negligible in low electric fields, where the elec-
trons easily dissipate energy gained from the applied elec-
tric field, and the electron temperature remains
approximately equal to that of the semiconductor lattice.
Nevertheless, electric current disturbs equilibrium and
changes fluctuation spectra. For example, fluctuations of
resistance (already present at equilibrium) cause no noise
at zero bias, but they modulate current and manifest
themselves in a biased semiconductor.

Many sources of excess electric noise, such as flicker
noise, generation–recombination noise, and shot noise
need current to appear [3–5]. Flicker noise dominates at
low frequencies, whereas generation–recombination noise
is usually observed at intermediate frequencies. Shot
noise is white over a wide range of frequencies. These

sources of excess noise are not observed in directions
transverse to the current. On the contrary, the noise re-
sulting from electron velocity fluctuations is observed in
all directions. It exceeds the flicker and generation–
recombination noise at high frequencies.

Shot noise is important when the current is controlled
by a barrier: a p-n junction, a Schottky barrier, a hetero-
junction, a tunneling structure, nonuniformities of doping,
nonohmic contacts, and so on. The universal Schottky for-
mula [6] says that, for shot noise, the spectral density of
current fluctuations is proportional to the current. Mea-
surement of noise characteristics as a function of current.
Measurement of noise characteristics as a function of cur-
rent, frequency, and lattice temperature helps to distin-
guish different sources of excess noise, and suggests how
to eliminate those of no interest. In particular, perfect
ohmic contacts, uniform doping, and relatively high
density of majority carriers, are prerequisites for avoid-
ing interference of shot noise during experiments on
hot-electron velocity fluctuations.

1.1.3. Electron Heating by Electric Field. A high electric
field accelerates mobile electrons, and they accumulate
excess energy. The steady state is reached when energy
loss (usually at the lattice vibrations) compensates energy
gain at a certain elevated mean energy of the electrons.
The electron mean energy rising above its thermal equi-
librium value—termed hot electrons—is specific to the
electron behavior at high electric fields in semiconductors.
The lattice temperature tends to increase as well, due to
the Joule effect. However, the heat capacity of a semicon-
ductor sample is much higher than that of the electron
gas. Moreover, the lattice dissipates excess heat to the
ambient, and the lattice temperature remains the same as
(or only insignificantly higher than) the ambient temper-
ature, provided a short voltage pulse is applied and the
heat dissipation is efficient. The associated noise resulting
from hot electrons is called hot-electron noise.

1.1.4. Hot-Electron Noise. Electronic processes inside
the conduction band are fast, so the associated spectral
features of excess noise appear at microwave frequencies.
Therefore, it is quite natural that investigation of hot-
electron noise at microwave and higher frequencies serves
for diagnostics of fast and ultrafast processes in a semi-
conductor subjected to high electric fields. Microwave
noise measurements usually deal with the noise power
expressed in terms of the equivalent noise temperature.
Another fluctuation characteristic is the spectral density
of current fluctuations available from experimental data
on noise temperature and small-signal microwave conduc-
tivity.

Experiments on hot-electron noise provide information
on the anisotropy of kinetic energies in the longitudinal
and transverse directions, the transverse and longitudinal
diffusion coefficients of majority carriers, the energy re-
laxation time constant and its dependence on the applied
electric field and lattice temperature, the intervalley
transfer-time constants for equivalent and nonequivalent
valleys, and other important kinetic parameters of elec-
tronic processes inside the conduction and valence bands.
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1.2. Kinetic Theory of Fluctuations from
Nonequilibrium State

1.2.1. Toward the Price Relation. Kinetic theory of hot-
electron fluctuations in semiconductors is an important
part of physical kinetics [7]. The crystal lattice presents an
unperturbed thermal bath for the nonequilibrium electron
gas in a semiconductor, allowing detailed treatment of
hot-electron interaction with equilibrium phonons. This
situation, and an understanding of the importance of
fluctuations for the kinetic theory, immediately led to
interesting results on hot electron fluctuations in semi-
conductors, reported by Lax [8], Price [9], Gurevich [10],
Price [11], Gurevich and Katilius [12], and Kogan and
Shul’man [13].

In particular, Price [11] extended to hot electrons the
fluctuation–diffusion relation between the spectral density
of current fluctuations caused by electron velocity fluctu-
ations and the diffusion coefficient associated with fluctu-
ations of position of the same electrons. The Price relation
was proven to hold, despite the failure of the Einstein
relation, Ohm’s law, and the Nyquist theorem for hot
electrons.

1.2.2. General Theory. Later results, obtained for the
case of frequent electron–electron collisions, contradicted
the earlier results, and Gantsevich et al. [14,15] and
Kogan and Shulman [16] developed a self-consistent
kinetic theory of fluctuations in a nonequilibrium case,
based on the first principles of quantum mechanics and
statistical physics. The theoretic apparatus of kinetic the-
ory was generalized to obtain spectral properties of noise
from statistical properties of collisions. The criteria of ap-
plicability of the theory were the same as for Boltzmann’s
equations used for response calculations. An important
result obtained was [15] that the Price fluctuation–diffu-
sion relation for hot electrons [11] had a narrower range of
applicability than originally expected, with a high-density
hot-electron gas being outside this range because of elec-
tron–electron collisions. The theory and its numerous
applications to analytically tractable models are described
in monographs [4,7] and review papers [17,18].

1.3. Hot-Electron Noise in Lightly Doped Semiconductors

1.3.1. Longitudinal and Transverse Noise. Developed
theory and practical needs stimulated experimental
investigation of hot-electron noise in semiconductors.
Erlbach and Gunn [19] measured hot-electron noise tem-
perature for n-type germanium in the transverse direction
to the current. The resultant increase of the transverse
noise temperature with the applied electric field indicated
that the electrons were hot. Bryant reported on longitu-
dinal noise temperature for n-type GaAs [20]. Avoiding
possible contribution of generation–recombination noise,
Bareikis et al. [21] measured the longitudinal noise tem-
perature of hot carriers in n-type and p-type germanium
[22] at microwave frequencies. Their study of longitudinal
and transverse noise gave the first experimental evidence
that noise temperature and spectral density of velocity
fluctuations of hot carriers were anisotropic quantities.
The experiment was performed on samples containing a

relatively low density of hot carriers, and the results were
interpreted in terms of the Price fluctuation–diffusion re-
lation with the correct conclusion [21] that the diffusion
coefficient of hot carriers was anisotropic as well. (Some
time later, Wagner, Davis, and Hurst observed the anisot-
ropy of electron diffusion in ordinary gases at high electric
fields [23].) So, microwave noise experiments demonstrated
the possibility to obtain results on field-dependent longi-
tudinal and transverse diffusion coefficients for majority
carriers in uniform samples without introducing carrier
density gradients, and this technique [21,22] was applied
to investigate hot-electron diffusion in the principal semi-
conductors used in electronics [24,25]. The diffusion
coefficient results obtained from microwave noise mea-
surements were confirmed by experiments using other
techniques [25].

1.3.2. Fluctuations in One-Valley Semiconductors. The
physics of noise relates the observed fluctuations in mac-
roscopic variables to the microscopic processes inside a
semiconductor. For hot-electron scattering by acoustic
phonons in a one-valley semiconductor, theory predicted
a negative convective contribution to longitudinal current
fluctuations resulting from energy fluctuations [11,12].
This phenomenon was experimentally confirmed in
p-type germanium [22].

An essentially different contribution to longitudinal
noise comes from inelastic scattering of hot electrons by
optical phonons—the main energy loss mechanism at el-
evated electron energies. This scattering mechanism leads
to resonant-type spectrum of velocity fluctuations in a
narrow range of moderate electric fields at low lattice
temperatures, as illustrated by experiments performed for
p-type Ge and n-type InSb at 10 K lattice temperature
[18,26]. Optical phonon scattering, dominating over a wide
range of electric fields in n-type GaAs and InP, leads to a
broad and relatively weak noise source resolved at liquid
nitrogen and room temperatures [24].

1.3.3. Intervalley Fluctuations In Elementary Semiconduc-
tors. The conduction band of Ge and Si has several equiv-
alent valleys, containing equal parts of the electron gas in
equilibrium. An applied electric field introduces differenc-
es in the drift velocities and mean energies in the ellip-
soidal valleys, oriented at different angles to the field, and
the excess noise—hot-electron intervalley noise—appears
[9]. It is anisotropic, with respect to the electric field di-
rection and to the crystallographic orientation [27]. Inter-
valley noise and generation-recombination noise are
examples of so-called partition noise [25].

1.3.4. Intervalley Fluctuations in Compound Semiconduc-
tors. The conduction band of direct-bandgap compound
semiconductors differs essentially from that of silicon and
germanium. Equilibrium electrons occupy the lowest sin-
gle valley, where their mobility is high. The upper low-
mobility valleys are usually empty at equilibrium (except
for high lattice temperatures), and a high electric field is
needed for their occupation. Intervalley transitions of hot
electrons cause longitudinal fluctuations of drift velocity.
Intervalley noise of this type dominates in GaAs [28] and
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InP [29] at the subthreshold field for the Gunn effect.
Sources of noise due to hot-electron transfer into satellite
valleys located along the 111h i and 100h i directions (L and
X valleys) were resolved in short submicrometer samples
of n-type GaAs [30].

1.4. Monte Carlo Simulation of Fluctuations

Experimental studies demonstrate that hot-electron noise
characteristics are sensitive to subtle details of the semi-
conductor band structure and scattering mechanisms.
This stimulates the interpretation of experimental data,
in terms of realistic semiconductor models. While analyt-
ical models perfectly illustrate the kinetic theory with
deep insight into the physics of hot-electron noise, numer-
ical techniques are useful in extracting quantitative in-
formation on the dominant kinetic processes inside the
conduction band.

1.4.1. Simulation of Hot-Electron Fluctuations. The
Monte Carlo method—a versatile numerical technique—
introduces hot-electron velocity fluctuations into the
simulation procedure in a natural way. The first calcula-
tion of hot-electron noise spectra by the Monte Carlo tech-
nique [31] was immediately followed by a paper [32] in
which a better estimate of the scattering parameters of
holes in the valence band of germanium was obtained by
fitting the Monte Carlo simulation data to the experimen-
tal results. Simulation techniques and calculation of the
spectral properties of hot-electron noise are described in a
monograph [33] on Monte Carlo methods and their appli-
cation to semiconductor devices. More recent develop-
ments and results with emphasis on hot-electron noise
in semiconductor structures are discussed in review
papers [34–36]. This Monte Carlo approach applies at
low electron densities, and modified procedures are need-
ed to treat fluctuations when electron–electron collisions
are essential [37–39].

1.4.2. Simulation of Hot-Electron Diffusion. The Price
fluctuation–diffusion relation, valid at low electron densi-
ties, provides another possibility to compare experimental
data on hot-electron velocity fluctuations and numerical
results for realistic models. Motion of individual electrons
in real space, resulting in diffusive spreading of an elec-
tron cloud, was simulated by the Monte Carlo technique,
and the diffusion coefficient available from this simulation
was compared with data on spectral density of current
fluctuations available from microwave noise measure-
ments [24,25].

1.5. Effect of Electron–Electron Collisions

Electron–electron collisions are energy and momentum
conserving; they have no direct effect on energy and drift
velocity, but do influence these averages through other
scattering mechanisms. For example, an electron–electron
collision can assist emission of an optical phonon by one
of the electrons supposing that each electron lacks energy
for the emission before the collision. The associated loss
of energy is essential. It causes a slow increase of hot-
electron noise temperature at moderate electric fields and

cryogenic temperatures, as illustrated by comparing the
results of Monte Carlo simulation with the experimental
data for n-type GaAs [39]. Moreover, theory predicts that
two-carrier collisions in hot-electron gas create additional
correlation, and the additional term enters the fluctua-
tion–diffusion relation [15,37].

1.6. Semiconductor Structures

1.6.1. Short Channel Effects. Modern microelectronics is
shaped by small-size and low-dimension semiconductor
structures. Investigation of hot-electron noise in such
structures is important when one tries to minimize the
associated excess noise at high speed of operation. Hot
electrons fail to reach the steady state, corresponding to
an infinitely long sample, provided the sample is short and
the hot electrons leave the sample for the electrode early
enough. As a result, a higher electric field is needed for the
intervalley noise to appear in short samples [37]. In other
words, at a fixed electric field, the intervalley noise is sup-
pressed in short channels. The essential suppression of
hot-electron noise in short channels has been demonstrat-
ed for lightly doped n-type GaAs [40] and InP [41], and for
standard-doped n-type GaAs [42]. For a comparison with
the results of Monte Carlo simulation, see Ref. 24.

1.6.2. Two-Dimensional Electron Gas Channels. In two-
dimensional electron gas (2-DEG), the electrons are free to
undergo planar motion, but their transverse freedom is
limited by the heterojunction and electrostatic barriers.
The degree of transverse freedom depends on the barrier
height and the electron kinetic energy, the latter being
easily controlled by the electric field applied in the plane of
electron localization. This introduces sources of excess
noise specific to low-dimensional channels [43,44]. Depen-
dence of hot-electron noise on channel length is also im-
portant for low-noise operation of 2-DEG channels at
microwave frequencies [44].

2. THEORETIC BACKGROUND

Hot-electron fluctuations depend on the details of kinetic
processes taking place in a biased semiconductor. This re-
quires consideration of the values in the nonequilibrium
spectra that reflect these details. Definitions and relations
appropriate for the nonequilibrium state and converging
to the equilibrium states at zero bias are introduced in this
section.

2.1. Correlation Function and Spectral
Density of Fluctuations

Electric current in a semiconductor sample results from
motion of the mobile electrons present in the sample. Ran-
dom motion of individual electrons produces fluctuations
of the current d�IIðtÞ around the time-independent mean
value I. Let us consider N electrons in a uniform sample
under steady-state, reached in a uniform static electric
field E. The time-dependent velocity of the all-electron
mass center, averaged over the mobile electrons, or drift
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velocity, is

vdðtÞ¼
1

N

XN

n

vnðtÞ ð1Þ

where vnðtÞ is the instantaneous velocity of the nth elec-
tron and t is time. Fluctuations of the drift velocity dvdðtÞ
around the time-independent mean value vdðtÞ are present
in all directions:

dvdðtÞ¼vdðtÞ � vdðtÞ ð2Þ

The bar here and in the following designates the average
over time. The fluctuating time-dependent drift velocity
for a chosen model can be obtained from Monte Carlo sim-
ulation [33].

The quantity that yields important physical informa-
tion on the size of the fluctuations and how they decay in
time is the drift velocity autocorrelation function (see
Ref. 4). In the direction of interest, the autocorrelation
function is

FðtÞ¼ dvdðtÞdvdðtþ tÞ ð3Þ

where t is the time difference between two observations
and vd(t) is the drift velocity component in the chosen di-
rection. The autocorrelation function value dv2

dðtÞ at t¼ 0
is called variance. Correlation functions are available
from the equations of fluctuation kinetics or from Monte
Carlo simulation [17,18,33,34].

Fourier transformation of the drift velocity autocorre-
lation function [Eq. (3)] gives the spectral density of drift
velocity fluctuations in the direction of interest (Wiener–
Khintchine theorem) [3]:

SvðoÞ¼ 4

Z 1

0
FðtÞ cos ðotÞdt ð4Þ

Electron velocity fluctuations induce voltage fluctuations
on the sample terminals and current fluctuations in the
circuit. It is a convention to deal with the open-circuit
voltage fluctuations and the short-circuit current fluctua-
tions unless otherwise mentioned. The current, which is
usually measured outside the sample, can be related to the
electron drift velocity inside the sample. In a similar way,
the current fluctuations can be expressed in terms of the
drift velocity and other fluctuations. In general, the rela-
tion is complicated, but it acquires a simple form in the
case of a uniform electric field in a uniformly doped sample
of constant cross section at high frequencies where elec-
tron number fluctuations can be ignored. Hence, the spec-
tral density of current fluctuations SI is proportional to
that of drift velocity fluctuations

SIðoÞ¼ e2nSvðoÞQ=L ð5Þ

where e is the elementary charge, n is the electron density,
Q is the cross-sectional area, L is the sample length (in-
terelectrodal distance), o is the circular frequency, and SI

is determined in A2s. Discussion of more complicated cases
can be found elsewhere [34,36,45].

In general, the spectral density of current fluctuations
is a tensor quantity, consisting of three diagonal and six
off-diagonal components. A diagonal component results
from the autocorrelation function of the time-dependent
drift velocity component along the corresponding Carte-
sian axis [see Eq. (3)]. An off-diagonal component comes
from the velocity covariation function [of a similar form as
Eq. (3)], but containing the product of the time-dependent
drift velocity components along two Cartesian axes. In an
isotropic medium, for example, in an amorphous solid, the
tensor of spectral density can be reduced to three diagonal
nonzero components, the parallel to the applied electric
field component and two transverse components; the lat-
ter two are equal to each other. In crystals, for example Si
or Ge subjected to electric field, the off-diagonal compo-
nents are also important.

2.2. Available Noise Power and Noise Temperature

Hot-electron velocity fluctuations and associated fluctu-
ations of current dominate over other sources of fluctu-
ations at microwave frequencies. The fluctuating, that is,
time-dependent current, causes emission of electromag-
netic waves into an open space or into the load (a coaxial
cable, a waveguide, a coplanar line, etc.). Therefore, the
semiconductor sample feeds the power into the load. The
emitted noise power is of special importance in this fre-
quency range, since the current fluctuation spectra (di-
rectly available from the velocity fluctuation spectra, in
theory) are not measured at microwave frequencies di-
rectly. It is a convention to consider the emitted/absorbed
noise power for matched impedances of the sample and
the load, unless stated otherwise. Under this condition,
the noise power is called the power available at the noise
source or the available noise power.

The available noise power Pn(f) emitted by a source of
noise in a fixed frequency band Df around a frequency
f ¼o=2p can be estimated by comparing it with the power
radiated into the same frequency band by an absolutely
blackbody kept at a known temperature. In case of equal
powers at a given frequency, one can say that the equiv-
alent noise temperature of the noise source at this fre-
quency equals the absolute temperature of the reference
blackbody. The equivalent noise temperature, or noise
temperature, Tn(f), multiplied by the Boltzmann constant
kB is, by definition, the power, per unit frequency band
around the frequency f, dissipated by the sample into the
matched load [4]:

Tnðf Þ¼
Pnðf Þ

kBDf
ð6Þ

Hot-electron noise power depends on frequency, direc-
tion, electric field, and so on. This forces one to introduce
frequency-, direction- and field-dependent equivalent
noise temperature. In an isotropic medium, the nonequi-
librium noise temperature differs in the directions parallel
and transverse to the current. The hot-electron noise tem-
perature Tn(f) represents a property of an electron gas
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differing from its energy temperature Te, which is defined
on the basis of the electron average energy, Te¼

ð2=3Þ eh i=kB.
In equilibrium, the noise temperature of the sample in

question is independent of frequency over the wide range
of frequencies, and equals the absolute temperature: Tn¼

T0. The equilibrium noise spectrum is white (until
o5kBT0; see Ref. 41), and the available noise power in
this range of frequencies can serve for establishment of the
absolute scale of temperature.

2.3. Spectral Density of Current Fluctuations and
Noise Temperature

Noise power can be expressed in terms of spectral density
of current fluctuations and impedances of the sample and
the load. For the matched impedances one has

Pnðf Þ¼
1

4
SIðf ÞRe fZðf ÞgDf ð7Þ

where SI is the spectral density of current fluctuations
determined under the short-circuit condition, and Z(f) is
the AC impedance of the sample around the DC bias point.
(The matching of the sample and the load means that their
impedances are equal.)

From Eqs. (6) and (7), the spectral density of short-
circuit current fluctuations for hot electrons in a sample
subjected to electric field E can be related to the noise
temperature and the sample impedance

SIðf ;EÞ¼
4kBTnðf ;EÞ

RefZðf ;EÞg
ð8Þ

where SI, Tn, and Z are determined in a chosen direction
(e.g., longitudinal or transverse to the electric field E for
isotropic semiconductors). Thus, measurement of the im-
pedance and the noise temperature are sufficient to obtain
the experimental short-circuit value of current fluctuation
spectral density for hot electrons. Since the same quantity
is available from theory [see Eq. (5)], a comparison of
the experimental data with the results of calculation is
possible.

Voltage fluctuations are seldom considered at micro-
wave frequencies. For completeness, note that the spectral
density of voltage fluctuations on the sample terminals
for the open circuit and the spectral density of current
fluctuations under the short-circuit condition are inter-
related, according to SV ðf Þ¼ Zðf Þ



 

2SIðf Þ.

2.4. Fluctuation–Dissipation Theorem and Its Extension

2.4.1. The Nyquist Theorem. As discussed above, the
noise temperature at equilibrium equals the absolute tem-
perature. Hence, for equilibrium it follows, from Eq. (8):

SIðf Þ¼ 4kBT0=RefZðf Þg ð9Þ

This relation is called the Nyquist theorem in the classical
limit ðh%o5kBT0Þ. A sophisticated derivation of the
Nyquist theorem can be found elsewhere [4].

2.4.2. The Einstein Relation. At equilibrium, the elec-
tron mobility and the diffusion coefficient are closely re-
lated according to the Einstein relation. For low-density
nondegenerate electron gas, the relation is simplified to

D0¼ m0

kBT0

e
ð10Þ

where m0 is the low-field low-frequency electron mobility
and D0 is the zero-field diffusion coefficient in the expres-
sion for the diffusion current density, jd¼ � eD0rn,
resulting from the electron density gradient rn.

2.4.3. Lorentz-Type Spectrum. The principle of energy
equipartition means that the equilibrium mean energy
contained in every degree of freedom equals kBT0/2. Ap-
plied to the mean energy of the all-electron mass center at
equilibrium, the principle relates the drift velocity fluctu-
ation variance in the direction of interest to the tempe-
rature

Nmv2
dðtÞ¼ kBT0 ð11Þ

where m is the electron effective mass.
For a rectangular sample, the variance of current at

equilibrium can be presented as

I2ðtÞ¼ e2N2v2
dðtÞ=L

2¼
e2N

mL2
kBT0 ð12Þ

This equation relates equilibrium fluctuations of the cur-
rent component in a given direction to the absolute tem-
perature.

The electron momentum relaxation time tp in the sim-
ple expression for the low-field electron mobility,

m0¼ðe=mÞtp ð13Þ

determines the decay of corresponding fluctuations

dIðtÞdIðtþ tÞ¼ dI2e�t=tp ð14Þ

Integration [see Eq. (4)] yields the frequency dependence
of the spectral density of current fluctuations at equilib-
rium

SIðoÞ¼ 4

Z 1

0
dI2e�t=tp cos ðotÞdt¼ dI2

4tp

1þo2t2
p

ð15Þ

A spectral dependence like this is called a Lorentz spec-
trum.

Equations (12) and (15) lead to the Nyquist relation

SIðoÞ¼ 4kBT0eNRefmðoÞg=L2 ð16Þ

where the real part of AC mobility m(o) is introduced:

RefmðoÞg ¼
ðe=mÞtp

1þo2t2
p

ð17Þ
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The electron mobility m (determined by the momentum
relaxation time constant tp) and the electron density n are
the most important parameters of electron transport in
semiconductors. According to the Nyquist relation, in the
form of Eq. (16), the same parameters decide noise at
equilibrium.

2.4.4. Fluctuation–Diffusion Relation. Velocity fluctua-
tions of individual electrons cause fluctuations of their po-
sitions, resulting in diffusive spreading of a cloud of
electrons, diffusion current, and other diffusion phenome-
na. As a result, an important relation exists between the
diffusion coefficient and the spectrum of current fluctua-
tions. Using the Einstein relation [Eq. (10)] and the
Nyquist theorem [Eq. (16)] for otp51, one obtains [see
Eq. (5)]:

Svð0Þ¼ 4D0 ð18Þ

So, the basic kinetic coefficients (mobility, diffusion
coefficient) and spectral density of velocity fluctuations
are interrelated through Nyquist [Eq. (16)], Einstein
[Eq. (10)], and fluctuation–diffusion [Eq. (18)] relations
at thermal equilibrium. Measurements or calculation of
velocity fluctuation characteristics at equilibrium give
no additional information not already available from the
mobility.

2.5. Beyond the Fluctuation–Dissipation Theorem

Calculation of hot-electron noise is an independent prob-
lem of kinetic theory, which cannot be reduced to the cal-
culation of the response of an electron system to external
deterministic perturbation. So, in general, knowledge of
the sample impedance is not sufficient for determination of
excess noise. Nevertheless, under well-defined conditions,
some useful relations can be applied to hot electrons in a
biased semiconductor.

2.5.1. The Price Relation. Price [10] generalized the
fluctuation–diffusion relation for a semiconductor sub-
jected to a high electric field under the following condi-
tions: (1) the system is electrically stable, that is, Re{m(E,
f)}40; (2) two-carrier interaction is neglected; (3) the
thermal bath is not perturbed; and (4) the electronic
processes in the conduction band are essentially faster
than those including energy levels in the gap (electron
trapping) and the valence band (electron-hole recom-
bination). It turns out that, as for the thermal equilibri-
um, the fluctuation–diffusion relations are valid for hot
electrons

ðSvÞxx¼ 4Dxx ð19Þ

ðSvÞxy¼ 2ðDxyþDyxÞ ð20Þ

where Sv stands for the tensor components of drift veloc-
ity fluctuation spectral density in the frequency range,
where the maximum contribution comes from all intra-
band electronic processes.

Equations (19) and (8) lead to the equivalent form of
the Price relation:

DxxðEÞ¼
1

e
kBTnxðEÞ .Re fmxxðEÞg ð21Þ

where the hot-electron noise temperature Tnx is deter-
mined in the direction x, the electric field E being applied
in any direction. The corresponding diagonal component of
the real part AC mobility tensor, mxx, is determined at fre-
quencies low, compared with the inverse time constants of
the momentum relaxation and other relaxation processes
inside the conduction band.

The Price relation is valid for hot electrons even when
the Ohm, Einstein, and Nyquist relations do not hold. It
is a useful relation for low-density, hot-electron gas,
in contact with an unperturbed thermal bath of a semi-
conductor. The relation has suggested a convenient way to
measure the components of the diffusion coefficient tensor
for hot electrons, without introducing electron density
gradient [21].

Further on, the diagonal components in the longitudi-
nal and transverse directions to the applied electric field
will be discussed (let the field be directed along the x axis):
ðSvÞk ¼ ðSvÞxx and ðSvÞ? ¼ ðSvÞyy.

2.5.2. Additional Correlation Due to Electron–Electron
Collisions. The Price relation has been generalized [15]
into

Sv¼ 4ðDþDÞ ð22Þ

where D is the tensor resulting from the additional corre-
lation caused by the interelectron collisions [15,17,18,37].
The additional correlation arises only at nonequilibrium
conditions, disappearing at equilibrium.

2.5.3. Excess Noise in Electron Temperature Approxi-
mation. Frequent electron–electron collisions establish
hot-electron distributions governed by the electron tem-
perature. In the electron temperature approximation
for quasielastic scattering, the kinetic theory of fluctua-
tions allows one to express the noise temperature in terms
of conductivities, and lattice T0 and electron Te tempera-
tures (13):

ðTnÞ? ¼Te ð23Þ

ðTnÞk ¼Te 1þ
Te

4ðTe � T0Þ

mk
m?
þ

m?
mk
� 2

� �� �
ð24Þ

where ðTnÞk and ðTnÞ? are the longitudinal and transverse
noise temperatures, and mk and m? are the longitudinal
and transverse AC mobilities. Equations (23) and (24) hold
at low microwave frequencies o5t�1

e , provided the elec-
tron–electron collisions control the electron distribution in
energy: tp5tee5te (here t�1

ee is the frequency of the inter-
electron collisions). It is noteworthy that the longitudinal
excess noise depends on the small-signal mobilities in the
longitudinal and transverse directions, this dependence
disappearing in absence of hot-electron effects: when
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either Te¼T0 or Ohm’s law holds and m? ¼ mk. One can
notice a possible simplification at high electric fields,
where TebT0, the resultant expression demonstrating
the same complex dependence on the deviations from
Ohm’s law.

2.6. Examples of Hot-Electron Fluctuation Spectra

In the previous section the main concepts, definitions, and
important theoretic results on fluctuations near a non-
equilibrium state were presented in the limit of low mi-
crowave frequencies. This section presents some examples
of possible spectra of spatially homogeneous current fluc-
tuations (for more details, see Ref. 18).

2.6.1. Convective Noise. Energy fluctuations contrib-
ute to fluctuations of current in the direction of a steady
current. The contribution is easy to resolve in one-valley
semiconductors in case of quasielastic scattering. Quasi-
elastic scattering means that a collision changes the di-
rection of the electron motion remarkably, with little effect
on the absolute value of the electron velocity. The well-
known example is electron scattering by acoustic phonons
at not too low lattice temperatures; many collisions are
needed for energy relaxation, so two time constants decide
relaxation of fluctuations. They are the momentum relax-
ation time tp and the energy relaxation time te; the latter
is larger than the first.

The spectral density of longitudinal current fluctua-
tions in the presence of an external electric field contains
the term due to energy fluctuation, resulting in the
so-called convective contribution to noise [11,12]

SIðo;EÞ¼
4dI2tp

1þo2t2
p

þ
C

1þo2t2
e

ð25Þ

where C is the low-frequency (ote51) limit of the convec-
tive term. The latter is important, provided Ohm’s law
does not hold. The sign of deviation from Ohm’s law de-
cides the sign of C [12,16]: Co0 in case of a sublinear cur-
rent–voltage characteristic, and C40 for a superlinear
one. The mobility decreases with increasing electron en-
ergy in lightly doped semiconductors. In this case, the
convective contribution causes the partial suppression of
current fluctuations in the longitudinal direction at fre-
quencies ote � 1.

2.6.2. Intervalley and Real-Space Transfer Noise. In
many-valley semiconductors the total number of electrons
consists of the partial numbers corresponding to different
valleys. Fluctuations of occupancies modulate the current
and cause current fluctuations. Price [8] introduced the
term intervalley noise to account for the extra contribution
arising from the occupancy fluctuations.

Assuming that the intravalley processes are fast, as
compared with the intervalley processes, the spectral den-
sity of velocity fluctuations in a chosen direction for a

simple two-valley model can be written as

Svðo;EÞ¼
n1

n
S1þ

n2

n
S2þ 4

n1n2

n2

� ðv1 � v2Þ
2 ti

1þ ðotiÞ
2

ð26Þ

where ti is the intervalley relaxation time constant (in-
versely proportional to the squared intervalley coupling
constant), n is the electron density, while n1; v1;
S1and n2; v2;S2 are the average electron densities, drift
velocities, and spectral densities of velocity fluctuations in
valleys of types 1 and 2, respectively. Consequently, hot-
electron noise in a many-valley semiconductor is not equal
to the sum of the corresponding intravalley contributions
weighted by the partial numbers of electrons. The last
term in Eq. (26) is always positive; it vanishes in two
cases: for equivalent valleys, when v1¼ v2, and at thermal
equilibrium, when v1¼0 and v2¼ 0. Thus, current is nec-
essary for the contribution from intervalley fluctuations,
but electron heating is not necessary, in general. For ex-
ample, at a relatively high lattice temperature, the tran-
sitions between nonequivalent valleys can lead to
intervalley noise at low electric fields, without electron
heating.

From Eqs. (19) and (26) one obtains a simplified
expression for the intervalley diffusion

DD¼
n1n2

n2
ðv1 � v2Þ

2ti ð27Þ

Expressions given by Eqs. (26) and (27) are also suitable to
describe excess noise and diffusion caused by transverse
electron transitions from one layer to another in semicon-
ductor structures containing layers with different electron
mobilities. The related noise, appearing in the longitudi-
nal direction, is called real-space-transfer noise.

3. EXPERIMENTAL TECHNIQUES

Noise spectroscopy, unlike the usual optical one, deals
with relaxation, that is, aperiodic processes. Different elec-
tronic processes, characterized by relaxation times tm,
cause steps at frequencies around otm¼ 1. Each step
has a simple Lorentzian form, provided the decay of fluc-
tuations is exponential. As mentioned, hot-electron noise
results from the kinetic processes taking place inside the
conduction band. Their relaxation times are in the pico-
second and subpicosecond range. Therefore, microwave
and higher frequencies serve best for experimental inves-
tigation of hot-electron fluctuation spectra. In this range
of frequencies, other sources of noise, such as 1/f fluctua-
tions, generation–recombination noise, and the like, do not
mask hot-electron effects.

3.1. General Requirements

3.1.1. Samples. A semiconductor sample for hot-
electron noise measurements at microwave frequencies
is a nonlinear resistor. A typical shape is a rectangular
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parallelepiped, with two Ohmic electrodes at its bases. For
investigation of epitaxial conductive channels, coplanar
ohmic electrodes are more convenient. The epitaxial sam-
ple is cut from a transmission-line-model structure. A
standard coplanar configuration with different inter-
electrodal distances (often exploited to estimate contact
resistance) is quite acceptable. Longitudinal and trans-
verse noise temperatures can be measured by placing the
sample oriented either normal or parallel to the wide walls
of the waveguide. Fluctuations of current excite the H10

mode in the waveguide, and the AC electric field of the
emitted noise, depending on the sample orientation, is
either parallel or transverse to the bias field.

On-wafer microwave noise measurements can be per-
formed using microprobes. Each microprobe consists of a
central wire and two side wires attached for screening.
Microprobes are connected to hard coaxial lines or wave-
guides, and are put in contact with the sample electrodes
on the wafer.

3.1.2. Pulsed Measurements of Hot-Electron Noise. Spec-
tral analyzers are now commercially available for a wide
range of frequencies up to and including the V band of
millimeter waves. They operate in a cw mode and support
standard cw measurements of noise in semiconductor
devices in many laboratories. However, investigation of
hot-electron effects and other effects at high electric fields
require pulsed rather than CW modes of operation. Pulsed
measurements help to avoid thermal walkout, due to the
Joule effect prevailing in a CW mode. The increase in the
lattice temperature masks hot-electron effects. Unfortu-
nately, spectral analyzers for pulsed measurements are
not commercially available yet, and radiometric tech-
niques operating at fixed frequencies are used to obtain
the data specific to hot electrons. The noise power in the
chosen frequency band Df at frequency f is selected by a
filter, then amplified and fed into a radiometer for noise
power measurement.

3.1.3. Waveguide and Coaxial Techniques. Pulsed mea-
surements of noise power impose several special require-
ments. The noise must be measured when the electric field
is on, that is, when the radiometer is opened for a short
time. One has to deal with a low and extremely short noise
signal in the presence of high pulsed voltage, the latter
penetrating into the noise-measuring circuit and disturb-
ing the sensitive amplifier, unless the radiometric circuit
is safely decoupled from the one which is used to heat the
electrons. The decoupling is easily achieved at microwave
frequencies. This frequency range is also useful for anoth-
er reason—flicker and generation-recombination noise
sources are cut off at microwaves and do not interfere
with hot-electron noise measurements.

Measurement at high electric fields introduces a prob-
lem. The electric field changes the sample impedance and
causes a mismatch of the sample to the load—the trans-
mission line connecting the sample to the radiometer. The
mismatch must be eliminated by changing the load
impedance.

These problems have been solved by developing a wave-
guide-type short-time-domain gated modulation radiome-
ter [47]. Low transmission losses in waveguides
narrowband low-noise, high-gain parametric microwave
amplifier available at microwave frequencies, efficient
filtering out of parasitic signals, make a waveguide-type
radiometer a valuable instrument for research of hot-
electron fluctuations [18,24].

Coaxial techniques have also been widely used
[19,20,27,29] (see also Ref. 24). The coaxial technique, us-
ing a wideband amplifier, appropriate filters, and pulsed
bias, assures measurement of hot-electron noise over a
wide range of frequencies, without changing the sample-
holder hardware.

3.2. Waveguide-Type Short-Time-Domain Gated Radiometer

3.2.1. Radiometric Setup. Figure 1 presents a schematic
view of the radiometric setup for hot-electron noise
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Figure 1. A schematic setup for hot-electron
microwave noise power measurements: 1—the
investigated sample in the waveguide; 2—the
pulsed voltage generator; 3—the master gen-
erator; 4—the microwave generator; 5—the
microwave line; 6—the SWR indicator; 7,11—
the microwave switches; 8—the impedance
transformer; 9—the resistance bridge;
10,13—the reference noise generators at T0¼

293 K; 12—the reference noise generator at
T¼ (T0þ200) K; 14—the modulator; 15—
the gated modulation radiometer; 16—the
indicator.
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measurements at microwave frequencies. The experimen-
tal procedure for determining the noise temperature Tn

consists of two steps.
The first step is the measurement of the current–volt-

age characteristic and matching the waveguide imped-
ance to that of the sample at each bias. The bias voltage
pulses are typically from 1 to 5 ms duration, fed at a 125 Hz
repetition rate. The master generator 3 drives the pulse
voltage generator 2 and the microwave generator 4. When
microwave switch 7 (Fig. 3) is connected to port 7a, the
microwave generator 4, the microwave line 5, and the
transformer 8 are used to match the sample, that is, to
reach the minimum standing microwave ratio. The resis-
tance bridge 9 controls the sample resistance at each bias
level.

The second step is the noise temperature measurement
of the sample at a chosen bias. The switches 7 and 11 are
connected to ports 7b and 11a, respectively. The noise sig-
nals from the sample 1 and the reference noise generator
13 are periodically fed into the input of the gated modu-
lation radiometer, which is opened twice during the period
of modulation: first, to connect the biased sample 1 to the
radiometer, and for the second time to connect the refer-
ence noise generator 13. The difference between the signal
levels is used to determine the noise temperature of hot
electrons. The delay of the gating pulse ensures the noise
power measurements before, during, and after the voltage
pulse, if necessary. This is sufficient to control the channel
overheat. The best matching data (transformer data) ob-
tained for each bias are used. The standard noise refer-
ence sources 10 and 12 are connected to check the zero
level (switch at port 11c) and the gain of the radiometer
amplifiers (port 11b). The limit parameters of the X-band
radiometer with 10–7 s gating time are as follows. The
power sensitivity 10–15 W, the systematic error 0.25 dB,
the noise temperature range up to 100 kBT0.

3.2.2. Measured and Available Noise Power. The mea-
sured noise power data are sufficient to determine the
available noise power, provided the sample is matched to
the waveguide and the waveguide losses (and the associ-
ated waveguide related noise) are negligible. Since the
sample impedance is field-dependent, the optimal condi-
tions are not achieved over the wide range of electric field
values. Losses and mismatch are corrected by additional
microwave measurements.

3.2.3. Small-Signal Response and Current Fluctu-
ations. The spectral density of current fluctuations SI(E)
is determined from the data on noise temperature Tn(E)
and small-signal AC conductance Re{Y(E)} of the sample,
according to Eq. (8). Let us give a brief description of the
technique to measure Re{Y(E)}, operating at the pulsed
bias and using the same sample mounting, which is com-
patible with the gated radiometer. First, the standing-
wave ratio K(E,B¼ 0) is measured at a strong electric field
E at zero magnetic field at the ambient temperature.
Then, the electric field is switched off, and the previous
value of the standing-wave ratio is reached at zero electric
field K(E¼ 0, B)¼K(E,B¼ 0), by changing the sample con-
ductance with external magnetic field B or by changing

the lattice temperature. Now, the DC low-field conduc-
tance is measured in the standard way, at a very low DC
electric field. Since a strong inequality holds at microwave
frequencies, ðotpÞ

2
51, one has Y(o¼0, E¼ 0, B)¼Re

{Y(o, E¼0, B)}, where Y(o, E¼ 0, B) is the zero-field AC
admittance at the microwave frequency in the magnetic
field. The equality of the standing-wave ratios means that
the small-signal microwave AC impedances are also equal,
and Re{Y(o,E,B¼ 0)},¼Y(o¼ 0, E¼ 0, B). Therefore, the
required small-signal conductance at the microwave fre-
quency under strong pulsed electric field E is available
from the zero-field DC conductance, measured at a low
electric field. This technique allows one to determine the
small-signal conductance at the microwave frequency in
the direction parallel and transverse to the bias field E.

3.2.4. Extremely High Electric Fields in Conductive Chan-
nels. Experimental study of hot-electron noise in conduc-
tive channels at extremely high electric fields is hindered
by host crystal heating and thermal breakdown. A tech-
nique was developed to perform the measurements at
fields up to the impact ionization threshold [30]. A nano-
second/microwave sample holder was designed to perform
short-time-domain pulsed measurements of hot-electron
noise power at microwave frequencies. The sample was
placed into the coaxial part of the holder, enabling the ap-
plication of 100 ns pulses of electric field along the chan-
nel. For coupling the investigated channel to the
waveguide, a T-shaped antenna was used. Matching of
the channel circuit to the waveguide was controlled by the
standing-wave-ratio meter. The noise power emitted by
the channel into the waveguide was compared with that of
the ‘‘blackbody’’ radiation source kept at known tempera-
ture. This technique was applied to measure the equiva-
lent noise temperature of hot electrons in the channel in
the direction of the applied electric field. The average
fields up to 300 kV/cm were reached in standard doped
ungated GaAs channels for field-effect transistors.

4. EXPERIMENTAL RESULTS ON HOT-ELECTRON NOISE

Failure of the fluctuation–dissipation relation at nonequi-
librium conditions means that spectra of noise are rich,
containing many features, and knowledge of electron den-
sity and mobility is not sufficient to predict noise charac-
teristics of a particular semiconductor subjected to a high
electric field. Detailed information on excess noise is avail-
able, either from noise measurements or from realistic
model calculations. This article contains the experimental
results selected to illustrate the most specific effects of hot
electrons on excess noise.

4.1. Anisotropy of Hot-Carrier Noise

4.1.1. Longitudinal and Transverse Noise Temperature.
Hot-electron noise temperature Tn is an anisotropic quan-
tity. The directions parallel and transverse to the steady
current are not equivalent, even in the simplest case of a
spherically symmetric band structure and isotropic scat-
tering mechanisms. This is illustrated in Fig. 2, which
presents the noise temperatures measured for p-type
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germanium at 9.6 GHz frequency and 80 K lattice temper-
ature [21]. The origin of the transverse noise temperature
is similar to that at equilibrium—it is closely related to the
hole kinetic energy. Therefore, the measured transverse
noise temperature gives experimental evidence that the
holes become hot when subjected to a high electric field.
This effect is not masked by contributions from the fluc-
tuations that modulate the steady current flow and appear
in the longitudinal direction.

4.1.2. Transverse Noise Temperature and Energy Relax-
ation. For a simple band structure in the carrier temper-
ature approximation, the transverse noise temperature
equals the carrier temperature; the latter is determined
by the mean energy of carriers [see Eq. (23)]. Monte Carlo
simulation shows this to be approximately true for holes in
p-type germanium [31], where measurements of the trans-
verse noise temperature can serve for estimation of the
mean energy of hot holes, eh i � ð3=2ÞkBðTnÞ?, and of the
energy relaxation time constant te:

te¼
eh i � e0h i

eðvdEÞ
�

3

2

kB Tnð Þ?�T0

� 	

eðvdEÞ
ð28Þ

Figure 3 presents the dependence on the applied electric
field of the energy relaxation time constant obtained for p-
type Ge, according to Eq. (28) from the experimental data
on the transverse noise temperature and the steady drift
velocity vd [48]. Values exceeding 20 ps are obtained at low
electric fields. As is often the case, the energy relaxation
time constant decreases on carrier heating.

4.1.3. Tensor of Diffusion Coefficients. The first experi-
mental results on diffusion coefficient tensor components
for hot majority carriers were obtained using the noise
technique [20]. The longitudinal and transverse hot-elec-
tron noise temperatures were measured at 9.6 GHz for
n-type Ge, and the Price relation [Eq. (21)] was used to
obtain the electric field dependence of the diffusion coeffi-
cient tensor components (see Fig. 4). The transverse

component at nonequilibrium was found to exceed its val-
ue at equilibrium. The longitudinal component decreases
as the electric field increases. As mentioned earlier (see
Section 2.6.1), the energy fluctuations contribute to the
longitudinal rather than the transverse fluctuations [see
Eq. (25)]. Consequently, Fig. 4 gives experimental evi-
dence of the negative contribution of the convective noise
to the spectral density of longitudinal current fluctuations
[11,12].

4.1.4. Comparison to Time-of-Flight Experiment. It would
be interesting to compare the results on hot-carrier diffu-
sion obtained by the noise technique with those available
from other experiments. Time-of-flight technique (see Ref.
33) provides direct observation of longitudinal diffusion. In
this technique, a sheet of electrons (or holes) drifts in
an electric field in a semi-insulating plate placed into
a charged condenser. The shape of the pulse of the con-
denser discharge current contains information on the
average time of flight and its dispersion, where the latter
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is dependent on the sheet spreading, with hot-electron dif-
fusion among other possible causes. Noise and time-of-
flight experiments are difficult to perform on exactly the
same material, because of almost incompatible require-
ments inherent in these techniques. Insulating or semiin-
sulating samples with rectifying contacts are preferable in
the time-of-flight experiment, while the noise experiment
must be performed on doped (better on lightly doped)
samples with ohmic electrodes. As already mentioned,
the latter requirements are important for matching the
sample to the input circuit of the microwave radiometer,
and in order to avoid contribution from shot noise. In spite
of these difficulties, a few successful experiments have pro-
vided some valuable comparisons. Figure 5 compares the
longitudinal tensor components of hot-hole diffusion coef-
ficient available from noise (closed circles) and spreading
(open circles) experiments, performed on silicon at 300 K
[25]. The agreement is good throughout the range of
electric fields, where the results are available from both
experiments.

4.2. Excess Noise Spectra

As a rule, several kinetic processes contribute to longitu-
dinal fluctuations. This leads to rich noise spectra,
Lorentz-type contributions appearing as steps at
o51=tm. So, spectral investigation of excess noise in the
current direction deserves more attention than that in
the transverse direction. Herein-after the focus will be on
the longitudinal fluctuations, longitudinal noise, and
other longitudinal quantities. For simplicity, the subscript
indicating the direction of measurements is omitted.

4.2.1. Generation–Recombination and Intervalley Noise
in Silicon. Measurements of noise spectra at low frequen-
cies necessitate application of long pulses of voltage, and
the Joule effect limits the range of electric fields where
hot-electron effects can be investigated experimentally.
Figure 6 shows the spectral density of longitudinal cur-
rent fluctuations measured in h100i direction for n-type
silicon at 200 V/cm at 78 K temperature (Fig. 6, symbols,
see Ref. 24). In addition to 1/f noise at low frequencies, two

plateaus of the excess noise are resolved in the frequency
range below 10 GHz. The fluctuations of electron number
in the conduction band dominate at frequencies below
50 MHz, while the hot-electron fluctuations prevail at mi-
crowave frequencies. The solid curve is the fitted approx-
imation, assuming 20 ns and 50 ps time constants for two
Lorentz-type contributions [see Eq. (15)]. The hot-electron
contribution (dashed curve) dominates in the frequency
range otRb1, where tR¼ 20 ns is the time constant of the
generation–recombination process.

4.2.2. Intervalley Noise, Comparison to Monte Carlo
Data. Important information on the origin of hot-electron
fluctuations in n-type Si at otRb1 (Fig. 6) follows
from comparison [44] of the longitudinal fluctuations mea-
sured in two directions of applied electric fields,
Ejjh100iand Ejjh111i (see the open and closed circles in
Fig. 7). Due to the conduction band structure of silicon, all
valleys are oriented at the same angle to the electric field
when the latter is applied along the h111i axis. Conse-
quently, there is no intervalley noise in this configuration,
but the intervalley noise is activated when the valleys are
made nonequivalent, for example, for E jjh100i [see
Eq. (26)].

The results of Monte Carlo simulation of longitudinal
velocity fluctuations [49] (Fig. 7, solid lines) give a satis-
factory description of the experimental data (Fig. 7, sym-
bols). In the configuration Ejjh111i (curve 3 of Fig. 7),
corresponding to no intervalley noise, the convective noise
leads to a negative contribution due to energy fluctuations
at frequencies below oB1/te (11,12) [see Eq. (25)]. The re-
sults of Monte Carlo simulation allow one to estimate the
energy relaxation time constant for this configuration:
teE15 ps at E¼ 200 V/cm, T0¼ 78 K (curve 3 in Fig. 7).

There is a competition of the convective and intervalley
noise in the configuration Ejjh100i. For the energy relax-
ation time constant in this configuration at E¼ 200 V/cm,
T0¼ 78 K, one obtains teE5 ps. The energy relaxation time
constant appears to be shorter than the intervalley time
constant tiE50 ps, and the local minimum is resolved at
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Figure 5. Longitudinal diffusion coefficient of hot holes in silicon
at T0¼300 K: the results obtained from noise experiments (closed
circles) match those available from spreading experiments (open
circles) [25].
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frequencies t�1
i oo¼ 2pfot�1

e , as evidenced by the Monte
Carlo simulation data (curve 2 in Fig. 7).

As discussed in relation to Fig. 3, the energy relaxation
time constant decreases as the electric field increases. The
experimental data and the results of Monte Carlo simu-
lation show [18] that the intervalley time constant ti in
n-type Si becomes shorter at a higher electric field as well.

4.2.3. Hot-Carrier Effect on Generation-Recombination
Noise. The Lorentz-type step at o � t�1

R due to genera-
tion–recombination fluctuations shifts toward higher fre-
quencies at higher electric fields, as shown experimentally
for p-type silicon at 77 K (see Ref. 25). This behavior is
caused by the hot-hole effect on generation–recombination

noise. Indeed, hole trapping and release probabilities (en-
tering the time constant of the generation–recombination
process) depend on the electric field and the hot-hole en-
ergy, in particular. For spectral analysis of the noise in
p-type silicon, including hot-hole velocity fluctuations and
the hot-hole effect on generation–recombination fluctua-
tions, see review papers [25,34].

4.2.4. High Electric Fields. The hot-electron noise spec-
tra at moderate fields in the frequency range down to
50 kHz (see Fig. 6) were obtained using long pulses of
voltage. However, at high electric fields, the short-time-
domain pulsed technique must be used in order to avoid
lattice heating. This technique puts the limit on the fre-
quency range fb1=Dt, where Dt is the voltage pulse du-
ration. As a result, the experimental noise spectra over the
wide range of electric fields are available at high frequen-
cies, usually exceeding 100 MHz [25,29,50].

The experimental results on frequency-dependent lon-
gitudinal noise temperature in n-type InP (29) (Fig. 8,
symbols) can be interpreted in terms of sources of noise
caused by generation–recombination and velocity fluctua-
tions (Fig. 8, solid lines). At X-band microwave frequen-
cies, where the contribution of generation–recombination
noise is negligible, the kinetic processes inside the con-
duction band of InP contribute to the longitudinal noise.
Again, 10 GHz frequency proves to be convenient to in-
vestigate details of hot-electron noise, its dependence on
electric field, sample length, lattice temperature, and
semiconductor parameters.

4.3. Intervalley Noise in n-Type GaAs and InP

4.3.1. Dependence on Intervalley Separation Energy. As
is well known, the intervalley separation energy in InP is
wider as compared with that of GaAs. Therefore, higher
electric fields are required for hot-electron intervalley
transfer, and the resultant noise to appear in
InP [24,25]. The intervalley noise dominates at electric
fields over 2 kV/cm in GaAs and over 6 kV/cm in InP
(Fig. 9), which are below the threshold field for negative
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Figure 7. Experimental and simulated spectra of longitudinal
velocity fluctuations of hot electrons in n-type Si at T0¼78 K, E¼
200 V/cm [44] to illustrate the intervalley noise observed at fre-
quencies below 10 GHz for the field E applied along h100i axis,
and the negative-convective-type contribution prevailing at fre-
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intervalley transitions are included, but they do not contribute
because �vv1¼ �vv2; see Eq. (26).
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differential mobility due to the intervalley transfer, re-
spectively, around 3.5 kV/cm and 12 kV/cm at 300 K. This
is a good illustration that even a small number of high-
energy electrons (available, e.g., at EB6 kV/cm in InP) is
essential for hot-electron noise.

4.3.2. Intervalley Coupling Constants. The intervalley
contribution to the spectral density of velocity fluctua-
tions is inversely proportional to the squared intervalley
coupling constant [see Eq. (26) and the text following it].
This important parameter of hot-electron intervalley
transfer can be estimated by comparing the experimental
results with those obtained by model calculations. Monte
Carlo simulation [31,51] predicted the intervalley-related
maximum of the spectral density of longitudinal velocity
fluctuations in n-type InP, to appear at around 8 kV/cm
fields. Figure 10 compares the results of simulation with
the experimental ones. The experimental results obtained
on long samples (crosses 1 in Fig. 10; see Ref. 24) are in a
reasonable agreement with those of simulation when the
coupling constant 1.109 eV/cm is assumed (Fig. 10, solid
line, [51]). A lower value of the coupling constant would be
responsible for a longer intervalley time constant and the
higher values of the intervalley contribution to Sv(E) [see
Eq. (26)], as illustrated by dashed curve 6 in Fig. 10.

The spectral density of intervalley fluctuations in lightly
doped n-type GaAs [28] is essentially higher as compared
with InP. This comparison suggests a low value of the in-
tervalley coupling constant. The problem was considered in
the framework of a three-valley (G–L–X) model, and a rath-
er low G–L coupling constant, 1.8� 108 eV/cm [52], was
proposed. The model predicted a strong frequency depen-
dence of Sv at around 10 GHz, which was not confirmed by
the experimental data [50], and an intermediate value of

the G–L coupling constant, 3� 108 eV/cm, was assumed to
avoid contradictions of the three-valley model with the ex-
perimental data (see Ref. 24 and references cited therein).

4.3.3. Intervalley Noise Due to L and X Valleys in
GaAs. Sources of hot-electron noise with threshold ener-
gies corresponding to the L and X valleys in n-type GaAs
are resolved using nanosecond pulses of voltage applied to
short channels. Figure 11 shows the excess noise temper-
ature DTn¼Tn–T0, plotted as a function of voltage V at
T0¼ 293 K ambient temperature [30]. As the channel
length is 0.2 mm, the average fields up to 300 kV/cm are
reached in standard-doped GaAs channels (3�
1017 cm� 3). The steep increase in current accompanies
the increase in noise temperature at the highest fields—
an experimental evidence for the impact ionization noise
of hot electrons resolved in a conduction channel.

The DTn(V) dependence can be decomposed into four
sources of hot-electron noise; thin lines in Fig. 11 indicate
possible contributions of each source. The lowest threshold
appears at around 0.2 V; it results from the resonant scat-
tering of hot electrons by the impurity levels located inside
the conduction band [53] (see also Ref. 54). The thresholds at
0.3 and 0.5 V result from scattering of almost ballistically
accelerated electrons into the L and X valleys of the conduc-
tion band (the L and X valley energies are close to 0.3 eVand
0.5 eV, respectively). The extrapolation of the experimental
data on DTn(V) obtained at the highest average fields yields
the threshold energy for the impact ionization noise; the
threshold energy, as expected, exceeds the forbidden gap.

The quasisaturation of hot-electron noise temperature
takes place at the average electric fields, ranging from 50
to 200 kV/cm. This very specific noise behavior has been
used to estimate the time constant for the G–X transfer
experienced by the high-energy electrons present in the G
valley at the energy e4eXE0.5 eV: 30 fsotGXo60 fs [30].
This estimate, based on the hot-electron noise data,
provides an independent confirmation of the results avail-
able from femto-second and cw luminescence data.
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4.4. Suppression of Hot-Electron Noise In Short Samples

Time and space are needed for the complete development
of fluctuations, and hot-electron noise depends on sample
dimensions. Indeed, a hot electron spends limited time in
a short sample and cannot acquire the energy accessible in
a longer sample. Since the tail of the autocorrelation func-
tion [see Eq. (3)] is cut off, Eq. (4) leads to lower values of
the spectral density. Hence, sources of noise caused by
relatively slow kinetic processes and/or appearing at high
threshold energies are suppressed in short samples. In
other words, threshold-type sources of noise appear at
higher electric fields in short samples.

4.4.1. Suppression of Intervalley Noise. Figure 12 illus-
trates the length-dependent behavior of hot-electron noise
in lightly doped n-type GaAs [40]. There is no dependence
of the noise temperature Tn on sample length L in long
samples (symbols 1 and 2 of Fig. 12). However, the same
noise temperature requires essentially higher electric
fields in short samples (see symbols 2 and 3, 4 in Fig. 12).
For a fixed average electric field, say, V/L¼ 3 kV/cm, the
noise suppression exceeds 10 dB as the sample length L is
reduced from 7.5mm (symbols 2) to 1.5 mm (symbols 3).

A detailed interpretation of suppression is reached by
comparing the experimental results with those obtained
by Monte Carlo simulation. Figure 13 presents the spec-
tral density of current fluctuations SI (E) normalized to its
value at zero bias SI(0). The experimental data for n-type
GaAs are presented by open symbols from 1 to 4. As noted
earlier, the main source of current fluctuations in long
samples at fields over 2 kV/cm results from hot-electron
intervalley transfer. This source of fluctuations is heavily
suppressed in a 1mm sample (Fig. 13, points 4): the
monotonously increasing dependence on electric field
changes into a monotonously decreasing one, typical for
one-valley semiconductors. Closed symbols in Fig. 13

correspond to Monte Carlo simulation of hot-electron fluc-
tuations [55] (nonuniformity of the electric field and space
charge fluctuations are taken into account). There is a
reasonable agreement between the results of experiment
and simulation.

In a similar way, the hot-electron intervalley fluctua-
tions observed in long samples of n-type InP at fields over
6 kV/cm are suppressed in short samples (Fig. 10). Indeed,
the maximum of spectral density in 10 mm samples
(Fig. 10, crosses 1) diminishes and disappears as the
sample length L is reduced down to 1.7mm (symbols 4).

4.4.2. Critical Length for Noise Suppression. Under
steady flow of current, hot electrons are constantly leav-
ing the sample, and equilibrium electrons are entering at
the cathode. This ‘‘exchange’’ opens an additional (exter-
nal) energy loss mechanism by the hot electrons present in
the sample. The external loss is negligible, as compared
with the internal loss in long samples, but its relative
weight increases when the sample length L is reduced. At
a certain critical length the external loss assumes primary
importance. It is evident that the critical length is shorter,
provided the internal loss is greater.

Figure 14 compares the hot-electron noise temperature
at a fixed average electric field, V/L¼ 4 kV/cm, for GaAs
samples of different length and doping [53]. The results can
be interpreted in terms of the critical lengths required for
the electrons to gain the threshold energy of the dominant
source of noise. The curves in Fig. 14 assume two critical
lengths used as fitting parameters: L1 stands for the lucky
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electrons, which do not undergo scattering events before
they reach the threshold energy, and L2 takes into account
energy loss during electron acceleration to the same
threshold energy. The curves correspond to L1¼1.3mm,
L2¼ 3mm for lightly doped (curve 1, Fig. 14) and to L1¼

0.3mm, L2¼ 0.2mm for standard-doped GaAs (curve 2). The
critical lengths are shorter and the threshold energies are
lower in the standard-doped GaAs channels.

4.5. Transition from Shot Noise to Hot-Electron Noise

So far uniformly doped samples with ohmic electrodes
have been considered. These conditions favoring hot-elec-
tron noise rather than shot noise. However, most electron-
ic devices contain barriers formed by nonuniform doping,
surface charges, and heterojunctions. According to the
Schottky formula [5] the spectral density of longitudinal
current fluctuations due to shot noise increases propor-
tionally to the constant current, while the corresponding
dependence is steeper for hot electrons. In a diode, the
shot noise prevails at low currents, but a transition to hot-
electron noise can occur at high currents, unless the ther-
mal breakdown takes place before the critical current is
reached. The thermal breakdown has been avoided and
the transition in question is observed in GaAs Schottky
and planar-doped barrier diodes at high forward currents,
by using short-time-domain radiometry of the noise
power [56].

Figure 15 presents the spectral density of current fluc-
tuations, SI, measured [56] at 10 GHz frequency for the
forward-biased GaAs Schottky diode and planar-doped
barrier diode (PDBD). The measured spectral density is
almost proportional to the current at very low current
levels (Fig. 15), when the barrier controls the current and
the shot noise dominates. The experimental points are
close to the solid line (Fig. 15) standing for the Schottky
formula SI¼ 2eI. The sublinear dependence of SI(I) indi-
cates onset of the screening effect of space charge of drift-
ing electrons. Eventually, at high currents, the sublinear

dependence becomes superlinear. This change of the dom-
inant source of fluctuations is accompanied by an onset of
a different electron transport mechanism: the barrier
diminishes and fails to control the current flow. These
results give experimental evidence for transition to hot-
electron-dominated noise in GaAs Schottky and planar-
doped barrier diodes.

4.6. Noise in 2DEG Channels

Modern heterostructure growth technology provides a
great variety of AlGaAs/GaAs, InAlAs/InGaAs, and InP/
InGaAs channels for lattice-matched and pseudomorphic
high-electron-mobility transistors (HEMT and PHEMT),
containing two-dimensional electron gas (2DEG) confined
in the quantum well (QW). High mobility of confined elec-
trons is advantageous for fast operation of 2DEG chan-
nels. However, electron heating by an electric field applied
along the channel is accompanied by enhanced chaotic
motion of hot electrons in the plane of electron confine-
ment, occupation of upper subbands, hot-electron decon-
finement (real-space transfer) and other kinetic processes
specific to a hot two-dimensional electron gas. The associ-
ated longitudinal fluctuations appear in QW channels [see
Ref. 44]. Hot-electron velocity fluctuations due to real-
space transfer have been resolved first in selectively doped
AlGaAs/GaAs channels [40]. The experimental results are
in reasonable agreement with the results of Monte Carlo
simulation [57]. Moreover, the threshold field for this
noise source increases as the heterobarrier height increas-
es [58,59]. This supports the idea of transverse real-space
transfer being responsible, among other factors, for the
longitudinal fluctuations of current. A special case of real-
space transfer is transverse tunneling of hot electrons
across a thin barrier of AlAs, separating the 2DEG chan-
nel and the ionized donors in AlGaAs/GaAs/AlAs/GaAs
structure. The associated longitudinal fluctuations are
heavily suppressed in short channels [60]. The intersub-
band noise appears in d-doped GaAs channels, where the
upper subbands support higher electron mobilities as com-
pared with more confined electronic states of the lower
subbands. Dependence of hot-electron noise on the
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quantum-well shape [61] is important in quasitriangular
and quasirectangular quantum wells in InAlAs/InGaAs/
InAlAs channels. These heterostructures can be heavily
doped, in order to obtain high-density 2DEG useful for
high-power applications. Heavy doping of the structures is
accompanied by the excess fluctuations [62] absent in the
low-density 2DEG.

4.6.1. Real-Space Transfer Noise. Figure 16 compares
[59] the spectral density of longitudinal current fluctua-
tions in GaAs samples and AlGaAs/GaAs single-hetero-
junction 2DEG channels. The local maximum of the
spectral density appears (Fig. 16, squares and circles) at
the intermediate fields 100 V/cmoEo2 kV/cm, which are
low, as compared with the intervalley transfer field in
GaAs. The height and position of the maximum depend on
the Al mole ratio in the selectively doped AlGaAs layer:
the source of fluctuations in question appears at a higher
field (circles 2 in Fig. 16), when the hetero-barrier is high-
er. This is strong experimental evidence for hot-electron
jumps from the QW into the AlGaAs layer and backward.
The experimental data also show that this real-space
transfer suppresses the intervalley fluctuations of hot
electrons dominating in GaAs at fields over 2 kV/cm (see
symbols and solid line in Fig. 16). The shape of the max-
imum is similar to that obtained by Monte Carlo simula-
tion of the real-space transfer fluctuations [57], as
illustrated by Fig. 17.

Interpret the maximum observed at 1 kV/cm field (Fig.
17, circles) in terms of Eq. (26). Since electron mobility is
high in the quantum well channel and low in the adjacent
doped layer of AlGaAs, the electron drift velocities v1 and
v2 differ. The increase in electric field causes the monot-
onous decrease of electron density in the QW (the ratio
n1=n2 decreases), and the maximum of spectral density
forms at around n1 � n2 [see Eq. (26)]. Under assumption
that v1 � v2 � 107 cm=s and n1 � n2, the real-space trans-

fer time constant is estimated from the maximum value of
the spectral density: tB5 ps [59]. The time constant ob-
tained is short; this enables observation of the real-space
transfer at 10 GHz frequency and supports the idea of
reversible real-space transfer.

4.6.2. Longitudinal Fluctuations Due to Transverse Tun-
neling. A triple-heterojunction AlGaAs/d-GaAs/AlAs/GaAs
structure has been designed [60] to separate the 2DEG
channel from the doped layer by the thin layer of AlAs.
Strong excess noise appears [60] at electric fields well be-
low those for the intervalley transfer (Fig. 18, symbols).
The barrier of AlAs is high and thin; therefore, electron
jumps over the barrier are excluded, but the high-energy
electrons can penetrate it by tunneling. It has been con-
cluded [60] that transverse tunneling is responsible for
the steep increase in the longitudinal hot-electron noise
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temperature (Fig. 19, open circles) and the maximum
of spectral density of longitudinal velocity fluctuations
(Fig. 18, closed circles) resolved at a field around 1 kV/
cm at 80 K lattice temperature. In the framework of
Eq. (26) under assumption v1 � v2 � 2 . 107 cm=s, the
time constant for the transverse tunneling is estimated
to be tB10 ps [60].

The transverse-tunneling-related noise source ob-
served in a 18 mm channel at a 1 kV/cm field (open circles
1 in Fig. 19) is very weak in the 3-mm channel (closed cir-
cles 2). This strong dependence on channel length, being
an illustration of suppression of hot-electron noise in short
channels, suggests a way for an independent estimate of
the transverse tunneling time constant using the electron
transit time. The values for tunneling time constant esti-
mated from these two independent experiments are in
reasonably good agreement [60]. Similar results on the
tunneling-time constant are available from luminescence
data for resonant tunneling, while the nonresonant tun-
neling time constants are essentially longer.

5. SUMMARY

Hot-carrier noise in semiconductors, which is a special
case of nonequlibrium noise, does not obey the fluctua-
tion–dissipation theorem and other relations valid for
electron gas at thermal equilibrium. Characteristics of
hot-electron noise cannot be predicted from data on elec-
tron density and mobility measured at low electric fields;
the noise spectra at high electric fields display features
resulting from subtle details of semiconductor band struc-
ture and scattering mechanisms. Experimental investiga-
tion of these features at microwave frequencies, together
with Monte Carlo simulation, provide the possibility to
determine parameters (time constants, coupling con-
stants, etc.) of fast kinetic processes in the conduction (or
valence) band of a semiconductor subjected to a high elec-
tric field. Suppression of hot-electron noise, favoring low-
noise operation of short channels at microwave frequencies,
is shown experimentally and through Monte Carlo

simulation. A great variety of diverse sources of noise be-
ing resolved in low-dimensional channels demonstrates di-
agnostic possibilities of short-time-domain radiometry of
hot-electron noise and high potentials of nanometric tech-
nology for development of high-speed, low-noise devices for
electronics.
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21. V. Bareikis, I. Vaitkevičiūtë, and J. Po&ela, Fluctuations of hot
current carriers in germanium, Liet. Fiz. Rink. 6(3):437–440
(1966).

22. V. Bareikis, J. Pozhela, and I Matulionienë, Noise and diffu-
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NOISE, LOW-FREQUENCY
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University of Missouri St. Louis

Low-frequency noise, containing fluctuations of current or
voltage with frequency components below 10 kHz, is
mainly fundamental 1/f noise and sometimes nonfunda-
mental 1/f noise. In addition, shot noise, generation–
recombination (GR) noise, and thermal noise, which are
important at higher frequencies, also extend to the low-
frequency domain. All theses forms of electronic noise,
each defined below, are characterized by the mean
squared current fluctuation ((dI)2) [or ((dV)2

�RMS dV)2

for voltage], measured in series with (or across) the device
or sample under test, when a constant voltage (or current)
is applied, except for thermal noise, which is present even
in thermal equilibrium, with no bias applied. All the other
forms of noise present in addition to thermal noise are also
known as current noise and are absent in thermal equili-
brium. Nevertheless, 1/f noise and GR noise also modulate
the RMS level of the thermal noise currents (or voltages)
in thermal equilibrium, while the available power remains
constant at kBT per hertz, where kB 1.38� 10� 23 J/K is
Boltzmann’s constant and T the absolute temperature.
These two forms of current noise are also called modula-
tion noise, because they modulate the resistance. If a
bandpass filter is inserted between the measuring device
(usually a quadratic meter) and the noise source, then the
spectral density of the fluctuations, ((dI)2)f �SI(f) [or SV(f)]
is obtained by dividing the measured mean square by the
bandwidth Df of the filter.

1. SHOT NOISE

With the notable exception of 1/f noise, also known as
excess noise, the various type of noise mentioned above
were well known and understood in the third decade of the
twentieth century through the works of J. B. Johnson, H.
Nyquist, and W. Schottky. For instance, shot noise is
caused, in vacuum tubes, electron beams, Schottky diodes,
p-n junctions, and any other device carrying a current, by
the discrete, atomistic nature of electricity. It is easily
described as a Poisson process, and is given at low

frequencies by

SIðf Þ¼ 2eI0 ð1Þ

where e is the electric charge of the charge carriers and I0

the average electrical current in the direction of their
motion. For electrons both e and I0 are negative. The mean
squared current in a frequency interval Df is thus 2eI0 Df.
The general formula is given by Carson’s theorem, which
gives the spectral density of a random uncorrelated repe-
tition of identical processes with spectrum f(f) and repeti-
tion rate l as

2ljfðf Þj2 ð2Þ

The case with arbitrary correlations present between the
moments t0 of passage was treated by C. Heiden [1] and is
usually not called shot noise. The elementary process in
shot noise is the current i(t� t0) caused by the passage of a
single carrier. Therefore

fð0Þ¼
Z 1

�1

iðt� t0Þdt¼ e ð3Þ

is the total charge e transported by a single carrier. With
el¼ I0, Carson’s theorem then gives Eq. (1). The term
‘‘shot noise’’ recalls the noise caused by small shot (or
raindrops) falling on a drum.

1/f noise, however, remained shrouded in mystery, and
fundamental 1/f noise was understood only after the
advent of the quantum 1/f theory [2] in 1975. It turns
out there is always fundamental 1/f noise [3,4] caused by
the quantum 1/f effect (Q1/fE), a new aspect of quantum
mechanics as fundamental as space and time or existence
itself. But there is also nonfundamental 1/f noise, char-
acterized by accidental 1/f-like spectra arising from a
fortuitous superposition of GR noise spectra. Both funda-
mental and nonfundamental 1/f noise types are important
in practice, as we show below.

We briefly consider first GR and thermal noise here
before tackling 1/f noise at an elementary level. Armed
with an understanding of the basic low-frequency noise
processes, we then proceed to practical device applica-
tions. Next, we delve into the quantum 1/f theory and
finally consider briefly the epistemological and ontological
origin of the 1/f spectra in general, trying to understand
their much wider presence in nature, their ubiquitous
character.

2. GENERATION–RECOMBINATION NOISE

GR noise is caused by the random generation and recom-
bination or trapping and detrapping of current carriers in
semi-conductors, being described by the (always one-
sided) spectral density

SIðf Þ¼
8ððdIÞ2Þpt
1þo2t2

ð4Þ
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Here t is the lifetime of the carriers and o¼ 2pf. According
to the Wiener–Kinchine theorem, the spectral density is
the Fourier transform of the autocorrelation function

AðtÞ � ðIðtÞIðtþ tÞÞ ð5Þ

and is given by

Sðf Þ ¼4

Z 1

0
AðtÞ cosð2pf tÞdt ð6Þ

Equation (3) is obtained by Fourier transformation from
the exponential autocorrelation function A(t)¼ ((dI)2e� t/t,
which describes, for instance, the exponential decay of the
number of carriers that have not yet recombined at
the time t. There is a term similar to Eq. (4) present in
the spectral density of current noise in semiconductors, for
each type of carrier.

Let N be the number of carriers of a certain type in a
semiconductor sample in stationary conditions. In terms
of the generation rate g(N) and of the recombination rate
r(N), the general formulas for both the lifetime t and the
mean square entering in Eq. (4) are

t¼
1

r0ðN0Þ � g0ðN0Þ
;

ððdIÞ2Þ �
I2

0

N2
0

ððdNÞ2Þ¼
I2

0

N2
0

tgðN0Þ

ð7Þ

Here the prime denotes a derivative w.r.t. (with respect to)
N. The derivatives are taken for N¼N0�(N), and we have
denoted (I) by I0. The following special cases are high-
lighted:

1. For a n-type semiconductor with Nd deep donors, the
generation rate g(N)¼ g(Nd—N) is proportional to
the number of neutral donors, Nd�N, while r(N)¼
rN2, with constant g and r, because there are N free
electrons and N ionized donors. Therefore, one
obtains

t¼
1

gþ 2rN0
¼

Nd �N0

rN0ð2Nd �N0Þ

ððdN2ÞÞ ¼
N0ðNd �N0Þ

2Nd �N0

ð8Þ

2. For a near-intrinsic n-type semiconductor with N
electrons, Nd donors (all ionized), and P¼N�Nd

holes, we write g¼ const because the fluctuations
are due to the thermal generation of electron–hole
pairs. In this case the recombination rate is r¼ rNP¼
rN(N�Nd). Therefore

t¼
1

rðN0þP0Þ
; ððdNÞ2Þ¼ ððdPÞ2Þ¼

N0P0

N0þP0
ð9Þ

3. For a semiconductor with Nt traps and N trapped
electrons, the trapping rate is proportional to the

number Nt�N of empty traps, while the release rate
is proportional to N. Therefore, g( N)¼a( Nt�N) and
r( N)¼ bN. The constants a and b are determined by
the equilibrium condition a( Nt�N0) ¼ bN0, which
yields N0¼ [a/(aþ b)] Nt. Therefore

t¼
1

aþ b
; ððdNÞ2Þ ¼

bN0

aþ b
¼

abNt

ðaþbÞ2
ð10Þ

In this special case the rate g and r are not nonlinear
functions of N and Eqs. (10) are therefore indepen-
dent of N0. In this case, the fluctuation of N obeys
the binomial distribution law.

3. THERMAL NOISE

Also known as Johnson (or Nyquist) noise, thermal equili-
brium noise has a white (frequency-independent) spec-
trum at not too high frequencies. It is given in general, for
a circuit component of impedance Z¼ 1/Y of conductance
G¼Re Y and resistance R¼Re Z, by the Planck–Nyquist
formula

SIðf Þ¼ 4G
hf

ehf=kT � 1
� 4kTG

SV ðf Þ¼ 4R
hf

ehf=kT � 1
� 4kTR

ð11Þ

Here h¼6.62� 10� 34 J � s is Planck’s constant, and k¼
1.38� 10� 23 J/K is Boltzmann’s constant. The thermal
noise power available (for a matched load) is

Saðf Þ¼
hf

ehf=kT � 1
� kT ð12Þ

With the exception of ultrahigh frequencies at very low
temperatures, only the approximate forms are used in
practice and are known as equivalent forms of the Nyquist
formula. The amplitude distribution of thermal noise is
Gaussian, with small deviations of fundamental origin
caused by the Q1/fE noise even in thermal equilibrium [4].

4. GENERAL INTRODUCTION TO 1/f NOISE

At low frequencies, the observed noise spectrum, in gen-
eral, is roughly proportional to the reciprocal frequency, as
Johnson first observed in 1925 in vacuum tubes. This 1/f
noise accounts for most of the low-frequency noise. Low-
frequency noise is therefore often considered synonymous
with 1/f noise in practice. Schottky first called the 1/f noise
‘‘flicker noise’’ in 1926 and blamed it on a random flicker-
ing process on the surface of the cathode. In 1937 Schottky
observed that flicker noise is suppressed by space charge
in vacuum tubes to a larger extent than shot noise.

4.1. Nonfundamental 1/f Noise

A. L. McWhorter suggested in 1954 that 1/f noise in
semiconductor samples and devices might arise from
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transitions of electrons to and from traps in the oxide at
the surface. The superposition of many Lorentzian spectra
[Eq. (4)] resulting from traps with different exponential
relaxation times t in the interval t1otot2 can yield a 1/f-
like spectrum in a limited frequency domain if two condi-
tions are satisfied, causing a nonfundamental, or acciden-
tal, 1/f noise, as mentioned above. The two conditions are
(1) an electron is not allowed to interact with many traps
at the same time and (2) the distribution of the character-
istic times has a probability density c/t. Indeed, one
expects then an addition of power spectra

SIðf Þ¼ 8ððdIÞ2Þpc

Z t2

t1

t
1þo2t2

dt
t

¼ 8ððdIÞ2Þ
pc

o
ðarctanot2 � arctanot1Þ

�8ððdIÞ2Þ
p2c

o

ð13Þ

The last approximation is valid only for 1=t25o51=t1.
There is strong evidence favoring a major contribution
of this mechanism in MOSFETs from studies of the
relaxation of slow surface states, particularly since the
observed spectrum often differs slightly from 1/f. The slow
states are distributed uniformly in the oxide volume,
which serves as gate insulation, at the surface of the
semiconductor. This nonfundamental contribution is
usually larger in MOSFETs than the fundamental 1/f
noise. The constant c is proportional to the superficial
density of slow surface states, which can in principle be
determined from the slow relaxation of the surface
charges, but is hard to determine in practice without
measuring the 1/f noise. Therefore, Eq. (13) is difficult to
apply in practice.

4.2. General Aspect of Fundamental 1/f Noise

In fact, 1/f noise was found in carbon resistors and
microphones, in all semiconductors and semiconductor
devices, in contacts (contact noise), in infrared detectors,
in bolometers, in photodetectors, in piezoelectric transdu-
cers and sensors, in mixers, in thin metallic sheets, in
Josephson junctions and SQUIDs, in electron beams in
vacuum, in the rate of electron tunneling and cold emis-
sion, in the recombination and generation rates for cur-
rent carriers in the bulk and on the surface of
semiconductors, in the frequency fluctuations of quartz
resonators and SAW devices and arrays, and so on. It is
always observed when a bottleneck is present, causing an
electrical current to be carried by only a few current
carriers. This ubiquity of 1/f noise indicates that 1/f noise
is ‘‘the way of life’’ for electric currents.

The ubiquitous character of 1/f noise inspired the
development of a turbulence theory of it [5,6], which
generalized Heisenberg’s hydrodynamic turbulence the-
ory to the hydromagnetic plasma turbulence case. This
theory yielded for the first time a universal 1/f spectrum
from postulated instabilities of the laminar flow in the
plasma of current carriers (electrons and holes in semi-

conductors). This physical theory was limited to homo-
geneous isotropic turbulence in an infinite, randomly
stirred-up plasma of current carriers, and could therefore
not be applied in practice. Nevertheless it demonstrated
the fundamental nature of the 1/f spectrum caused by the
universal feedback reaction of the electric current on itself
via the electromagnetic field.

F. N. Hooge recognized that the turbulence theory [5,6]
was the only physical theory of fundamental 1/f noise
available at the time. This sparked experiments trying
to verify 1/f-noise universality in the laboratory. In 1969
Hooge claimed, on the basis of his measurements, that the
known inverse proportionality of 1/f noise with the volume
of the sample under test becomes universal (i.e., with the
same coefficient a0 for any semiconductor, metal, or elec-
trolyte) if the number of carriers N, rather than the
volume of the sample (assumed to be homogeneous), is
used in the denominator:

SIðf Þ¼ a0j
2=Nf ð14Þ

This relation was known long before Hooge’s work, but the
coefficient a0 was considered dependent on the material,
and the volume of the sample was used with preference in
the denominator, instead of N. This was thought to be
equivalent, because the volume is proportional to N. Early
experiments seemed to support Hooge’s hypothesis, with a
universal a0 of 2–3 times 10�3, but later experiments with
smaller samples showed that Hooge was wrong, because
any a0 value from 103 down to 10� 10 was shown to be
possible. Although Hooge was proved wrong in his sugges-
tion of a universal constant, his initial optimism helped
accredit the notion of the fundamental nature of 1/f noise.
The experimental ‘‘constant’’ a0 was called the ‘‘Hooge
parameter’’ [7] by A. van der Ziel, although it was in
fact material-dependent, as had been assumed before
Hooge. In 1974 the quantum 1/f theory derived Eq. (10)
for the first time from first principles, allowing the exact
calculation of a0, and explaining why small devices have a0

values ranging from 10� 5 to 10�10. In 1982 it also
explained why large devices have a0 values close to 4�
10�3 and why ferroelectric substances have a0 values as
large as 103. This quantum-electrodynamic (QED) theory
is presented here, first at an over simplified elementary
level and with practical applications to devices, in order
to clarify the physical basis and the new notions it
introduces.

4.3. Elementary Introduction to Fundamental 1/f Noise

The main form of fundamental 1/f noise known at the
present time is quantum 1/f noise, which is a manifesta-
tion of the coherent and conventional Q1/fE, representing
a little-known new aspect of quantum mechanics. It can be
obtained from a straightforward QED calculation of fun-
damental quantum fluctuations in cross sections, process
rates, and electric currents, resulting from the author’s
attempts to quantize the earlier turbulence theory. These
attempts were necessitated by the absence of instabilities
with zero threshold, which could otherwise trigger the
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turbulence. They resulted in the discovery first of the
conventional (1–4) and then of the coherent [3,8–10]
quantum 1/f effect. The Q1/fE was proven to be responsible
for most of the 1/f noise observed in electronic devices,
thereby allowing for a unified presentation of noise in
electronic devices [7,11–22].

Other forms of fundamental 1/f noise are found in nature
beyond the realm of electrophysics. Like the Q1/fE, these
other forms of fundamental 1/f noise have been proved [23]
to arise from a coincidence of nonlinearity and homogeneity
in physical system. Just as in the case of the ontologically
more fundamental Q1/fE, these other forms occur in sys-
tems that satisfy a universal sufficient criterion.

4.4. Simplified Derivation of the Conventional Quantum 1/f
Effect

4.4.1. Definition. The Q1/f E is a fundamental quan-
tum fluctuation of all physical cross sections s, process
rates G, and currents j given by the universal formula S(f)
¼ 2aA/f N (conventional quantum 1/f equation (16)) for
small devices, and S(f )¼ 2a/pf N (coherent quantum 1/f
equation [16,23,24]) for large devices. Theses two forms
can be combined into a single large devices. These two
forms can be combined into a single general formula, as we
show below. Here S(f) is the spectral density of fractional
fluctuations in current, dj/j, in the scattering or recombi-
nation cross section ds/s, or in any other process rate dG/G.
The number a � e2=h% c � 1

137 is Sommerfeld’s fine structure
constant, a basic number of our world depending only on
Planck’s constant h% , the charge of the electron, e, and the
speed of light in vacuum c. The quantity A � 2ðDv=cÞ2=3p
is essentially the square of the vector velocity change Dv of
the scattered particles in the scattering process whose
fluctuations we are considering, in units of c. Finally, N is
the number of particles used to define the notion of
current j, of cross section s or of process rate G.

4.4.2. Plan. We will present here first a back-of-the-
envelope derivation of the conventional Q1/fE. After present-
ing some practical applications to devices, we present below
first an elementary derivation and later a more rigorous
derivation of both the conventional and coherent Q1/fE.

4.4.3. Origin. The physical origin of electrodynamic
conventional quantum 1/f noise is easy to understand.
Consider, for example, Coulomb scattering of current
carriers (e.g., electrons) on a center of force, keeping in
mind that electrons are described as probability amplitude
waves c according to quantum mechanics. The scattered
electrons reaching a detector at a given angle away from
the direction of the incident beam are described by de
Broglie waves c of a frequency corresponding to their
energy. However, the electrons have energy loss ampli-
tudes in the scattering process, due to the emission of
bremsstrahlung into low-frequency photon modes. There-
fore, part of the outgoing de Broglie waves are shifted to
slightly lower frequencies. When we calculate the prob-
ability density |c|2 in the scattered beam, we obtain also
cross terms, linear in both the parts of c scattered with
and without bremsstrahlung. These cross terms oscillate

with the same frequency as the frequency of the emitted
bremsstrahlung photons. The emission of photons at all
frequencies results therefore in probability density fluc-
tuations at all frequencies. The corresponding quantum
fluctuations of the current density vjcj2 are obtained by
multiplying the probability density fluctuations by the
velocity v of the scattered current carriers. Finally, these
current fluctuations, present in the scattered beam, will
be noticed at the detector as low-frequency current fluc-
tuations, and will be interpreted as fundamental fluctua-
tions in the physical scattering cross section of the
scatterer.

4.4.4. Derivation. For a simple semiclassical calcula-
tion of the conventional Q1/f E along theses lines, we start
from the classical (Larmor) formula

P¼2q2a2=3c3 ð15Þ

for the power P radiated by a particle of charge q in the
scattering process. The acceleration a can be approxi-
mated by a delta function aðtÞ¼Dv dðtÞ whose Fourier
transform Dv is constant and is the change in the velocity
vector of the particle during the almost instantaneous
scattering process. The one-sided spectral density Pf of the
emitted bremsstrahlung power

Pf ¼ 4q2ðDvÞ2=3c3 ð16Þ

is therefore also constant, independent of frequency, but
goes to zero for frequencies larger than the reciprocal
duration of the scattering process. The number
4q2ðDvÞ2=3hfc3 of emitted photons per unit frequency
interval is obtained by dividing by the energy hf one
photon. The probability amplitude of photon emission

Af ¼
4q2ðDvÞ2

3hfc3

 !1=2

eig ð17Þ

is given by the square root of this photon number spec-
trum, including also a phase factor eig. The Schrödinger
wavefunction C of the scattered outgoing charged parti-
cles can be constructed from products of single-particle
wavefunctions c. The beat term in the probability density
|c|2 is linear both in this bremsstrahlung amplitude Af

and in the nonbremsstrahlung amplitude, which does not
depend on f. The spectral density of this beat term will
therefore be given by the product of the squared prob-
ability amplitude jAf j

2
51 of photon emission (propor-

tional to 1/f) with the squared nonbremsstrahlung
amplitude 1� jAf j

2 � 1, which is practically independent
of f. The resulting spectral density of fractional probability
density fluctuations is obtained by dividing |c|4 and is
therefore

jcj�4S2
djcjðf Þ¼

8q2ðDvÞ2

3hfNc3
�

2aA

fN

¼ j�2Sjðf Þ¼Sdj=jðf Þ¼Sds=sðf Þ

ð18Þ

NOISE, LOW-FREQUENCY 3461



where a¼ e2=h% c is the fine-structure constant is q¼ e is the
elementary charge, h% ¼h=2p, and aA¼ 2e2ðDvÞ2=3ph% c3 is
the bremsstrahlung coefficient, also known as the infrared
exponent in quantum field theory. It is derived here as the
quantum 1/f-noise coefficient in electrophysics.

The spectral density Sj of current density fluctuation
dj¼ vd|c|2 is obtained by multiplying the probability
density fluctuation spectrum with the velocity v¼p/m of
the outgoing particles. When we calculate the spectral
density of fractional fluctuations in the scattered current j,
the outgoing velocity simplifies or drops out, and therefore
Eq. (18) also gives the spectrum of current fluctuation
Sj(f), as indicated above. Finally, the scattered particle
current j per unit incoming flux is what we shall call the
physical scattering cross section s. This allows for the first
equality in Eq. (18) after the identity sign.

The quantum 1/f noise contribution of each carrier is
independent, and therefore the quantum 1/f noise from N
carriers is N times larger; however, the current j will also
be N times larger, and therefore in Eq. (1) a factor N was
included in the denominator for the case in which the
cross section fluctuation is observed on N carriers simul-
taneously. Finally, note that the simplified back-of-the-
envelope derivation which led to Eq. (18) is similar to
considering diffraction of a single photon in Young’s dif-
fraction experiment and then estimating the autocorrela-
tion function and the spectral density in the probability
fringes obtained on the screen, claiming it should apply to
the diffraction pattern generated by a large number of
photons. The correct way is based on the two-particle
wavefunction, which is a product of two single-particle
functions in the noninteracting case considered here. This
yields the same result, replacing |c|4 in the calculation
with the physically reasonable squared absolute value of
the two-particle wavefunction (see below).

4.4.5. Discussion. We have defined the physical cross
section as the quantum-mechanical cross section plus the
corresponding quantum fluctuations, which were elimi-
nated in the calculation of the quantum-mechanical ex-
pectation value, which is usually defined as the cross
section. Our new notion of physical process rate is defined
in the same way. The physical quantities are the directly
observed ones, because in the Q1/fE the quantum fluctua-
tions become macroscopic—observable at low frequen-
cies—due to the 1/f dependence.

Although the wavefunction j of each carrier is split into
a bremsstrahlung part and a nonbremsstrahlung part, no
quantum 1/f noise can be observed from a single carrier. A
single carrier will only provide a pulse in the detector.
Many carriers are needed to produce the quantum 1/f noise
effect, just as in the case of electron diffraction patterns,
where each individual particle is diffracted, but unless we
repeat the experiment many times, or use many particles,
no diffraction pattern can be seen. A single particle only
yields a point of impact on the photographic plate in
diffraction, or a pulse in the detector in 1/f noise. While
incoming carriers may have been Poisson distributed, the
scattered beam will exhibit super-Poissonian statistics, or
bunching, due to this new effect, the Q1/fE. The Q1/fE is
thus a many-body or collective effect, at least a two-particle

effect, best described through the two-particle wavefunc-
tion and two-particle correlation function.

In conclusion, the conventional Q1/fE [1–4,6,8–15] is a
fundamental fluctuation of physical cross sections and
process rates, caused by the infrared-divergent coupling
of current carriers to low-frequency photons (electrody-
namic Q1/f E) and to other infraquanta, such as trans-
verse phonons with piezoelectric coupling (lattice-dynamic
Q1/f E), or electron–hole pairs on the Fermi surface of
metals (electronic Q1/f E).

4.4.6. Application. The fundamental quantum 1/f fluc-
tuations of physical cross section s and process rates G are
reflected in the collision frequency n¼ 1=t and collision
time t of the carriers, and in various kinetic coefficients in
condensed matter, such as the mobility m and the diffusion
constant D, the surface and bulk recombination speeds s,
and recombination times tr, the rate of tunneling jt, and
the thermal diffusivity in semiconductors. Specifically,
neglecting the energy distribution of the carriers or using
appropriate averages, ds=s¼ dG=G¼ dn=n¼ � dt=t¼
�dm=m¼ � dD=D. Therefore, the spectral density of frac-
tional fluctuations in all these coefficients is given also by
Eq. (18) in a first approximation that neglects the statis-
tical effects of the momentum distribution of the current
carriers. This is true in spite of the fact that each carrier
will undergo many consecutive scattering transitions in
the diffusion process. The resulting quantum 1/f noise in
the mobility and in the diffusion coefficient is most often
practically the same as (and can never be smaller than)
the quantum 1/f noise in a single representative scattering
event that limits the mobility or the diffusion coefficient.

4.4.7. Coherent Effect. For large devices the concept of
coherent-state Q1/fE was introduced by the author
[23,24]. In this case the 1/f noise parameter a0 as derived
in the theory section below is given by

a0¼ ða0Þcoh¼ 2a=p¼ 4:6� 10�3 ð19Þ

where a � 1
137 is the fine-structure constant as mentioned

above. This is of the same order of magnitude as the
empirical value a0¼ 2–3 times 10�3 that Hooge and others
found for large devices. It is obvious that Hooge’s empiri-
cal value for a0 is due to the coherent Q1/fE and has a
fundamental origin.

4.4.8. Conventional Effect. For small samples or devices
we consider conventional quantum 1/f noise [1–6,8–15],
which is just the cross-section fluctuation introduced
above in Eq. (18). In that case a0 may be written

a0¼ ða0Þconv¼
4a
3p
ðDvÞ2

c2
ð20Þ

This general principle is now illustrated on practical
examples of materials and devices. The exact meaning of
large and small is explained below and also in the theory
section in terms of the parameters [24–26].
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4.4.9. Simplified Application to Homogeneous Semicon-
ductor Samples. In a homogeneous sample of length L,
cross section A, volume V¼AL, carrier mobility m, carrier
concentration n, and total number of carriers N¼nAL, the
conductance C¼nmeA=L and the resistance R¼ 1/C will
exhibit quantum 1/f fluctuations with a spectral density
SdC=C of fractional fluctuations dC/C¼ � dR/R given by

SdC=Cðf Þ¼SdR=Rðf Þ¼Sdm=mðf Þ¼ a0=fN ð21Þ

4.4.9.1. Size Dependence. To calculate a0 we first eval-
uate the parameter s¼nA� 5.5� 10�13 cm introduced in
the theory section below. If s  1, coherent quantum 1/f
noise is observed with a0¼ 2a=p.

If so1, Eq. (21) requires knowledge of (a0)conv. The
latter is calculated from Eq. (18) or (20) for each type of
scattering that limits the mobility m¼ et=m� of the car-
riers. Here t is the mean collision time or scattering time
of the carriers and m* is their effective mass. In terms of
the mean frequency of collisions n¼1=t¼ svni, one obtains
m¼ e=nm� ¼ e=svnim

�. Here v is the mean speed of the
carriers between collisions, s a scattering cross section,
and ni the concentration of scatterers.

4.4.9.2. Conventional Quantum 1/f Effect in the Mobility.
In general, Matthiessen’s rule allows us to write, in terms
of mobility,

1

m
¼
X

j

1

mj

ð22Þ

where mj is the mobility that would be obtained if only the
jth scattering mechanism were present and limited
the mobility. Applying a quantum 1/f fluctuation to
Eq. (22), squaring, and averaging quantum-mechanically
and statistically, we obtain as a reasonable first approx-
imation

dm
m2
¼
X

j

dmj

m2
j

; Sdm=mðf Þ ¼
X

j

m
mj

 !2

Sdm=mj
ðf Þ ð23Þ

Equation (20) yields the strongest conventional quan-
tum 1/f noise for umklapp scattering, followed by the f and
g forms of intervalley scattering or intervalley with umk-
lapp scattering (in indirect bandgap semiconductors such
as Si and Ge only), followed by normal phonon scattering,
by neutral-impurity scattering, and by ionized impurity
scattering. The corresponding terms in Eq. (23) reflect
this hierarchy only partially, because of the factors
(m/mj)

2, which gauge the importance of each of the scatter-
ing processes in limiting the resultant mobility. To gain
physical insight, the conventional Q1/fE present in the
various scattering processes is only estimated below and
is actually calculated in the theory section in the second
half of this article, taking into account the corrections
introduced by the momentum distribution of the carriers
and by the phonon distribution function at the tempe-
rature T.

4.4.9.3. Impurity Scattering. For instance, in the case of
impurity scattering, ni is. One obtains Sdm=mðf Þ¼Sds=sðf Þ.
The physical scattering cross section s, in turn, exhibits the
Q1/f E with the spectral density given by Eqs. (18) and (20):

Sds=sðf Þi¼
4a

3pfN

Dv

c

� �2
* +

�
3� 10�3

fN

h% Dk

m�c

� �2

ð24Þ

The average quadratic velocity change of the electrons in
a scattering process is smaller in impurity scattering than
in lattice scattering, which includes normal phonon scatter-
ing, intervalley scattering in indirect-bandgap semiconduc-
tors with several valleys, and umklapp scattering, as well
as optical phonon scattering. The Coulomb–Rutherford or
Conwell–Weisskopf scattering cross section is proportional
to 1=jDkj4, which favors small-angle scattering. Neverthe-
less, there are a few larger-angle scattering events, which
are most effective in limiting the mobility and which there-
fore are decisive in the exact evaluation of the Q1/f E
coefficient as a slow function of ni, the concentration of
impurities, given in the theory section below. This corre-
sponds approximately to assuming randomizing collisions

hðDvÞ2ii¼ 2ðv2Þ ¼6kBT=m� ð25Þ

although impurity scattering is not randomizing. With m0

representing the free-electron mass, we obtain this way

Sdm=mðf Þi¼Sds=sðf Þi¼
4a

3pf N

6kBT

m�c2

� �

�
10�9

f N

Tm0

4m�ð100 KÞ

ð26Þ

The quantum 1/f noise power present in impurity scatter-
ing is therefore proportional to T.

4.4.9.4. Normal Acoustic Phonon Scattering. For nor-
mal-phonon scattering, the product svni, has to be re-
placed by the lattice scattering rate G, given by an effective
number of phonons times the squared phonon scattering
matrix element, |M|2. The latter exhibits quantum 1/f
fluctuations, because the carriers emit bremsstrahlung
photons in the scattering process. Therefore, if the mobi-
lity m of electrons (of random velocity v¼h% k=m�) is limited
by phonon scattering, we get

Sdm=mðf Þap¼SdG=Gðf Þap¼
4a

3pf N

h%Dk

m�c

� �2
* +

¼
3� 10�3

f N

h%Dq

m�c

� �2
* + ð27Þ

Here Dq is the acoustic-phonon momentum transfer in the
scattering process, and the brackets indicate the average
value. Using the linear approximation of the acoustic
phonon dispersion relation Eq¼ vsqh% , with vs denoting
the speed of sound, we obtain for a thermal phonon with
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Eq¼ kBT=2

hðh%Dq=m�cÞ2i¼
kBT

2vsm�c

� �2

¼ 1:25� 10�5 m0

m�

� �2
ð28Þ

we finally obtain

Sdm=mðf Þap¼
3:75� 10�8

fN

m0

m�

� �2
ð29Þ

The mean squared momentum change and the 1/f noise
are much larger (e.g., 50 times; see Fig. 1) for acoustic-
phonon scattering, because impurity scattering is mainly
small-angle scattering. A more rigorous treatment for the
many types of scattering present in semiconductors, tak-
ing into account the corrections introduced by the momen-
tum distribution of the carriers and the phonon
distribution function at the temperature T, is given in
the theory section in the second half of this article for the
case of silicon.

4.4.9.5. Umklapp Scattering. In this case the momen-
tum change is close to the smallest reciprocal lattice vector
approximated by h% G¼2ph% =a, where a is the lattice con-
stant. Therefore, Eq. (20) yields

ða0uÞconv¼
4a
3p

2ph%

am�c

� �2

¼
6�10�8

fN

m0

m�

� �2
ð30Þ

for umklapp scattering.

4.4.9.6. Intervalley Scattering. In indirect-bandgap semi-
conductors the location of the energy minima of the
conduction band in k space is different from the location
of the valence-band energy maxima. In thermal equili-
brium electrons and holes are present close to the minima
of the conduction and valence bands. Scattering processes

carrying electrons from one minimum (or valley) to the
other are known as intervalley scattering. This is large-
angle scattering, compared with normal (intravalley) scat-
tering, and it is therefore affected by larger conventional
quantum 1/f noise, almost as large as umklapp scattering.
Indeed, for example, in Si the eight minima are located at
0.85G from the origin, where G is the smallest reciprocal
lattice vector magnitude. For g processes, which scatter an
electron to the valley symmetrically located on the other
side of the origin, Eq. (30) remains valid with a correction
factor of (0.85)2. On the other hand, for f processes in Si,
scattering electrons between neighboring valleys, the factor
is 2 times smaller. There is also the possibility of intervalley
scattering with umklapp, which requires a correction factor
of (1� 0.85)2. Equation (20) thus yields for intervalley
scattering with umklapp

ða0iuÞconv¼ 0:0225
4a
3p

2ph%

am�c

� �2

¼
1:35� 10�9

fN

m0

m�

� �2
ð31Þ

While this appears to indicate a lower contribution from
these intervalley umklapp processes, the corresponding
factor (m/mj)

2 in Eq. (23) ensures a larger contribution to
the resulting spectral density of quantum 1/f noise, Sdm/m(f).
Physically, this is cause by the scarcity of high-energy
phonons able to bridge the momentum gap of 0.85G.

5. CALCULATION OF THE CONVENTIONAL
QUANTUM 1/f EFFECT IN HOMOGENEOUS
SEMICONDUCTOR MATERIALS

A first-principles calculation of quantum 1/f cross-correla-
tions, performed for the first time in 1987 by Handel [27],
has yielded a slightly different result from earlier expecta-
tions. This same new form of the quantum 1/f cross-
correlations was rederived with a different method by
Van Vliet [15] in 1989. It differs from the old form used
in the 1985 calculation of Kousik et al. [28] by a correction
that is zero when the momentum changes of the two
current carriers involved in the cross correlation are
identical, but increases when the momentum differences
caused by the scattering process are different. The correc-
tion is proportional to the squared difference of the two
momentum changes. Handel and Chung [29] have re-
peated all calculations in the original paper by Kousik
et al. [28], obtaining both for impurity scattering and for
the various types of phonon scattering new analytical
expressions that show a considerable increase of the final
quantum 1/f noise. The results obtained are in general
applicable both to direct-and to indirect-bandgap semi-
conductors.

5.1. Introduction

Handel and Chung [29] have performed an analytical
calculation of mobility fluctuations in silicon and gallium
arsenide, using the new quantum 1/f cross-correlations
formula. This calculation is of major importance for the
1/f-noise-related optimization of the two types of materi-
als, and of the many devices constructed with them for
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Figure 1. Acoustic Hooge parameter in units of 10–8 (open
diamonds, and impurity Hooge parameter in units of 10–9 for
three doping concentrations: 1021 (open squares), 1023 (solid
diamonds), and 1024 (solid squares).
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military and civilian applications in the electronic and
optoelectronic industries.

The new cross-correlation formula gives the cross-
spectral density, which describes the way in which simul-
taneous quantum 1/f scattering rate fluctuation DW ob-
served in the direction of the outgoing scattered wave
vector K0 are correlated with those in the K00 direction
when the two corresponding incoming current carriers
have the wavevectors K1 and K2:

SDWðK1;K
0;K2;K

00; f Þ

¼
2a
3pf

h%

m�c

� �2

WK1 ;K 0WK2 ;K00

� ½ðK0 �K1Þ
2
þ ðK00 �K2Þ

2
�dK1 ;K2

ð32Þ

The form conjectured by us earlier had 2ðK 0 �K1Þ

ðK00 �K2Þ in place of the rectangular bracket. The differ-
ence between the rectangular bracket and 2ðK 0 �K1Þ

ðK 0 0 �K2Þ is the perfect square ½ðK0 �K1Þ � ðK
00 �K2Þ�

2.
Therefore we expect the new results to be always larger
than the results obtained on the basis of the previously
conjectured form.

5.2. Impurity Scattering

For impurity scattering of electrons in solids, fluctuations
Dt of the collision times t will cause mobility fluctuations

DmbandðtÞ¼
e

m�hhv2ii

X

K

v2
KDtðtÞnK ð33Þ

Where //v2SS is both average over all states of wave
vectors K, with occupation number nK, in the conduction
band, and the thermal equilibrium average, of the squared
carrier velocities. With the help of the relation

1

tðKÞ
¼

V

8p3

Z
1�

cos y0

cos y

� �
WK;K 0d

3K 0 ð34Þ

the mobility fluctuations are reduced to fluctuations of the
elementary scattering rates WK;K 0 , governed by Eq. (32).
Here V is the volume of the normalization box, which
disappears in the final result, and y and y0 respectively
the angles K and K0 form with the direction of the applied
field. One finally obtains, after tedious multiple integra-
tions

m�2SDmðf Þ¼
256pak2e4h%

12

3m�8Z4e8N2
i

1

f

�
X

K

K10 lnð1þa2
Þ �

a2

1þa2

� ��3

2a2þa4

1þa2
� 2lnð1þa2Þ

� �
FðEK Þ

�
X

K

v2
KtðKÞFðEK Þ

 !�2

ð35Þ

where a¼ 2K=k; k2¼ e2nðTÞ=ekBT;nðTÞ, is the electron con-
centration, FðEK Þ¼ expðEF � EK Þ for nondegenerate semi-
conductors, Ni is the concentration of impurities of charge
Ze and e is the dielectric constant. The corresponding
partial Hooge parameter for impurity scattering is thus

ai¼
4
ffiffiffiffiffiffi
2p
p

akh%
5Nc

3m�7=2ðkBTÞ3=2c2

Z 1

0
dxx11=2e�x lnðbxþ 1Þ �

bx

bxþ 1

� ��3

2bxþ b2x2

bxþ 1
� 2lnðbxþ 1Þ

� �

�

Z 1

0
dxx3e�x lnðbxþ1Þ �

bx

bxþ 1

� ��1
" #�2

ð36Þ

This result is graphed in Fig. 1 for three different values
of the donor concentration Nd and is compared with old
results obtained by simply recalculating the old analytical
expression [28]. As expected, the new cross-correlation
formula leads to slightly higher ai values than the pre-
viously conjectured expression. This was mentioned in
connection with Eq. (32) above.

5.3. Electron Acoustic Phonon Scattering

In this case the calculation is similar, and leads to the
result

aac¼
32paNcm

�C7h%
3

ð3c2kBTÞ4
1

R2

Z 1

1

dx x�4

�

�
ðx� 1Þ7

7
þðRþ 1Þ

ðx� 1Þ6

6
þR
ðx� 1Þ5

5

 !

�
ðx� 1Þ5

5
þðRþ 1Þ

ðx� 1Þ4

4
þR
ðx� 1Þ3

3

 !
exp �

x2

4R

� �

þ

Z 1

0

dx x�4 ðxþ 1Þ5

5
�
ðxþ1Þ6

6
þ
ðx� 1Þ5

5
þ
ðx� 1Þ6

6

 !

�
ðxþ1Þ3

3
þ
ðx� 1Þ4

4
þ
ðx� 1Þ3

3
�
ðxþ1Þ4

4

 !

exp �
x2

4R

� �
þ

Z 1

1

dx x�4 ðxþ 1Þ5

5
�
ðxþ1Þ6

6

 !

ðxþ1Þ3

3
�
ðxþ1Þ4

4

 !
exp �

x2

4R

� �#

ð37Þ

where R¼ kBT=2m�C2
1, C1 is the deformation potential,

and Nc is the effective density of states for the conduction
band.
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5.4. Nonpolar Optical Phonon Scattering

This time one obtains

an o ph¼
8p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2h%ooa
p

Nch%
2

3m�5=2c2oo

Z 1

0

dx x5=2

�

� ½ðFþ 1Þðx� 1Þ1=2yðx� 1Þ þFðxþ 1Þ1=2��4

� ðFþ 1Þ2ðx� 1Þð2x� 1Þyðx� 1Þ


þF2ðxþ 1Þð2xþ 1Þ exp �
h%oox

kBT

� ��

�

Z 1

0
dx x3=2½ðFþ 1Þðx� 1Þ1=2yðx� 1Þ

�

þFðxþ 1Þ1=2��1exp �
h%oox

kBT

� ���2

ð38Þ

where F¼ ½expðh%oo=kBTÞ � 1��1, and oo is the optical
phonon frequency.

5.5. Polar Optical Phonon Scattering

Proceeding as in the cases of impurity and nonpolar
optical-phonon scattering, we obtain

ap o ph¼
8p

ffiffiffiffiffiffiffiffiffiffiffiffi
2h%o1

p
aNch%

2

3m�5=2c2o1

Z 1

0
dx x4

�

�fF2ðxþ1Þ1=2 ln½2x1=2þ 2ðxþ 1Þ1=2�

þ ðFþ 1Þ2ðx� 1Þ1=2ln½2x1=2

þ ðx� 1Þ1=2�yðx� 1Þg expð�h%o1x=kBTÞ

� fðFþ1Þarcsinh½ðx� 1Þ1=2yðx� 1Þ�

þF arcsinhðx1=2Þg�4
�

ð39Þ

Here o1 is the longitudinal phonon frequency.

5.6. Intervalley Scattering

This type of scattering, present in indirect-bandgap semi-
conductors, transfers electrons from one of the six minima
(or valleys) of the conduction band energy in k space to one
of the other five minima. Transitions between a valley and
the nearest valley, which is along the same k-space
direction in the next copy of the first Brillouin zone in
the periodic zone scheme, are of the umklapp type, and are
called g processes. Transitions to the four valleys present
in the same zone along the other two k-space directions
are called f processes. Repeating a previous calculation
[31] on the basis of the new cross-correlation formula

Eq. (32), we obtain for g processes

ag¼
8p

ffiffiffiffiffiffiffiffiffiffiffiffi
2h%oij

p
aNch%

2

3m�5=2c2oij

Z 1

0
dx x5=2

�

� ½ðFþ 1Þðx� 1Þ1=2yðx� 1ÞþFðxþ 1Þ1=2��4

� ðFþ 1Þ2ðx� 1Þð2x� 1Þyðx� 1Þ


þF2ðxþ 1Þð2xþ 1Þ
�

exp �
h%oijx

kBT

� ��

�

Z 1

0

dx x3=2½ðFþ 1Þðx� 1Þ1=2yðx� 1Þ

�

þFðxþ 1Þ1=2��1exp �
h%oijx

kBT

� ���2

ð40Þ

where h%oij is the phonon energy corresponding to the
momentum difference required by the intervalley transi-
tion. For the corresponding f process we obtain (30)

af ¼
k0

q0

� �2

ag
h%oijf

kBT
ð41Þ

where k0/q0 is the ratio between length of the position
vector of a conduction band energy minimum in k space,
and twice the distance of the same minimum from the
Brillouin zone boundary, 0.85/0.3 for silicon. agðh%oijf=kBTÞ
is calculated with the f momentum difference. There are
three g-type alphas, ag1; ag2, and ag3 (from LA, TA, and LO
phonons, respectively), and three f-type ones,
af1ochemNamesilicono=chemName >; af2, and af3 (from
TA, LA, and TO phonons). Their values are given in
Fig. 2 and are a few times larger than the old values.

The various quantum 1/f contributions derived here
can be approximately superposed to yield the resultant
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Figure 2. Hooge parameters for intervalley scattering in units of
10–8 for g processes (solid) and f processes (shaded).
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quantum 1/f coefficient according to the rule

aH¼
X

j

m
mi

� �2

ai ð42Þ

In the next section we illustrate the application of these
results to inhomogeneous semiconductor devices on the
simplest case of p-n junctions. The case of transistors and
other junction devices, as well as the cases of field-effect
transistors, HEMTs, PBTs, and other devices, is presented
in the literature (see, e.g., Ref. 16)

6. DERIVATION OF MOBILITY QUANTUM 1/f
NOISE IN N+P DIODES AND METAL-INSULATOR-
SEMICONDUCTOR DEVICES

6.1. Mobility Quantum 1/f Noise in n+p Diodes

For a diffusion limited nþp junction the current is con-
trolled by diffusion of electrons into the p region over a
distance of the order of the diffusion length L¼ ðDntnÞ

1=2,
which is shorter than the length wp of the p region in the
case of a long diode; tn is the lifetime of the electrons.
Quantum 1/f fluctuations of the scattering rates, discussed
in the previous section, will cause fluctuations in the local
carrier mobility m and diffusion constant D¼ mkT=e. If N(x)
is the number of electrons per unit length and Dn their
diffusion constant, the electron current at x is

Ind¼ � eDn
dN

dx
ð43Þ

where we have assumed a planar junction and taken the
origin x¼ 0 in the junction plane. Diffusion constant
fluctuations, given by kT/e times the mobility fluctua-
tions, will lead to local current fluctuations in the interval
Dx:

dDIndðx; tÞ¼ IndDx
dDnðx; tÞ

Dn
ð44Þ

The normalized weight with which these local fluctua-
tions representative of the interval Dx contribute to the
total current Id through the diode at x¼0 is determined by
the appropriate Green function and can be shown to be
(1/L) expð�x=LÞ for wp=Lb1. Therefore the contribution
of the section Dx is

dDIdðx; tÞ¼
Dx

L
exp �

x

L

� �
Ind

dDnðx; tÞ

Dn
ð45Þ

with the spectral density

SDId
ðx; f Þ¼

Dx

L

� �2

exp �
2x

L

� �
I2

ndSDn
ðx; f Þ

D2
n

ð46Þ

For mobility and diffusion fluctuations the fractional
spectral density is given by aHnd=ðfNDxÞ, where the quan-
tum 1/f coefficient aHnd for electronic diffusion or mobility
is determined from quantum 1/f theory according to

Eq. (42). With Eq. (43) we then obtain

SDId
ðx; f Þ¼

Dx

L2
exp �

2x

L

� �
eDn

dN

dx

� �2 aHnd

fN
ð47Þ

The electrons are distributed according to the solution of
the diffusion equation:

NðxÞ¼ ½Nð0Þ �Np� exp �
x

L

� �

dN

dx
¼ �

Nð0Þ �Np

L
exp �

x

L

� � ð48Þ

Substituting into Eq. (47) and simply summing over the
uncorrelated contributions of all intervals Dx, we obtain

SId
ðf Þ¼ aHnd

eDn

L2

� �2Z Wp

0

½Nð0Þ �Np�
2e�4x=Ldx

½Nð0Þ �Np�e�x=LþNp
ð49Þ

We note that eDn=L2¼ e=tn. With the expression for the
saturation current I0¼ eðDn=tnÞ

1=2Np and of the current
I¼ I0½expðeV=kTÞ � 1�, we can carry out the integration

SId
ðf Þ¼ aHnd

eI

f tn

Z 1

0

a2u3du

auþ 1
¼ aHnd

eI

f tn
FðaÞ ð50Þ

Here we have introduced the notation

u¼ expð�x=LÞ; a¼ expðeV=kTÞ � 1

FðaÞ¼
1

3
�

1

2a
þ

1

a2
�

1

a3
lnð1þaÞ

ð51Þ

Equation (50) gives the diffusion noise as a function of
the quantum 1/f noise parameter aHnd. A similar result
can be derived for the quantum 1/f fluctuations of the
recombination rate in the bulk of the p region. The result
is the same, with aHnd replaced by aHnr.

6.2. Mobility Quantum 1/f Noise in Metal–Insulator–
Semiconductor Devices

As an example of results on quantum 1/f noise in high-tech
devices, we provide here without proof the results ob-
tained by Handel for the 1/f-limited performance of metal–
insulator–semiconductor (MIS) HgCdTe infrared detec-
tors. The current density I in the detector contains a
diffusion term Id, a term Ir caused by recombination in
the space charge region, a surface recombination term Is, a
tunneling term It, and a photovoltaic term caused by the
creation of electron–hole pairs by photons:

I¼ Idþ Irþ Isþ Itþ qZF

¼ qni
ni

n0

Dn

tn

� �1=2

ðeqV=kT � 1Þ þ
W

t
ðeqV=2kT � 1Þþ s

" #

þ Itþ qZF

ð52Þ
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Here ni is the intrinsic concentration, n0 the concentration
of acceptors on the p side, Dn and tn the diffusion constant
and lifetime of minority carriers on the p side, W the width
of the depletion region, t¼ tp0 þn0 the Shockley—Hall—
Read lifetime, V the applied voltage, s the surface recom-
bination speed, Z the quantum efficiency, and F the
incident flux of photons. With the exception of the last
term, the terms in Eq. (52) are known as dark-current
components.

We write the total dark-current fluctuation in the form

dId¼ dIdþ dIrþ dIsþ dItbþ dItcþ dItsc ð53Þ

and the spectral density of current fluctutations will be

SId
¼SId

þSIr
þSIs

þSItb
þSItc

þSItsc
ð54Þ

Here we have lumped the recombination current on the
back surface Ib together with the surface recombination
(generation) current Is. If we denote all the corresponding
spectral densities of fractional fluctuations by a prime
ðS0Ii
¼SIi

=I2
i Þ, we obtain

S
0

Id
¼ ðIdif=IdÞ

2S
0

Idif
þ ðIdep=IdÞ

2S
0

Idep
þ ðIs=IdÞ

2S
0

Is

þ ðItb=IdÞ
2S0Itb
þ ðItc=IdÞ

2S
0

Itc
þ ðItsc=IdÞ

2S
0

Itsc

ð55Þ

This equation was obtained by dividing the previous
equation through I2

d, and shows that the biggest contribu-
tion will not necessarily come from the process with the
highest fractional quantum 1/f noise, that is, with the
highest 1/f noise coefficient. The weight of each type of
noise is determined by the corresponding squared current
ratio.

The detectivity of infrared detectors is limited in gen-
eral by three types of noise: (1) current noise in the
detector, (2) noise due to background photons (photon
noise), (3) noise in the electronic system following the
detector. We shall neglect here the background photon
noise and the noise in the electronic system. The detectiv-
ity is defined as

D�ðl; f Þ¼
ðADf Þ1=2

NEP
ðcm .Hz1=2=WÞ ð56Þ

where A is the area of the detector; NEP is the noise
equivalent power, defined as the RMS optical signal of
wavelength l required to produce an RMS noise voltage
(current) equal to the RMS noise voltage (current) in a
bandwidth Df, and f is the frequency of modulation. The
noise equivalent power is given by

NEP¼
hv

Zq
½SId
ðf ÞDf �1=2 ð57Þ

Therefore we obtain for the detectivity

D�ðl; f Þ¼
qZl
hc

A

SId
ðf Þ

� �1=2

¼
ql
hc

SId
ðf Þ

 ��1=2
ð58Þ

We notice that D*(l, f) is proportional to l up to the peak
wavelength lc. For l4lc we have Z¼ 0 and thus
D�ðl; f Þ¼ 0. By substituting our result for SId

, we obtain
the general expression for the detectivity as a function of
various parameters of the MIS device.

Let us now evaluate the spectral density S0(f) of frac-
tional fluctuations in the various dark-current noise con-
tributions per square centimeter of transversal detector
(or gate) area, including also a numerical example for a
MIS infrared detector. For a given detector, this needs to
be divided by the area A of the detector to yield the
corresponding fractional spectral densities: Sðf Þ¼
S0ðf Þ=A. Fractional fluctuations are dimensionless, so
S0(f) will have the dimension of a reciprocal frequency
times a squared length unit, which simplifies when we
divide by the area of the detector at hand. Let S0Id

be the
spectral density of fractional fluctuations in the noise
caused by quantum 1/f fluctuations in diffusion, S0Ir

in
bulk recombination, S0Is

in surface recombination, and
S0It

in tunneling. With m�p¼ 0:55m0, m�n¼ 0:02m0, tn¼

10�6 s; Eg¼ 0:1 eV; 3kT=2¼0:01 eV, we obtain for a
p-type MIS device with wpbLd

S0Id
¼ ðaHndþ aHnrÞ

e

f tnId
FðaÞ ¼ acoh

e1=2

f ðkTmtnÞ
1=2Np

FðaÞ

a

¼
4:6� 10�3

4fNp

4� 10�10C1=2

½ð10�6 sÞð1:5� 105 cm2=V . sÞð4� 10�21 JÞ�1=2

¼
1:8� 10�6 cm2

f
ð59Þ

S0Ir
¼

aHee

f ðtnoþ tpoÞIr
tanh x¼

aHee

feAwn tanh x
tanh x

¼
aHe

fAwni
¼

4:6� 10�9cm2

f
ðx¼ eV=2kTÞ

ð60Þ

S0Is
¼

4a
3p

2

m�c2

3kT

2
þ

eU

2
þ 0:1Ve

� �
e tanh x

f ðtnoþ tpoÞIs

¼
4a

3p� 0:02

2

500; 000
ð0:025þ 0:5þ0:5Þ

e tanh x

feAwniðex � 1Þ

¼
7� 10�8 cm2

f
� SIb

ð61Þ

S0Itb
¼

4a
3p

Egþ 3kT=2

m�c2
¼

4

9:5� 137� 0:02

0:11

500; 000

¼
3:310�8 cm2

f

ð62Þ

S0Itc
¼

4a
3p

Egþ 3kT

2m�c2
¼

4

9:5� 137� 0:02

0:12

106

¼
1:8� 10�8 cm2

f
¼S0Itsc

ð63Þ

S0Id
was calculated in the small-bias limit for wpbL, but

wp¼ 0.25L gives the same result; the incoherent case with
a lattice constant of 0.65 nm and Y¼ 320 K was also listed
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above (because a 10-mm-thick device is very small, so it
may be applicable), and would give (1.8�10� 10 cm2)/f
for a n-type device. Equations (60)–(63) would be reduced
m�p=m

�
n¼27:5 times for n-type devices. We mention

that S0Is
has been calculated with the inclusion of a

term of 10% of the applied gate voltage V in the kinetic
energy of the carriers at the surface, and that for
the back-surface recombination current this term has
to be dropped in the similar expression for S0Ib

. However,
we have neglected this here, because the surface recom-
bination terms will not turn out to be important, as
we will see below. The applied gate voltage was taken to
be V¼5 V. Calculating the fraction of each current, we
obtain

ð1cm�2ÞfS0Iðf Þ ¼ ð20=132Þ2� 1:8� 10�6þ ð10=132Þ2

� 4:6� 10�9þ ð3:6=132Þ2� 7� 10�8

þ ð0:01=132Þ2� 3:3�10�8þð80=132Þ2

� 1:8� 10�8þ ð17:5=132Þ2�1:8� 10�8

¼3:67� 10�8þ 2:6� 10�11þ 5:2� 10�11

þ 1:9� 10�16þ 6:61�10�9þ3:17� 10�10

¼4:37� 10�8
ð64Þ

or for incoherent 1/f noise, 7.1�10� 9 (p) and 3� 10� 10

(n). This value can be used in order to estimate the
detectivity of the device in our example. Substituting
into Eq. (57), we obtain with a quantum efficiency Z¼
0.7 and wavelength of l¼ 10 mm

D�ðl; f Þ¼
Zql
hc
½SId
ðf Þ��1=2

¼
ð0:7� 1:6�10�19CÞð10�5 mÞ

ð6:6� 10�34 J . sÞð3� 108 m=sÞ

f

ð4:37� 10�8 cm2Þð1:74� 10�6 A2=cm4Þ

 !1=2

¼ð2� 107 cm .Hz1=2=WÞ� f 1=2

ð65Þ

or for incoherent 1/f noise, 5� 107 (p) and 2.5� 108 (n).
In conclusion we note that for the relatively large

devices which we have considered, most of the quantum
1/f noise comes from fluctuations in diffusion and in the
rate of tunneling via impurity centers in the bandgap. The
effective mass of the carriers is present in the denominator
of all quantum 1/f noise contributions except the coherent
quantum 1/f fluctuation present in the diffusion current of
large devices. In smaller devices the diffusion current will
also be given by the conventional quantum 1/f formula,
which contains the effective mass of the carriers in the
denominator. For umklapp scattering the mass of the
carriers in the denominator is squared. Consequently we

expect lower quantum 1/f noise from n-type devices, in
which the minority carriers are holes, particularly if the
devices are very small, say, below 10 mm. We are now in a
position to explain how ‘‘smart’’ ultralow-noise materials
can be designed for specific classes of device applications
(see Section 11).

7. DERIVATION OF THE CONVENTIONAL
QUANTUM 1/f EFFECT

The simplified description of quantum 1/f noise was pre-
sented above in the elementary terms of Schrödinger’s
statistical catalog model, without using second quantiza-
tion. This approach is natural in view of the close connec-
tion between this new effect and diffraction, which is
usually treated without second quantization, in the sta-
tistical catalog model based on the single-particle solution
of the Schrödinger equation, normalized to the number of
particles, N. Just as the superposition of elementary
phase-shifted waves allows for the simplest and most
intuitive description of diffraction through a slit, the
description of quantum 1/f noise in terms of interference
beats between slightly frequency-shifted scattered partial
waves with bremsstrahlung energy losses will always
provide the simplest and most elementary quantitative
derivation of the Q1/fE, easily accessible even at the
undergraduate level.

Below we now present the derivation of the Q1/fE in a
general form that determines the scattered current j from
the observation of a sample of N outgoing particles. The
minimal outgoing sample for defining particle–particle
correlations in the scattered wave consists of two particles,
and therefore the effect can be calculated for the case of
two outgoing particles. Since the general derivation also
yields a factor 1/N for bosons and a factor 1/(N� 1) for
fermions, and since the simplifying restriction to N¼ 2 has
given rise to some misinterpretations, a presentation of
the general case of N bosons or N fermions will be of
interest. We consider the case of bosons.

We start with the expression of the Heisenberg repre-
sentation state |SS of N identical bosons of mass M
emerging at an angle y from some scattering process
with various undetermined bremsstrahlung energy losses
reflected in their one-particle waves jiðxiÞ:

jSi¼ ðN!Þ�1=2
Y

i

d3xijiðxiÞc
y
ðxiÞj0i¼

Y

i

d3xijiðxiÞjS
oÞi

ð66Þ

where cyðxiÞ is the field operator creating a boson with
position vector xi;cðxiÞ is the field operator annihilating a
particle, and |0S is the vacuum state, while |SoS is the
state with N bosons of position vectors xi with i ¼ 1,y, N.
All products and sums in this section run from 1 to N,
unless otherwise stated.

To calculate the particle density autocorrelation
function in the outgoing scattered wave, we need the
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expectation value of the operator

Oðx1;x2Þ¼cyðx1Þc
y
ðx2Þcðx2Þcðx1Þ ð67Þ

known as the operator of the pair correlation. This opera-
tor corresponds to a density autocorrelation function. The
presence of two-particle coordinates in the operator O does
not mean that we are considering two-particle interac-
tions; it only means that the expectation value that we are
calculating depends on the relative position of the parti-
cles. Using the well-known commutation relations for
boson field operators,

cðxÞcyðyÞ � cyðyÞcðxÞ¼ dðx� yÞ ð68Þ

cðxÞcðyÞ � cðyÞcðxÞ¼ 0 ð69Þ

cyðxÞcyðyÞ � cyðyÞcyðxÞ¼ 0 ð70Þ

we first calculate the matrix element:

NjhS
	

jOjS
	

i

¼
X0

mv

X0

mn

dðZv � x1ÞdðZm � x2Þdðxn � x1Þdðxm � x2Þ
X

ði;jÞ

�
Y0

ij

dðZj � xiÞ

ð71Þ

where |SoS is the state with well-defined particle coordi-
nates. Here the prime excludes m¼ n and m¼n in the
summations and excludes i¼m, i¼n, j¼ m, and j¼ n in
the product. The summation

P
ði;jÞ runs over all permuta-

tions of the remaining N� 2 values of i and j. On the basis
of this result we now calculate the complete matrix
element

hSjOjSi¼
1

NðN � 1Þ

X0

mv

X0

mn

d3Zmd3Zvd3xmd3xn

�j�mðZmÞj
�
vðZvÞjmðxmÞjnðxnÞdðZv � x1Þ

dðZm � x2Þdðxn � x1Þdðxm � x2Þ

¼
1

NðN � 1Þ

X0

mv

X0

mn

j�mðx2Þj�vðx1Þjmðx1Þjnðx2Þ

ð72Þ

The one-particle states are spherical waves emerging from
the scattering center located at x ¼ 0:

jðxÞ¼
C

x
eiKx 1þ

X

k;l

bðk; lÞe�iqxa
y
kl

 !
ð73Þ

Here C is an amplitude factor, K the boson wave vector
magnitude, and b(k, l) the bremsstrahlung amplitude for
photons of wave vector k and polarization l, while a

y
kl is the

corresponding photon creation operator, allowing the

emitted photon state to be created from the vacuum if
Eq. (73) is inserted into Eq. (72). The momentum magni-
tude loss h% q¼Mck=K � 2pMf=K is necessary for energy
conservation in the bremsstrahlung process. Substituting
Eq. (73) into Eq. (72), we obtain

hSjOjSi¼
C

x












4

NðN � 1Þð

þ 2ðN � 1Þ
X

k;l

jbðk; lÞj2½1þ cos qðx1 � x2Þ�

!

ð74Þ

where we have neglected a small term of higher order in
b(k, l). To perform the angular part of the summation in
Eq. (74), we calculate the current expectation value of the
state in Eq. (73) and compare it with the well-known cross
sections without and with bremsstrahlung:

j¼
h% K

Mx2
1þ

X

kl

jbðk; lÞj2
" #

¼ j0 1þ aA
df

f

� �
ð75Þ

where the quantum fluctuations have disappeared; aA¼
(2a/3p)(Dv/c)2 is the fractional bremsstrahlung rate coeffi-
cient, also known in QED as the infrared exponent; and
the 1/f dependence of the bremsstrahlung part displays
the well-known infrared catastrophe, that is, the emission
of a logarithmically divergent number of photons in
the low-frequency limit. Here Dv is the velocity change
h% ðK �K0Þ=M of the scattered boson, and f ¼ ck/2p the
photon frequency. Equation (74) thus gives

hSjOjSi¼
C

x












4

NðN � 1Þþ 2ðN � 1ÞaAð

� ½1þ cos qðx1 � x2Þ�
df

f

� ð76Þ

which is the pair correlation function, or density auto-
correlation function, along the scattered beam with df/f¼
dq/q. The spatial distribution fluctuations along the
scattered beam will also be observed as fluctuations in
time at the detector, at any frequency f. According to the
Wiener–Khintchine theorem, we obtain the spectral den-
sity of fractional scattered particle density r, (or current j,
or cross section s) fluctuations in frequency f or wave
number q by dividing the coefficient of the cosine by the
constant term N(N� 1):

r�2Srðf Þ¼ j�2Sjðf Þ¼ s�2Ssðf Þ¼
2aA

fN
ð77Þ

where N is the number of particles or current carriers
used to define the current j whose fluctuations we
are studying. Quantum 1/f noise is thus a fundamental
1/N effect. The exact value of the exponent of f in Eq. (77)
can be determined by including the contributions from
all real and virtual multiphoton processes of any order
(infrared radiative corrections), and turns out to be
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aA� 1 rather than � 1, which is important only philoso-
phically, since aA51. The spectral integral is thus con-
vergent at f¼ 0.

For fermions we repeat the calculation, replacing in the
derivation of Eq. (10) the commutators of field operators by
anticommutators, which finally yields in the same way

r�2Srðf Þ¼ j�2Sjðf Þ¼ s�2Ssðf Þ¼
2aA

f ðN � 1Þ
ð78Þ

which causes no difficulties, since NZ2 for particle corre-
lations to be defined, and which is practically the same
as Eq. (77), since usually Nb1. Equations (77) and
(78) suggest a new notion of physical cross sections and
process rates that contain 1/f noise and express a funda-
mental law of physics, important in most high-technology
applications [16].

We conclude that the conventional quantum 1/f effect
can be explained in terms of interference beats between
the part of the outgoing de Broglie waves scattered with-
out bremsstrahlung energy losses above the detection
limit (given in turn by the reciprocal duration T of the
1/f noise measurement) on one hand, and the various
parts scattered with bremsstrahlung energy losses; but
there is more to it than that—exchange between identical
particles is also important. This, of course, is just one way
to describe the reaction of the emitted bremsstrahlung
back on the scattered current. This reaction thus reveals
itself as the cause of the quantum 1/f effect, and implies
that the effect cannot be obtained with the independent
boson model. The effect, just like the classical turbulence-
generated 1/f noise, is a result of the scale-invariant
nonlinearity of the equations of motion describing the
coupled system of matter and field. Ultimately, therefore,
this nonlinearity is the source of the 1/f spectrum in both
the classical and the quantum form of the author’s theory.
We can say that the quantum 1/f effect is an infrared
divergence phenomenon, this divergence being the result
of the same nonlinearity. The new effect is, in fact, the
first time-dependent infrared radiative correction. Fi-
nally, it is also deterministic in the sense of a well-
determined wave function, once the initial phases g of
all field oscillators are given. In quantum-mechanical
correspondence with its classical turbulence analog, the
new effect is therefore a quantum manifestation of classi-
cal chaos, which we can take as the definition of a certain
type of quantum chaos.

8. PHYSICAL DERIVATION OF THE COHERENT
QUANTUM 1/f EFFECT

This effect arises in a beam of electrons (or other charged
particles propagating freely in vacuum) from the defini-
tion of the physical electron as a bare particle plus
a coherent state of the electromagnetic field. It is caused
by the energy spread characterizing any coherent state of
the electromagnetic field oscillators, an energy spread
that spells nonstationarity, that is, fluctuations. To
find the spectral density of these inescapable fluctua-
tions, which are known to characterize any quantum

state that is not an energy eigenstate, we use an elemen-
tary physical derivation based on Schrödinger’s defini-
tion of coherent states, followed by a rigorous derivation
from a well- known quantum-electrodynamical propaga-
tor. The chaotic character of these fluctuations is dis-
cussed later.

The coherent quantum 1/f effect will be derived in
three steps: First we consider a hypothetical world with
just a single mode of the electromagnetic field coupled to a
beam of charged particles; considering the mode to be in
a coherent state, we calculate the autocorrelation func-
tion of the quantum fluctuations in the particle density
(or concentration) that arise from the nonstationarity
of the coherent state. Then we calculate the amplitude
with which this one mode is represented in the field of
an electron, according to electrodynamics. Finally, we
take the product of the autocorrelation functions calcu-
lated for all modes with the amplitudes found in the
previous step.

Let a mode of the electromagnetic field be characterized
by the wave vector q, the angular frequency o¼ cq and the
polarization l. Denoting the variables q and l simply
by q in the labels of the states, we write the coherent
state [25,31,32] of amplitude |zq| and phase arg zq in
the form

jzqi¼ exp �
1

2
jzqj

2

� �
expðzqayq Þj0i

¼ exp �
1

2
jzqj

2

� �X1

n¼ 0

zn
q

n!
jni

ð79Þ

Here a
y
q is the creation operator that adds one energy

quantum to the energy of the mode. Let us use a repre-
sentation of the energy eigenstates in terms of Hermite
polynomials HnðxÞ:

jni¼ ð2nn!
ffiffiffi
p
p
Þ
�1=2 expð�x2=2ÞHnðxÞe

inot ð80Þ

This yields for the coherent state |zqS the representation

cqðxÞ¼ exp �
1

2
jzqj

2

� �
exp �

x2

2

� �X1

n¼ 0

ðzqeiotÞ
n

½n!ð2n
ffiffiffiffi
o
p
Þ�1=2

HnðxÞ

¼ exp �
1

2
jzqj

2

� �
exp �

x2

2

� �
expð�z2

qe�2iotþ 2xzqeiotÞ

ð81Þ

In the last form the generating function of the Hermite
polynomials was used. The corresponding autocorrelation
function of the probability density function, obtained
by averaging over the time t or the phase of zq, is, for
|zq|51

Pqðt; xÞ¼ hjcqj
2
t jcqj

2
tþ ti

¼ ½1þ 8x2jzqj
2ð1þ cosotÞ � 2jzqj

2� expð�x2=2Þ
ð82Þ
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Integrating over x from –N to N, we find the autocorrela-
tion function

A1ðtÞ¼2�1=2ð1þ 2jzqj
2 cosotÞ ð83Þ

This result shows that the probability distribution con-
tains a constant background with small superposed oscil-
lations of frequency o. Physically, the small oscillations in
the total probability describe self-organization, or bunch-
ing, of the particles in the beam. They are thus more likely
to be found in a measurement at some times and places
than at others along the beam. Note that for zq¼ 0 the
coherent state becomes the ground state of the oscillator,
which is also an energy eigenstate, and therefore station-
ary and free of oscillations.

We now determine the amplitude zq with which the
field mode q is represented in the physical electron. One
way to do this is to let a bare particle dress itself through
its interaction with the electromagnetic field, by perform-
ing first-order perturbation theory with the interaction
Hamiltonian

H 0 ¼Amjm¼ �
e

c
v .Aþ ef ð84Þ

where A is the vector potential and f the scalar electric
potential. Another way is to Fourier-expand the electric
potential e/r of a charged particle in a box of volume V. In
both ways we obtain

jzqj
2¼ pðe=qÞ2ðh% cqVÞ�1

ð85Þ

Considering now all modes of the electromagnetic field, we
obtain from the single-mode result of Eq. (83)

AðtÞ ¼C
Y

q

ð1þ 2jzqj
2 cosoqtÞ¼C 1þ

X

q

2jzqj
2 cosoqt

 !

¼C 1þ
4V

23p3
d3qjzqj

2 cosoqt
� �

ð86Þ

Here we have again used the smallness of zq, and we have
introduced a constant C. Using Eq. (85) we obtain

AðtÞ¼C 1þ 4p
V

23p3

4p
V

e2

h% c

dq

q
cosoqt

� �

¼C 1þ 2
a
p

cosot
do
o

� � ð87Þ

Here a¼ e2=h% c is the fine-structure constant � 1
137. The

first term in the large parentheses is unity and represents
the constant background, or the dc part of the current
carried by the beam of particles through vacuum. The
autocorrelation function for the relative (fractional) den-
sity fluctuations, or for the current density fluctuations in
the beam of charged particles, is obtained therefore by
dividing the second term by the first term. The constant C
drops out when the fractional fluctuations are considered.

According to the Wiener–Khintchine theorem, the coeffi-
cient of cos ot is the spectral density of the fluctuations,
S2
jcj for the particle concentration, or Sj for the current

density j¼ eðk=mÞjcj2:

S2
jcjhjcj

�2i¼Sjhji
�2¼ 2

a
pfN
¼ 4:6� 10�3f�1N�1 ð88Þ

Here we have included in the denominator the total
number N of charged particles that are observed simulta-
neously, because the noise contributions from each parti-
cle are independent. This result is related to the
conventional Q1/fE considered in the next section. A
similar calculation yields the gravidynamical quantum
1/f effect (QGD 1/f effect) by substituting gravitons for
the photons considered so far as infra-quanta.

9. RIGOROUS DERIVATION OF THE COHERENT
QUANTUM 1/f EFFECT

The present derivation is based on the well-known new
propagator Gsðx

0 � xÞ derived relativistically [33,34] in
1975 in a new picture required by the infinite range of
the Coulomb potential. The corresponding nonrelativistic
form [35] was provided by Zhang and Handel (see Section
10.2.6):

� ihF0jTcs 0 ðx
0Þcys ðxÞjF0i

� dss 0Gsðx
0 � xÞ

¼
i

V

X

p

exp i
p . ðr� r0Þ � p2ðt� t0Þ=2m

h%

� �
np; s

� �i
p . ðr� r0Þ

h%
þ iðm2c2þp2Þ

1=2
ðt� t0Þ

c

h%

� �a=p

ð89Þ

Here a¼ e2=h% c � 1=137 is Sommerfeld’s fine structure
constant, np;s the number of electrons in the state of
momentum p and spin s, m the rest mass of the fermions,
dss 0 the Kronecker symbol, c the speed of light, x¼ (r, t) any
spacetime point, and V the volume of a normalization box.
T is the time-ordering operator, which orders the opera-
tors in the order of decreasing times from left to right and
multiplies the result by (� 1)P, where P is the parity of the
permutation required to achieve this order. For equal
times, T normal orders the operators, that is, for t¼ t0

the left-hand side of Eq. (89) is ihF0jc
y
s ðxÞcs 0 ðx

0ÞjF0i. The
state F0 of the N electrons is described by a Slater
determinant of single-particle orbitals.

The resulting spectral density coincides with the result
2a=pfN, derived directly in the section above from the
coherent state of the electromagnetic field of a physical
charged particle. The connection with the conventional
quantum 1/f effect is discussed in the section.

To calculate the current autocorrelation function we
need the density correlation function, which is also known
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as the two-particle correlation function, and is defined by

hF0jTcys ðxÞcsðxÞc
y
s 0 ðx
0ÞFs 0 ðx0ÞjF0i

¼ hF0jc
y
s ðxÞcsðxÞjF0ihF0jc

y
s 0 ðx
0Þcs 0 ðx

0ÞjF0i

� hF0jTcs 0 ðx
0Þcys ðxÞjF0ihF0jTcsðxÞc

y
s 0 ðx
0ÞjF0i

ð90Þ

The first term can be expressed in terms of the particle
density of spin s, n=2¼N=2V ¼hF0jc

y
s ðxÞcsðxÞjF0i, while

the second term can be expressed in terms of the Green
function Eq. (89) in the form

Ass 0 ðx� x0Þ �hF0jc
y
s ðxÞc

y
s 0 ðx
0Þcs 0 ðx

0ÞcsðxÞjF0i

¼ ðn=2Þ2þ dss 0Gsðx
0 � xÞGsðx� x0Þ

ð91Þ

The relative autocorrelation function Aðx� x0Þ
describing the normalized pair correlation independent
of spin is obtained by dividing by n2 and summing over
s and s0:

Aðx� x0Þ

¼ 1�
1

n2

X

s

Gsðx� x0ÞGsðx
0 � xÞ

¼ 1�
1

N2

X

s

X

pp0

exp i
ðp� p0Þ . ðr� r0Þ � ðEp � Ep0 Þðt� t0Þ

h%

� �
np;snp0 ;s

�
p . ðr� r0Þ

h%
� ðm2c2þp2Þ

1=2
ðt� t0Þ

c

h%

� �a=p

�
p0 . ðr0 � rÞ

h%
� ðm2c2þp02Þ1=2ðt0 � tÞ

c

h%

� �a=p

ð92Þ

Here we have used Eq. (89).
We now consider a beam of charged fermions (e.g.,

electrons), represented in momentum space by a sphere
of radius pF, centered on the momentum p0, which is the
average momentum of the fermions. The energy and
momentum differences between terms of different p are
large, leading to rapid oscillations in space and time,
which contain only high-frequency quantum fluctuations.
The low-frequency and low-wavenumber part Al of this
relative density autocorrelation function is given by the

terms with p¼p0:

Alðx� x0Þ ¼ 1�
1

N2

X

s

X

p

np;s

�
p . ðr� r0Þ

h%
� ðm2c2þp2Þ

1=2
ðt� t0Þ

c

h%












2a=p

ð93Þ

� 1�
1

N

p0
. ðr� r0Þ

h%
�

mc2t
h%












2a=p

for pF5 p03 �
mc2t

z













ð94Þ

Here we have used the mean value theorem, considering
the 2a/p power as a slowly varying function of p and
neglecting p0 in the coefficient of t � t� t0, with
z � jr� r0j. The correlations propagate along the beam
with a group velocity given by the average velocity p0/m of
the particles in the beam, and with the phase velocity c2=v.
Using an identity in Ref. 36, we obtain from Eq. (94) with
y � jt� p0

. ðr� r0Þ=mc2j the form

A1ðx� x0Þ ¼ 1�
1

N

mc2y
h%












2a=p

¼ 1�
1:25

N
jYj2a=p

¼ 1�
1:25

N
eð2a=pÞlnY

�1�
1:25

N
1þ

2a
p

lnY
� �

¼ 1�
2:5

N
þ

1:25

N
1�

2a
p

lnY
� �

�
N � 2:5

N
þ

1:25

N
e�ð2a=pÞ ln Y

¼
1

N
N � 2:5þ

2:5a
p cos a

Z

0

cosoYdo
o1�2a=p

� �

ð95Þ

This indicates a o�1þ 2a=p spectrum and a 1/(N� 2.5)
dependence of the spectrum of fractional fluctuations in
density n and current j. The total error corresponding
to the two linear approximations of exponentials in
Eq. (95) is less than 1%, provided jlnYjo20, or
ð250; 000Þ�1 hojyjo250; 000 h. Here Y¼ y=ð1 sÞ, and o is
the circular Fourier frequency in radians per second. We
have used ½ð1 sÞmc2=h% �2a=p � 1:25; this accounts also for the
presence of the number 2.5 instead of the more usual
number 2 in the final form. The form we have chosen here
is more convenient for applications. The equivalent nor-
mal form would have been

A1ðx� x0Þ

�
1

N
N � 2þ

2a
p cos a

Z

0

mc2

h%o

� �2a=p

cos oy
do
o

 !
ð96Þ

in which the error caused by the two linear approximations
of exponentials would have been of the order of 20%, and in
which the fractional power would also have been neglected
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in the integrand for all purposes except for the theoretical
question of the integrability of the 1/o spectrum.

The fractional autocorrelation of current fluctuations dj
is obtained by multiplying Eq. (92) on both sides by
ðep0=mÞ

2 and dividing by ðenp0=mÞ
2, which is the square

of the average current density j, instead of just dividing by
n2. So it is the same as the fractional autocorrelation for
quantum density fluctuations. The last form of Eq. (95) for
the coherent quantum-electrodynamical chaos process in
electric currents becomes

Sdj=jðkÞ �
2:5a

poðN � 2:5Þ
o2ap �

2:5a
poN

¼
0:0058

oN
ð97Þ

Being observed in the presence of a constant applied
field, these fundamental quantum current fluctuations
are usually interpreted as mobility fluctuations. Most of
the conventional quantum 1/f fluctuations in physical
cross sections and process rates are also mobility fluctua-
tions, but some are also in the recombination speed or
tunneling rate.

10. MORE RECENT RESULTS

Six developments are reported. They include (1) a first-
principles proof of the absence of the Q1/fE in the process of
photogeneration of carriers in photodetectors, (2) the ver-
ification of the quantum 1/f noise theory in quartz resona-
tors, (3) the application of quantum 1/f noise to explain the
anisotropy observed for conventional quantum 1/f noise in
mono-crystal silicon, (4) the derivation of the nonrelativis-
tic propagator of QED, which predicts the presence of the
coherent quantum 1/f effect, and (5) a clear formulation of
the problem of transition between the coherent and con-
ventional quantum 1/f effects. In addition we have im-
proved our universal sufficient criterion for 1/f spectra in
chaotic nonlinear systems, and (6) we have applied it to
QED, obtaining the quantum 1/f effect as a consequence of
the nonlinearity of the system formed by the charged
particles together with the electromagnetic field.

10.1. Method Used

The derivation of the coherent nonrelativistic propagator
of QED was performed in the picture introduced by
Dollard in 1964, and uses the branchpoint propagator
introduced later by Zwanziger and Kibble [33,34]. The
derivation of the anisotropy of 1/f noise in monocrystalline
silicon is based on the conventional quantum 1/f noise
theory and the known structure of the conduction band of
silicon in the Brillouin zone.

10.2. Results

Below we report the main results of the four [33,34]
achievements mentioned above.

10.2.1. First-Principles Proof of the Absence of the Quan-
tum 1/f Effect in the Photogeneration of Carriers in Photo-
detectors. Quantum 1/f noise is a fundamental aspect of
quantum mechanics, representing universal fluctuations

of physical process rates R and cross sections s given by
the fractional (or relative) spectral density S(f)¼ 2aA/fN.
Therefore it is present in the process rates generating the
dark current observed in junction photodetectors, such as
diffusion (scattering cross sections fluctuate) in diffusion-
limited junctions, and recombination in the recombina-
tion-limited regime. One is therefore tempted to expect
similar fluctuations in the photogeneration of electron–
hole pairs. However, as we show below, the corresponding
quantum l/f coefficient is zero, precluding the existence of
quantum 1/f fluctuations in the photogeneration rate.
Here N is the number of carriers used to define or measure
the process rate or cross section considered.

For an arbitrary process involving a total of n incoming
and outgoing charged particles, the nonrelativistic quan-
tum 1/f coefficient is given [37] by

2aA¼
4a

3pc2

Xn

i; j¼1

ZiZiqiqjðvi � vjÞ
2

ð98Þ

where the summation runs over the charges qi and velo-
cities vi of all incoming ðZi¼ � 1Þ and outgoing ðZi¼ 1Þ
particles (altogether n of them) in the process whose Q1/fN
we want to find, and a is Sommerfeld’s fine structure
constant, e2=h% c � 1

137 In a photogeneration process a photon
(q¼0) is absorbed, and a pair of oppositely charged parti-
cles is generated ðZ¼ 1Þ with velocities v1 and v2, which
either are zero or quickly decay to zero in a time negligible
with respect to the reciprocal frequency at which we
calculate the quantum 1/f noise. Thus in our case there
are no incoming charged particles, and n¼ 0þ 2¼ 2. The
coefficient aA of a photogeneration process is therefore zero:

aAph¼ ð1; 1Þþ ð2; 2Þþ ð1; 2Þþ ð2; 1Þ

¼ 0þ0þ
4a

3pc2
ðv1 � v2Þ

2
� 0

ð99Þ

All photogenerated carriers of the right sign are collected in
the well of the charge-coupled device, although they may
generate quantum 1/f voltage fluctuations on their way.
Since usually only the number of carriers collected at
readout matters, no quantum 1/f noise will be observed in
a photoelectric CCD as long as the dark current is negli-
gible with respect to the photocurrent. This is in agreement
with the experiments performed by Mooney [38]. The same
considerations apply to MIS photodetectors.

10.2.2. Verification of the Quantum 1/f Noise Theory in
Quartz Resonators. According to the general quantum 1/f
formula (2), G�2SGðf Þ¼ 2aA=f , where a¼ e2=h% c � 1=137
and A¼ 2ðDJ=ecÞ2=3p is the quantum 1/f effect in any
physical process rate G. Setting

J¼
dP

dt
¼
.

P ð100Þ

where P is the vector of the dipole moment of the quartz
crystal, we obtain for the fluctuations in the rate G of
phonon removal from the main resonator oscillation mode
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of the crystal (by scattering on a phonon from any other
mode of average frequency (o), or via a two-phonon
process at a crystal defect or impurity, involving a phonon
of average frequency ðo0Þ) the spectral density

SGðf Þ¼G24aðD
.

PÞ2=3pe2c2 ð101Þ

where ðD
.

PÞ2 is the square of the dipole moment rate
change associated with the process causing the removal
of a phonon from the main oscillator mode. To calculate it,
we write the energy W of the interacting resonator mode
(o) in the form

W¼nh% ðoÞ¼ 2
Nm

2

dx

dt

� �2

¼
Nm

e2
e

dx

dt

� �2

¼
m

Ne2
e2
.

P
2
ð102Þ

The factor 2 includes the potential energy contribution.
Here m is the reduced mass of the elementary oscillating
dipoles, e their charge, e a polarization constant, and N
their number in the quartz crystal. Applying a variation
Dn¼ 1, we get

Dn

n
¼ 2
jD
.

Pj

j
.

Pj
; or D

.
P¼

.
P

2n

Solving Eq. (102) for P and substituting, we obtain

jD
.

Pj ¼
Nh% ðoÞ

n

� �1=2 e

2e

Substituting D
.

P into Eq. (3), we get

G�2SGðf Þ¼Nah% ðoÞ=3npmc2f e2 � L=f ð103Þ

This result is applicable to the fluctuations in the loss rate
G of the quartz.

The corresponding resonance frequency fluctuations of
the quartz resonator are given by [39]

o�2Soðf Þ¼
1

4Q4

L
f
¼

Nah% ðoÞ
12npmc2f e2Q4

ð104Þ

where Q is the quality factor of the single-mode quartz
resonator considered, and (o) is not the circular frequency
of the main resonator mode, o0, but rather the practically
constant frequency of the average interacting phonon,
considering both three-phonon and two-phonon processes.
The corresponding D

.
P in the main resonator mode has to

be also included in principle, but is negligible because of
the very large number of phonons present in the main
resonator mode.

Equation (6) can be written in the form

Sðf Þ¼ bV=fQ4 ð105Þ

where, with a moderate value ðoÞ¼ 108 s�1 and with
n¼ kT=h% ðoÞ, T¼ 300 K, and kT¼ 4� 1014

b¼
N

V

ah% ðoÞ
12npe2mc2

¼ 1022 ð1=137Þð10�27� 108Þ
2

12kT� p� 10�27� 9� 1020
¼ 1

This is in very good agreement with experiment [40].

10.2.3. Application of Quantum 1/f Noise to Explain the
Anisotropy of Conventional Quantum 1/f Noise in Mono-
crystalline silicon. The conduction band of silicon has six
equivalent energy minima along the six /100S directions
in the reciprocal lattice, which is bcc. These directions
correspond to [111] in the direct lattice, which is fcc. If an
electric field is applied along the [111] direct lattice axis,
along which the energy minima are located, a lot of easy
umklapp intervalley scattering processes (g processes)
will take place along the direction opposing the applied
field, because in the reciprocal lattice the minima are at
0.85K from the center of the first Brillouin zone, so there is
only 0.3K to the next minimum in the neighboring zone.
Here K is the distance between the center and the edge of
the Brillouin zone. But umklapp processes are associated
with the largest conventional Q1/fE, because in the ex-
pression ð4a=3pÞðh%Dk=mcÞ2 we have Dk¼G¼ 2p=a for
umklapp, while normal scattering processes have smaller
Dk. Therefore, the [111] direction will yield the highest
quantum 1/f noise for identical currents applied in differ-
ent directions in a Si mono-crystal. Experimentally it is
well known that devices built on (100) silicon surfaces
have lower 1/f noise than those built on (111) surfaces [41].

10.2.4. Derivation of the Nonrelativistic Propagator of
Quantum Electrodynamics. The derivation of the coherent
Q1/fE by us [42] in second quantization was done on the
basis of a new picture of QED introduced by Dollard,
Zwanziger, and Kibble [29,31,33,34,43,44]. This new pic-
ture includes the long-range part of the Coulomb potential
in the unperturbed Hamiltonian H0. The result is a more
complicated free particle and a new propagator with a
branch point instead of a pole. We used a nonrelativistic
form of this new propagator and obtained the universal
spectral density of fractional current fluctuations
Sdj=jðf Þ¼ 2a=3pfN, which we called the coherent Q1/fE.
The purpose here is to derive this nonrelativistic propa-
gator from the well-known relativistic propagator based
on Dollard’s picture.

Our derivation is similar to the derivation of the
nonrelativistic equation from Dirac’s theory of the elec-
tron. It is based on the distinction between the large and
small components of the Dirac spinor.

The relativistic propagator Sðx0 � xÞ in the equation

yðt0 � tÞcyðx0Þ ¼ i

Z
Sðx0 � xÞg0c

y
ðxÞd3x ð106Þ

is

SðxÞ¼ ið2pÞ�3

Z
d3p

2E
eipxð�ipxÞa=pðigp�mÞ ð107Þ
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and valid for very large time t0. In the nonrelativistic limit,
the Dirac spinor can be written in the form

cy xð Þ¼ e�imc2=h
jðxÞ

wðxÞ

" #
ð108Þ

So we get

W t0 � tð Þcyðx0Þ

¼ ið�iÞ

ZZ
d3p

ð2pÞ3
exp i

p . ðx0 � xÞ � Eðt0 � tÞ �mc2t

h

� �

� ð�ipxÞa=p
Eg0 � icp . cþmc2

2E
b

jðxÞ

wðxÞ

2
64

3
75d3x

¼

ZZ
d3p

ð2pÞ3
exp i

p . ðx0 � xÞ � Eðt0 � tÞ �mc2t

h

� �

� ð�ipxÞa=p
Eþ cp . aþ bmc2

2E
b

jðxÞ

wðxÞ

2

64

3

75d3x

ð109Þ

and then we have

Wðt0 � tÞ

jðxÞ

wðxÞ

2
64

3
75

¼ Wðt0 � tÞcyðx0Þeimc2t 0=h

ZZ
d3p

ð2pÞ3
exp i

p . ðx0 � xÞ � ðE�mc2Þðt0 � tÞ

h

� �

�ð�ipxÞa=p
Eþ cp . aþbmc2

2E
b

jðxÞ

wðxÞ

2
64

3
75d3x

¼

ZZ
d3p

ð2pÞ3
exp i

p . ðx0 � xÞ � ðE�mc2Þðt0 � tÞ

h

� �

�ð�ipxÞa=p
1

2

j

w

2
64

3
75þ

cp

2E
.

rw

rj

2
64

3
75þ

mc2

2E

j

�w

2
64

3
75

0
B@

1
CAd3x

ð110Þ

Furthermore, after using the nonrelativistic limit spinor
component relation

w �
r .p

2mc
ð111Þ

we get

Wðt0 � tÞjyðx0Þ

¼

Z
d3x

Z
d3p

ð2pÞ3
exp i

p . ðx0 � xÞ � ðp2=2mÞðt0 � tÞ

h

� ��

� ð�ipxÞa=p
i
jðxÞ

ð112Þ

If we compare this with the equation

Wðt0 � tÞjðx0Þ ¼ i

Z
d3xGðx0 � xÞjðxÞ ð113Þ

which defines the nonrelativistic propagator, we get for
the latter

Gðx0 � xÞ¼ � i

Z
d3p

ð2pÞ3
exp

� i
p . ðx0 � xÞ � ðp2=2mÞðt0 � tÞ

h

� �
ð�ipxÞa=p

ð114Þ

The propagator with a phase factor is

4pt

Gðx0 � xÞ

¼ � i

Z
d3p

ð2pÞ3
exp i

p . ðx0 � xÞ � ðp2=2mÞðt0 � tÞ

h

� �

� ð�iÞa=pþ ig
�
ðm2c2þp2Þðt0 � tÞc

h
þ

p . ðx0 � xÞ

h

� �a=pþ ig

ð115Þ

This is just the nonrelativistic propagator used by us in
the preceding section. It has a branchpoint instead of a
pole. For x¼x0

G¼ � i i
mc2

h
ðt0 � tÞ

� �a=pþ ig
m

2piðt0 � tÞ

� �3=2

ð116Þ

This propagator expresses the essence of our coherent
Q1/f E.

10.2.5. Formulation of the Problem of Transition between
the Coherent and Conventional Quantum 1/f Effects. From
the beginning of the theory of fundamental 1/f noise in
semiconductors and metals two situations were distin-
guished [45]. The first, applicable to small semiconductor
samples and very small (mesoscopic) metallic samples, has
most of the energy excess Nmv2

d=2 present in the station-
ary state carrying a finite current through the sample
(excess over the energy of the equilibrium state) contained
in the sum of the individual kinetic energies of the N
current carriers,

P
i mv2

i =2. Here the velocities vi of the
carriers of mass m contain a small drift term vd. The
second, applicable in larger semiconductor or metal sam-
ples, has most of that energy excess contained in the
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collective magnetic energy of the current-carrying state,
ðB28pÞd3x¼LI2=2. The ratio s of this magnetic energy to
the kinetic energy excess is roughly equal [45,46] to the
number of carriers N0 per unit length of the sample,
multiplied by the classical radius of the electron,
r0¼ e2=mc2 : s¼N 0r0. This situation was considered al-
ready in our classical magnetic turbulence theory [45,47].

In the first situation conventional quantum l/f noise is
applicable for fluctuations in physical scattering cross
sections s, in physical process rates G, and in the mobility
m or diffusion coefficient D (the latter two only if exclu-
sively limited by s or G):

s�2Ssðf Þ¼G�2SGðf Þ¼ m�2Smðf Þ¼ 2aA=f N ðs51Þ ð117Þ

because in this case the coherent, collective term in the
Hamiltonian is negligible. In the second case, however, the
coherent Q1/fE [26] is dominant:

j�2Sjðf Þ¼ m�2Smðf Þ¼ 2a=pf N ðs > 1Þ ð118Þ

because the incoherent kinetic term can be neglected.
For the intermediate case, an interpolation formula

was proposed [46]

j�2Sjðf Þ¼m�2Smðf Þ¼
2a
fN

A

sþ 1
þ

s

pðsþ1Þ

� �
ð119Þ

which is heuristic. The main purpose of Ref. 48 was to
discuss various avenues to derive the correct form for the
intermediary situation, and to consider initially the pro-
blem of coherent quantum 1/f noise in the s � 1 case.

For a finite sample or device Eq. (115) should be
replaced by a propagator that approaches the classical
free-particle propagator of the Schrödinger equation when
the transverse sample size, or the number of particles per
unit length of the sample, approaches zero. This would
cause the coherent Q1/fE to become very small compared
with the conventional quantum 1/f noise present in the
beam, due to the particular way in which the beam was
generated. A formula like the interpolation in Eq. (119)
would then express the fact that conventional quantum l/f
is always present, but is masked in larger samples by the
coherent Q1/fE. However, a formula with a size-dependent
infrared parameter intermediate between the coherent
and conventional limits of a/p and aA, present in both
the coefficient and the exponent, would express the same
transition in a slightly different, physically more mean-
ingful form:

j�2Sjðf Þ¼ m�2Smðf Þ¼
2b

f 1�bN
with b¼

aA

sþ1
þ

as

pðsþ 1Þ

ð120Þ

So far we have not derived an expression equivalent to
Eq. (120) in any way. However, the physical unity of
coherent and conventional Ql/fEs speaks in favor of a
more sophisticated relation than Eq. (119). This same
physical content can be expressed in a slightly different
way by noting that Eq. (115) is equivalent to a energy–

momentum relation that is not sharp, allowing for quan-
tum fluctuations of the rest mass of the charged particle,
or of any other particle with infrared divergent coupling to
a group of massless infraquanta. Describing these quan-
tum fluctuations of the rest mass m with the help of a
distribution function r(m) peaked at the measured rest
mass m, we could attempt to write Eq. (115) in the form

� ihF0jTcs 0 ðx
0Þcys ðxÞjF0i

� dss 0Gsðx
0 � xÞ

¼
i

V

X

p

exp
p . ðr� r0Þ � p2ðt� t0Þ=2m

h%

� �
np;s

� �i
p . ðr� r0Þ

h%
þ iðm2c2þp2Þ

1=2
ðt� t0Þ

c

h%

� �a=p

¼
i

V

Z
dm rðmÞ

X

p

exp i
pðr� r0Þ � p2ðt� t0Þ=2m

h%

� �
np;s

ð121Þ

The distribution function r(m) can be used to transform
various classical results calculated simply with the Schrö-
dinger propagator into the corresponding quantum l/f
results.

To determine r(m), we represent the nonrelativistic
form [38] of the new QED propagator as a superposition
of classical propagators, defined by an unknown mass
distribution r(m) that describes the fuzzy mass shell:

exp
im

h%
v . ðr� r0Þ � c2þ

v2

2

� �
ðt� t0Þ

� �� �

.
im

h%
v . ðr� r0Þ � c2þ

v2

2

� �
ðt� t0Þ

� �� �a=p

¼

Z 1

0

dm r mð Þ exp
im
h%

v . ðr� r0Þ � c2þ
v2

2

� �
ðt� t0Þ

� �� �

ð122Þ

Let u¼ ð1=h% Þ½v . ðr� r0Þ � ðc2þ v2=2Þðt� t0Þ�. This allows us
to simplify the equation presented above

Z 1

0
dm rðmÞeimu¼ eimuðimuÞa=p ð123Þ

When we used m0 ¼ m�m, the equation becomes

Z 1

�m

dm0r0ðm0Þeim 0u¼ ðimuÞa=p ð124Þ

Because r0ðm0Þ is different from zero only around m0 ¼ 0 or
m¼m, we can extend the domain of integration:

Z 1

�1

dm0r0ðm0Þeim 0u¼ ðimuÞa=p ð125Þ
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Let us take the derivative with respect to u. This yields

Z 1

�1

dm0r0ðm0Þeim 0u . im0 ¼
ða=pÞðimÞa=p

u1�a=p
ð126Þ

We can further simplify this equation with the notation
m0r0ðm0Þ ¼Xðm0Þ and get

Z 1

�1

dm0Xðm0Þeim 0u¼
ða=pÞma=p

ðiuÞ1�a=p
ð127Þ

We can determine Xðm0Þ by taking the Fourier transforma-
tion of the right-hand side:

Xðm0Þ ¼
Z 1

�1

du
ða=2p2Þma=p

ðiuÞ1�a=p
e�ium 0 ¼

ama=p

2p2i1�a=p

Z 1

�1

du
e�ium 0

u1�a=p

¼
ama=p

2p2i1�a=p

Z 0

�1

du
cosðm0uÞþ i sinðm0uÞ

u1�a=p

�

þ

Z 1

0

du
cosðm0mÞþ i sinðm0uÞ

u1�a=p

�

ðu0 ¼ � uÞ

¼
ama=p

2p2i1�a=p

Z 1

0
dð�u0Þ

cosð�m0u0Þ þ i sinðm0u0Þ

ð�u0Þ1�a=p

 

þ

Z 1

0
du

cosðm0uÞ þ i sinðm0uÞ
u1�a=p

!

ð128Þ

¼
ama=p

2p2i1�a=p

Z 1

0
du0
� cos �m0u0ð Þ þ i sin m0u0ð Þ

u01�a=p

�
�1ð Þ

1�a=p

þ

Z 1

0
du

cos m0uð Þþ i sin m0uð Þ

u1�a=p

�

¼
ama=p

2p2i1�a=p
½1� ð�1Þ1�a=p�

Z 1

0
du

cosðm0mÞ
u1�a=p

�

þ i½1þ ð�1Þ1�a=p�

Z 1

0
du

sinðm0mÞ
u1�a=p

�

¼
ama=p

2p2i1�a=p
½1� ð�1Þ1�a=p�

Gða=pÞ
m0a=p

�
cos

a
2

þ i½1þ ð�1Þ1�a=p�
Gða=pÞ
m0a=p

sin
a
2

�

ðfor m0 > 0Þ

ð129Þ

¼
ama=p

2p2i1�a=p
½1� ð�1Þ1�a=p�

Gða=pÞ
ma=p

�
cos

a
2

�i½1þ ð�1Þ1�a=p�
Gða=pÞ
m0a=p

sin
a
2

�

ðfor m0o0Þ

ð130Þ

Because both 1þ �1ð Þ
1�a=p and sin(a/2) are much smaller

than 1� ð�1Þ1�a=p and cos(a/2), we can just use

Xðm0Þ ¼ ½1� ð�1Þ1�a=p�
aGða=pÞ cosða=2Þ

2p2i1�a=p

m

m0

� �a=p

ð131Þ

for all practical purposes. We thus conclude that the mass
distribution function has to be

rðmÞ¼
aGða=pÞ cosða=2Þ

p2i1�a=p

ma=p

ðm�mÞ1þ a=p
ð132Þ

This is a remarkable result. It allows us to approximate
the effect of infrared radiative corrections on any electro-
nic propagator by multiplying it by r(m) and integrating
over m as was done with the free-particle propagator on the
right-hand side of our first equation above. The result will
represent an approximation of the physical electron’s
propagator corresponding to the problem at hand, that
is, an approximation of the physical propagator including
the infrared radiative corrections, which corresponds to
the given potential in which the electron has to move, and
which satisfies the given boundary conditions.

10.2.6. Application of the Universal Sufficient Criterion
for 1/f Spectra in Chaotic Nonlinear Systems to Quantum
Electrodynamics. The nonlinearity causing the 1/f spec-
trum of turbulence in both semiconductors and metals is
caused by the reaction of the field generated by charged
particles and their currents back on themselves. The same
nonlinearity is present in QED, where it causes the
infrared divergence, the infrared radiative corrections
for cross sections and process rates, and the quantum 1/f
effect. We shall prove this on the basis of our sufficient
criterion for 1/f spectral density in chaotic systems.

Consider a beam of charged particles propagating in a
well-defined direction, so that the Schrödinger equation
describes the longitudinal fluctuations in the concentration
of particles. Considering the nonrelativistic case, which is
encountered in most quantum 1/f noise applications, we
write in second quantization the equation of motion for the
Heisenberg field operators c of the particles in the form

ih%
@c
@t
¼

1

2m
�ih%r�

e

c
A

� �2
c ð133Þ

With the nonrelativistic form J¼ � ih%c�rc=m þ (Hermi-
tian conjugate), and with

Aðx; y; z; tÞ¼
h%

2 cmi
.
½c�rc� crc��
jx� x0j

d3x0 ð134Þ

where the small rectangular brackets are defined to include
retardation, we obtain

ih%
@c
@t
¼

1

2m
�ih%r�

eh%

2c2mi

½c�rc� crc��
jx� x0j

d3x0
� �2

c ð135Þ

At very low frequencies or wave numbers the second
term in the large parentheses is dominant on the
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right-hand side, being of order l, while the first term is of
order l� 1 when x is replaced by lx, giving

ih%
@c
@t
¼ �

1

2m

eh%

2c2m

½c�rc� crc��
jx� x0j

d3x0
� �2

c ð136Þ

For x replaced by lx, and x0 formally replaced by lx0, we
obtain

ih%
@c
@t
¼ �

1

2m

eh%

2c2mi

½c�ðr=gÞc� cðr=gÞc��
ljx� x0j

l3d3x0
� �2

c

¼ l2Hc¼ g�pHc

ð137Þ

This satisfies our homogeneity criterion with p¼ � 2,
because if we also replace t with l� 2t on the left-hand
side, l drops out altogether, and the equation is invariant.
Our sufficient criterion only requires homogeneity, with
any value of the weight p, for the existence of a 1/f spectrum
in chaos. Therefore, we expect partial self-ordering of the
current carriers with long-range correlations leading to a
universal 1/f spectrum of fundamental quantum current
fluctuations (coherent quantum 1/f effect) and of fluctua-
tions in physical cross sections and process rates, as derived
in detail above. This is in agreement with the experimen-
tally verified results of the quantum 1/f theory.

In conclusion, we realize that, both in classical and in
quantum-mechanical nonlinear systems, the limiting be-
havior at low wave numbers is usually expressed by
homogeneous functional dependences, leading to funda-
mental 1/f spectra on the basis of our criterion. This
explains the ubiquity of the 1/f spectrum.

11. DEVELOPMENT OF SPECIAL MATERIALS FOR
ULTRA-LOW-NOISE FET AND JUNCTION DEVICES

11.1. Fet Devices

Consider, for example, the class of devices that are homo-
geneous in the direction of the current flow, such as FETs,
including JFETs, MODFETs, or HEMTs, and photocon-
ductive detectors, as opposed to bipolar transistors,
HJBTs, pn diodes, junction photodetectors, and other
junction devices. The mobility quantum 1/f noise is deter-
mined in this class of devices by Eq. (57), with the various
quantum 1/f coefficients ai, given by the results presented
earlier for impurity scattering, acoustic phonon scattering
in indirect-bandgap semiconductors, various kinds of in-
tervalley scattering with or without umklapp, and polar
and nonpolar optical phonon scattering. Ionized impurity
scattering consists of many small-angle scattering events,
all with small velocity changes Dv, and therefore also with
a small value of the quantum 1/f coefficient ai. On the
other hand, intervalley scattering with or without umk-
lapp causes large velocity changes, corresponding to wave
vector changes of the order of the fundamental reciprocal
lattice vector G, and a large quantum 1/f coefficient of the
order ð4a=3pÞðh% G=mcÞ2¼ ð4a=3pÞðh% 2p=amcÞ2, where a is
the lattice constant and m the effective mass of the

carriers. To reduce the 1/f noise of the resulting devices,
one is interested in materials practically free of interval-
ley and umklapp scattering, even if this comes at the
expense of a shorter lifetime of the carriers. One designs
materials in which the mobility is limited mainly by
ionized impurity scattering. If this is not practicable due
to other constraints, one takes advantage of the inverse
square dependence of the intervalley- and umklapp-scat-
tering quantum 1/f coefficients and chooses the conduction
type (n or p) and the host material in order to maximize m.
Finally, the 1/N dependence also favors materials with a
large concentration of ionized impurities.

11.2. Junction Devices

On the other hand, for materials designed for use in
junction devices, the last form of Eq. (65) requires a large
lifetime of the minority carriers in the low-doping part of
the device. In this case, the material must have particu-
larly low concentrations of recombination centers, of point
defects, of dislocations, and of other lattice defects. For this
class of devices the elimination of surface recombination
currents through surface passivation is very important,
because volume recombination is much less noisy accord-
ing to our equations.

12. DEVICE OPTIMIZATION FOR ULTRALOW 1/f NOISE

After the design of optimal materials for each class of
solids-state devices, the next objective is the use of these
materials and of the quantum 1/f theory for practical
device optimization. The following is the present list of
our principles of optimal quantum 1/f noise design, which
we currently use in creating new technological prototypes
of devices:

1. Avoid coherent-state quantum 1/f noise by device
size reduction below the coherent limit. This size
limit is concentration-dependent, as seen from the
expression for the coherence parameter s¼
2e2N 0=mc2¼ 5� 10�13cm�1�N 0 defined in Eq. (27).
N 0 ¼nA is the number of carriers per unit length of
the device in the direction of current flow. A is the
cross-sectional area of the current-carrying device,
and n is the concentration of carriers. For s51 we
expect conventional quantum 1/f noise, while for
sb1 the much larger coherent-state quantum 1/f
noise is to be expected. In conclusion: think submi-
cron, think transversely ultrasmall.

2. Avoid control of the device current or voltage by
elementary cross sections or process rates tested by
a small number of carriers only. Indeed, the number
of carriers interrogating the cross section or process
rate appears in the denominator of both the conven-
tional and coherent quantum 1/f noise formulas. In
particular, avoid current concentrations in bottle-
necks, and current inhomogeneities. In junction
devices higher lifetimes of the carriers lead to an
increase in the number of carriers present in the
sample that have tested the current-controlling
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cross sections, and therefore lead to lower quantum
1/f noise.

3. Avoid control of a device exhibiting conventional
quantum 1/f noise through elementary processes
that involve large accelerations of the current car-
riers, or large velocity changes. The squared vector
velocity change appears as a factor in the conven-
tional quantum 1/f noise formula. For example,
umklapp, intervalley, and lattice scattering are re-
spectively worst, very bad, and bad, compared with
ionized impurity scattering, in terms of the frac-
tional mobility fluctuations they yield. For a given
scattering mechanism, choosing current carriers
with a large effective mass will in general reduce
the conventional quantum 1/f noise, because for the
same momentum transfers this results in smaller
accelerations. Bulk recombination control of the
current through a pn junction will lead to lower
quantum 1/f noise than having the current con-
trolled even in part by surface recombination, be-
cause the surface recombination centers are in a
high-localized-field region at the interface between
bulk and the passivation layer. Therefore, the best
passivation is one that reduces the number and the
cross section of the surface recombination centers,
while also providing the smallest surface potential
jump.

On this basis a detailed identification and analysis of
the various noise sources can be performed. In a next step,
a figure of merit can be defined on the basis of the mission
specification for the devices in the focal plane array.
Finally, material and design improvements are calculated
and suggested, which optimize the figure of merit defined
in the previous step. A similar sequence is applicable for
quartz crystal resonators and SAW devices.

Use of these principles leads to lower 1/f device noise.
The quantum 1/f theory can consequently be used for CAD
optimization of 1/f device noise suppression.

13. DISCUSSION

We now have a clear understanding both of the general
origin of fundamental 1/f spectra and of my practical
engineering formulae 2aA=f N and 2a=pf N applicable to
high-technology devices. No matter which device is con-
cerned, if it is a high-technology device all trivial forms of
instability and fluctuations have been eliminated, and the
device will be limited in its performance by the funda-
mental quantum 1/f effect present in the elementary cross
sections and process rates controlling the kinetics of the
device. A Q1/fE research institute is needed to translate
these fundamental discoveries into valuable practical
breakthroughs in modern high-technology applications.

Many contributions to this field are included in the
Proceedings of the IV–VI International Symposia on
Quantum 1/f Noise (1990, 1992, and 1994) and in the
session on ‘‘1/f noise and quantum chaos’’ at the March
1992 meeting of the American Physical Society in
Indianapolis. Continuing progress was reported in the

Proceedings of the International Conference on Noise in
Physical Systems and 1/f Noise, which were published
1975–1996; see the reviews [26,49].
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NONLINEAR CIRCUIT ANALYSIS
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University of Cantabria
Santander, Cantabria, Spain

1. INTRODUCTION

There is an increasing demand in modern communication
systems for high-performance radiofrequency circuits.
This fact, together with the common use of monolithic
technologies, for which no modification is possible after
manufacturing, requires the use of accurate and efficient
simulation tools, in order to meet the circuit specifications.
This simulation has added difficulties in the case of non-
linear circuits, such as those based on semiconductor de-
vices, transistors, or diodes. The superposition principle
does not hold in nonlinear circuits and so they exhibit
characteristics, such as dependence on the input ampli-
tude or the generation of harmonic frequencies, that are
never observed in linear ones [1–3].

The self-sustained oscillation, exhibited by the oscilla-
tor circuits and also by unstable amplifiers, is possible
only in nonlinear nonconservative systems. Other phe-
nomena, exclusive to nonlinear systems, are the coexis-
tence of solutions and the hysteresis, the oscillation
synchronization with external sources, and the genera-
tion of subharmonic oscillations. Note that, although the
special properties of the nonlinear circuits are sometimes
undesired, they also make them the only choice for per-
forming analog functions such as frequency mixing, fre-
quency multiplication, oscillation, and frequency division.

In general, the nonlinear circuit will be described by a
set of differential algebraic equations (DAEs) [4]. Two dif-
ferent kinds of circuits may be distinguished [1]: autono-
mous and nonautonomous. In an autonomous circuit, the
DAEs do not explicitly depend on time, due to the absence
of time-varying generators. This is the case of the free-
running oscillators, which contain DC generators only. In
a nonautonomous (forced) circuit, the DAEs explicitly de-
pend on time, due to the existence of time-varying gener-
ators g(t). Four main types of steady-state solutions are
possible: the DC solution, the periodic solution, the qua-
siperiodic solution, and the chaotic solution. The periodic
solution has one fundamental frequency only. The quasi-
periodic solution has two or more incommensurable fun-
damentals, namely, two or more fundamental frequencies
that cannot be rationally expressed in terms of a common
period. It is the regime in which a frequency mixer

operates. Finally, the chaotic solution is neither periodic
nor quasiperiodic, and, because of this nonperiodicity,
it exhibits a continuous spectrum, at least for some fre-
quency intervals [1].

Another essential characteristic of nonlinear circuits is
the possible coexistence of two or more steady-state solu-
tions for the same circuit values. Only the stable steady-
state solutions are physically observed. A solution is stable
when it is capable of recovering from small perturbations.
For this reason, the stable solution is also called robust
[1–3]. Since perturbations are always present in real life,
nonrobust solutions cannot be obtained experimentally. As
an example of coexistence of solutions with different sta-
bility properties, Fig. 1 shows the simulation of a free-
running oscillator. As already mentioned, a free-running
oscillator is an autonomous circuit and its equations can
always be solved for a DC solution. In the case of Fig. 1,
this DC solution is simply vDC¼ 0, iDC¼ 0, 8t. If no initial
value is provided to either of the two circuit nodes, the
solution will remain at v(t)¼0, i(t)¼0 during the entire
simulation interval. However, if the initial conditions dif-
fer from v¼0, i¼ 0, a transient will lead the circuit to the
oscillating steady state. The DC solution is thus unstable.
In contrast, the oscillating solution is stable. To show this,
a perturbation is applied at t¼5 ns. This starts a transient
that leads back to the oscillating solution.

Different methods exist for the simulation of nonlinear
circuits. These methods can be classified into three main
categories: time domain, frequency domain, and the more
recent time–frequency methods. There are also analytical
methods and numerical methods. The analytical methods,
such as the describing function [2,5] or Volterra series
[6,7], are very well suited for circuit design, since they give
insight into the nonlinear behavior and enable an evalu-
ation of its dependence on the circuit parameters. The de-
scribing function has been widely used for oscillator
design, while the Volterra series is a good approach for
identifying the linearity limiting factor of a given transis-
tor technology. It is also very well suited for the analysis of
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Figure 1. Coexistence of solutions in the cubic nonlinearity os-
cillator. The DC solution lies on the horizontal axis. Two pertur-
bations are applied at t¼0 and t¼5 ns, respectively.
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multitone signals and nonlinearities with memory. How-
ever, when the goal is to obtain an accurate solution, in
terms of waveforms and spectral content, numerical iter-
ative methods are generally preferred. These numerical
simulation methods are the object of this contribution.

The nonlinear circuit can be simulated by applying in-
tegration algorithms to its corresponding DAE, from an
initial condition [8–10]. This method, used in programs
such as SPICE [10], provides the entire evolution of the
circuit solution from the initial values to the steady state.
Both the transient and steady state are simulated. How-
ever, the transient, which usually has little interest for the
designer, may be too long in comparison with the solution
period. To cope with this problem, the fast time-domain
algorithms [11], such as the shooting [8,12,13] and finite-
difference methods [11,13–15], perform the time-domain
analysis of the steady state only, avoiding the transient.
This is achieved using an additional constraint on the
state of the solution. In the case of periodic regimes, the
constraint imposes the equality of the circuit variables af-
ter one period. The fast time-domain methods are more
difficult to apply to steady-state regimes of other kinds.

The distributed elements, with loss and frequency dis-
persion, are difficult to model and analyze in the time do-
main. The most general approaches use impulsive
responses for the description of these elements, and the
required convolution products may be long and inefficient,
since the integration must be carried out from the initial
time value. The linear elements are more easily described
in the frequency domain, since it is generally simpler to
obtain their response using phasor analysis. Taking this
fact into account, the harmonic balance (HB) method
[16–19] uses frequency-domain representations for the
linear elements, lumped or distributed, maintaining the
time-domain descriptions for the nonlinear devices. The
circuit variables are represented by means of a Fourier
series, with one or more fundamental frequency. Because
of this representation, only the steady state is simulated.
On the other hand, the use of a sinusoidal basis for the
expression of the circuit signals restricts the applicability
of the method to circuits with relatively mild nonlinear-
ities. Regimes with fast time transitions are better ana-
lyzed in the time domain, with the shooting or finite-
difference methods.

As already mentioned, only the stable steady-state solu-
tions are physically observed. In the case of the time-domain
integration, provided the integration step and the algorithm
are properly selected, the steady-state solution obtained will
be stable. This is due to the fact that the integration process
follows the actual time evolution of the circuit solution
(transient), up to the steady state (see Fig. 1). When using
steady-state methods such as HB, the possible coexistence of
steady-state solutions must be taken into account. It is pos-
sible to obtain a steady-state solution to which the circuit
never evolves and, as a consequence, is never observed in
practice. This situation is often faced in circuits such as
power amplifiers. The designer simulates the desired peri-
odic amplifier solution, which is actually unstable, and ob-
tains a mixerlike spectrum in the measurement. This stable
solution is due to the mixing of the signal delivered by the
input generator with a self-oscillation. As can be gathered,

the verification of the solution stability will be essential for
some analysis methods.

Because of the required Fourier series expression of the
circuit variables, the HB technique cannot be applied to
nonlinear circuits with modulated inputs. On the other
hand, for a carrier frequency with a much higher value
than the modulation bandwidth, the time-domain simula-
tion may be inefficient or even impossible. However, in
most of these circuits, two different timescales may be
considered: one associated with the modulation signal
(slower timescale) and the other associated with the
high-frequency carrier (faster timescale). Because the cir-
cuit is periodic with respect to the time variable associated
to the faster timescale, it will be possible to express the
circuit variables in a harmonic series, with time-varying
harmonic components, at the slower timescale. This is
done in the envelope transient method [20,25]. The har-
monic components become the unknowns of a system of
differential algebraic equations. The advantage over the
time-domain integration is its lower computational cost,
since the equation system is integrated at the timestep of
the slower timescale.

The objective of this contribution is to introduce and
compare the different techniques for the numerical simu-
lation of nonlinear circuits, showing the advantages and
shortcomings of each of them, when applied to different
kinds of circuits and regimes. In order to illustrate the dif-
ferent simulation techniques, a frequency divider will be
used throughout this article. The frequency dividers are
challenging circuits in terms of analysis, due to the variety
of nonlinear operation modes [26] that they exhibit.

2. TIME-DOMAIN INTEGRATION

The most practical way to perform the time-domain anal-
ysis of a nonlinear circuit is to formulate the circuit as a
system of differential algebraic equations (DAEs). But
some facts must be taken into account. The distributed
elements are originally described through partial differ-
ential equations, and are difficult to introduce in this for-
mulation. To overcome this problem, the transmission
lines may be segmented into lumped elements. Unfortu-
nately, it has been shown that this segmentation often
gives rise to numerical instabilities [27], that is, to artifi-
cial poles on the right-hand side of the complex plane. In
addition, this technique cannot directly model the fre-
quency-dependent parameters. A more general approach
is the one based on the computation of the impulse
responses of the linear elements from their frequency-
domain descriptions [27,28]. Then, convolution products
are calculated.

The transistors and diodes are usually described
through lumped electrical models, containing linear and
nonlinear elements. Examples of nonlinear elements are
the voltage-controlled current i(v) and junction capaci-
tance cj(v) of a Schottky diode or the field-effect current
ids(vgs,vds) of a FET transistor, which is controlled by the
gate-to-source voltage vgs(t), and the drain-to-source volt-
age vds(t). The nonlinear elements are described through
their instantaneous relationships with their control
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variables, like the well-known diode–current model iðtÞ¼
I0ðe

avðtÞ � 1Þ, having I0 and a as parameters. In the case of
nonlinear capacitances, the model is written in terms of
the associated nonlinear charge qj(v). In the case, for in-
stance, of a junction capacitance, the nonlinear charge is
given by qjðvÞ ¼ � 2Cj0f

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� v=f

p
, with f, the built-in po-

tential and Cj0, the capacitance for v¼ 0. For the modeling
of more complex nonlinearities, for example, some of those
contained in FET or bipolar transistors, great research ef-
fort has been necessary. The most usual models can be
found in Refs. 29 and 30. The nonlinear models must allow
an efficient calculation of the circuit solution, with the ex-
istent simulation methods.

The modified nodal approach, obtained from the direct
application to the circuit of Kirchhoff ’s laws, allows a global
formal expression of the DAE [8], which are written

�iið �vvðtÞÞ þ
d �qq

dt
ð �vvðtÞÞ

þ

Z t

�1

�hhðt� tÞ �vvðtÞdtþ �ggðtÞ¼ 0

ð1Þ

where �vv 2 RP is the vector containing the node voltages
and branch currents, �qq 2 RP is the vector of charges and
fluxes, and �ii 2 RP is the vector of sums of currents (that
enter each node) and branch voltages. The vector �hh 2 RP

contains the impulsive responses, associated to the distrib-
uted elements, and �ggðtÞ 2 RP is the vector where the input
generators are included. Whenever the relationship �qqð �vvÞ is
invertible, it will be convenient to use �qq as unknown, since
this ensures the charge conservation [8].

As already mentioned, the impulsive responses in (1)
are obtained from the inverse Laplace transforms of the
distributed elements. In the general case of frequency-
dependent distributed elements, the Laplace domain
transfer functions are developed in Taylor series and ap-
proached using closed-loop Padé approximants [31,32].
The approximants can be expressed in partial fraction
form. Then, the inverse Laplace transform provides a sum
of exponentials in time domain that are used in the con-
volution calculation. To avoid the introduction of any
artificial instability, all the poles of the computed approx-
imation must have negative real parts [32].

For the practical solution of (1), the continuous-time
variable t is discretized and replaced with the timepoints
½t0; . . . ; tn; . . . ; tN �. Then, the modified nodal equation is re-
written in terms of the discrete points tn. At each point tn,
the convolution products are calculated through a discrete
sum

�iiðtnÞ ffi
Xn�1

i¼ 0

�hhðtn � tiÞ �vvðtiÞDti ð2Þ

where Dti¼ tiþ 1 � ti. For simplicity, a rectangular rule has
been considered in (2), although other more efficient
schemes of higher order are generally used in practice
[33]. From (2), it is clear that the evaluation of the circuit
response over the total simulation interval [t0,tN] requires

O(N 2) operations. Kapur et al. [33] proposed an algorithm
to reduce the number of operations to O(N log(N)).

Several algorithms exist for the numerical integration
of (1). The difference between one and another is the way
how the derivative d �qq=dt is approximated, in terms of the
time samples tn. A few of these algorithms will be shown
here, for illustration. The forward and backward Euler
approaches are, respectively, given by

d �qqð �vvðtnÞÞ

dt
¼
�qqð �vvðtnþ 1ÞÞ � qð �vvðtnÞÞ

h

ðforward EulerÞ

d �qqð �vvðtnÞÞ

dt
¼
�qqð �vvðtnÞÞ � qð �vvðtn�1ÞÞ

h

ðbackward EulerÞ

ð3Þ

where h is the timestep, initially assumed constant and
such that tn¼ t0þnh. In the forward Euler approach, the
derivative at the time tn involves the variable evaluated at
the next timepoint tnþ1; thus, the term ‘‘forward.’’ In the
backward Euler approach, it involves the variable calcu-
lated at the previous timepoint tn� 1. The backward Euler
algorithm is an implicit algorithm. An algorithm is called
‘‘implicit’’ when the point �qqð �vvðnþ1ÞÞ is a function of itself:

�qqð �vvðtnþ 1ÞÞ ¼ �qqð �vvðtnÞÞþ
d �qqð �vvðtnþ 1ÞÞ

dt
h ð4Þ

The implicit algorithms are generally more complicated in
terms of computation. However, compared to the explicit
algorithms, they offer better accuracy and improved sta-
bility properties [1]. This can be understood as the result
of a feedback effect, due to the dependence of the point
�qqð �vvðtnþ 1ÞÞ on itself [see (4)].

The commonly used trapezoidal approximation esti-
mates the derivative d �qq=dt, using the average of its value
at tn and tnþ 1. This provides the following relationship:

d �qqð �vvðtnþ 1ÞÞ

dt
¼

2

h
ð �qqð �vvðtnþ 1ÞÞ

� qð �vvðtnÞÞ �
d �qqð �vvðtnÞÞ

dt

ð5Þ

The algorithms presented so far require one past point
only, corresponding to the previous time tn. There are also
more complex multistep algorithms, which require two or
more past points. A given algorithm has P order when the
solution �qqð �vvðtÞÞ and its P first time derivatives are contin-
uous at the limits of the interval [tn,tnþ 1]. Thus, the inte-
gration is error-free for a system whose solution is a
polynomial of the same order P or smaller order [1,34].
In particular, it is easily shown that the backward Euler
algorithm has order 1, while the trapezoidal algorithm has
order 2. The algorithms of higher order use more informa-
tion about the system and are generally more exact. All the
integration algorithms with similar formal structure are
grouped in families, each member of a given family having
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a different order P. A detailed classification of the different
integration algorithms is given in Ref. 1.

The integration algorithm transforms the continuous-
time system into a discrete-time system that is different
for each particular algorithm. Particularizing the deriva-
tive in (1) to the trapezoidal approach (5), a discretized
version of the modified nodal equation is obtained:

�eeðtnþ 1Þ �2
ð �qqð �vvðtnþ 1ÞÞ � �qqð �vvðtnÞÞ

tnþ 1 � tn

�
d �qqð �vvðtnÞÞ

dt
þ �iið �vvðtnþ 1ÞÞ

þ
Xn

i¼ 1

�hhðtnþ 1 � tiÞ �vvðtiÞDtiþ �ggðtnþ 1Þ¼ 0

ð6Þ

This equation should provide the entire evolution of the
circuit solution versus the time variable. The simulation
starts with a DC analysis of the circuit, giving the initial
value �vvð0Þ. Then, the integration algorithm is applied from
t0¼ 0; �vvð0Þ, to obtain �vvðt1Þ and recursively applied to obtain
tnþ1; �vvðtnþ 1Þ from the knowledge of tn; �vvðtnÞ and all the
past points, required for the calculation of the convolution
products.

For the numerical determination of �vvðtnþ 1Þ, an error
function �eeðtnþ 1Þ, equal to the term of the left-hand side, has
been introduced in (6). Some tolerance limits in the circuit
variables and a maximum error value, below which the so-
lution �vvðtnþ 1Þ is considered to be a valid one, must be spec-
ified at the beginning of the process. This calculation can be
carried out with the aid of the Newton–Raphson algorithm
[1,8], which requires the computation of Jacobian matrix of
the error function. Compared to other techniques, the
advantage of the Newton–Raphson algorithm comes from
the large value of the stepsize Dtnþ 1¼ tnþ 1 � tn that it
allows. As time evolves, the Newton–Raphson algorithm
uses the result �vvðtnÞ for the previous timepoint tn as the
initial guess for �vvðtnþ 1Þ.

The truncation error of a given integration algorithm is
due to the particular discretization method and can be
defined as the error that would be present if the algorithm
could be implemented with infinite precision [1]. For a
multistep algorithm of order P, it can be expressed
eT ¼APhPþ 1 [1], where Ap is a real number that depends
on the order P, the number of utilized past points, the
particular time-domain equation, and the particular point
nþ 1 of the curve. In the trapezoidal rule (P¼2), the error
is proportional to h3. In the backward Euler rule (P¼ 1),
the error is proportional to h2. For sufficiently small h, the
higher-order algorithms will be more accurate than the
lower-order ones. The situation can, however, be reversed
if the step h becomes too big. Provided the integration step
is relatively small, it will be possible to use a larger step-
size with a higher-order algorithm.

For maximum efficiency of the algorithm, with the larg-
est stepsize for a prefixed error tolerance, the stepsize
must be adjusted during the integration process. The need
for adjusting the stepsize comes from the fact that the
truncation error eT changes at each timestep. Note, how-
ever, that, in multistep algorithms, the input past points

must be equally spaced in time. Thus, when the stepsize is
changed, the evenly spaced points must be calculated,
which will require additional computational effort.

These techniques have been applied to a frequency di-
vider by 2, by harmonic injection. This circuit is basically
an oscillator, whose second harmonic synchronizes with
the input signal. Actually, the harmonic injection dividers
exhibit a free-running oscillation, when no signal is deliv-
ered by the input generator. The divider that has been
considered here, based on a MESFET transistor, is shown
in Fig. 2. The generator frequency is about fin¼ 6 GHz.
The input network is a bandpass filter at this frequency.
The output network is a bandpass filter about the divided
frequency foutD3 GHz. The parallel LC network, at the
source terminal, provides series feedback at the self-oscil-
lation frequency. The drain-to-source LC branch attenu-
ates the input frequency. The transistor is biased at VGS¼

� 1.5 V, VDS¼ 3 V, near pinchoff, to take advantage of the
quasiquadratic ids�ids(vgs) characteristic for an efficient
mixing between the input frequency and the oscillation.
This should provide the subharmonic frequency oin=2. The
nonlinear elements of the MESFET transistor, taken into
account for the analysis, are the Schottky junction current
igs�igs(vgs) and charge qgs�qgs(vgs); the drain-to-source
current ids�ids(vgs,vds), which can be modeled through
the Tajima equation [35]; and the drain-to-gate current
idg�idg(vgs,vds), which can be modeled through a diodelike
equation [29,30].

In the absence of external signal, a free-running oscil-
lation takes place at F0¼ 3 GHz. Figure 3 shows the time-
domain simulation of this oscillation, in terms of the volt-
age at the drain node. The oscillation startup required an
initial condition to ‘‘escape’’ from the unstable DC solu-
tion. Note the long duration of the transient in comparison
with the solution period (Fig. 3a). This duration is about
15 periods of the steady-state oscillation. The integration
has been performed with the trapezoidal rule, with ad-
justable timestep. The minimum allowed timestep, along
the integration interval, is Dt¼ 1 ps. Convergence fails
when a larger value of this minimum step is chosen.

The criterion for the selection of the timestep is based
on the number of iterations required to achieve conver-
gence. If, for a time tn, convergence is achieved with a
smaller number of iterations than a certain prefixed value
n0, the timestep for tnþ 1 is increased. The expanded view
of Fig. 3b shows the steady-state waveform and the dis-
crete timepoints. Figure 3c shows a comparison between
the trapezoidal (solid line) and the backward Euler
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Figure 2. Schematic of a frequency divider by 2, with 6 GHz in-
put frequency.
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(dashed line) integration rules, for fixed timestep h¼ 1 ps.
To test the validity of this method, the integration step has
been reduced to the unnecessarily small value h¼ 0.25 ps.
For this small step, a numerical oscillation is obtained in
both cases. The one resulting from the trapezoidal inte-
gration rule is shown in Fig. 3c.

The abovementioned numerical oscillation indicates
the possible instability of the integration algorithms. As
seen in the previous example, the unstable behavior is in-
dependent of the accuracy. It depends on the timestep and
the particular algorithm. For a same continuous-time sys-
tem, each algorithm gives rise to a different discrete-time
equation. The stable solution of the continuous-time sys-
tem may become an unstable solution of a particular dis-
crete-time system. The stability properties of the different
algorithms have been compared by applying them to
a continuous first-order linear system [1], with a stable
solution.

Generally speaking, the stable or unstable behavior of a
given algorithm depends on the time constants of the orig-
inal continuous-time system and the timestep h. With l as
the time constant of the original system, the different al-
gorithms have different stability regions, in terms of lh
[1]. These stability regions are usually larger for the im-
plicit algorithms, due to the effect of feedback. Typically,
the stability is not critical for the stepsizes that are com-
monly used by the designer. However, in some systems,
called stiff systems, the step to satisfy the accuracy con-
straint lies within the instability region [1]. This is typical
of systems with time constants of very different orders of
magnitude.

3. FAST TIME-DOMAIN TECHNIQUES

As has been shown, the direct-integration methods pro-
vide the entire time evolution of the circuit solution, from
the initial point t0; �vv0, including the transient and steady
state. Generally, most of the simulation time is devoted to
the transient. However, the circuit designers are usually
interested in the steady-state solution only. Taking this
into account, the fast time-domain methods directly
address the steady-state regime. These methods use
time-domain descriptions for both the linear and nonlin-
ear elements. Therefore, if the circuit contains the distrib-
uted elements, the use of frequency-domain techniques is
usually more convenient. But the fast time-domain anal-
ysis is possibly the best option for the simulation of strong-
ly nonlinear periodic regimes in lumped-element circuits.
Two different techniques will be briefly outlined here: the
shooting methods and the finite differences in time
domain.

3.1. Shooting Methods

The shooting methods [8,11–13] provide, through an opti-
mization technique, a vector of initial conditions �vv0, from
which the circuit operates in the steady-state regime.
Thus, no transient is obtained when integrating the non-
linear system (6) from �vv0. The initial conditions are diffi-
cult to establish in the case of distributed elements, since
these conditions must be specified throughout the entire
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Figure 3. Time-domain integration of the circuit of Fig. 2, ele-
ments operating as a free-running oscillator: (a) transient and
steady state; (b) expanded view of the steady-state waveform,
showing the adjustment of the timestep; (c) comparison between
the Euler integration rule (dashed line) and the trapezoidal rule
(solid line) for fixed timestep h¼1 ps. For h¼0.25 ps, there is a
numerical oscillation, in both cases. The one obtained for the
trapezoidal rule has been superimposed.
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devices, which is done through the use of functions [13].
In case of periodic regimes, the solution at the end of
the period must match this initial condition. Assuming
initial time t0¼ 0, the two-point constraint �vvð0Þ � �vvðTÞ¼ 0
is imposed, where T is the period of the solution. Of course,
this boundary value constraint cannot be applied to qua-
siperiodic regimes. The so-called mixed frequency–
time methods are a generalization of the shooting
method, enabling the simulation of these quasiperiodic
regimes [12].

A periodic steady state will be assumed here. Let the
solution �vvðtÞ be expressed in terms of the initial value �vvðt0Þ

as �vvðtÞ¼ �vvðt0Þþ �ffð �vvðt0Þ; t0; tÞ, where �ff is the so-called state
transition function [8,11]. Then, the shooting equation
system is given by �ffð �vv0; 0;TÞ ¼0, which contains P equa-
tions in P unknowns. To obtain the transition matrix, it
must be taken into account that �vvðtnþ 1Þ in (6) is an implicit
function of �vvðtnÞ, assuming that no convolution terms are
present. Thus, recursively integrating Eq. (6) from �vv0, it
will be possible to obtain numerically the function
�ffð �vv0; 0;TÞ. If the time interval [0,T] is discretized in M
values, such that t0¼0 and tM�1¼T, then Eq. (6) will be
fulfilled at each of these values, even when the shooting
equations are not satisfied.

A Newton–Raphson algorithm is used to solve the
shooting equations �ffð �vv0; 0;TÞ¼ 0 in terms of the initial
conditions �vv0. This requires calculation of the state-tran-
sition matrix over the shooting interval and determination
of the Jacobian matrix ½Jf� � @ �ffð �vv0;0;TÞ=@ �vv0, also called
the sensitivity matrix. Thus, the circuit is solved through a
two-level Newton–Raphson algorithm. The outer level cor-
responds to the shooting equations. The inner level is ap-
plied to the integration of the system (6), which is required
for determination of the transition matrix. Note that the
computational rapidly increases with the size of the cir-
cuit, so matrix-implicit iterative algorithms are usually
applied.

3.2. Finite Differences in Time Domain

In the finite-difference time-domain (FDTD) method [11],
the system (6) is combined with the periodicity condition
�vvðt0Þ � �vvðtM�1Þ¼ 0, to obtain a global system, whose un-
knowns are the M time samples vpðtnÞ (n¼ 0 to M� 1) of
each P state variable. For a circuit containing lumped
elements only and assuming a backward-Euler integra-
tion rule, the P�M equation system is written

2

h
ð �qqð �vvðt1ÞÞ � �qqð �vvð0ÞÞ þ �iið �vvðt1ÞÞ þ �ggðt1Þ¼ 0

..

.

2

h
ð �qqð �vvðtnþ 1ÞÞ � �qqð �vvðtnÞÞ þ

�iið �vvðtnþ 1ÞÞ þ �ggðtnþ 1Þ¼ 0

..

.

2

h
ð �qqð �vvðTÞÞ � �qqð �vvðtM�2ÞÞþ

�iið �vvðTÞÞ þ �ggðTÞ¼ 0

�vvð0Þ � �vvðTÞ¼ 0

ð7Þ

where equal spacing h between the time samples has been
considered. Compared with (6), in the subsystem com-
posed by the M� 1 first equations of (6), there are P ad-
ditional unknowns, which correspond to the initial
condition �vvð0Þ. However, the periodicity condition �vvð0Þ �
�vvðtM�1Þ¼ 0 adds P more equations to the system. Thus, (7)
is a well-balanced system of P�M equations in P�M un-
knowns, which is solved through the Newton–Raphson al-
gorithm [11]. As in the case of the shooting methods,
matrix-implicit iterative algorithms must be used for the
analysis of large-size circuits.

The two cases of an autonomous or a nonautonomous
circuit give rise to a difference in the solution of (7). In
the case of a nonautonomous circuit, the time-varying in-
put generator or generators �ggðtÞ set the conditions for the
first point t0¼ 0, as these generators take the specific
value �ggð0Þ. In the case of an autonomous circuit (free-
running oscillator), there are no time-varying input gen-
erators. Thus, there is no external reference, providing
the initial value of the circuit variables at t0¼ 0. On the
other hand, the solution period T is an unknown of the
system, since the oscillation frequency is autonomously
generated.

The autonomous circuit must be solved for T, in addi-
tion to �vvð0Þ; . . . ; �vvðtnÞ; . . . ; �vvðTÞ. However, because no exter-
nal reference exists, one of the components of �vvð0Þ may
take any value in the expected variation range, specifical-
ly, v1ð0Þ ¼ vx, which is arbitrarily assigned [14]. Thus, in
the case of an autonomous circuit, there are MP� 1 un-
knowns of the form �vvðtnÞ, with n¼ 0 to M� 1, plus the os-
cillation period T. So the system (7), in the case of an
autonomous circuit, is also a well-balanced system.

Note that since the FDTD method directly provides the
periodic steady state of the circuit, without passing
through the transient, the solution obtained could be an
unstable mathematical solution, to which the circuit never
actually evolves. Taking this into account, the system (7)
must be complemented with a stability analysis of the so-
lution obtained. In the case of oscillator circuits, a DC so-
lution coexists with the steady-state oscillation, as a
mathematical solution. Thus, the initial values of the
Newton–Raphson algorithm must be relatively close to
the oscillating solution to avoid undesired convergence to
the DC regime [14].

4. HARMONIC BALANCE

The HB technique [8,16–19], to be presented in this sec-
tion, uses frequency-domain descriptions for the linear el-
ements, while keeping the necessary time-domain
description for the nonlinear elements. The use of a Fou-
rier frequency basis for the representation of the circuit
signals limits its application to relatively mild nonlinear
regimes. This is due to the difficulties in the representa-
tion of fast time variations in a sinusoidal basis. Because of
the use of Fourier series expansions for the circuit vari-
ables, HB analyzes only the steady-state solution. Con-
vergence may be obtained to either stable or unstable
solutions, so a complementary stability analysis will be
necessary, as in the case of the FDTD analysis.
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4.1. Formulation of the Harmonic Balance System

The HB method can be applied to periodic or quasiperiodic
solutions only. It is assumed that the circuit variables can
be expanded in a Fourier series, having a finite set of NF
nonrationally related fundamentals F1?FNF. In most
practical circuits, the number of fundamentals is one or
two. Examples of circuits with one fundamental frequency
are the amplifiers and oscillators. A circuit with two fun-
damental frequencies is a frequency mixer.

Physical circuits have an intrinsic lowpass behavior, so
it will be possible to truncate the Fourier series expan-
sions of the circuit variables and keep only a certain num-
ber of harmonic terms. Let N be the total number of
positive frequencies, resulting from the intermodulation
products of the fundamental frequencies. The Fourier
series expansions will have the general form

�aaðtÞ¼
XN

k¼�N

�AAkejokt; ok �
�llt

k
�OO;

�OOt¼ ð2pF1; 2pF2; . . . ; 2pFNFÞ

ð8Þ

where �aaðtÞ stands for any of the circuit variables. The vec-
tor �llt

k 2 ZNF contains the integer coefficients of the inter-
modulation product k. The subindex k ranges the
resulting frequencies in increasing order o1oo2o � � �
ooN . Note that since we are dealing with real variables
(in the time domain), the Fourier coefficients of (8) fulfill
Ak¼A�

�k.
The Fourier series of a quasiperiodic signal may be trun-

cated using different criteria. Two of the most common are
the box truncation and the diamond truncation [7,36,37].
In the box truncation, positive integers nlj are specified
such that |lj|rnlj 1rjrNF. In the case of two fundamen-
tal frequencies, the representation of the selected pairs
of coefficients l1, l2 (one vs. the other) provides a rect-
angle, which justifies the term used for this truncation cri-
terion. In the diamond truncation, the criterion is |l1|þ
|l2|þ?þ|lNF|rnl, where nl is a previously imposed
nonlinearity order. For two fundamental frequencies, the
representation of the selected pairs of coefficients l1, l2

provides a diamond. It is easily shown that, in this case, the
total number of positive frequencies is N¼nl(nlþ1).

The diamond truncation is generally more efficient
than the box truncation, since for the same total number
of frequency components it neglects components with
higher order than any fundamental. Other truncation
schemes can also be used. For instance, it is possible to
assign a different order nlj 1rjrNF to each fundamental,
while still imposing an overall truncation order |l1|þ
|l2|þ?þ|lNF|rnl. This technique is especially useful
when there are significant differences in magnitude at the
different fundamentals. Note that the a priori determina-
tion of the optimum truncation order is generally difficult.
A saturation criterion can be applied, increasing nl or (nlj)
until no appreciable changes are obtained in the circuit
solution. The error in the fulfillment of the Kirchhoff laws
at the circuit nodes, in the time domain, can also be used
to verify the validity of the series truncation.

Two different HB formulations are possible and will be
introduced in the following text. The first formulation re-
sults from the direct introduction of the Fourier series ex-
pansions of the vector �vvðtÞ, �qqðtÞ, �iiðtÞ; or �ggðtÞ into Eq. (1),
taking into account the orthogonality of the Fourier basis.
This formulation is known as nodal harmonic balance [8].
The size of the system is equal to the number of circuit
nodes, multiplied by the number (2Nþ 1) of spectral lines.
Thus, a nonlinear system with a great number of un-
knowns may be obtained. The second formulation, known
as piecewise harmonic balance [18], is based on a strict
separation of the circuit elements into linear and nonlin-
ear. This allows one to limit the set of unknowns to the
control variables of the nonlinear elements only (instead
of having to determine all the node voltages). The number
of unknowns is reduced, at the expense of using linear
impedances or admittances of higher order in o.

4.1.1. Nodal Harmonic Balance. Let Fourier series ex-
pansions of the vectors �vvðtÞ, �qqðtÞ, �iiðtÞ, and �ggðtÞ, with the
form (8), be considered. These expansions will be intro-
duced into the modified nodal equation (2). Taking into
account the orthogonality of the Fourier basis ejokt, it will
be possible to obtain a relationship between the harmonic
components of �vvðtÞ, �qqðtÞ, �iiðtÞ, or �ggðtÞ. For a compact expres-
sion of this relationship, the set of Fourier coefficients will
be written in the vector form

�vvðtÞ ! �VV ¼ ð �VV�N ; . . . ; �VVk; . . . �VVNÞ;

�VVk¼ ðV
1
k ; . . . ;V

p
k ; . . .V

P
k Þ

ð9Þ

where k indicates the harmonic index and p, the index of
the state variable. Similar expressions hold for �qqðtÞ, �iiðtÞ,
and �ggðtÞ. Then, the relationship between the Fourier coef-
ficients of the different sets of variables, constituting the
HB equation, is

�EEð �VVÞ � �IIð �VVÞþ ½jo� �QQð �VVÞ

þ ½HðjoÞ� �VV þ �GG¼0
ð10Þ

where ½ jo� is composed of diagonal matrixes of the form
jok½Ip�, where [Ip] is the identity matrix of P order. �EEð �VVÞ is
an error function to be minimized in the solution process.
Note that the convolution operation in (1) has become, in
(10), a simple multiplication by the matrix ½HðjoÞ�. This
matrix contains the transfer functions of the different dis-
tributed elements. Provided the relationship �QQð �VVÞ is glob-
ally invertible, it will be possible to express �IIð �VVÞ � �IIð �QQÞ.
Then the HB system can be reformulated using �QQ as un-
known. This technique ensures the charge conservation.
Note that since the circuit variables are real, it is generally
more convenient to limit the harmonic vectors �VV ; �II; �QQ; �GG to
the positive spectrum only. Then, real variables are used,
instead of complex ones. The variables are given by the
real and imaginary parts of each Fourier coefficient. The
total number of unknowns (and equations) is (2Nþ 1)P.

As an example, Fig. 4 shows the nodal HB formulation
of a simple nonlinear circuit. This circuit contains a
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one-port nonlinear element and an input generator. It has
two nodes, so P¼ 2. In turn, the subindex k goes from �N
to N, for N harmonic components. The number of HB un-
knowns is 2(2Nþ 1). The same example will also be used
later on to illustrate the piecewise HB formulation.

For a given value of the state variable vector �VV, the
corresponding �IIð �VVÞ and �QQð �VVÞ are indirectly obtained
through inverse (F�1) and direct (F) Fourier transforms:

�vv¼F�1ð �VVÞ ! �ii � �iið �vvÞ; �qq � �qqð �vvÞ

! �II¼Fð �iiÞ; �QQ¼Fð �qqÞ
ð11Þ

For the practical calculation of the direct and inverse
Fourier transforms, the time variable is discretized. Dis-
crete Fourier transforms (DFTs) must be used. The algo-
rithms for the calculation of these transforms, in the two
cases of periodic and quasiperiodic signals, are the object
of Section 4.2. The reader familiar with these algorithms
can skip this section. The DFT algorithm requires a num-
ber M of discrete time samples in the vectors �vvðtÞ, �qqðtÞ, �iiðtÞ,
and �ggðtÞ. The choice Mmin¼ 2Nþ 1, where N is the number
of positive frequencies, gives rise to square transformation
matrixes (see Section 4.2). However, oversampling is com-
monly used, to reduce aliasing. Then, the number of sam-
ples M is chosen between 2Mmin and 10Mmin [8]. The
excess of time samples, with respect to the number 2Nþ 1
of harmonic frequencies, gives rise to a rectangular Fou-
rier transformation matrix, to which pseudoinversion
techniques are applied.

The error function in (10) is usually minimized through
the Newton–Raphson algorithm. Using this algorithm, the
next-iteration vector �VVjþ 1 is obtained from a linearization
of the nonlinear system about the point �VVj, resulting from
the iteration j. This is equated as

½JE�jð
�VVjþ 1 � �VVjÞ¼ � �EEjð �VVÞ ð12Þ

where [JE]j is the jacobian matrix of the error function in
(10), evaluated at the previous iteration j. This Jacobian

matrix is given by

½JE� �
@ �EE

@ �VV

" #
¼

@ �IIð �VVÞ

@ �VV

" #

þ ½jo�
@ �QQð �VVÞ

@ �VV

" #
þ ½HðjoÞ�

ð13Þ

The algorithm requires an initial value �VV0 of the state
variable vector. In a nonautonomous circuit, with low in-
put generator amplitudes, �VV0 can be estimated by discard-
ing the nonlinear effects in (10). This technique will not
work properly in the case of input generators with high
amplitude. A method to cope with this problem will be
presented later.

To obtain the components of the matrixes @I=@V and
@Q=@V, the Fourier transformation matrix [F] and the
chain rule are used. As an example, let the element irð �vvÞ,
1 � r � P, and the particular state variable vp, 1 � p � P,
be considered. The box @Ir=@Vp, containing the derivatives
of the harmonic components of ir with respect to each har-
monic component of vp, is computed as follows

@ �IIr

@ �VVp
¼ ½F�

@ir

@vp

� �
½F��1 ð14Þ

Note that the calculation of @Ir
N=@V

p
�N and @Ir

�N=@V
p
N re-

quires 4Nþ 1 components in the Fourier series expansions
of the derivatives. The box @Ir=@Vp is full in the case of a
nonlinear element irðvpÞ. In the case of a linear element ir,
the box will be diagonal, since each harmonic component
Ir

k depends only on the harmonic components of the same
order k of the state vector �vv. Since the vectors �iið �vvÞ and �qqð �vvÞ
include both linear and nonlinear elements, the calcula-
tions of the form (14) give rise to Jacobian matrix (13) with
many zero terms. A matrix of this kind is called sparse
matrix [38–40].

As already mentioned, the Newton–Raphson algorithm
will have convergence problems in case of high input gen-
erator amplitude. A simple way to cope with this problem
is to perform a general sweep in the amplitude of the RF
generators, introducing a parameter Z and expressing
them as �GGRFðZÞ¼ Z �GGRF. Then, the parameter Z is varied
between a very small value Z0 and 1, in discrete steps
Zn¼ Z0þnDZ [3]. A complete HB resolution is carried out
for each Zn, using the result of the previous analysis (for
Zn� 1) as the initial guess. Note that the circuit will oper-
ate in small signal for the initial parameter value Z0. Thus,
obtaining the HB solution for this initial value will be
straightforward.

The Newton–Raphson algorithm (12) may be difficult to
implement in the case of very large circuits, due to the
large number of unknowns to be determined. This number
of unknowns strongly increases in the case of quasiperi-
odic solutions. The matrix factorization required for the
Jacobian inversion is very demanding in terms of comput-
ing time and memory storage. However, the natural spar-
sity of the system (14) enables the straightforward
application of sparse matrix techniques for linear system
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Figure 4. Comparison between the nodal and piecewise HB for-
mulations of a simple nonlinear circuit.
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solution. This linear system is solved through precondi-
tioned Krylov subspace methods [11,38]. If the GMRES
[11] (generalized minimum residual) algorithm is applied,
the Jacobian matrix [JE] is not needed explicitly, since
only matrix–vector products have to be computed.

4.1.2. Piecewise Harmonic Balance. In piecewise HB,
the nonlinear elements of the circuit are initially identi-
fied [19]. These elements are considered as nonlinear con-
trolled sources, and the set of all their control variables
constitute the set of unknowns, to be determined in the
solution process. As an example, in the circuit in Fig. 4,
the only state variable is the voltage v1, controlling the
nonlinear current inl. Compared to the nodal HB, the
number of state variables has been reduced from two to
one. Clearly, in piece-wise HB, the number of unknowns
will be much lower than in the case of nodal HB. The Q
different variables that control the nonlinear elements
form the set of unknowns xq, with 1rqrQ. The P nonlin-
ear elements form a second set of variables yp, with
1rprP. Finally, the S independent generators of the cir-
cuit form a third set gs, with 1rsrS.

Once the Fourier basis is established, three vectors �XX,
�YY, and �GG, respectively containing the 2Nþ 1 harmonic

components of the different variables, xq, yp, and gs, are
defined. These vectors are organized in a manner similar
to that for �vvðtÞ in (9). The HB system is easily obtained
from the application to the circuit of the Kirchhoff laws,
which provides a relationship between the three vectors
�XX; �YY ; �GG [19]

�HHð �XXÞ¼ ½Ax�
�XXþ ½Ay�

�YYð �XXÞþ ½Ag�
�GG¼ 0 ð15Þ

where [Ax], [Ay], and [Ag] are frequency-dependent linear
matrixes, with respective orders Q�Q, Q�P, and Q�S.
These linear matrixes are block diagonal matrixes, at the
different harmonic orders �N � k � N. The total number
of equations is (2Nþ 1)Q, in (2Nþ 1)Q unknowns. Using,
again, the simple circuit of Fig. 4 as an example, it can be
seen that the degree of the linear matrixes is 2 (in ok) in
the piecewise formulation, while it was only 1 in the nodal
formulation. In fact, the main advantage of the piecewise
HB comes from the fact that the complexity of the linear
network or the accuracy in the description of its elements
may be arbitrarily increased, without increasing the num-
ber of unknowns of the nonlinear system.

Equation (15) is, in fact, a nonlinear equation, since the
functions �YY and the state variables �XX are nonlinearly re-
lated, through the (time-domain) transfer characteristics
of the different nonlinear elements. The system (15) is nu-
merically solved by minimizing the norm of the error func-
tion jj �HHjj, through the Newton–Raphson algorithm. In
contrast with the case of the nodal HB, the Jacobian ma-
trix of the piecewise formulation is generally dense (not
sparse). Artificial sparsity may be created by setting to
zero selected elements of the matrix, according to a phys-
ical criterion [39]. However, a relatively high degree of
sparsity is necessary for the sparse system solvers to op-
erate efficiently. In a more recent work, an inexact Newton

approach enables the use of GMRES for the calculation of
the inexact Newton update [40].

4.2. Algorithms for Calculation of the Discrete
Fourier Transforms

From the point of view of the discrete Fourier transform
(DFT) algorithms, two main types of signal may be dis-
tinguished: periodic and quasiperiodic. In the case of pe-
riodic signals, the techniques for the DFT are well known.
In particular, the fast Fourier transform FFT reduces the
number of operations involved in the transformation.
These algorithms cannot be directly applied to quasiperi-
odic signals, and complementary approaches will be need-
ed [36,41–45]. The main approaches are briefly
summarized in the following paragraphs.

4.2.1. DFT of Periodic Signals. The case of a periodic
signal y(t), to be expressed in the form yðtÞ¼
PN

k¼�N Ykejk2pf0t, will be considered initially. The 2Nþ 1
coefficients Yk may be calculated from the linear equation
system that is obtained when considering 2Nþ 1 time-
points tn [41]. The resulting square system is as follows:

1 1 . . . 1 1 . . . 1

1 ej2pf0t1 . . . ej2pNf0t1 e�j2pNf0t1 . . . e�j2pf0t1

..

. ..
.

. . . ..
. ..

. ..
. ..

.

1 ej2pf0t2N . . . ej2pNf0t2N e�j2pNf0t2N . . . e�j2pf0t2N

2
66666666664

3
77777777775

�

Y0

Y1

..

.

YN

Y�N

..

.

Y�1

2

66666666666666666666666664

3

77777777777777777777777775

¼

yð0Þ

yðt1Þ

..

.

yðt2NÞ

2
66666666664

3
77777777775

ð16Þ

This system can be written in a more compact form:

½W� �YY ¼ �yy. Provided the time instants tn are calculated in
such a way that [W] is invertible, the Fourier transform of

y(t) will be given by �YY ¼ ½W��1 �yy. The timepoints tn are

tn¼n
1

ð2Nþ 1Þf0
� nTs ð17Þ

The frequency fs¼ (2Nþ 1)f0 is clearly the sampling fre-
quency of the time-domain signal. With the point selection
(17), the matrix [W] is invertible and well conditioned. In
order for a matrix to be well conditioned, its condition
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number must be very close to unity. This number is cal-
culated from the Euclidean norm of [W] as kW ¼

jjWjjjjW�1jj.
From the timepoint choice (17), and taking into account

the harmonic relationship fk¼ kf0, the harmonic compo-
nents of y(t) can be written as

Yk¼
1

2Nþ1

X2N

n¼ 0

yðnÞe

�j2p
2Nþ 1

nk

¼
1

M

X2N

n¼ 0

yðnÞðFMÞ
nk

ð18Þ

where M¼2Nþ 1 and FM � e�j2p=M. The fast Fourier
transform (FFT) takes advantage of the periodicity of
FM, with respect to both n and k, to substantially reduce
the number of operations involved in the calculation of the
complete sequence Yk.

4.2.2. DFT of Quasiperiodic Signals. In the case of peri-
odic signals, the sample points are equally spaced within
the signal period. Then the DFT has great accuracy since
the rows of the transformation matrix [W] are orthogonal
and the matrix is well conditioned. In the case of quasi-
periodic signals, the equally spaced timepoints give rise to
the ill-conditioning of [W]. Thus, the DFT cannot be di-
rectly applied. Different methods for the calculation of the
Fourier transform of quasiperiodic signals have been pre-
sented in the literature. The most efficient are summa-
rized in the following paragraphs.

4.2.2.1. Almost-Periodic Fourier Transform. Kundert et
al. [41], randomly obtain the timepoints tn from a time in-
terval equal to 3 times the period of the smallest nonzero
frequency. Thus, a number M0 of timepoints larger than M
is generated. However, instead of oversampling, which
would give rise to an increase in the computational cost,
only M timepoints are selected from the original set of M0

points. A variation of the Gram–Schmidt orthogonaliza-
tion procedure is used for this selection. The selected M
timepoints are those giving rise to the nearest-to-one con-
dition number of the matrix [W]. However, the near or-
thogonality of [W] can also be achieved using nonrandom
selections of the sample points. Ngoya et al. [42] describe
several strategies.

4.2.2.2. Frequency Remapping. The objective of the
Fourier transform is determination of the frequency com-
ponents of the nonlinear elements of the HB equations.
Let the memoryless function y � yð �xxÞ be considered. It can
be easily shown [43] that the Fourier coefficients of the
nonlinear element Yk, with k¼ �N?N, depend only on
the Fourier coefficients of the state variables, grouped in
the vector �XX, and on the integer vector �llk that generates
the particular intermodulation product fk, but do not de-
pend on the frequency basis �FF. They can actually be writ-
ten Yk � Ykð

�XX; �llkÞ. Thus, it will not be necessary to use the
actual waveforms of the state variables �xxðtÞ to obtain the
Fourier coefficients of yð �xxÞ. It will be possible to use simpler

artificial waveforms for the �YYk calculation. A convenient
choice for the frequency basis �FFd would be one providing
periodic artificial waveforms, to which the efficient FFT
algorithm may be applicable. Thus, the actual fundamen-
tal frequencies �FFt¼ ðF1 � � �FNFÞ are remapped to the arti-
ficial ones ð �FFdÞ

t
¼ ðFd

1 � � �F
d
NFÞ. Once the harmonic values

�YYk are determined, they will be assigned to the actual fre-
quencies, given by fk¼

�llt
k
�FF. For this calculation to be valid,

the artificial basis �FFd must generate 2Nþ 1 different fre-
quencies fkd¼

�llt
k
�FFd. These artificial frequencies are the

remapped frequencies.
The value of the artificial fundamentals depends on the

truncation criterion that is used for the Fourier series. For
NF¼2, the artificial fundamentals, in the two cases of box
and diamond truncation, are respectively given by
[36,37,43]

Fd
1 ¼Df

Fd
2 ¼ ð2nlþ1ÞDf

)
box truncation

Fd
1 ¼nlDf

Fd
2 ¼ ðnlþ 1ÞDf

)
diamond truncation ð19Þ

where Df is an arbitrary frequency, different from zero,
and nl is the nonlinearity order.

4.2.2.3. Multidimensional Fourier Transform. Let a sig-
nal x(t) and NF fundamental frequencies be considered.
An artificial signal ~xx can be defined, using a different time
variable for each fundamental: ~xxðt1; t2; . . . ; tNFÞ. Then, the
following equality is fulfilled: xðtÞ¼ ~xxðt; t; . . . ; tÞ. The artifi-
cial signal ~xx is periodic in each time variable tj. Consider-
ing a different truncation order nlj 1rjrNF for each
fundamental frequency, the NF-dimensional DFT is writ-
ten [36,37,44]

Xðl1; l2; . . . ; lNFÞ

¼
1

Ntot

Xnl1

n1 ¼�nl1

� � �
XnlNF

nNF ¼�nlNF

xn1 � � �nNF

� exp
�j2p

l1n1

N1
þ ��� þ

lNFnNF

NNF

� �
ð20Þ

where Nj¼2nljþ 1, 1rjrNF, and Ntot¼
QNF

j¼ 1 Nj.
Care must be taken in (20) to prevent aliasing when

choosing the sampling orders. The multidimensional Fou-
rier transform can be obtained through a sequential cal-
culation of fast Fourier transforms, in the different time
variables. However, the computational cost of these oper-
ations can be greatly reduced through the use of special
algorithms [45]. For a nonlinear relationship y¼ f(x), it is
easily shown [36,37] that the samples of y(t) can be ob-
tained through ~yyn1 ;:::;nNF

¼ f ð ~xxn1 ;:::;nNF
Þ, which is easily gen-

eralized to a nonlinear dependence on multiple state
variables. Then, the Fourier coefficients of y(t) can be de-
termined through an expression formally identical to (20).
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4.3. Analysis of Autonomous and Synchronized Circuits

As has been shown, the HB technique requires the provi-
sion by the designer of the set of fundamentals F1; :::;FNF

to be used in the Fourier series expansion of the circuit
variables. In case of self-oscillations, the corresponding
frequencies must be included in this basis. However, the
existence or nonexistence of this oscillation and the value
of the oscillation frequency depend on the circuit values,
so the a priori determination of the frequency basis is not
always an easy task. The designer might not even be
aware of the existence of a self-oscillation in the circuit in
question, as when simulating an unstable amplifier as if it
operated in periodic regime.

But even when the entire frequency basis is correctly
provided, there might still be problems for the simulation
of autonomous or synchronized circuits. The reason is
that, coexisting with the oscillating solution, there is al-
ways a mathematical solution, with no self-generated fun-
damentals. This mathematical solution is usually
unstable and, thus, has no interest for the user. The
most obvious example is the free-running oscillator, for
which a DC solution always coexists with the oscillating
one (see Fig. 1). In HB, the initial value �XX0 of the Newton–
Raphson algorithm is essentially determined by the input
generators. Therefore, the frequency terms involving self-
generated fundamentals will have zero value in �XX0 and
will remain so during the entire iterative procedure. Thus,
the Newton–Raphson algorithm starting from �XX0 will con-
verge to the nonoscillating solution, which is as mathe-
matically correct as the other one.

The HB problems with autonomous and synchronized
circuits can be circumvented through the use of comple-
mentary techniques, to avoid its undesired convergence to
nonoscillating mathematical solutions. Then, HB becomes
a very powerful method for the design of circuits such as
oscillators and frequency dividers. To take full advantage
of the technique, the designer must be aware of what he/
she is actually facing. With this purpose, the dynamics of
the forced oscillator is briefly outlined in Section 4.3.1,
which will also allow a better understanding of the HB
problems with the simulation of these circuits. The com-
plementary analysis techniques will be presented in Sec-
tion 4.3.2.

4.3.1. Dynamics of the Forced Oscillator. Let a free-run-
ning oscillator at the frequency F0 be considered. The only
fundamental F0 of the circuit solution is an autonomous
one. If an external periodic generator is connected to the
circuit, different operation modes may be obtained, de-
pending on the values of the frequency Fin and power Pin

of the generator [3,46]. As an example, Fig. 5 shows the
different operation regions of the forced oscillator of Fig. 4,
in the plane defined by Fin and Pin. For small input power
Pin, provided the input frequency Fin is not too close to F0,
the two frequencies will coexist in the circuit, giving rise to
a quasiperiodic regime at Fin, Fa. Note that the autono-
mous frequency Fa is slightly different from the free-run-
ning frequency F0, due to the influence of the input
generator. The circuit operates like a self-oscillating mix-
er. If the input frequency Fin is relatively close to F0, then

the autonomous frequency Fa may be influenced by the
input generator in such a way that both frequencies be-
come the same and there is a constant phase relationship
between the input signal and the self-oscillation. This
phenomenon is called synchronization.

The synchronization band, in terms of the input fre-
quency Fin, becomes wider as the power delivered by the
input generator increases (see Fig. 5). The border of the
synchronization region is a V-shaped curve in the plane
defined by Fin and Pin, called the Arnold tongue. The lower
vertex of the Arnold tongue is the free-running oscillation,
occurring at the frequency F0, for zero input power Pin.
The synchronized regime is a periodic regime with Fin as
fundamental. Although the fundamental frequency is the
same delivered by the input generator, the self-oscillation
is still present in the circuit and, in general, gives rise to
output power much higher than could be expected in a
simple amplifier regime. Finally, note that for relatively
high input power Pin at a frequency Fin not too close to Fa,
the self-oscillation may be extinguished. This phenome-
non, known as asynchronous extinction, gives rise to a
simple forced regime.

The synchronization can also occur when the input fre-
quency is close to any harmonic component, of k order, of
the free-running frequency. Then Fin¼ kFa, after synchro-
nization. The harmonic synchronization principle is used
for the design of analog frequency dividers. Thus, this
kind of circuit operates in a synchronized regime in which
the self-oscillation has become a subharmonic of the input
signal. The synchronization is also possible when the in-
put frequency is close to a subharmonic of the free-run-
ning oscillation frequency, that is, when Fa¼mFin. This is
the principle of the subsynchronized oscillator, in which a
stable subharmonic source is used to stabilize and reduce
the phase noise of a noisier oscillator. The synchronization
bands become narrower with the order k or m. Each
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−50

−40

−30

−20

−10

0

10

Figure 5. Global behavior of forced oscillators, in terms of the
forcing generator frequency and power. Operation regions about
F0 of the oscillator in Fig. 4. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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synchronization region in the plane Fin, Pin constitutes an
Arnold tongue.

Figure 6a shows the periodic solution curves of the
forced oscillator of Fig. 4, when represented in terms of the
amplitude at the fundamental frequency. The point O in-
dicates the free-running oscillation, obtained for zero in-
put power. This solution coexists with a DC solution that,
in the representation of the figure, would lie on the hor-
izontal axis (abscissa). When the input generator power is
injected, a synchronized solution curve is obtained around
the free-running oscillation point. For small input power,
this synchronization curve is closed. See, for instance, the
curve obtained for Ig¼7 mA, in the figure. This is in
agreement with the fact that the synchronized solution
has a limited bandwidth (see the Arnold tongue in Fig. 5).

The limits of the synchronization band are given by the
infinite-slope points or turning points of this closed curve.
Although the stability analysis is the object of the final

section (Section 6), it can be advanced that the turning
points of a given solution curve always separate sections
with different qualitative stability [3]. If the solution is
originally stable, it becomes unstable after folding at a
turning point. In Fig. 6a, only the upper section of the
closed curve is stable. Note also that the closed curve co-
exists with a low-amplitude curve, obtained for the same
input power and the same circuit values. It is an unstable
solution, equivalent to the DC solution of the free-running
oscillator. In this small amplitude solution, the circuit is
not oscillating.

For higher input power, the closed synchronization
curve widens, as gathered from the Arnold tongue of Fig.
5. For a certain input power, the upper curve and the low-
er curve merge. From that input power, only one curve is
obtained. There is an intermediate range of input power
for which the curve exhibits strong folding (see the curve
for Ig¼9 mA). For the lower input power values, the turn-
ing points will still be synchronization points. For higher
input power, they will be simple jump points. At these
points, the solution cannot continue evolving along the
same section of the curve, due to its folding versus the
parameter, and ‘‘jumps’’ to a different section. When the
open periodic curves cross the locus, indicated with ‘‘asyn-
chronous extinction’’ in Fig. 5, they become unstable. An
autonomous frequency is generated and gives rise to a
stable quasiperiodic regime. The autonomous frequency
is, in fact, the self-oscillation frequency, reappearing in the
circuit for input generator values of lesser influence.

In Fig. 6a, the circuit solution is quasiperiodic beyond
the turning points (for the lower input power) and below
the ‘‘asynchronous extinction locus’’ (for the higher input
power). The quasiperiodic solution has two fundamental
frequencies: the input frequency Fin and the oscillation
frequency Fa. These quasiperiodic solutions have been
represented in Fig. 6b, for the input current Ig¼ 20 mA.
Since there are two fundamentals, a path has been traced
for each of them, showing the evolution of the correspond-
ing harmonic amplitude. On the left-hand side, the syn-
chronization is due to the asynchronous extinction of the
autonomous fundamental, occurring at Fin¼ 1.32 GHz.
The solution is periodic in the input frequency interval
1.32–1.55 GHz. However, at Fin¼ 1.55 GHz, it loses syn-
chronization due to a turning point of the periodic curve
(see Fig. 6a).

All the simulations in Fig. 6 have been carried through
HB, using the techniques that will be presented in the
following section. By default, the HB methods of Section
4.1 would miss many of the solutions represented in the
figure. In the case of the free-running oscillator (zero input
power), it would converge to the DC solution. When the
input generator power is injected, two different cases must
be distinguished. For low input power, it will converge to
the low-amplitude curve, missing the actually synchro-
nized solution. For higher input power, it will converge to
the single periodic curve, but will not be able to circum-
vent the turning points for reasons that will be made clear
later. The quasiperiodic solutions of Fig. 6b can never be
obtained by default since convergence to the coexisting
periodic solutions is much simpler, as these solutions are
naturally forced by the input generators. In the case of low
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Figure 6. Solutions of the cubic nonlinearity oscillator: (a) for
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current Ig¼20 mA, including quasiperiodic simulations. (This
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input power, the periodic solution obtained will be the
unstable low-amplitude curve. In the case of higher input
power, the obtained periodic solution will be the unstable
single curve.

4.3.2. Complementary Harmonic Balance Techniques. Dif-
ferent techniques have been proposed in the literature to
cope with the HB difficulties when dealing with autonomous
circuits [46–48]. In Ref. 46, taking into account the forced
nature of ‘the HB method, an artificial generator is intro-
duced at the self-generated fundamental. We shall refer to
this artificial generator as the auxiliary generator [3,46].
Provided the auxiliary generator has a nonzero value, it will
be able to initialize the harmonic components, involving the
autonomous or synchronized fundamental. The solution ob-
tained with the aid of this auxiliary generator must be the
actual autonomous or synchronized solution, and must, of
course, entirely agree with the one that would be obtained
without the auxiliary generators.

Two different types of auxiliary generator are possible:
voltage generators, connected in parallel at a circuit node,
and current generators, connected in series at a circuit
branch. The use of the voltage auxiliary generator is il-
lustrated in Fig. 7, where it has been introduced in the
frequency divider of Fig. 2. As formerly stated, the auxil-
iary generator operates at the autonomous or synchro-
nized oscillation frequency. This will be written FAG¼Fa,
where the subindex ‘‘a’’ denotes, in general, ‘‘autonomous.’’
We must also account for the fact that voltage generators
and current generators are, respectively, short circuits
and open circuits at frequencies different from those that
they deliver. Thus, an ideal filter is necessary in each case,
to avoid a major perturbation of the circuit, due to the
short-circuiting/opening of the harmonic components. In
the case of a voltage generator, the ideal filter is connected
in series with this generator (see Fig. 7). The filter has a
zero impedance value at the generator frequency FAG¼Fa

and infinite impedance at any other frequency (for which
the generator will have no effect).

As already stated, to be of any use in determination of
the circuit solution, the auxiliary generator must have no
influence over this solution. To have zero influence, a volt-
age generator must exhibit a zero value of its current-to-
voltage relationship at the delivered frequency. The
non-perturbation condition will introduce additional con-
straints in the HB system. But there are also additional

variables. These variables depend on the type of regime,
autonomous or synchronized, to be analyzed. Both cases
are considered in the following text.

4.3.3. Autonomous Regime. In an autonomous regime,
one of the fundamental frequencies is due to a self-oscilla-
tion of the circuit. As already indicated, for the analysis of
this regime, an auxiliary generator is introduced at the
frequency FAG¼Fa. Because the frequency Fa is autono-
mously generated by the circuit, its value will depend on
the values of the circuit elements and the input generators,
so it is not known a priori. It is, actually, one of the un-
knowns to be determined. The auxiliary generator will
have an amplitude AAG and a phase fAG. However, in an
autonomous regime, the phase fAG can be anyone, in the
sense that any phase value fAG gives rise, after the solution
of the circuit, to the same waveforms of the circuit vari-
ables. For simplicity, the value fAG¼ 0 will be considered.

As already mentioned, the auxiliary generator must
not to perturb the steady state. The unknowns to be de-
termined, in order to fulfill the nonperturbation condition,
are the autonomous frequency, which is the same frequen-
cy delivered by the auxiliary generator, and the amplitude
AAG of this generator. In case of an auxiliary generator of
voltage type, the nonperturbation conditions are the fol-
lowing:

�YYAGðAAG;FAGÞ �

Re
IAG

AAG

� �

Im
IAG

AAG

� �

2

666664

3

777775
¼ �00;

VAG �AAGej0

ð21Þ

where IAG is the current flowing through the auxiliary
generator. The nonperturbation condition adds two more
equations and two more unknowns to the HB system,
which becomes

�HHBð
�XX ;FAG;AAGÞ ¼

�00 ð22aÞ

�YYAGð
�XX;FAG;AAGÞ¼

�00 ð22bÞ

Note that a piecewise HB formulation has been consid-
ered, although the method can equally be applied when
using a nodal formulation. The error function �HHB is the
same function we have been dealing with in Section 5.
Once the convergence is achieved, the voltage value at the
auxiliary generator node (in case of a voltage generator)
will be, at the oscillation frequency VðFAÞ¼AAGej0. This
value is independent of the presence or absence of the
auxiliary generator, since, according to (22), this generator
does not have any influence on the steady-state solution.

The auxiliary generator technique has been applied to
the circuit of Fig. 2 in free-running oscillator regime. The
fundamental frequency of the Fourier basis is FAG � Fa.
The number of harmonic frequencies that has been taken
into account is N¼ 15. Figure 8a shows the evolution of
the real and imaginary parts of the admittance function
YAG, versus the iteration number. Figure 8b shows the
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Figure 7. Auxiliary generators of voltage type, connected in
parallel at a circuit node.

3494 NONLINEAR CIRCUIT ANALYSIS



evolution of the frequency FAG and the amplitude AAG

versus the iteration number. As can be appreciated, the
initial values were relatively far from the actual solution.
When the admittance function is equal to zero, FAG agrees
with the free-running oscillation frequency F0 and AAG

with the node amplitude at the first-harmonic component.
Figure 9 shows the resulting spectrum and waveform. As
can be seen, the waveform (Fig. 9b) agrees with the one
obtained through the time-domain analysis of Fig. 3.

4.3.4. Synchronized Regime. In the case of a synchro-
nized regime, the self-oscillation frequency Fa is harmon-
ically related to the input generator frequency Fin. There
is also a constant-phase relationship between the two fre-
quency components. For the analysis of this regime, an
auxiliary generator will be introduced at the frequency at
which the self-oscillation occurs. Since it is a synchronized
regime, the frequency of the generator will be FAG � Fa¼

Fin=k. A similar relationship would hold in the case

Fa¼mFin. Since the frequency of the auxiliary generator
is determined by Fin, it is no longer an unknown of the
problem. In contrast, and as a result of the phase rela-
tionship between the oscillation and the input generator
signal, the phase fAG of the auxiliary generator is no
longer irrelevant and will be an unknown of the problem.
The amplitude AAG and phase fAG are unknowns to be
determined through

�HHBð
�XX ;fAG;AAGÞ ¼

�00 ð23aÞ

�YYAGð
�XX;fAG;AAGÞ¼

�00 ð23bÞ

with the auxiliary generator operating at the frequency
FAG � Fa¼Fin=k, in the case of a frequency divider
or FAG � Fa¼mFin, in the case of a subsynchronized
oscillator.
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The analysis technique has been applied to the divider
circuit of Fig. 2. Now the input generator is connected, at a
frequency Fin, about 2F0. The input amplitude is Vin¼

0.25 V. The fundamental frequency of the Fourier series
expansion is Fin/2. Again, the number of harmonic com-
ponents is N¼ 15. The synchronized solution curve, in
terms of the drain amplitude, versus the input frequency,
has been traced in Fig. 10. For this relatively low input
amplitude, a closed curve is obtained about the free-run-
ning oscillation. In agreement with the qualitative behav-
ior of Fig. 6, there will also be a low-amplitude curve, with
no frequency division (not represented). The upper section
of the curve (between the two turning points) is stable,
while the lower section is unstable.

In Fig. 11, the circuit has been analyzed for constant
frequency Fin¼ 6 GHz and the same generator amplitude
Vin¼ 0.25 V. The low-amplitude waveform of Fig. 11a at
the nondivided frequency 6 GHz is the solution obtained
through standard HB. The frequency-divided waveform is
the solution obtained through the auxiliary generator
technique. Figure 11b shows the time-domain analysis of
the frequency-divided regime, with a long transient, in
comparison with the solution period. Note the agreement
of the resulting steady-state waveform with the divided
solution of Fig. 11a.

For the input frequency Fin¼ 5.6 GHz, the solution lies
on the left-hand side of the ellipsoidal curve of Fig. 10. The
solution is not synchronized for these input conditions,
and this is way it has not been represented. The input
generator frequency Fin and the self-oscillation frequency
Fa coexist and the circuit behaves as a self-oscillating mix-
er. Because of the existence of Fa as an independent fun-
damental, the circuit behaves in an autonomous regime
that has been analyzed through (22). Note that a multi-
tone analysis at the two fundamental frequencies Fin and
FAG is necessary. Here a diamond truncation of the spec-
trum has been used, with nl¼ 7. Figure 12a shows the

evolution of the auxiliary generator frequency and ampli-
tude versus the iteration number. Figure 12b shows the
resulting quasiperiodic spectrum of the drain voltage.

For too close values of Fin and 2Fa, differing, for instance,
in just a few megahertz, the multitone HB will not be ac-
curate, since this represents three orders of magnitude less
than Fin and Fa. This kind of operation is obtained for input
frequencies close to the border of the synchronization re-
gion. As will be shown, the envelope transient is very well
suited for the simulation of this regime.

5. ENVELOPE TRANSIENT

Obviously, the HB method cannot be applied to the anal-
ysis of circuits with modulated input signals. This is due to
the impossibility of representing the modulated variables
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in a Fourier series. However, in most circuits with modu-
lated inputs, it is possible to consider two different time-
scales. The faster timescale t2 corresponds to the carrier,
and the slower timescale t1 corresponds to the modulation.
The circuit is generally periodic in the ‘‘faster’’ time t2.
Then, any state variable a(t) can be expanded in a har-
monic series of the form [20–25]

aðt1; t2Þ¼
XN

k¼�N

Akðt1Þe
jokt2 ð24Þ

where Ak (t1) are the slowly varying envelopes. In general,
the frequencies ok will either be the harmonics of a single
input frequency, in an amplifier, for instance, or the in-
termodulation products of an RF/IF input frequency and a
local-oscillator frequency, in a frequency mixer.

According to (24), the circuit variables could be sam-
pled using two different time rates t1,t2. Of course, since
the two timescales are fictitious, the variables �aaðt1; t2Þ will
agree with �aaðtÞ only for t1¼ t2. On the other hand, the en-
velopes must not overlap in order for the decomposition
(24) to be unique in the basis ejokt2 ;�N � k � N.

When expressions of the form (24) are introduced in the
HB system, the two time variables t1, t2 will require two

different derivative operators. However, as a result of the
solution periodicity with respect to t2, for fixed t1, the de-
rivative with respect to t2 will simply be obtained through
multiplication of the different harmonic terms by jok. This
provides an algebraic system of differential equations in
the harmonic terms Ak(t1), to be sampled (in the numerical
integration) at a rate Dt1 lower than that of the original
system. This allows a significant reduction of the compu-
tational cost.

Two different cases may be considered, according to the
type of HB formulation, nodal or piecewise, in which the
expansions (24) are introduced. The two cases are ana-
lyzed in the following text.

5.1. Nodal Harmonic Balance

In the case of a nodal HB formulation [22,25], the envelope
transient equation takes the form

�IIð �VVðtÞÞþ ½jo� �QQð �VVðtÞÞ þ
d

dt
�QQð �VVðtÞÞ

þ

Z t

�1

�HHðt� tÞ �VVðtÞdtþ �GGðtÞ¼ 0

ð25Þ

where the subindex has been dropped from the time vari-
able t1, for notation simplicity. For the numerical solution
of (25), the time variable is discretized. Then the following
system is obtained

�IIð �VVðtnþ 1ÞÞ þ ½jo� �QQð �VVðtnþ 1ÞÞ

þ
�QQð �VVðtnþ1ÞÞ �

�QQð �VVðtnÞÞ

tnþ 1 � tn

þ
Xn

i¼ 0

�HHðtnþ 1 � tiÞ
�VVðtiÞDtiþ

�GGðtnþ 1Þ¼ 0

ð26Þ

where a backward Euler integration rule has been con-
sidered. The system is integrated using the initial condi-
tions �GGðt0Þ; �VVðt0Þ. The initial condition may be obtained
from a simple harmonic balance (with constant envelopes)
at the initial time t0¼ 0. From this timepoint, the Newton–
Raphson algorithm is applied to obtain the solution �VVðtÞ
along the simulation interval [0,Ts]. Since Eq. (26) is a
nonlinear harmonic relationship between �IIðtnþ 1Þ; �QQðtnþ 1Þ;
�VVðtnþ 1Þ and �GGðtnþ 1Þ, the integration along [0,Ts] involves

a HB calculation for each timepoint tnþ 1.
The major difficulty with the envelope transient, based

on the nodal HB, comes from the need to compute the
time-varying harmonic components of the impulsive re-
sponses �HHðtÞ, which will necessitate, again, the use of Padé
approximations, as in the case of the full time-domain
analysis. However, the computation of the convolution
products is much less demanding than in standard time-
domain integration, since the models of the distributed
elements can be narrowband about the harmonic frequen-
cies ok.
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5.2. Piecewise Harmonic Balance

When considering time-varying harmonic components in
the piecewise HB equations, the following system is ob-
tained [21,24]

½Axðjko0þ joÞ� �XXðtÞþ bAyðjko0þ joÞc �YYðtÞ

þ bAgðjko0þ joÞc �GGðtÞ¼ 0
ð27Þ

where o is the frequency associated to the time variations
in t1 and, again, the subindex of this time variable has
been dropped, t1 � t. Assuming slow variations of the har-
monic components, the linear matrixes can be expanded in
a Taylor series about o¼ 0. This Taylor expansion will
necessarily limit the allowed envelope bandwidth. For
o5o0, a first-order Taylor expansion will be sufficient,
providing the result

½Axðjko0Þ�
�XXðtÞþ

@Ax

@jko0

� �
d �XXðtÞ

dt

þ ½Ayðjko0Þ�
�YYðtÞþ

@Ay

@jko0

� �
d �YYðtÞ

dt

þ ½Agðjko0Þ�
�GGðtÞþ

@Ag

@jko0

� �
d �GGðtÞ

dt
¼ 0

ð28Þ

where the fact that the multiplication by jo is equivalent
to a time derivation in t1 has been taken into account.

Because of the development of the linear matrixes in a
first-order Taylor series, it will be valid only for slowly
varying �XXðtÞ; �YYðtÞ; �GGðtÞ, that is, for narrowband harmonic
components. This is a significant departure from the nodal
formulation, which does not have this constraint. Howev-
er, the formulation (28) requires neither the calculation of
the distributed-element impulsive responses nor the com-
putation of the convolution products. As a result, provided
the envelopes are narrowband, which is usually the case,
the piecewise formulation may be more efficient.

As an example, the envelope transient formulation has
been applied to a transistor-based frequency mixer, with
input frequency Fin¼4 GHz and local-oscillator frequency
F0¼ 3.5 GHz. The input signal is CDMA-modulated, with
4 MHz bandwidth. Contrary to the previous examples, this
circuit is forced. It is analyzed using a two-tone Fourier-
series expansion, at Fin and F0, avoiding the harmonic
relationship between the fundamentals. Diamond trunca-
tion is used, with nl¼ 7. The conditions for an accurate
envelope transient simulation are fulfilled, since the en-
velope bandwidth, due to the CDMA modulation, is much
narrower than the smallest frequency interval between
the spectral lines Df=2¼ ðFin � F0Þ¼ 250 MHz. Figure 13a
shows the time-varying magnitude of the intermediate
frequency component Fin�F0, over the output 50O load.
Figure 13b shows the output power spectrum, in steady
state. Note that this spectrum is centered about the fre-
quency f¼ 0, since it has been calculated from the time
varying envelope of the harmonic component Fin�F0.

The envelope transient can be applied to the simulation
of autonomous and synchronized regimes. However, as in

the case of standard HB, there may be simulation prob-
lems, due to the coexistence of the autonomous or
synchronized solutions with a (generally unstable) mathe-
matical solution, without self-oscillation. As in the case of
the standard HB, the problem can be solved with the aid
of auxiliary generators. This has been done in the bibli-
ography in two different ways, indicated in the following
text.

Assuming an auxiliary generator of voltage type, once
the nonperturbation condition is fulfilled, the resulting
generator voltage agrees with the node voltage. The same
is true in terms of the branch current, in the case of
a current generator. Thus, since we are dealing with
the possibly modulated steady states, the value of the
auxiliary generator should be time-varying. In the case
of an autonomous regime, this generator would be
represented by AAGðtÞ;oAGðtÞ. In the case of a synchro-
nized regime, it would be represented by AAGðtÞ;fAGðtÞ.
Taking this into account, Ngoya and coworkers imposed
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(a) magnitude of the time-varying envelope at the intermediate-
frequency component Fin�F0; (b) power spectrum about the
frequency component Fin�F0.
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the nonperturbation condition along the whole simulation
interval [0�Ts] [21,24], as �HHAGðAAGðtÞ; xAGðtÞÞ ¼ 0, where
xAGðtÞ stands for either the auxiliary generator frequency
or its phase, according to the type of regime. Thus, the
auxiliary generator variables must be calculated at each
timestep, along the simulation interval [0�Ts]. This tech-
nique allows simulation of the oscillator transients
[21,22].

A different technique has been developed [49] to avoid
the computational complexity of the calculation of the
time-varying values AAGðtÞ; xAGðtÞ, along [0�Ts]. In this
second technique, an auxiliary generator of constant val-
ue AAGo; xAGo is connected to the circuit at the initial
point t0¼ 0 of the simulation interval only. The constant
value AAGo; xAGo is determined from a HB analysis of the
form (22) or (23), according to the type of regime. After t0

¼ 0, the AG is disconnected from the circuit, letting it
evolve according to its own dynamics, with no AG influ-
ence. In general terms, if the solution is stable, the cir-
cuit will evolve to it after removing the AG. In the case of
an autonomous regime, the fundamental frequency of
the frequency-series expansion (24) is kept constant to
oAGo, as this is the value resulting from the initial HB
analysis, assuming constant harmonic terms Ak. When
doing so, the frequency variation oaðtÞ � oAG is naturally
converted to phase variations of the harmonic terms
Ak(t) [3].

Two examples of application of the envelope transient
to autonomous/synchronized circuits will be shown in the
following paragraphs. The first example analyzes the ef-
fect of a modulated input phase at Fin, over the phase of
the drain voltage, at the harmonic component Fin/2, in the
frequency divider of Fig. 2. The input generator amplitude
is Vin¼ 0.25 V, at the frequency Fin¼ 6 GHz. For these in-
put generator conditions, the circuit operates in synchro-
nized regime, as shown by the synchronization curve of
Fig. 10. In the absence of any form of modulation, a con-
stant value of the phase of the first-harmonic component
phase (V[1]) would be obtained. When the phase modula-
tion is introduced, the phase of this harmonic responds to
this modulation in the way shown in Fig. 14. The division
by 2 of the phase increments should be noted. The same
technique could be applied to more practical cases of mod-
ulated autonomous circuits.

The second example shows the application of the enve-
lope transient technique to a near-synchronization re-
gime, difficult to analyze through other techniques.
According to Fig. 10, the circuit operates in this regime
when the input frequency corresponds to values outside
the ellipsoidal curve, but close to any of its two turning
points. The input frequency and the oscillation frequency
coexist in the circuit solution. Then, when using a fre-
quency basis with oin as the only fundamental, the enve-
lopes will oscillate at the difference frequency join=2� oaj.
Figure 15 shows the envelope transient simulation of the
quasiperiodic solution for Fin¼ 5.92 GHz. The envelope
oscillates at the difference frequency Fa�Fin/2¼ 8 MHz
(see Fig. 15a). The resulting dense spectrum about the
first-harmonic component is shown in Fig. 15b. The de-
manding time-domain simulation of this regime is also
shown in Fig. 15c, for comparison.

6. PARAMETRIC ANALYSIS AND STABILITY

Usually, the interest of the designer is not limited to ob-
taining the circuit solution for just a particular value of
the input generator or generators, or the circuit elements.
Instead, the designer generally wishes to know the circuit
response versus a given parameter Z, which may be the
input generator power or frequency, or a bias voltage, for
instance. In many cases, this parametric analysis is nec-
essary in order to calculate the circuit operation ranges, in
terms of frequency bandwidth, for instance, or to deter-
mine the possible coexistence of the desired regime with
solutions of other type. As an example, the parametric
analysis of the circuit of Fig. 2, versus the input frequency,
allowed us to obtain its frequency-division band for Vin¼

0.25 V (see Fig. 10).
The straightforward way to obtain the circuit response

versus a parameter Z is to carry out a sweep in this pa-
rameter. However, this direct sweep will generally lead to
unsatisfactory results if the curve contains turning points.
At the turning points (or infinite-slope points) the curve
folds over itself, giving rise to a multivalued section, ver-
sus the parameter (see Fig. 6a). The turning points are
intrinsic to the performance of frequency dividers and
synchronized oscillators and are also commonly obtained
in autonomous circuits of other nature, such as voltage-
controlled oscillators.

The turning points of the solution curve can be circum-
vented using continuation methods. These methods as-
sume that the solution is known for a particular value Z0 of
the parameter. This initial point may have been obtained
from a standard HB calculation or with the aid of auxil-
iary generators, in the case of an autonomous or synchro-
nized regime. From this initial point, the solution
variations versus Z may be followed using different strat-
egies. One of the most efficient techniques is the predic-
tion–correction technique, with parameter switching [50].
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Figure 14. Effect of a modulated input phase on the solution of
the circuit of Fig. 2, for Vin¼0.25 V, Fin¼6 GHz [dashed line—
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The prediction–correction technique, with parameter
switching, is applied from the initial solution point ðZ0;

�XX0Þ,
considering a discrete step DZ¼h. In this technique, once
a solution point ðZn;

�XXnÞ has been determined, the next one
ðZnþ 1;

�XXnþ 1Þ is estimated through the linearization of the
HB system about the previous point ðZn;

�XXnÞ. This consti-
tutes the prediction stage of the technique. The estimated
point will be called here ðZnþ 1;p;

�XXnþ 1;pÞ. It is calculated by
differentiating the error function �HH of the HB system

D �HH¼ ½JH�nð
�XXnþ 1p �

�XXnÞþ
@ �HH

@Z







n

ðZnþ 1 � ZnÞ¼ 0

! �XXnþ 1;p¼
�XXn � ½JH��1

n

@ �HH

@Z







n

ðZnþ 1 � ZnÞ

ð29Þ

where the Jacobian matrix [JH]n and the derivative of �HH
with respect to the parameter are evaluated at the pre-
ceding solution point n. The predicted point
ðZnþ 1;p;

�XXnþ 1;pÞ is not the actual solution point since the
actual system �HHð �XX; ZÞ¼ 0, unlike Eq. (29), is nonlinear.
The point obtained through (29) is a linear estimation
(prediction) of the solution for Znþ1.

At the correction stage of the continuation technique,
the Newton–Raphson algorithm is applied for correction of
the estimated point n, which is done for constant param-
eter value Z¼ Znþ 1;p. The input of this algorithm is the
estimated solution ðZnþ 1;p;

�XXnþ 1;pÞ, which is used as the
starting point: �XX0

nþ 1 �
�XXnþ 1;p. Unlike �XXnþ 1;p, the point re-

sulting from the Newton–Raphson convergence
�XXnþ 1¼

�XXc
nþ 1 is an actual solution point.

It is easily seen from (29) that the Jacobian matrix [JH]
becomes singular at any point of the curve with infinite
slope of the solution curve or turning point. Because of
this, the Newton–Raphson algorithm fails to converge in
the neighborhood of the turning point. To cope with this
problem, a parameter-switching algorithm [3,50] can be
used. In this algorithm, the continuation parameter is, at
sections of the curve, different from the actual circuit
parameter Z. In fact, at each prediction stage
ðZnþ 1;p;

�XXnþ 1;pÞ, the predicted increments of the different
variables (including the parameter Z), jReDX1

0nþ 1j;
jImDX1

0nþ 1j; . . . ; jReDXQ
Nnþ 1j; jImDXQ

Nnþ 1j; jDZnþ 1j are
compared, taking the variable with the biggest increment
as new analysis parameter.

If the new parameter is, for instance, Re Xj
k, the incre-

ment h is assigned to this variable. Therefore, this vari-
able not considered as an unknown. Instead, the
parameter increment DZnþ 1 is an unknown of the prob-
lem, to be determined in the resolution process. Note that
taking the variable with the biggest increment as param-
eter prevents any unbounded growth of the circuit vari-
ables. Through this technique, points of infinite slope
(turning points) become points of zero slope. The synchro-
nization curves of Figs. 6 and 10 have been traced through
the described prediction–correction technique, with pa-
rameter switching.

When dealing with HB simulations, the stability
analysis of the obtained steady-state solutions is essen-
tial. This is even more so when two or more steady-state
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Figure 15. Envelope transient simulation of a near-synchroni-
zation solution; (a) slow oscillation of the magnitude of V[1];
(b) dense spectrum about the first-harmonic component; (c) time-
domain simulation, for similar conditions.
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solutions coexist for the same parameter values. To show
the principles of the stability analysis through HB, a gen-
eral steady-state solution �XXs will be considered. It may be
a DC solution or a periodic or quasiperiodic solution, with
frequency components ok, with k¼ �N?N. As already
stated, a stable solution must be able to recover from small
perturbations. To verify whether this is the case, a small
perturbation of complex frequency sþ jo has been consid-
ered [3,17,19]. The need for a complex frequency in the
perturbation comes from the fact that the perturbed solu-
tion is no longer in steady state. Taking into account the
smallness of the perturbation, the HB system can be lin-
earized about �XXs, which provides the following character-
istic equation:

½Axðko0þo� jsÞ� þ ½Ayðko0þo� jsÞ�
@ �YY

@ �XX







s

( )

�D �XX ¼ 0

ð30Þ

where @ �YY=@ �XXjs is the Jacobian of the nonlinear elements,
with respect to the state variables, evaluated at the
steady-state solution. In order for the variable increment
D �XX to be different from zero, the associated determinant
must be singular:

det½JHðsþ joÞ� ¼ 0 ð31Þ

For stability, all the determinant roots must be located
on the left-hand side of the complex plane. This means
that the perturbation will vanish exponentially in time
(due to the negative sign of s), in agreement with the def-
inition of stability. Because of the (usually) very high order
of the HB system, the direct calculation of these roots is a
nearly impossible task. Instead, the Nyquist stability cri-
terion is applied to (31). The Nyquist plot is obtained by
performing a sweep in o and tracing Im½det ðjoÞ� versus
Re½det ðjoÞ�. The number of unstable poles of the linearized
system (30) agrees with the number of encirclements of
the Nyquist plot about the origin of the complex plane.
Examples of the application of this technique can be found
elsewhere in the literature [3,17,19].
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1. INTRODUCTION

Circuits based on semiconductor devices are intrinsically
nonlinear. The superposition principle does not hold, and
the response depends on the values of the input signals.
The linear assumption is valid for small excitation levels;
however, as the input power increases, nonlinear effects,
such as the gain saturation, or the generation of harmonic
components, are observed [1–4]. These effects are unde-
sired in circuits such as power amplifiers. However, es-
sential functions in communication systems, such as
frequency generation and frequency conversion, can be
achieved only by means of circuits operating in nonlinear
regime. Four examples of nonlinear circuits are frequency
mixers [1–3,5], used for frequency conversion; oscillators
[3,4,6]; frequency dividers [7,8]; and frequency multipliers
[9,10]. Essential differences exist between their operation
principles and characteristics, so specific design tech-
niques should be used for each of them.

The design of circuits operating in the nonlinear regime
is demanding. In case of forced circuits, the input
generator level must be carefully chosen. Because of the
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intrinsic generation of harmonic components, the harmon-
ic loads will also have an influence on the circuit behavior.
In case of autonomous circuits, the introduction of feed-
back networks is usually required and the stability con-
siderations will be essential. In the past, analytical
techniques such as describing function [3,11] or Volterra
series [1,12] were used for an approximate analysis of the
nonlinear circuits. Nowadays, iterative methods, such as
harmonic balance [13,14] or envelope transient [15]
(see also article titled NONLINEAR CIRCUT ANALYSIS this
encyclopedia), have taken the lead for accurate nonlinear
analysis. However, they may be impractical and provide
little intuition for circuit design, which should be comple-
mented with systematic synthesis procedures. In contrast,
analytical techniques enable a comprehensive design,
with a clear identification of the most influential circuit
elements and an approximate prediction of their effects on
the circuit response. As an example, Volterra series [1,10]
has allowed an analytical determination of the influence of
the transistor nonlinearities on the intermodulation dis-
tortion. The method has been applied to the analysis of
power amplifiers and, more recently, analysis of frequency
mixers [1,5]. In turn, the describing function [3,11] can be
used for an approximate oscillator design, at a specified
oscillation frequency and output power, to be corrected at
a later stage through harmonic balance simulations.

In this contribution, nonlinear synthesis techniques for
frequency mixers, oscillators, frequency dividers, and fre-
quency multipliers will be provided. The objective is not to
present an exhaustive review of the possible circuit config-
urations; instead, the principles and implementation of
modern design techniques will be emphasized. They will
be illustrated by means of their application to simple, al-
though practical, microwave circuits. Volterra series and
describing function will be introduced, together with com-
puter-aided tools, based on harmonic balance (HB). The use
of auxiliary generators for oscillator optimization [16] or
multiharmonic load pull [10,17,18] for oscillator and multi-
plier design will also be presented. Each section will start
with some background about the particular nonlinear cir-
cuit. Then, the detailed design procedures will be presented.

2. FREQUENCY MIXERS

2.1. General Concepts about Frequency Mixers

An ideal frequency mixer is a signal multiplier. This in-
stantaneous multiplication is used for the frequency
downconversion or upconversion of a modulated signal.
In the case of a frequency downconverter, the mixer will
perform the frequency translation of a RF signal about the
frequency oRF to a lower frequency, known as the inter-
mediate frequency oIF. The RF signal is written, in terms
of its lowpass equivalent vlpðtÞ [19] in the form
vRFðtÞ¼ 2 RebvlpðtÞe

joRFtc, where vlpðtÞ depends on the par-
ticular type of modulation. For downconversion to oIF, the
RF signal must be multiplied by the one delivered by a
local oscillator at the frequency oLO. For simplicity, only
the case oRF4oLO will be considered here, so oLO¼

oRF�oIF. The local-oscillator signal constitutes the sec-
ond input of the mixer circuit. Then, the ideal mixer

operation can be defined by the following expression:

vIFðtÞ¼ ½2vr
lpðtÞ cosðoRFtÞ

� 2vi
lpðtÞ sinðoRFtÞ�VLO cosðoLOtÞ

¼Re½vlpðtÞVLOejðoRF�oLOÞt�

þRe½vlpðtÞVLOejðoRF þoLOÞt�

ð1Þ

where the superscripts ‘‘r’’ and ‘‘i’’ respectively indicate
the real and imaginary parts. Thus, the ideal mixer gives
rise to two frequency terms at the difference and sum fre-
quencies oIF¼oRF�oLO and oRFþoLO. The sum fre-
quency is generally far from the desired intermediate
frequency oIF, so it is easily eliminated through filtering.

The ideal multiplier does not exist in practice, but
it can be replaced with a properly selected nonlinear
element, at a suitable operation point. Actually, using a
Taylor series development about the operation point vo,
a nonlinear voltage-controlled current characteristic i(v)
can be approximated by means of a power series
iðvÞ¼ iðv0Þþ g1vþ g2v2þ � � � þ gNvN . Introducing the sig-
nal vðtÞ¼VRF cosðoRFtÞþVLO cosðoLOtÞ in this expansion,
the terms oRFþoLO and oRF�oLO are obtained, together
with undesired intermodulation products m0oLOþnoRF,
with m0 and n. The resulting frequency components form
clusters about the different harmonic components oLO. It
is generally more useful to express the intermodulation
products in terms of oLO and oIF. When doing so, the in-
dices have to be reorganized. Expressing oRF¼oLOþoIF,
the new indexes will be moLOþnoIF¼ (m0 þn)oLOþnoIF.

It is easily shown that the use of VRF{VLO, where VRF

is the amplitude of the RF signal carrier, reduces the
number of relevant intermodulation terms [1]. This is also
the most usual case, since the RF input will generally cor-
respond to a low-power received signal. The amplitude
difference between the RF signal and the LO signal allows
the use of the periodic oscillator solution (in the absence of
RF input) as the quiescent point of the Taylor series ex-
pansion of the nonlinearity i(v) [1,2]. Thus, the strongly
nonlinear function is transformed into mildly nonlinear
one, with periodic coefficients

iðvÞ ¼ iðvLOðtÞÞ þ g1ðtÞvRFðtÞ

þ g2ðtÞvRFðtÞ
2
þ � � � þ gNðtÞvRFðtÞ

N
ð2Þ

with

gkðtÞ¼
1

k!

@ki

@vk
ðvLOðtÞÞ; k¼ 1; . . . ;N

For moderate amplitude of the RF signal, the frequency
conversion will be due to the linear term g1ðtÞvRFðtÞ, with
g1(t) periodic at oLO, which gives rise to the two mixing
terms oRF�oLO and oRFþoLO.

2.2. Characteristics of Frequency Mixers

When carrying out a mixer design, the main characteris-
tics to take into account will be the conversion loss or gain,
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the spurious power level, the noise figure, and the inter-
modulation distortion. Each of these will be briefly intro-
duced in the following paragraphs:

1. Conversion Gain. The mixer conversion gain is de-
fined as the ratio Gc¼PIF/PRF, where PIF is the power de-
livered to the output load at the intermediate frequency
and PRF is the available RF power. This gain saturates
from a certain RF power.

2. Spurious Frequencies. The spurious frequencies are
the undesired intermodulation products of the form
moLO7noIF, with ma0, na1 [1]. One of spurious fre-
quencies with highest amplitude is the image frequency.
Assuming oRF4oLO, the image frequency will be oIM¼

oLO�oIF. The term is derived from the fact that, in the
spectrum, oRF and oIM are located on opposite sides of the
local-oscillator signal, with equal frequency spacing oIF.
The mixing of the image frequency with the local-oscilla-
tor frequency oLO gives rise to the same frequency oIF,
which can have negative effects on the circuit behavior.

3. Noise Figure. The single-sideband noise figure of
the frequency mixer [3,20,21] is the quotient of the input
signal-to-noise ratio at the RF frequency, and the output
signal-to-noise ratio at the IF frequency: Fmix¼ (SNR)RF/
(SNR)IF. The input signal-to-noise ratio is calculated with
the standard noise power kT0B, where k is Boltzmann’s
constant, T0 the standard noise temperature, and B the
noise bandwidth. The output noise at the IF will have
contributions due to the conversion to this frequency of
the input noise in all the harmonic terms moLOþnoIF,
especially at the image frequency oIM. It will also have
contributions from the transistor noise sources and the
circuit resistive elements [3]. The different contributions
to the Fmix are easily distinguished in the following ex-
pression [20]:

Fmix¼ 10 log
E2

n=RþKT0ðG1þG2þ � � � þGpÞ

KT0G1
ð3Þ

where G1?Gp indicate the conversion gain of the different
intermodulation products, R is the output resistance, and

En
2 is the spectral density of the equivalent noise voltage at

the output port, when no contributions from the input and
output terminations are considered. For an accurate cal-
culation of Fmix, the noise input due to the local oscillator
should also be taken into account. Its effect on the IF noise
power is included in the term En

2(f).

4. Intermodulation Distortion. The intermodulation
distortion is generally analyzed by considering two input
RF carriers close in value oRF1 and oRF2¼oRF1þDo
[1,2]. Then, assuming a signal of the form vRFðtÞ¼VRF1

cosðoRF1tÞþVRF2 cosðoRF2tÞ, the higher-order terms
g2ðtÞv

2
RFðtÞ, g3ðtÞv

3
RFðtÞ, y in (2) will give rise to the inter-

modulation tones moLOþpoIF1þ qoIF2. At the IF output,
the frequencies will be poIF1þ qoIF2. The so-called inter-
modulation order IO is defined as the sum of the absolute
values of the integer coefficients IO¼ jpj þ jqj. Because of
the proximity between the values of oRF1 and oRF2, the
frequencies oIF1 and oIF2 will also be close in value. Thus,
the most dangerous intermodulation products will be
third-order terms 2oIF1 � oIF2¼oIF1 � Do and 2oIF2�

oIF1¼oIF2þDo, since these will be the closest to the
desired downconverted frequencies oIF1 and oIF2.

For a better understanding of the intermodulation dis-
tortion, Fig. 1 shows a typical output power spectrum of a
mixer circuit, in which two close input carriers, at the fre-
quencies fRF1¼ 3.5 GHz� 500 kHz and fRF2¼ 3.5 GHzþ
500 kHz, have been introduced. The local oscillator fre-
quency is fLO¼ 3 GHz, so the IF frequencies should be
fIF1¼0.5 GHz� 500 kHz and fIF2¼ 0.5 GHzþ 500 kHz. As
expected, the highest-amplitude tones are those corre-
sponding to oIF1 and oIF2. On each side of these tones,
there are intermodulation terms of increasing odd order n,
given by oIF1�kDo and oIF2þ kDo, with k¼ (n� 1)/2.

2.3. Realization of Frequency Mixers

Frequency mixers have traditionally been based on
Schottky diodes [2,3]. Those devices do not have the
charge accumulation limitations of bipolar devices, such
as the PN diode, and the mixing function relies on the
junction current iðvÞ¼ Isðe

av � 1Þ. Then, the terms in (2)
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Figure 1. Typical mixer spectrum at the IF
output.
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are obtained by differentiating this function about the
oscillator solution VLO(t). When using diodes as mixing
elements, the amplitude of the downconverted signal is
always smaller than that of the input RF signal, due to the
diode passivity. The typical conversion loss is about 5 dB
[3]. Balanced structures, based on hybrid couplers, are
used for the isolation of the RF, LO, and IF signals. They
also enable cancellation of the AM noise from the local
oscillator and some undesired frequency terms, which are
eliminated without filtering [3]. The singly balanced mix-
ers are based on the use of two diodes connected to a 901or
1801 hybrid coupler. The doubly balanced mixers are
based on the use of four diodes.

The transistors are active devices, so, under certain
operation conditions, they can provide conversion gain.
They also enable inherent input–output isolation. Both
MESFET and bipolar transistors can be used for frequen-
cy mixing. The MESFET transistors are very common ow-
ing to the significant development of MMIC technology on
GaAs substrate. Balanced structures, using two or four
transistors, are also possible, to isolate the RF, LO, and IF
signals and enable the cancellation of undesired frequency

terms. Different types of active FET mixer are possible
[1,2], according to the port through which the LO and RF
signals are injected.

In the gate mixer, the LO and RF signals are injected at
the gate port. The IF signal is extracted through filtering
from the drain port (see Fig. 2a). It is the most popular
kind of FET mixer. Assuming that the amplitude of the RF
input signal is small compared to the RF signal, the mix-
ing will be mainly due to the product gmðvLOðtÞÞvRFðtÞ,
where gm is the transistor transconductance, evaluated
with the local-oscillator signal as the only excitation. In
turn, vRF(t) is the incremental voltage due to the input RF
signal.

In the resistive mixer, the FET is biased in the triode
region [2,5]. The mixing is due to the periodic variation of
the channel conductance gds(t) with the local-oscillator
pumping (see Fig. 2b). Thus, the LO signal is introduced at
the gate terminal, while the RF signal is introduced at the
drain terminal. The mixing is due to the product
gds(t)vD(t). The IF signal is extracted from the drain ter-
minal. The main advantage of the resistive mixers is the
low intermodulation level, due to the good linearity of the

(a)

(b)
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Figure 2. Two usual FET-based mixer configu-
rations: (a) gate active mixer; (b) passive mixer.
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channel resistance. The resistive mixers can also be real-
ized in balanced topologies, with the same advantages as
in the case of diodes.

2.4. Analysis of Frequency Mixers

Different techniques can be applied for the analysis and
design of frequency mixers. The time-varying Volterra se-
ries, discussed in Section 2.5, enables an analytical eval-
uation of the influence of magnitudes such as the
transistor bias voltages or the local-oscillator amplitude
on the conversion gain and the intermodulation distortion.
Thus, it is very helpful for an optimum selection of the
operation conditions. However, its accuracy is limited to
small amplitude of the input RF signal. For higher RF
amplitude, iterative nonlinear analysis methods should be
applied. Two-tone HB enables the accurate determination
of the mixer conversion gain and spurious content [1] (see
also NONLINEAR CIRCUT ANALYSIS article). The envelope
transient method enables an accurate analysis of the in-
termodulation distortion [1,22]. Next, the foundations of
these two iterative methods are briefly summarized in or-
der to provide an intuitive idea about their basic principles
and to give the reader feeling for their circuit simulation
capabilities.

2.4.1. Harmonic Balance. The HB method [15] uses fre-
quency-domain representations for the linear elements
and time-domain descriptions for the nonlinear devices.
The circuit state variables are expressed in a Fourier se-
ries, with typically one or two fundamental frequencies. In
the case of a frequency mixer, the two fundamentals will
be oLO and oIF. The variables are written vðtÞ¼P

m;n VmnejðmoLO þnoIFÞt. Assuming a diamond truncation
of this Fourier series [1] (again, see also NONLINEAR

CIRCUT ANALYSIS article), all the intermodulation products
up to a certain nonlinearity order nl¼ maxðjmj þ jnjÞ, by
the user, will be considered. The direct and inverse Fou-
rier transforms translate the circuit variables from one to
another domain, which enables the frequency-domain ex-
pression of an error equation system �EEð �VVÞ¼ 0, where �VV is
the vector containing the harmonic components of the
state variables. This technique enables an accurate pre-
diction of the solution spectrum, with as many spurious
terms as allowed by the nonlinearity order.

When the mixer circuit is analyzed through HB, the
noise figure Fmix¼ (SNR)RF/(SNR)IF can be determined
using the conversion matrix approach [23]. Linear behav-
ior with respect to the RF signal is assumed. When the
noise perturbations are introduced, the HB equations are
linearized about the nonlinear solution, at oLO, in the ab-
sence of RF input. The nonlinear current �IIð �VVÞ and charges
�QQð �VVÞ are replaced by their conversion matrixes, ½@ �II=@ �VV�0,
½@ �QQ=@ �VV�0, evaluated at the solution at oLO [24]. These con-
version matrixes are determined from the Fourier trans-
forms of gðtÞ¼ @iðtÞ=@vðtÞ and cðtÞ ¼ @qðtÞ=@vðtÞ [1]. The
resulting perturbed system can be written

YðmoLOþoIFÞ½ �0D �VVðmoLOþoIFÞ¼
�IInðmoLOþoIFÞ ð4Þ

where the matrix [Y] is easily calculated from the tran-
sistor conversion matrixes and the linear networks, eval-
uated at the sideband frequencies moLOþoIF. The vector
�IIn contains the equivalent noise current sources, obtained
from their spectral power descriptions, in a normalized
noise band of 1 Hz.

The perturbed state variables D �VV are determined from
the matrix inversion [Y]0

�1. To obtain the power spectral
density at the different harmonic terms, the noise corre-
lation matrix �IIn

�II�n, where the asterisk denotes adjoint,
must be considered. The transistor intrinsic noise sources
are correlated [21], which must be taken into account in
the calculation of ojDVIFj

2 >. The noise figure is deter-
mined from Fmix¼NIF/(N0GT), where NIF is the noise out-
put power. An example of application of this technique will
be shown in Section 2.6.

2.4.2. Envelope Transient. The analysis of intermodula-
tion distortion requires the consideration of two close input
carriers oRF1 and oRF2. The use of three-tone HB for this
analysis is computationally expensive. The relatively
recently introduced envelope transient method can be
applied instead [15] (see also NONLINEAR CIRCUT

ANALYSIS article). This method relies on the use of two
different time scales, one for the carrier frequencies and the
other for the modulation signals. For the analysis of inter-
modulation distortion [22], the spacing between the two RF
frequencies om¼oRF2�oRF1 is taken as the modulation
frequency of a unique carrier oRF0¼ (oRF1þoRF2)/2. The
circuit variables are expressed in a Fourier series, with oLO

and oIF0¼oRF0�oLO as fundamentals, and slowly vary-
ing harmonic components, at the modulation rate,
vðtÞ¼

P
m;n VmnðtÞe

jðmoLOþnoIF0Þt. When introducing this ex-
pression for the circuit variables in the HB equations, a
differential equation system is obtained in the slowly vary-
ing components �VVðtÞ. This system is efficiently integrated in
much larger timestep than the one that would be required
for a standard time-domain analysis.

As already stated, the dynamic Volterra series allows a
comprehensive and optimized design and is less time-con-
suming than multitone HB and the envelope transient
method. Because of its practical interest, the dynamic Vol-
terra series will be presented in the next section. On the
other hand, both harmonic balance and the envelope tran-
sient method are discussed in detail in the NONLINEAR

CIRCUT ANALYSIS article.

2.5. Volterra Series Analysis

The output of a linear, time-invariant system is related to
its input through the impulse response h(t), which char-
acterizes the particular linear system [20]. For an input
signal ig(t), the system output (circuit solution) is written
v0ðtÞ¼

R1
�1

hðtÞigðt� tÞdt. This kind of representation can
be generalized to weakly nonlinear time-invariant sys-
tems. However, the superposition principle does not hold
in nonlinear systems, and the overall effect of impulses
applied at different time values must be taken into ac-
count [12]. The system output is expressed as
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v0ðtÞ¼
P1

n¼ 1 vonðtÞ, where von(t) is the nth-order solution:

vonðtÞ¼

Z 1

�1

:::

Z 1

�1

hnðt1; . . . ; tnÞigðt� t1Þ

� � � igðt� tnÞdt1 � � �dtn

ð5Þ

The expression v0ðtÞ¼
P1

n¼ 1 vonðtÞ constitutes the Vol-
terra series representation of the solution, and the differ-
ent functions hnðt1; . . . ; tnÞ are the Volterra kernels [12].
The Volterra analysis is usually more convenient in terms
of the transfer functions Hnðo1; . . . ;onÞ, associated with
the different kernels hnðt1; . . . ; tnÞ. When these functions
are used, the solution output, for an arbitrary input
igðtÞ¼

PP
p¼�P Ip

gejopt, is given by

v0ðtÞ¼
XN

n¼ 1

vonðtÞ

¼
XN

n¼ 1

XP

p1 ¼�P

� � �
XP

pn ¼�P

Hnðop1 ; . . . ;opn
Þ

Ip1
g . . . Ipn

g ejðop1
þ ��� þopnÞt

ð6Þ

The Volterra series analysis can also be extended to
time-varying weakly nonlinear systems. As evidenced by
(2), this is the case of the mixer circuits, since their RF
input signal usually has an amplitude much smaller than
that of the local oscillator. The time-varying Volterra
series is expressed as

vonðtÞ¼

Z 1

�1

:::

Z 1

�1

hnðt; t1; . . . ; tnÞ

� igðt� t1Þ � � � igðt� tnÞdt1 � � �dtn

ð7Þ

where the Volterra kernels have an extra time dependence
on the variable t. The local oscillator solution is taken as
the quiescent point and the kernels are periodic in t, with
the same period as this local oscillator.

In the calculation of intermodulation distortion, two
close RF signals, at oRF1 and oRF2, are considered. As
shown in (2), Taylor series developments, with the local-
oscillator solution as the quiescent point, are used for the
description of the nonlinear elements. The product of the
nonlinearities by the RF inputs will generate current com-
ponents at moLOþpoIF1þ qoIF2, which are transformed
to voltages at the circuit linear elements. Then, the inde-
pendent voltages of the mixer solution can be expressed
as [1]

v0ðtÞ¼
XN

n¼ 1

vonðtÞ

¼
XN

n¼ 1

XP

p1 ¼�P

. . .
XP

pn ¼�P

Hnðt;op1
; . . . ;opn

Þ

� Ip1
g . . . Ipn

g ejðop1
þ ��� þopn Þt

ð8Þ

where the transfer functions, associated with the different
Volterra kernels, have been introduced. The input ig(t)
represents an IF signal, with the general form
igðtÞ¼

PP
p¼�P Ip

gejopt, where op takes the values �oIF1,
�oIF2, oIF1, oIF2. Because of their periodicity, it is possi-
ble to expand the transfer functions Hnðt;op1

; . . . ;opn
Þ in a

Fourier series at moLO with m integer and varying be-
tween –M and M. Then, the nth-order solution can be
written [1] as follows:

vonðtÞ¼
XM

m¼�M

XP

p1 ¼�P

. . .
XP

pn ¼�P

Vn
mp1���pn

� ejðmoLO þop1
þ ���þopn Þt

ð9Þ

It should be noted that the frequencies op1 to opN are
not harmonically related to moLO. Each opi, with
i¼ 1?N, will take the values �oIF1, �oIF2, oIF1, oIF2.

In the harmonic input method, signals Ig(t) of the form
ejop1t, ejop1tþ ejop2t; . . . ; ejop1tþ � � � þ ejopNt are introduced, in
order to recursively determine the terms VonðtÞ, from
which the Volterra kernels are calculated. The calculation
of v01ðtÞ (sketched in Fig. 3a) requires the previous deter-
mination of the conversion matrixes of the different non-
linear elements. As is well known, this conversion matrix
is obtained from the Fourier series expansion at moLO of
the derivatives gðtÞ¼ @i=@vðvLOðtÞÞ and cðtÞ¼ @q=@vðvLOðtÞÞ,
in case of capacitive nonlinearities. In Fig. 3a, a single
nonlinear resistive-type element has been considered,
with the first-order conversion matrix [G1]. The direct ap-
plication of Kirchhoff ’s laws provides a linear system in
the frequency domain, from which the harmonic compo-
nents of v01(t) are easily determined.

In order to determine the second term of the series
v02(t), an input, of the form ejop1tþ ejop2t, will be considered
(see Fig. 3b). This calculation requires second-order deriv-
atives of the nonlinear elements, of the form g2ðtÞ¼
@2i=@v2ðvLOðtÞÞ. In time domain, this derivative should be
multiplied by v2

01ðtÞ. This can easily be done, since the term
v01(t) is already known from the preceding step. The re-
sulting current i2ðtÞ ¼g2ðtÞv

2
01ðtÞ will be considered as an

external source (see Fig. 3b), and the second-order term
v02(t) will be the new unknown. The system is linear in this
term, which ensures a straightforward resolution.

The frequency-domain expression of v02(t) will contain
the components moOLþop1þop2, with both op1 and op2

taking the values �oIF1, �oIF2, oIF1, oIF2. For the fre-
quency-domain analysis of the circuit, a generalized con-
version matrix of second order, obtained from the Fourier
series expansion of g2ðtÞ¼ @2i=@v2ðvLOðtÞÞ, must be used.
Applying Kirchhoff ’s laws, a linear system is obtained in
the harmonic components of v02(t).

The analysis above can be generalized up to the Nth or-
der, with an input signal ejop1tþ ejop2tþ � � � þ ejopNt and re-
quiring the Fourier series expansion of gN(t), to obtain the
corresponding conversion matrix. As already stated, the
most dangerous intermodulation terms are 2oIF1�oIF2

and 2oIF2�oIF1, so the Volterra series must be calculated
up to a minimum order N¼ 3. The order should be higher
for higher amplitude of the RF input signal.
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The Volterra series enables the analytical evaluation of
the influence of the bias point or the local-oscillator am-
plitude on the intermodulation distortion. Because of the
complexity of this symbolic calculation, some circuit sim-
plifications are necessary. For a given type of mixer, only
the essential nonlinearities will be taken into account and
most of the transistor parasitics will be ignored. The linear
embedding of the mixer circuit is also simplified, assum-
ing, for instance, that the input matching networks pro-
vide short circuits at all frequencies different from oRF and
oIM, and that the output circuit provides short circuits at
all frequencies different from oIF. This symbolic analysis
has been carried out by other authors on both active and
resistive mixers [1,5]. In the following example, the main
results from this analysis are used for the design of a gate
frequency mixer.

2.6. Gate Mixer Design

In the gate mixer, the LO and RF signals are injected at
the gate port, while the IF signal is extracted through fil-
tering from the drain port. The mixing will be due mainly
to the periodic modulation of the transistor transconduc-

tance gm(t) by the LO signal. As already mentioned, a
manageable analysis through time-varying Volterra series
requires some circuit simplifications. Only the iDS nonlin-
earity will be considered, assuming constant capacitances
Cgs, Cgd, and Cds. In the gate mixer, the transistor is usu-
ally biased in the saturation region, so, in most cases, the
dependence of iDS on the drain voltage may be ignored [1],
which considerably reduces the complexity of the study.
Regarding the linear embedding circuit, some additional
assumptions are possible.

At the drain port, short circuits are imposed at both the
RF and LO frequencies. At the gate port, a short circuit is
considered at the IF frequency, which reduces the output
noise. Under these assumptions, a simplified schematic
is obtained in which the output power is directly propor-
tional to the square of the Ids current at the IF frequency.
This can be determined from the first-order Volterra anal-
ysis [1]:

IdsðoIFÞ¼Gm1Vgsð�oIMÞþGm;�1VgsðoRFÞ

þGdsoVdsðoIFÞ
ð10Þ

Linear circuit

Second order
derivative

Generation of
intermodulation products

(a)

(b)

I1(mb�OL + �'p1) = [G1]Vo1(ma�OL+�p1)

i1(v) = g1(�oLt) v(t) = ∑
2M

mb=−2M
g1mb

 ejmb�oLt v(t)ig1(t)=ej�p1t

ig2(t) = e
j�p1t

 + e
j�p2t

M

ma=−M
Σ
p1

vo1(t)= Vo1,ma,p1 

Σ
M

ma=−M
Σ
p1

Σ
p2

vo2(t)= Vo2,ma,p1,p2

 g2(�oLt)= Σ
2M

mb=−2M
g2mb

 ejmb�oLt

I2(mb�OL + �'p1+ �'p2) = [G2]Vo1(ma�OL+�p1+�p2)
2

vo1(t)

vo2(t)

i1(v) = g1(�oLt)v(t)

i2(v) = g2(�oLt)vo1(t)
2

�p1+�p2

− −

Σ

Linear circuit

e
j(ma�oL+�p1)t

ej(ma�oL+�p1+�p2)t 

Figure 3. Calculation of the dynamic Volterra series up to second order.
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The iDS current has small dependence on the drain volt-
age, so the conversion gain will be optimized by maximiz-
ing of the harmonic term Gm1 of the Fourier series
expansion of gmðtÞ � @iDS=@vGSðvLOðtÞÞ. The value of these
terms will depend on the mixer bias point and the local-
oscillator amplitude.

The second-order intermodulation terms oIF2�oIF1

and oIF1þoIF2, originating mainly from the second order
derivative gm2, will typically be far from the desired out-
put frequencies oIF1, oIF2. In turn, the third-order inter-
modulation distortion, coming mainly from the third-order
derivative gm3, gives rise to the dangerous frequencies
2oIF1�oIF2 and 2oIF2�oIF1. The drain current at these
intermodulation frequencies is obtained from a third-or-
der Volterra series analysis of the circuit. It is approxi-
mately given by [1]:

Ids3ð2oIF1 � oIF2Þ¼Gm3;�1V3
gs1ð2oRF1 � oRF2Þ ð11Þ

Thus, in order to reduce the third-order intermodulation
distortion, the first-harmonic component of the Fourier
series expansion of gm3ðtÞ � @3iDS=@v

3
GSðvLOðtÞÞ must be

minimized.
The results presented above have been applied to the

design of a gate mixer, using the FET transistor CFY30.
For the input network, a simple circuit topology has been
chosen (see Fig. 4), with a power combiner, enabling the
introduction of the RF and local-oscillator signals. The in-
put frequencies considered here are fRF¼ 3.5 GHz and
fOL¼ 3 GHz, with fIF¼0.5 GHz. At the drain terminal,
an open-circuited quarter-wave l/4 line, at the local-oscil-
lator frequency, is introduced, in order to suppress this
frequency component from the mixer output. In addition,
this l/4 line reduces the variation of the drain-to-source
voltage vDS(t) and thus ensures the mixer operation in the
saturation region for all time values [1,3].

To take advantage of the analytical results (10) and
(11), an accurate transistor model, enabling a reliable cal-
culation of the nonlinear element derivatives up to third
order, will be necessary. The Angelov model [24] has been
used here, which is continuously differentiable. Using this
model, the derivatives g1(t),g2(t),g3(t) are analytically cal-
culated. The periodic quiescent point and its evolution
versus each parameter of interest (e.g., VGS or PLO) are

initially determined through HB simulations. The wave-
forms vgs(t), vds(t), corresponding to each parameter value,
are obtained through the inverse Fourier transform. This
double set of waveforms (vs. the parameter) is introduced
in the derivatives of the Angelov model. Different har-
monic components of the Fourier transforms of these de-
rivatives provide the factors in (10) and (11).

Initially, the influence of the gate bias voltage VGS is
considered, while setting the drain voltage to the constant
value VDS¼ 2.5 V and the local-oscillator power to the
moderate value PLO¼ 0.8 dBm. Figure 5 shows the varia-
tion of the amplitude of Gm1 [first-harmonic component of
gm(t)] with this bias voltage. As can be seen, a maximum is
obtained for VGS¼ � 1 V. Thus, maximum conversion gain
should be expected for this gate bias. To verify this, a two-
tone HB simulation has been carried out, obtaining the
conversion gain from the direct calculation Gc¼PIF/PRF.
For this analysis, the RF power PRF¼ � 18 dBm has been
considered, below the 1-dB gain compression, which oc-
curs for PRF¼ 1.5 dBm. The resulting Gc variation is also
shown in Fig. 5, with good agreement with the Volterra
series analysis, in terms of Gm1. After selection of the gate
bias, input matching is carried out, by means of the trans-
mission line and stub, represented in Fig. 4. This will in-
crease the conversion gain.

In the case of FET devices, two different kinds of noise
contributions can be considered: the intrinsic noise, mod-
eled with two current sources ig and id; and the thermal
noise, associated with parasitic resistive elements [21].
The ig source is in parallel between the intrinsic gate and
source terminals and has the mean-square value
�ii2
g¼ 4kTBo2

LOC2
gsS=gm. The id source is in parallel between

the intrinsic drain and source terminals and has the
mean-square value �ii2

d¼ 4kTBgmP. The coefficients P and
S depend on the drain current ids. Both gm and Cgs are
time-periodic at the local-oscillator period. For strong os-
cillator amplitude, P and S are also periodic. The two noise
sources are thus cyclostationary. In the frequency domain,
they give rise to harmonic terms moOLþoIF. The two
noise sources are frequency-correlated [22].

In Fig. 6, the conversion matrix approach has been ap-
plied for determination of the noise figure versus the LO
power. As can be appreciated, it decreases with this power,
because of the increase of conversion gain. In a detailed
analysis, it was found that the largest noise contribution

RF

LO
R0

R0

Ro

2R0

� /4

�/4

LO
�/4

T
Matching

IF
Filter

Figure 4. Classical topology of a gate mixer.
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was due to the conversion to IF of the input noise, through
the different gains in (3). The second largest contribution
was the transistor source id. Next were the transistor re-
sistive elements.

Figure 7 shows the mixer output power spectrum
for PRF¼ � 18 dBm and PLO¼ 0.8 dBm. It has been
obtained through two-tone HB, using a diamond trun-
cation of the Fourier series, with nonlinearity order
nl¼ 7. The different spurious-frequency terms can be
appreciated.

As already stated, the intermodulation distortion is an-
alyzed by considering two closely spaced input carriers.
For the gate mixer studied here, the two carriers are cen-
tered about fRF¼ 3.5 GHz, with a frequency spacing of

Df¼ 100 kHz. At the circuit output, two tones should be
obtained about the intermediate frequency fIF¼ 0.5 GHz,
with the same frequency spacing Df¼ 100 kHz. The fre-
quency-translated carriers will be designed fIF1 and fIF2,
with fIF1ofIF2. As already seen in previous sections, the
circuit nonlinearity gives rise to intermodulation tones of
the form pfIF1þ qfIF2, with p, q integers.

For the envelope transient analysis of Fig. 8, a two-
tone HB formulation was used at the two fundamentals
fRF¼ 3.5 GHz and fLO¼3 GHz. The frequency spacing
between the tones Df¼ 100 kHz was taken as the modula-
tion frequency. The spectrum of Fig. 8 is centered about
f¼ 0, because it is actually calculated from the Fourier
transform of the harmonic component VIF(t). Thus, the
line f¼ 0 represents the intermediate frequency fIF, in
similar manner to the low-pass equivalents of bandpass
systems.

As already seen, the intermodulation distortion is high-
ly dependent on the circuit operation point. The third-or-
der intermodulation distortion, giving the two closest
tones to the downconverted frequencies oIF1 and oIF2, is
determined mainly by Gm3;1, specifically, the first-harmon-
ic component of the third-order derivative gm3¼ @3ids=@v

3
gs

[see (11)]. The evolution of this harmonic component ver-
sus VGS is shown in Fig. 9. As can be seen, a maximum of
the Gm3;1 amplitude is obtained for VGS¼ �0.8 V, while a
substantial reduction is achieved for VGS¼ � 0.4 V. The
results of this analysis have been verified through a
sequential application of the envelope transient method.
The third-order intermodulation tone oIM31

has been fol-
lowed along the entire VGS interval, to obtain the curve
superimposed in Fig. 9. As can be seen, there is very good
agreement between the maximum and minimum of Gm3;1

and those corresponding to the tone oIM31
. The advantage
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of the Volterra series analysis is the short simulation time,
compared to the envelope transient sweep, which is com-
putationally very expensive.

3. OSCILLATOR SYNTHESIS

3.1. General Concepts about Oscillator Circuits

The oscillator circuit provides a time-varying, generally
periodic solution, from DC sources only. In contrast to
forced circuits, the fundamental frequency of the solution
depends on the values of the circuit elements, bias sources,
and other parameters, since it is not delivered to the cir-
cuit by any external source [4]. For this reason, the oscil-
lation frequency will be an unknown of the circuit

equations. In the synthesis procedure, the values of the
circuit elements will have to be determined in order to
obtain the desired oscillation frequency and power.

The oscillator circuit is often modeled as the connection
of a linear network and a nonlinear network [3,11]. The
nonlinear network contains the active-device, feedback,
and terminal elements, while the output resistive load is
included in the linear network. With respect to this output
load, the rest of the circuit must behave as an energy
source at the desired oscillation frequency. Thus, the non-
linear network must exhibit negative resistance at the os-
cillation frequency, which is determined by the circuit
resonance. To achieve this, a negative-resistance diode or
a transistor is used in the oscillator design.

Since no RF generators are present in the oscillator cir-
cuit, its equations can always be solved for a DC solution. In
a well-behaved oscillator, this solution will be unstable, that
is, nonrobust versus perturbations [4]. Under any small
perturbation, an oscillation of growing amplitude will begin
as a result of the circuit resonance and the energy excess.
The equilibrium state is enabled by the decrease of the neg-
ative resistance in all physical devices when the current
amplitude increases beyond a certain level. Actually, it is
the nonlinearity of the negative-resistance element that al-
lows the establishment of the steady-state oscillation.

As already stated, even when the circuit oscillates, it can
always be solved for a DC solution, besides the desired pe-
riodic solution [4]. The stability considerations for these two
solutions are essential. From a mathematical point of view,
the DC solution of this oscillator circuit must be unstable,
having a pair of complex poles s7jo, with s40 and o, in
the order of the desired oscillation frequency o0 [4]. In turn,
the steady-state oscillation must be stable, or robust versus
perturbations, to be physically observed. No generators ex-
ist at the oscillation frequency o0, so, in order for this fre-
quency to be self-sustained, a pair of complex conjugate
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poles 7jo0 of the linearized system must be located on the
imaginary axis. For stability, all the rest of the poles must be
located on the left-hand side of the complex plane.

Another essential fact in oscillator circuits is that,
since there is no external time reference for the self-
oscillation (i.e., there exist no time varying generators in
the circuit), the oscillating solution is invariant with
respect to time translations. Any arbitrary timeshift to
the oscillating solution obtained provides another solu-
tion of the oscillator equations [4]. There is a singularity
in the system, corresponding to the existence of a pair of
complex conjugate poles, located on the imaginary axis
7jo0. The invariance with respect to the time origin
gives, in turn, an invariance of the phase reference.
Thus, when a stable oscillator is perturbed, perturbations
affecting the oscillator phase will remain in the steady-
state solution [25].

The oscillator phase noise may be understood as the
result of the phase shift accumulation, versus continuous
perturbations, coming from the noise sources. The oscilla-
tor spectrum is not a delta at o0 [3], since the noise per-
turbations give rise to a power distribution about this
frequency. When only phase noise is considered, the total
power of the spectral distribution is the same as the one of
the ideal line. The single-sideband phase noise spectral
density at a certain frequency offset O is defined as the
ratio between the sideband power at O, measured in 1 Hz
bandwidth, and the carrier power.

3.2. Design Procedure

The oscillator circuits are most efficiently designed in the
frequency domain, where impedance/admittance analysis
can be easily applied for the evaluation of the oscillation
startup and steady-state conditions. The distributed

elements of the linear networks are also more easily de-
scribed in this domain. The oscillator design requires an
initial choice of the active device. This device may be a
negative-resistance diode or a transistor [3]. The three
main types of negative-resistance diodes are tunnel, IMP-
ATT (impact avalanche transit time), and Gunn diodes
[26]. They allow higher oscillation frequencies than the
transistor devices; however, at frequencies where the two
types of devices are possible, the transistor-based oscilla-
tors are generally preferred. They usually enable lower
phase noise values and have better stability properties.
The diodes can also be difficult to match to the impedance
values commonly used at microwave frequencies.

In the following, a systematic design procedure for oscil-
lator circuits is presented. It will be illustrated by means of
its application to the design of an oscillator, based on the
MESFET CFY30, at the frequency f0¼ 4.5 GHz.

3.2.1. Oscillation Startup Conditions. The evaluation of
the oscillation startup conditions is, in fact, an evaluation of
the stability of its DC solution. As already stated, this so-
lution has to be unstable, with two poles s7jo0 on the right-
hand side of the complex plane. When using a transistor, it
is convenient to start the oscillator design by calculating, for
given bias conditions, the stability factor m [27] about the
desired oscillation frequency o0. This factor depends on the
transistor scattering parameters and, thus, on its bias point.
When the transistor is unconditionally stable (m41) about
the desired oscillation frequency, a different bias point can
be attempted. However, to ensure sufficient negative resis-
tance, it is convenient to use a feedback network. Reactive
elements are generally chosen to avoid the introduction of
unnecessary loss. Different feedback networks are possible.
A simple topology is obtained through series feedback, with
either a capacitance or an inductance, as shown in Fig. 10a.
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Topologies like the ones used in the Colpitts and Clapp–Go-
uriet oscillators [3,6] reduce the influence of the elements of
the transistor model on the oscillation frequency.

A simple series feedback, at the transistor source, will be
considered here (see Fig. 10a). A new two-port can be de-
fined, including the transistor and the feedback elements.
The two ports of the active network (including the feedback)
will be denoted ports 1 and 2. The input impedance Zin1 at
port 1 depends on the scattering parameters S, the feedback
elements, and the circuit load at the other end Z2. In turn,
the output impedance Zin2 at port 2 depends on S, the feed-
back elements, and Z1 [3]. The oscillator synthesis can be
carried out at either port 1 or port 2. The choice will depend
on the particular oscillator configuration. Without loss of
generality, port 2 will be selected here (see Fig. 10b).

The m factor will now be analyzed, in the presence of
series feedback, at the desired oscillation frequency o0. To
globally consider all the positive and negative reactive
values, an ideal feedback element, defined by its reflection
coefficient Gfb¼ 1ejyfb , will be used. For some values of yfb, a
stability coefficient mo1 will be obtained. Figure 11a
shows the variation of m versus yfb, for the transistor
CFY30, when considering different values of gate bias.
The drain voltage is in all cases VDS¼2.5 V.

For mo1, it will be possible to have source impedances
such that ReZin2o0. These are determined by tracing the

corresponding source stability circle on the Smith chart.
This circle constitutes the border between the source im-
pedances Z1 for which ReZin2o0 and those giving Re-
Zin240. For obvious reasons, provided the original
scattering matrix of the transistor (referred to 50O) ful-
fills |S22|o1, the origin of the Smith chart will belong to
the zone giving ReZin240. The opposite is true for
|S22|41. Figure 11b shows the location of the stability
circles, at the desired oscillation frequency f0¼ 4.5 GHz,
for some yfb values, with mo1.

In most cases, the impedance Z1 is used to achieve the
negative resistance only. It is often called terminal imped-
ance ZTe. For simplicity, and to avoid additional loss, a re-
active value XTe is usually chosen (Fig. 10b). However, in
some cases, it will be necessary to consider a real part in ZTe,
especially when the objective is to synchronize the oscillator
at a later stage, since the forcing generator, connected at
port 1, will necessarily introduce a resistive value ReZTe40.
If the oscillator is expected to operate in free-running re-
gime, only ZTe values on the border of the Smith chart will
be selected. Although a single-terminal element (inductance
or capacitance) will be considered here, it is also possible to
use a resonator, with a high quality factor. As will be shown
later, this reduces the phase noise spectral density.

As already mentioned, in order to fulfill the oscillation
startup conditions, excess negative resistance and

Port 1 Port 2

Z1 Z2

Zin1 Zin2

[s]

[s′]

Γfb = 1ej� fb

Γfb = 1e j� fb

ΓTe = 1ej�Te
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YN(V,�)

ZL(�)
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Transistor
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Figure 10. Transistor with series feedback to
achieve negative resistance at the drain port:
(a) two-port analysis; (b) one-port analysis,
with a reactive terminal element at the gate
port.
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resonance of the reactive elements must be achieved at
port 2 in Fig. 10. This energy excess gives rise to the
growth of the oscillation current. The oscillation startup
conditions can also be evaluated in terms of the total im-
pedance or the total admittance at port 2 (Fig. 10b).
Actually, the connection of the linear and nonlinear net-
works of the oscillator circuit can be regarded as a series
connection, which would require the sum Zin2þZ2, or as
parallel connection, which would require the sum of the
respective admittances 1/Zin2 and 1/Z2, specifically,
YTðV;oÞ¼ 1=Zin2þ 1=Z2, where V is the node voltage. Tak-
ing V as the independent variable, the negative-conduc-
tance excess, plus the resonance condition at o0, will give
rise to an oscillating transient of growing amplitude in
this voltage variable. The choice of admittance functions is
generally more convenient to make the design compatible
with the later use of nonlinear simulation. Actually, the
nonlinear circuit analysis is carried out using the node

voltages as the state variables. Thus, only admittance
functions will be considered in the remainder of the text.

Analysis of Fig. 11b provides the values of the terminal
impedance XTe (on the border of the Smith chart) for which
negative resistance (or conductance) is obtained at port 2 for
different yfb values, with mo1. However, it does not show the
actual values of negative resistance/conductance. This re-
quires an additional analysis that will allow the optimum
selection of both the feedback and terminal element values.
Again, to globally consider both inductive and capacitive
values, this terminal impedance will be written GT¼ 1ejyTe

(Fig. 10b). Renaming YN � 1=Zin2¼GN þ jBN, the variation
of the function GNðyfb; yTeÞ, at the desired oscillation fre-
quency o0, will be analyzed by means of a double sweep in
the two phases yfb and yTe.

Figure 12 shows the results of the application of the
double-sweep technique to the MESFET oscillator, biased
at VGS¼ � 0.5 V, VDS¼ 2.5 V. The analysis frequency
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agrees with the desired oscillation frequency f0¼ 4.5 GHz.
Phase values between 0 and 1801 will correspond to in-
ductances, while phase values between 1801 and 3601 will
correspond to capacitances. This distinction will be useful
when a feedback or terminal element of a particular type
is desired, as in the case of voltage-controlled oscillators
(VCOs), for which a tuned capacitance is to be included as
either terminal or feedback element. In the case of Fig. 12,
the maximum conductance is obtained for the phase val-
ues yfb¼2001 and yTe¼ 1301. Thus, a capacitive feedback
element C¼ 4 pF and an inductive terminal element L¼
0.82 nH should be used.

After the choice of the optimum terminal and feedback
elements, a load admittance YL � GLþ jBL is connected to
the nonlinear network

GTðV ffi 0;o0Þ � GNðV ffi 0;o0ÞþGLðo0Þo0

BTðV ffi 0;o0Þ � BNðV ffi 0;o0ÞþBLðo0Þ ¼0
ð12Þ

where o0 is the desired oscillation frequency and VD0 in-
dicates small-signal voltage. These conditions establish the
unbalance of the delivered and dissipated energy at the
resonance frequency o0. It is, in fact, an instability condi-
tion of the DC solution of the circuit at the selected bias
point. In general, the circuit will evolve towards a stable
oscillating solution for ð@BT=@oÞj0 > 0, as shown by Ku-
rokawa [11]. In order to maximize the output power Po¼

1
2

GLV2
0 , an empirical criterion is GL¼ �

1
3 GNðV ffi 0;o0Þ.

In the case of the MESFET-based oscillator,
BN(4.5 GHz)¼0.069 mhos. Thus, parallel inductance, of
value L¼0.511 nH, should be introduced, to obtain BT¼

0. Figure 13 shows the fulfillment of the oscillation startup
conditions at f0¼4.5 GHz. A design for specified output
power Po requires a nonlinear model of the active block
YN(V,o). The nonlinear oscillator design will be the object
of the next section.

The sensitivity to perturbations of the oscillation fre-
quency is smaller for higher slope of BT(o), at the reso-
nance frequency o0, as the oscillator quality factor Q is
directly proportional to this derivative [28]. Thus, lower
phase noise should be expected for larger BT(o). Dielectric
resonators can be used to increase the Q factor [3,28]. They
are made of ceramic material, being stable in temperature,
with low loss and high dielectric constant. The resonator is
placed in the neighborhood of a transmission line and is
coupled to this line. Its equivalent circuit is a parallel res-
onant circuit, in series with the line, whose element values
R, L, and C depend on the distance of the resonator from
the transmission line and on the length of this transmis-
sion line that is actually coupled to the resonator [28].

As a final comment, it should be highlighted that in
monolithic technologies, with high manufacturing reliabil-
ity, the model parameters for different transistor devices
will be very close in value. Thus, differential configurations
can be used for oscillator design [29]. The negative resis-
tance is provided by two transistors in cross-coupled con-
figuration and biased by means of current source, at the
emitter or source terminal. The resonance at the desired
oscillation frequency may be achieved through an induc-
tive divider and a capacitor, connected to the transistor
collector or drain terminals. The technique presented here
can also be used, with some modifications, for the types of
steady-state design discussed in the following paragraphs.

3.2.2. Steady-State Design with One-Harmonic Accu-
racy. Assuming an ideal waveform vðtÞ¼V0 cosðo0tÞ, the
steady-state oscillation condition, showing the balance be-
tween the delivered and dissipated energy, is given by

GTðV0;o
0

0Þ � GNðV0;o
0

0ÞþGLðo
0

0Þ¼ 0

BTðV0;o
0

0Þ � BNðV0;o
0

0ÞþBLðo
0

0Þ ¼0
ð13Þ
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Figure 12. Conductance variation versus the
phase of the reactive terminal and feedback ele-
ments, respectively, given by yT and yfb. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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As shown in these equations, the steady-state oscillation
frequency will generally be different from the desired value
o0, at which the startup condition (12) is evaluated. This is
due to the nonlinear dependence of both GN and BN on the
amplitude V. Unlike the startup condition (12), the steady-
state equation (13) requires a nonlinear model YN(V,o) for
the admittance of the active device. This equation will en-
able the approximate calculation (with one-harmonic com-
ponent) of the oscillation output power and frequency.
After the initial design, based on (13), a rigorous nonlin-
ear analysis should be carried out, taking into account a
sufficient number of harmonic terms, which will have some
influence on both the oscillation frequency and the power.

The nonlinear function YN(V,o) can be determined ei-
ther empirically or analytically. The empirical determina-
tion is carried out by measuring the scattering parameters
with respect to the input amplitude V, in a frequency band
about the expected oscillation frequency. The analytical
determination relies on the describing function [3,11]. In
order to mathematically define the describing function,
the nonlinear element i(v) will be considered, excited by a
sinusoidal signal vðtÞ¼V cosðotÞ. This will give rise to a
current through the element i(t), which, in general, will
not be sinusoidal. The describing function YN(V) is given
by the ratio between the first harmonic of the current i(t)
and the amplitude V: YNðVÞ¼ iðtÞj1st harm=V.

The describing function enables an analytical design
of the oscillator from the steady-state equation YT¼

YNðVÞþYLðoÞ¼ 0. For relatively simple topologies, it will
be possible to carry out an analytical calculation of the
oscillator steady state V0, o0 [4], as well as an evaluation
of the oscillation startup and stability conditions (to be
shown later). Conversely, it will be possible to impose the
desired oscillation solution V0, o0 and determine the val-
ues of two circuit elements Z1, Z2, so as to satisfy YT(Z1,Z2)
¼ 0. However, when multiple nonlinearities are present,

as is the case with the transistor devices, the overall cal-
culation of YN is demanding. It requires an individual de-
scribing function for each nonlinear element. Thus, all the
nonlinear elements should be replaced with their describ-
ing functions. The technique is described in detail in Ref.
3. Due to the complexity of the circuit equations, a nu-
merical resolution of the steady state equation YT(V,o)¼ 0
or YT(Z1,Z2)¼ 0 will generally be necessary. An example is
presented in the following paragraphs.

A simple sweep technique can be used for an oscillator
design at o0, with specified output power Po. It is assumed
that the values of terminal and feedback element, ensur-
ing that GNðV ffi 0;o0Þo0 have already been determined
using the technique described in Section 3.2.1. Then a
sweep in V is carried out, tracing both the real and imag-
inary parts of YN versus this variable. In Fig. 14, the tech-
nique is applied to the MESFET oscillator. If the goal is to
obtain an oscillation at V0, o0, a load admittance YL such
that GLðo0Þ¼ �GNðV0;o0Þ and BLðo0Þ¼ � BNðV0;o0Þ

should be chosen.
The design for specified output power Po is carried out

by adding the curve �GL¼ � ð2Po=V2Þ to the representa-
tion of Fig. 14. Two different curves, �GL1ðVÞ and
�GL2ðVÞ, have actually been considered, respectively cor-
responding to the output power Po¼ 7 dBm and Po¼

9.16 dBm. In the case of �GL1ðVÞ, two different intersec-
tion points are obtained with �GNðV0;o0Þ. The first inter-
section point, with V¼0.33 V requires the load resistance
RL¼ 1/GL¼ 10.87O. This low value is impractical for cir-
cuit implementation. The second intersection point, with
V¼ 0.78 V, requires a load resistance RL¼ 62.5O, which is
much better suited for implementation. Thus, the second
intersection point is kept for the design.

The nonlinear susceptance varies from BN¼ 0.11 mho,
in small signal, to BN¼ 0.073 mho, at the desired oscilla-
tion point. Thus, the required susceptance value of the
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oscillator load will be BL¼ � 0.073 mho, which can be ob-
tained with a parallel inductance, of value L¼ 0.4845 nH.
Of course, for this design to be valid, the oscillation start-
up conditions must still be fulfilled, with these load values,
and the steady-state oscillation must be stable.

3.3. Steady-State Design Using CAD Tools

Provided HB software and a nonlinear model for the tran-
sistor device are available to the designer, an accurate os-
cillator synthesis can be carried out. The synthesis
technique relies on the use of auxiliary generators, whose
helpfulness for the analysis and design of oscillator cir-
cuits has been demonstrated in a number of works
[4,8,16]. The auxiliary generator enables the evaluation
of the impedance or admittance functions on which the
oscillator synthesis is based.

The design using admittance equations requires an
auxiliary generator of voltage type. This generator, of am-
plitude VAG, is connected in parallel at the circuit node, at
which the observation port is defined. In the case of the
oscillator of Fig. 10, it would be connected between port 2
and ground, as shown in the sketch in Fig. 15. The aux-
iliary generator frequency will be oAG, while its phase, for
the analysis of free-running oscillator circuits, may be ar-

bitrarily set to zero fAG¼ 0. The voltage generator is con-
nected in series to an ideal bandpass filter, exhibiting zero
impedance at o¼oAG and an infinite impedance at
oaoAG. The objective of this filter is to prevent the volt-
age generator from short-circuiting the frequency compo-
nents different from o¼oAG.

Four different applications of the auxiliary generator
technique to oscillator synthesis are presented next.

3.3.1. Approximate Nonlinear Design. The auxiliary
generator enables a straightforward application of the ap-
proximate design technique described in Section 3.2.2 on
HB software. Through simple Kirchhoff analysis, the ratio
YAG¼ IAG=VAG, with IAG entering the circuit, agrees with
the sum YNðVAG;oAGÞþYLðoAGÞ. As in the previous sec-
tion, it is assumed that the values of terminal and feed-
back elements provide GNðV ffi 0;o0Þo0. For the
approximate nonlinear design, the auxiliary generator
frequency is oAG�o0. Then, the transistor port 2 is loaded
with a large resistor R, such that YTðV ;oÞ¼YN þ 1=Rffi
YNðV ;oÞ (see Fig. 15). A HB analysis is performed, sweep-
ing the auxiliary generator amplitude from a small
value to a few volts. The curves ReðYAGðV;o0ÞÞ and
ImðYAGðV;o0ÞÞ are traced versus V. To obtain an oscilla-
tion at V0;o0, the load values GL¼ � ReðYAGðV0;o0ÞÞ and
BLðo0Þ¼ � ReðYAGðV0;o0ÞÞ should be selected. For speci-
fied output power, the curve �GL¼ � ð2Po=V2Þ, must be
superimposed, which will enable an approximate design in
the same manner as in Section 3.2.2.

3.3.2. Nonlinear Analysis. After implementation of the
load circuit resulting from the approximate technique de-
scribed in Section 3.3.1, the accuracy of the oscillator de-
sign is verified through a HB simulation. A sufficiently
high number of harmonic components must be considered.
Now, the auxiliary generator admittance function will be
YAG¼YN þYL, at o¼oAG. and YAG¼ 0 at oaoAG, due to
the ideal-filter action. If good accuracy has been obtained
in the oscillator design, the ratio YAG, for oAG � oo and
VAG � Vo, will be close to zero, YAGðV0;o0Þ ffi 0. Note that
the harmonic termination mismatches will prevent the
fulfilment of this oscillation condition.

The actual oscillator solution is obtained through the
calculation/optimization of VAG, oAG, in order to satisfy
YAG¼0. This condition avoids the degenerate DC solution,
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with VAG¼ 0, that always coexists with the oscillating one.
The condition YAG¼0 will be fulfilled for a first-harmonic
amplitude V0

0 and frequency o0
0, where the prime signs

point out the fact that the actual oscillation amplitude and
frequency are different from those imposed at the design
stage. Note that this approximate design was carried con-
sidering only one-harmonic component in the simulations.
In the case of the MESFET oscillator, the oscillation fre-
quency changes from f0¼ 4.5 GHz to f0

0 ¼ 4.513 GHz and
the output power changes from Po¼ 7 dBm to Po

0 ¼

7.8 dBm.

3.3.3. Nonlinear Optimization. The auxiliary generator
can be used for a nonlinear optimization of the oscillator
circuit, avoiding the shift from (V0, o0) in the approximate
design, to (V0

0, o0
0) in the actual oscillator solution, when

all the harmonic components are taken into account. For
this purpose, the auxiliary generator amplitude and fre-
quency are respectively set to VAG¼V0 and oAG¼o0.
Then, two circuit elements Z1, Z2, are optimized and/or
calculated so as to satisfy YAGðZ1; Z2Þ¼ 0. This enables an
accurate nonlinear design for prefixed oscillation power Po

and frequency o0.
The auxiliary generator technique is very useful for the

sequential introduction of accurate models of the oscillator
elements. It can be applied for the transmission-line im-
plementation of lumped elements, avoiding any undesired
shift of the oscillation frequency. This is done on an ele-
ment-by-element basis. At each stage, the geometric di-
mensions of the new distributed element, length (l) and
width (w), for instance, are optimized/calculated so as to
fulfill YAGðl;wÞ¼ 0, with the auxiliary generator operating
at the desired values VAG¼V0 and oAG¼o0. Accurate
models for varactor diodes and packaged inductors or ca-
pacitors can also be progressively introduced, in a similar
manner.

The technique described above has been used for the
microstrip-line implementation of the terminal and load
inductances of the MESFET oscillator (see Fig. 16a). In
the MESFET oscillator, it has been used for the introduc-
tion of the DC block and feedback capacitor models, avoid-
ing the shift of the oscillation frequency. The final
oscillator solution, at exactly f0¼ 4.5 GHz, is shown in
Fig. 16b, together with the experimental values.

3.3.4. Efficiency Maximization. The oscillator efficiency
is defined as the ratio between the output power at o0 and
the DC consumption: Eff ¼Po=PDC. When high efficiency is
required, a specific design technique is necessary to take
this characteristic into account. The value of the oscillator
load at different harmonic components has relevant influ-
ence on the efficiency, as shown by several authors [30,31].
Load pull can be used for the optimum selection of the
harmonic impedances.

The load-pull system is implemented on HB software
(see Fig. 17a). The load, at each harmonic component n¼
1?N, consists of an ideal bandpass filter, centered at no0

and terminated in a reflection coefficient Gn¼ rnejyn . The
use of reflection coefficients is more convenient than the
use of impedances or admittances, since all the possible
passive terminations can be taken into account in the two

bounded sweeps rn¼ 0 � � � 1 and yn¼ 0?3601. The process
starts with determination of the G1 value, for maximum
efficiency, when short-circuiting the higher harmonic
terms, by making Gn¼ 1 ejp;n¼ 2 � � �N. Note that, even
when using these short-circuit terminations, the harmonic
current still circulates inside the transistor device, as the
ids current source is not short-circuited.

The optimum G1 is determined through a double sweep
in r1, y1. The auxiliary generator is maintained at the de-
sired oscillation frequency o0. The reactive feedback and
terminal elements are calculated and/or optimized for
each G1 variation, in order to fulfill YAG¼ 0. Of course,
because of the autonomous nature of the circuit, no solu-
tion will exist, for some G1 values. Once the optimum G1

has been determined, the influence of the higher-harmon-
ic loads is analyzed, through consecutive sweeps, in the
phases y2,y3,y . An example of application is shown in
Fig. 17b, where the arrows indicate the order of the
sweeps. The multiharmonic load will have to be imple-
mented with a single passive network. An example of this
implementation will be shown later, in Section 5.3. The
fulfillment of the oscillation startup conditions must be
verified for the final design.

3.4. Voltage-Controlled Oscillator

In a voltage-controlled oscillator (VCO), the oscillation
frequency is tuned by modifying the bias voltage of a
varactor diode. In reverse bias, the varactor diode is
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essentially a voltage-dependent junction capacitance
Cj(v), in series with a loss resistance Rs. The junction ca-
pacitance varies according to CjðvÞ¼Cj0=ð1� v=foÞ

g,
where f0 is the built-in potential and Cj0 is the capaci-
tance value for zero bias voltage. The largest capacitance
value is Cmax ffi Cj0 and the region of maximum sensitivity
corresponds to relatively small reverse-bias voltages.

The practical variation range is limited to [Cmin�C-

max]. With this given range, a simple technique can be ap-
plied to maximize the frequency-tuning interval [28]. The
technique will be illustrated by means of its application to
the FET oscillator circuit. The varactor diode is connected
to a transistor terminal different from the one at which the
series feedback is introduced. For source series feedback,
it should be connected to the gate terminal, as the drain
terminal provides the highest output power.

The transistor, together with the feedback and terminal
elements, must exhibit negative conductance in a frequen-
cy interval containing the desired oscillation band (see Fig.
18a). For the approximate determination of this band, the
small-signal susceptance BðV ffi 0;oÞ, seen from the
varactor terminals, must be traced versus o, together
with the two straight lines �Cmino and �Cmaxo. Then,
the oscillation frequency interval is delimited by the two

intersection points of these two straight lines with the
curve B(o). This is shown in Fig. 18a, where the varactor
diode has the capacitance variation range Cmin¼ 0:3 pF to
Cmax¼ 2 pF.

As shown in Ref. 28, the introduction of an inductor
in parallel with B(o) allows the flattening curve
B0ðoÞ¼BðoÞ � 1=ðLoÞ, which increases the frequency sep-
aration between the two intersection points. Provided the
two points belong to the negative-resistance interval, a
larger frequency-tuning range will be obtained. In
Fig. 18a, the initial frequency bandwidth is Df¼
734 MHz. After the introduction of the parallel induc-
tance, the bandwidth increases to Df¼ 1.286 GHz. The
nonlinear analysis of Fig. 18b, showing the variation of
the oscillator frequency and power versus the varactor
bias, confirms the validity of the technique. There is, how-
ever, a shift of the predicted band, due to nonlinear effects.
The experimental values are in good agreement with the
simulations.

3.5. Stability Analysis

As already mentioned, the startup condition (12), obtained
from a small-signal impedance/admittance analysis, is, in
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fact, an instability condition of the DC solution. For a more
rigorous analysis, a small-amplitude perturbation of com-
plex frequency sþ jo should be considered, in order to de-
termine the value or number of unstable poles of the
circuit linearization about the DC solution [4]. As already
stated, for the oscillation startup, there must be a pair of
unstable poles s7jo0, with s40. Due to the complexity of
the pole calculation, the Nyquist criterion is usually ap-
plied to the characteristic determinant associated with the
linearized system.

The stability analysis of the steady-state oscillation is
performed by considering a small-amplitude perturbation
about this solution. The analysis is more difficult, due to
the periodic nature of this steady-state regime. Two cases
may be distinguished: a perturbation frequency satisfying
o¼o0þ do and a perturbation frequency oao0þ do. The
first case enables the detection of instabilities giving rise
to hysteresis phenomena. However, other instabilities,

such as the division by 2 of the fundamental frequency
o0 or the onset of a second autonomous fundamental oa,
nonharmonically related to the frequencies o0, are also
common.

The oscillator stability versus synchronous perturba-
tions (fulfilling o¼o0þ do) can be determined through
the function proposed by Kurokawa [11]:

x¼
@GT

@V






0

@BT

@o






0

�
@GT

@o






0

@BT

@V






0

ð14Þ

For x40, the solution will be stable against synchronous
perturbations. For xo0, it will be unstable. The stability
function x can be easily evaluated with the aid of the same
auxiliary generator that is used for the oscillator synthesis
[32], the one satisfying YAGðV0;o0Þ¼ 0. The derivative
calculation is carried out through increments in the two
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variables VAG and oAG, and the resulting values are in-
troduced in (14). The stability condition can also be eval-
uated in a graphical manner. Defining the two vectors
�YYv¼ ½ð@GT=@VÞ; ð@BT=@VÞ�0 and �YYo¼ ½ð@GT=@oÞ; ð@BT=@oÞ�0,

the condition x40 is fulfilled for an angle �YYv ^
�YYo between

0 and 1801. In Fig. 19a, this condition is graphically ver-
ified for the MESFET oscillator circuit of Fig. 16a.

For the stability analysis when oao0þ do, a small-am-
plitude perturbation of complex frequency sþ jo should be
considered, linearizing the HB equations about the steady-
state periodic solution [4]. As already said, the free-run-
ning oscillator has a pair of complex conjugate poles, at the
oscillation frequency 7o0. For stability, all the remaining

poles must have a negative real part. This may be verified
by means of the Nyquist plot, tracing Im[det(o)]versus
Re[det(o)], where det(o) is the determinant of the per-
turbed HB system. Since the oscillator system contains two
oles at 7o0, the Nyquist plot of a stable oscillator solution
must pass through the origin, without encircling it. This
can be appreciated in the plot of Fig. 19b, showing the sta-
bility of the oscillator design of Fig. 16a.

The stability analysis of nonlinear regimes is seldom
available in commercial HB. However, the user can per-
form this analysis externally, using auxiliary generators.
For this purpose, a current generator of small amplitude Ip

is introduced in parallel at a sensitive circuit node. The
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tions; (b) full stability analysis per the Nyquist
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nonperturbing AG, used for the determination of the
steady-state solution, is also maintained in the circuit,
at the steady-state oscillation values VAG�V0 and
oAG�o0. The frequency of the additional current genera-
tor is op, nonharmonically related to o0. This generator
plays the role of a small perturbation and will enable the
linearization of the circuit about its nonlinear steady-state
regime. A two-tone HB analysis is carried out, at the fre-
quencies o0 and op, although only first-order terms are
kept in op, due to the smallness of the perturbation [34].

By calculating the relationship between the current
delivered by the generator (and entering the circuit) and
Vp, through two-tone HB, the circuit total admittance at
the frequency op is determined, performing YðopÞ¼ Ip=Vp

[34]. Through a sweep in the perturbation frequency op,
the possible fulfillment of the instability condition Re
Y(op)o0, Im Y(op)¼ 0 can be checked. The fulfillment of
this condition for a given op would give rise to the estab-
lishment of a steady-state regime at the two frequencies:
o0 and oaDop.

Note that the technique described above generalizes
the impedance/admittance analysis, used in (12) for the
evaluation of the oscillation startup conditions, from a DC
solution, to the case of a circuit operating in a large-signal
periodic regime. This analysis may fail in the case of a re-
duced sensitivity at the auxiliary generator location or
pole–zero cancellations. For a more rigorous analysis,
pole–zero identification techniques [34] should be applied
to the closed-loop transfer function YðopÞ¼ Ip=Vp.

3.6. Phase Noise

Noise perturbations, originating at the circuit resistive
elements and semiconductor devices, give rise to ampli-
tude and phase noise in the oscillator signal. Due to the
autonomy of the solution, the latter will have the biggest
influence on the oscillator spectrum. The oscillation fre-
quency depends on the values of the circuit elements and
is modulated by the noise sources, which gives rise to
phase noise [11,23]. In addition, the oscillator nonlinearity
is responsible for the conversion to the carrier frequency of
the noise perturbations about DC and the different har-
monic components.

The oscillator phase noise is thus the result of two dif-
ferent phenomena: carrier frequency modulation, which is
the dominant effect for small frequency offset from the
carrier; and frequency conversion, as in a mixer, which is
the dominant effect for relatively high offset. Thermal
noise sources, in the resistive elements, and shot and
flicker noise, in the transistor devices, should be consid-
ered [3]. The spectral density of flicker noise varies as 1/O.
Because of its high amplitude for small O, it will have
great influence on the oscillator spectrum.

Using the describing function, an approximate expres-
sion of carrier modulation noise can be derived. As usual,
the oscillator is represented by the parallel connection of a
linear block and a nonlinear block, with the latter modeled
by its describing function. For simplicity, only white-noise
sources about the oscillation frequency o0 will be consid-
ered. The oscillator solution is assumed vðtÞ¼V0 cosðo0tÞ,
and the steady-state equation of the noise-free oscillator is

YTðV ;oÞ¼GTþ jBT¼0. Now, a current white-noise noise
source will be introduced in parallel with the linear and
nonlinear blocks. Assuming small-frequency perturba-
tions, the steady-state oscillator equation may be expand-
ed in a Fourier series about the steady-state oscillation
solution, which provides the system
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0

DVðtÞþ
@GT

@o






0

DoðtÞ¼
InrðtÞ

V0

@BT
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0

DVðtÞþ
@BT

@o






0

DoðtÞ¼
IniðtÞ

V0

ð15Þ

where InrðtÞ and IniðtÞ respectively represent the real
and imaginary parts of the white-noise current, averaged
over one period [11]. The time derivative of the ampli-
tude increment is ignored in (15). As can be appreciated,
the oscillator carrier becomes modulated by the noise
sources.

To determine the oscillator phase noise, the previous
linear system is solved for Do(t). Then the Fourier trans-
form is calculated, also taking into account Df(O)¼Do(O)/
(jO). This provides the equation

DfðOÞ¼
GvBnðOÞ � BvGnðOÞ
jOðGvBo �GoBvÞ

ð16Þ

where Yv � ð@YT=@VÞj0 and Yo � ð@YT=@oÞj0, and G and B
respectively stand for the real and imaginary parts of
these quantities. Note that these derivatives are calculat-
ed at the steady-state unperturbed oscillation and agree
with those already used in (14) to evaluate the oscillator
stability. For calculation of the phase noise spectral den-
sity, multiplication of (16) by Df*(O) is necessary. The
following expression is obtained:

DfðOÞ


 

2¼ Inj j

2
ðG2

vþB2
vÞ

O2V2
0 ðGvBo �GoBvÞ

2
ð17Þ

where equal phase noise spectral density has been as-
sumed at both sidebands. Note that the validity of (17) is
restricted to small-frequency offset from the oscillator car-
rier. In agreement with the predictions by Leeson’s model
[3], white noise contributes as 1/O2. On the other hand, an
essential contribution to the denominator of (17) is the
derivative Bo. This derivative increases with the load
quality factor Q, so, for larger Q, smaller phase noise
should be obtained.

The reader can easily verify that the carrier modula-
tion by the 1/O noise is due essentially to the derivatives
@GT=@Vdc and @BT=@Vdc and, contributes as 1/O3. To obtain
this result, the steady-state solution vðtÞ¼VDCþV0

cosðo0tÞ must be assumed, formulating the steady-state
equations at DC and the first harmonic component.

The HB analysis of the carrier modulation noise re-
quires a mixed-mode formulation. In this formulation, the
oscillation frequency o0 is added to the set of unknowns,
which now becomes �VV, o0 [23]. To balance the equations,
and due to the oscillator autonomy, the real or imaginary
part of one of the components of �VV is arbitrarily set to zero.
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In the presence of noise perturbations, the system be-
comes

@ �EE

@ �VV

" #

0

D �VVðOÞþ
@ �EE

@o

" #

0

Do0ðOÞ¼ �IInðOÞ ð18Þ

where �EEð �VV;oÞ is the vector of HB errors and �IInðOÞ is the
vector containing the frequency descriptions of the noise
currents. The calculation of the phase noise spectral den-
sity requires solving for Do0(O) and multiplying by the
adjoint Do0

�(O), to be able to introduce the spectral densi-
ties and correlations of the noise sources �IInðOÞ � �II�nðOÞ. To
obtain the phase noise, the relationship Df(O)¼Do0(O)/
(jO) must also be taken into account. It must be empha-
sized that this phase noise calculation is valid only for
small frequency offset O from the carrier. For larger fre-
quency offset, the conversion matrix approach should be
applied [24].

For the phase noise analysis of the VCO, a flicker noise
source has been considered, in parallel with the gate ter-
minal. In Fig. 20a, the function BT(o), at the same loca-
tion, is represented for three different values of the
varactor bias voltage: Vb¼ 0, 4, 8 V. In each case, the
zero value of the frequency increment corresponds to
the steady-state oscillation. The highest slope, indicating
the largest quality factor, is obtained for Vb¼ 4 V, in the
middle of the oscillation band. Figure 20b shows the phase
noise spectral density, calculated through the carrier mod-
ulation approach. As can be seen, the lowest phase noise is
obtained for Vb¼ 4 V. The experimental phase noise values
were � 86 dBc, at 100 kHz frequency offset, for Vb¼ 4 V
and � 79 dBc, at the same offset, for Vb¼0 V.

4. FREQUENCY DIVIDERS

4.1. General Concepts about Frequency Dividers

The output signal of a frequency divider [37] satisfies the
relationship oout¼oin/N, where oin is the input generator
frequency. The frequency dividers are used mostly in the
feedback loops of frequency synthesizers, to obtain a signal
in the order of the reference frequency, whose phase will
be comparable with that of the reference oscillator. A high-
frequency signal can also be divided to be easily amplified
and then multiplied again, to the original frequency
range. Another possible application is the demodulation
of FM signals with high modulation index and the demod-
ulation of the PSK signals.

There are digital and analog dividers. The digital di-
viders, also called ‘‘static’’, are based on logic circuits op-
erating as cycle counters [37]. They perform the
frequency-division cycle by cycle and enable broad divi-
sion band. The basic divide-by-2 configuration uses a flip-
flop, with feedback, to produce one output cycle for every
two cycles of the input signal. The ripple counters, based
on a chain connection of flip-flops, register the number of
applied pulses in a binary form, which allows frequency
division by the order N¼ 2n, where n is the number of
stages. The implementation of the logic gates requires
a high number of transistors. Thus, the static dividers

typically contain many transistor devices. In contrast, the
analog frequency dividers, also called ‘‘dynamic’’ [7], can
be achieved with very small number of devices. They make
use of phenomena inherent to the nonlinear dynamics of
injected oscillators, nonlinear reactances or regenerative
feedback configurations. The small number of devices en-
ables lower phase noise than the static dividers. The dis-
advantage, compared to these dividers, is the narrow
frequency bandwidth.

The three main types of analog dividers are parametric
dividers, regenerative dividers and harmonic injection di-
viders. Their principles are briefly introduced in the fol-
lowing paragraphs.

4.1.1. Parametric Dividers. Parametric dividers make
use of the capabilities of a nonlinear reactance to exhibit
negative resistance under strong pumping from a periodic
external source at a given frequency oin [38]. The negative
resistance usually appears about oin/2, which, together
with a resonance at this frequency, gives rise to the es-
tablishment of a divide-by-2 solution. Actually, one of the
main types of instability of a nonlinear periodic regime is
the division by 2 of the fundamental frequency. A typical
example of parametric division is the frequency division
by 2 obtained through the pumping of a N varactor diode,
with very nonlinear capacitance about V¼ 0 [38].

4.1.2. Regenerative Dividers. The operation of regener-
ative dividers can be represented with the feedback sys-
tem of Fig. 21 [39], where a relatively high input generator
amplitude Ein gives rise to a nonlinear steady-state re-
gime at the delivered frequency oin. From certain input
amplitude Ein0, the system instability at oo ffi oin=N, plus
the harmonic synchronization No0¼oin, enable the fre-
quency division by order N. This instability is favored by
the feedback at (N� 1)o0 and the mixer action, which
gives rise to a difference frequency term at o0.

4.1.3. Harmonic Injection Dividers. The harmonic injec-
tion divider by N is basically an oscillator, whose Nth-or-
der harmonic No0 synchronizes with an external source
[8]. In contrast with the parametric and regenerative di-
viders, harmonic injection dividers exhibit a self-oscilla-
tion in the absence of input signal. Since an oscillation
signal with frequency in the order of the desired output
frequency is already available, they enable frequency
division from very low input power.

As can be gathered from the paragraphs above, the an-
alog frequency dividers have an inherently autonomous
nature, which makes them their synthesis difficult. Here
nonlinear design techniques for analog dividers, based on
the use of transistor devices, will be presented. Two main
types of dividers will be studied: the regenerative divider
and the harmonic injection divider.

4.2. Design of FET-Based Regenerative Frequency Dividers

Let the regenerative divider of Fig. 21 be considered. The
instability conditions of the regime at oin, giving rise to
the onset of o0 ffi oin=N, will be jHðEin;o0Þj > 1 and
ffHðEin;o0Þ¼ 2kp, where H is the closed-loop transfer
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function. These instability conditions will be fulfilled from
a certain input amplitude Ein0. As appreciated in Fig. 21,
the key elements for the onset of o0 are the feedback at

(N� 1)o0 and the mixing of this frequency with the gen-
erator frequency at oin.

When using a FET transistor for the divider design,
this device will perform both the mixing and amplification
functions [7,40]. The transistor should be biased near
pinchoff, where advantage can be taken of the quasiqua-
dratic IDS(VGS) characteristic to efficiently perform the
mixing function. As gathered from Fig. 21, the regenera-
tive division by order 2 requires no frequency multiplier in
the feedback loop and thus is easier to implement.

Figure 22 shows a general schematic of a FET-based
frequency divider by 2, with series feedback. The input
filter ensures the matching of the generator frequency oin.
The transistor feedback oin/2 enables the self-generation
of this component. Finally, the output filter ensures the
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matching to the load of this divided frequency. A divider
configuration using parallel feedback is also possible [4].
Note that if a frequency divider by N is desired, the pas-
sive feedback network must be replaced by a multiplier by
N� 1. As will be shown in Section 5, this multiplier can be
implemented by means of a second transistor at a suitable
bias point, together with a bandpass filter, for the selection
of the harmonic component (N� 1)oin/2.

Unlike the harmonic injection dividers, to be shown la-
ter, the regenerative divider does not oscillate in the ab-
sence of input generator signal. The quenching of the free-
running oscillation may be achieved by reducing either
the feedback amount or the transistor gain at oin/2 [40]. It
is generally more practical to limit the gain through a
suitable selection of the transistor gate bias voltage. Let
VGS0 be the threshold VGS value, below which no oscilla-
tion is observed. The transistor must be biased with
VGSoVGS0. Then, for relatively small input generator am-
plitude, the transistor gain is not sufficient to satisfy the
instability conditions at oin/2. As the input generator am-
plitude Ein increases, a larger fraction of the solution pe-
riod satisfies vGS(t)4VGS0. Then, a threshold value Ein0

may be reached, such that, for Ein4Ein0 the transistor
gain at oin/2 is large enough to fulfill the instability con-
ditions jHðEin;oin=NÞj > 1 and ffHðEin;oin=NÞ¼ 2kp.

The instability condition for Ein4Ein0 may also be writ-
ten in terms of the total admittance YT, at a sensitive cir-
cuit node (see Section 3). Note that it is the same function
that had already been used for oscillator analysis and de-
sign. The regenerative divider will satisfy the following
conditions:

GTðEin;
oin

2
Þ > 0

BTðEin;
oin

2
Þ¼ 0

9
>>>=

>>>;
for EinoEin0

GT Ein;
oin

2

� �
o0

BT Ein;
oin

2

� �
¼ 0

9
>>>=

>>>;
for Ein > Ein0

ð19Þ

Note that the resonance condition is easily satisfied,
since the output filter and feedback networks are centered
at this frequency.

The auxiliary generator technique, presented in Sec-
tion 3, can be used for the evaluation of the conditions in
(19). A voltage auxiliary generator, of small amplitude
VAG¼ e and frequency oAG¼oin=2, is connected in parallel
at a circuit node, while maintaining the input generator at
the values Ein, oin. Then, the ratio between the current
flowing through the AG (and entering the circuit) and the
delivered voltage YAG¼ IAG=VAG will agree with
YT¼GTþ jBT. In contrast with the oscillator analysis,
the AG phase fAG will now be a sensitive variable [4,41].
As shown in Ref. 42, the input amplitude threshold for the
onset of the frequency division by 2 can be obtained
through a double sweep in Ein and fAG, with the latter
ranging between 0 and 1801.

Some efforts have been devoted to increasing the fre-
quency bandwidth of the regenerative dividers. As an ex-
ample, in Refs. 7 and 41, the input filter at oin is replaced
by an amplifier at the same frequency, with broader band-
width than the one expected for the frequency divider. The
circuit elements are also tuned in a small-signal analysis,
in order to decrease the frequency selectivity of the circuit,
through a reduction of the positive slope ð@BT=@oÞjoin0=2

,
where oin0 is the central value of the input frequency
band.

The HB simulation of frequency dividers is presented in
detail in the NONLINEAR CIRCUT ANALYSIS article, so only
the essential aspects will be pointed out here. The major
difficulty in this simulation comes from the coexistence of
the frequency-divider solution at oin/2, with a trivial solu-
tion, at the input generator frequency oin. The same aux-
iliary generator, used for the evaluation of (18), can be used
to avoid undesired convergence to the solution at oin. The
nonperturbation conditions will be as follows [4]:

Yr
AGðVAG;fAGÞ¼ 0

Y i
AGðVAG;fAGÞ¼ 0

ð20Þ

with oAG¼oin/2. To obtain the frequency-division band
versus the input generator frequency oin for given input
power Pin, a sweep will be carried out in oin, calculating, at
each sweep step, the auxiliary generator amplitude and
phase VAG, fAG.

As in the case of oscillator circuits, the AG technique
can also be applied for the design of the frequency divid-
ers. It will be possible to prefix the AG amplitude
VAG�VAG0 and input generator value Ein, oin and calcu-
late and/or optimize two circuit parameters Z1, Z2, together
with fAG, in order to fulfill YAG¼ 0.

The auxiliary generator technique has been applied for
a design of a frequency divider by 2, with 6 GHz input
frequency. The MESFET transistor is biased with VDS¼

3 V and VGS¼ �1.5 V, near pinchoff. In agreement with
the block diagram in Fig. 22, the three main linear com-
ponents of this divider circuit are an input filter at oin, an
output filter at oin/2, and a series feedback network at
oin/2. The simulation, for constant input power Pin¼

3.5 dBm, is shown in Fig. 23a. The curve has been traced
in terms of the average harmonic value. The undesired
solution at oin can be observed. This solution is unstable
between the two frequency values F1 and F2 and is stable
outside this frequency interval. Figure 23b shows a com-
parison between simulated and experimental results, in
terms of the output power.

4.3. Design of FET-Based Harmonic Injection Dividers

As already mentioned, the harmonic injection divider is
basically an oscillator with one of its harmonic compo-
nents synchronized with the input signal [4,8]. In contrast
to the regenerative dividers, the circuit oscillates in the
absence of input power. Using the block diagram of the
regenerative divider (Fig. 21), a harmonic injection divider
can also be obtained, if the system exhibits an oscillation
at about oin/N, in the absence of input signal. In this case,
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the division can be achieved from very low input power,
through the synchronization of the Nth-harmonic compo-
nent of the self-oscillation with the input source. However,
harmonic injection division can be obtained from much
simpler topologies than the one in Fig. 21. Actually, any
oscillator circuit can be used for this kind of division, since
the harmonic synchronization is a natural nonlinear phe-
nomenon occurring in all oscillatory systems excited by a

periodic external source. The problem is that, unless a
careful design is carried out, the synchronization band-
width may be extremely narrow. The bandwidth also de-
creases with the division order N.

The frequency-division band of a harmonic injection
divider can be approximately predicted by means of
the describing function. Prior to the connection of the in-
put generator, at the harmonic frequency, the circuit
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Figure 22. Block diagram of a FET-based
analog frequency divider by 2.
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is assumed to behave as a free-running oscillator, fulfilling
the steady-sate oscillation condition, YT¼YNðV0;o0ÞþYL

ðo0Þ¼ 0, where YN is the describing function. Under the
influence of the harmonic generator ig(t), the oscillation
amplitude will become Vs and the oscillation frequency
will be os, satisfying the relationship oin¼Nos, where oin

is the input generator frequency. For the determination of
the frequency-division band, the input current generator
will be expressed as igðtÞ¼ReðIgejðoin þfÞtÞ, where f is the
opposite of the phase shift between node voltage at os and
the input generator. The equation for the harmonic injec-
tion divider will be [8]:

YTðVs;os; IgejfÞVse
j0¼ 0 ð21Þ

For small input amplitude Ig, a Taylor series expansion
about the free-running oscillation point (V0, o0, Ig¼0) can
be carried out

@YT

@V0
DVsþ

@YT

@o0
Dos

¼ �
@YT

@Igr






0

Ig cos f�
@YT

@Igi






0

Ig sinf

ð22Þ

with Dos¼os�o0 and DVs¼Vs�V0. The solution of (22)
is an ellipse in the plane defined by os and Vs, centered
about the free-running oscillation point o0,V0. The infi-
nite-slope points of the synchronization ellipse determine
the frequency-division bandwidth [4,8]. This bandwidth is
given by twice the maximum value of the increment
Dos versus the phase shift f, in (22). Assuming a simpli-
fied dependence YT¼YrðVÞþYiðoÞ, the division band-
width by order N can be approached: DoN ¼ Ig

j@Yi=@Igj0o0=ðQGLÞ, where Q is the quality factor and GL

is the load resistance.
As in the case of regenerative dividers, the HB analysis

of harmonic injection dividers by order N is carried out by
means of an auxiliary generator at oAG�oin/N, with phase
fAG and amplitude VAG [4,8]. If variation of a parameter is
considered (e.g., the input frequency oin), the solution

curves are obtained by sweeping fAG, between 0 and 2p/N,
and calculating VAG and the particular parameter at each
sweep step, in order to fulfill YAG¼ 0.

Figure 24 shows the schematic of a harmonic injection
divider by N¼ 4, with 18 GHz input frequency. Source
feedback (with the inclusion of a varactor diode) is used to
achieve the free-running oscillation. A bias point VGS1,
VDS1 is initially selected, fitting the gate circuit so as to
obtain negative resistance at the drain terminal about the
required oscillation frequency f0¼ 4.5 GHz. To complete
the oscillator design, a load circuit, enabling resonance at
f0, is introduced at the drain port.

For the divider design, an auxiliary generator is intro-
duced at the desired oscillation frequency and amplitude
oAG�o0 and VAG�V0. Then, the load circuit is optimized
so as to fulfill the nonperturbation condition YAG¼ 0. The
bias point is also tuned, in order to increase the gate volt-
age magnitude at the harmonic component (N� 1)o0,
which, for the divider by N¼ 4, corresponds to 3o0. The
closed synchronization curves obtained when the input-
generator is connected are shown in Fig. 25a, where dif-
ferent values of input generator power have been
considered. Experimental points are shown in Fig. 25b.

As already mentioned, harmonic injection dividers usu-
ally exhibit narrow synchronization bandwidth. In a 1999
study [43], injection-locking, phase-locking techniques [8]
have been applied to increase the operation bandwidth of
harmonic injection dividers. The techniques rely on the
use of a low-frequency feedback loop, which is added to the
already designed harmonic injection divider (Fig. 24). The
loop allows the use of the low-frequency intermodulation
term jfin �Nf0j, provided by the IDS(VGS) nonlinearity, to
increase the sensitivity to the input generator and thus
enlarge the synchronization bands.

The intermodulation term jfin �Nf0j gives rise to a low-
frequency error voltage vD(t) at the transistor drain
terminal. This signal is extracted through a choke (see
Fig. 24) and amplified in the feedback loop. The differen-
tial amplifier compares the low-frequency signal extracted
from the drain terminal with a DC reference voltage. The
amplifier output is connected to the varactor diode, and
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Figure 24. Harmonic injection divider by or-
der N¼4. The external low-frequency loop is
introduced to increase the synchronization
bandwidth through the combination of injec-
tion-locking and phase-locking effects [8,43].
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this modifies the self-oscillation frequency so as to de-
crease the frequency error, as in a phase-locked oscillator.
Thus, phase-locking techniques and harmonic injection
are combined to increase the frequency-division bands.
The enlargement of the synchronization bandwidth de-
pends on the voltage gain Ga of the DC amplifier and the
phase shift that this amplifier introduces in the low-fre-
quency feedback signal [8,43].

In the case of the frequency divider studied here,
the output of the feedback loop is connected to the
cathode of the varactor diode. The application of the in-
jection-locking, phase-locking technique enables, as
shown in Fig. 25a, a substantial enlargement of the
synchronization bandwidth. Measurements are shown
in Fig. 25b.

5. FREQUENCY MULTIPLIERS

5.1. General Concepts about Frequency Multipliers

The signal generation is critical in communication sys-
tems, where high stability and low phase noise spectral
density are required. At high frequencies, a common
solution is the use of a low-noise source, at smaller fre-
quency, and a frequency multiplier, to achieve the desired
signal frequency o0 [10]. At the output, the phase noise
spectral density roughly increases in 20 log N, where N is
the multiplication factor, but, even so, the phase noise is
generally lower than the one resulting from a direct os-
cillator design at o0. More recent applications of multipli-
er circuits in communications systems include modulation
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and frequency translation. They can be used for direct
modulation of FSK signals [44,45].

Frequency multipliers can be based on diodes or
transistors. The diode multipliers enable a simple circuit
design, with no need for biasing, and a broad operation
band. Undesired harmonic components are suppressed
through balanced configurations by phasing [9]. Unfortu-
nately, conversion loss is high and thus frequency multi-
pliers require high input power to achieve the necessary
output power. The topologies employed may be difficult to
integrate in the MMIC process. The transistor-based mul-
tipliers enable input–output isolation and are power-effi-
cient. They are easily integrable in MMIC technology and
can provide conversion gain [9,10]. By means of a single

FET, it is possible to obtain frequency multipliers up to
order 5 or 6. Cascaded stages may be used for higher mul-
tiplication orders. In the following, a systematic design
procedure for frequency multipliers is presented. The use
of multiharmonic load pull for the optimization of the em-
bedding linear networks is shown in Section 5.3.

5.2. FET-Based Multiplier Design

When using a FET transistor, the frequency multiplica-
tion by a factor N, is achieved by selecting a bias
point, such that, under near-sinusoidal input voltage ex-
citation at o0, an output current is obtained, with high
amplitude at the harmonic component No0. For optimal
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performance, a transistor with a high maximum drain
current value should be selected. The harmonic distortion
is obtained by clipping the drain current waveform under
relatively large input voltage excitation [9]. This can be
done by biasing the transistor near forward conduction or
by biasing the transistor near or below pinchoff. The latter
choice is less hazardous for the transistor device. The
transistor must be able to tolerate high reverse gate-to-
drain voltage VGD.

In Fig. 26a, a FET transistor, with Vp¼ �1.5 V, is con-
sidered. The figure shows the clipping of the ids(t) wave-
form for different values of the gate bias and constant
input power Pin¼ 10 dBm. For gate bias near forward con-
duction, the clipping takes place in the upper section of
the ids(t) waveform. Near or below pinchoff, the clipping
takes place in the lower section. In the latter case, the
conduction angle decreases for more negative gate bias
and the peak value becomes smaller.

Let o0 be the multiplier input frequency. The conduc-
tion angle 2f is defined as the fraction of 2p for which
cos(o0t) is nonzero over one signal period T¼ 2p/o0. In B
class, 2f¼ p; in C class, 2fop. However, very small con-
duction angles may be difficult to implement with FET
devices. The amplitude of the different harmonic compo-
nents of the drain current Ids;n, where n is the harmonic
order, depends on this conduction angle. For fixed drain
bias voltage VDS, this will depend on both the gate bias
VGS and the amplitude of the gate-to-source voltage wave-
form, which, in turn, depends on the input generator pow-
er and the input matching. Figure 26b shows the variation
of the harmonic amplitude versus the gate bias. As an ex-
ample, for the design of a frequency tripler N¼3, the
third-harmonic component must be maximized, which is
done through the selection of the bias voltage VGS¼

� 1.5 V (see Fig. 26b).
Once the bias point and input amplitude are known,

the input and output networks of the multiplier by N must
be determined. In a simple design, the load impedance will
consist of an output resistance, plus a parallel inductance
L, calculated to resonate at No0 with the transistor output
capacitance Cds. The parallel resonant circuit L–Cds will
act as a bandpass filter centred at No0. For a sufficiently

large quality factor, the harmonic components will be
short-circuited [9]. The output resistance must provide
sufficiently high output power at No0. On the other hand,
the transistor input should also be matched to the input
generator in order to maximize the conversion gain. How-
ever, an optimum design, exploiting all the capabilities of
the transistor device, requires considering the influence of
the device loads at the different harmonic frequencies.
This can be done by means of the load-pull system, to be
presented in the next section.

5.3. Harmonic Source/Load-Pull System

When using a HB simulator, a source/load-pull system
may be implemented, in order to determine the optimum
harmonic terminations. For the design of a multiplier by
N, harmonic loads up to an order nmax4N are considered
at both the transistor input and output. Figure 27 shows
the different harmonic blocks, each consisting of an ideal
bandpass filter, centered at the particular harmonic com-
ponent no0, plus a termination, given by a reflection co-
efficient of the form Gn¼ rnejyn , where rnr1, in order to
ensure the load passivity. Initially, a perfect sinusoid at
the input frequency o0 is imposed at the transistor gate,
using short-circuit terminations in all the harmonic
blocks, by making rn¼ 1, yn¼ 1801, for n41. The first
harmonic load is Z0¼ 50O, which is imposed, rendering
G1¼ 0. In turn, a perfect sinusoid at the desired harmonic
component No0 is imposed at the transistor output ter-
minals, by making rn¼ 1, yn¼ 1801, for naN. Open-circuit
terminations also reject undesired harmonic components,
but they can give rise to high output voltages and thus to
potential instability [6], so short circuits are preferred.

Using the harmonic terminations presented above, the
harmonic load rL,N, yL,N is optimized through a double
sweep, keeping the values that maximize the output pow-
er at No0. This technique has been used here for the tri-
pler design. The power variation is shown in Fig. 28a. The
optimum values ro

L;3
¼0:8, yo

L;3
¼ 120	 are kept for the fol-

lowing design stages. This reflection coefficient can be ob-
tained through a resistance R3¼ 111O, in parallel with
the inductance L3¼1.608 nH. The high resistance will
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Figure 27. Harmonic load-pull system for the
multiplier design. Instead of a reactive load G3, a
substitution generator can also be used at this
frequency component.
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enable a large voltage swing at the third-harmonic
component. The inductance enables the resonance with
the transistor capacitive output, as already seen in Sec-
tion 5.2.

A second option for determination of the optimum load
value at the desired output frequency No0 is the use of a
substitution generator [10] of voltage type, operating at
No0 (see Fig. 27). This substitution generator is connected
to the output of the bandpass filter at No0. Its amplitude
and phase are Vs;N, fs;N . To select the optimum generator
values, a double sweep is performed in Vs;N , fs;N , calcu-
lating, in each step, the output power by means of
PN ¼ ½1=2ReðZL;NÞ�V

2
s;N , where ZL;N ¼Vs;Nejys ;N=IN and IN

are the current entering the generator. To ensure that the
load will be physically implementable at a later stage, the
load must be passive; that is, the condition ReðZL;NÞ > 0
must be fulfilled.

Figure 28b shows the output power variations obtained
through a double sweep in Vs,3, fs,3. The peaks correspond
to the sign changes in R3. Apparently, much higher values
of the output power can be achieved through this tech-
nique. However, the output power increases fast as the
resistance R3 approaches the zero value and too low re-
sistance values are not implementable. The practical
values are, in fact, in the order of those obtained in the
previous paragraph, through variation of rL,3, yL,3.

In a second design stage, the influence of the harmonic
loading is analyzed. Note that when using short circuits
rL;n¼ 1, yL;n¼ 180	 at naN, the harmonic currents still
circulate inside the transistor device, reducing the effi-
ciency and output power. The optimum operation would be
obtained for short circuits at the internal drain source,
instead of the transistor extrinsic drain terminal. In order
to evaluate the influence of the first-harmonic load, this
load is made equal to GL;1¼ 1ejyL;1 and the phase yL,1 is
varied. The influence of other harmonic components may
also be considered, although it generally will be small.

In a third design stage, the harmonic input network
is synthesized in a single passive network. The first-

harmonic termination G1¼ r1ejf1 is calculated so as to
match the RF generator to the transistor input. This will
allow us to increase the conversion gain, which should be
maximum for conjugate matching. The increase in con-
version gain will enable a reduction of the input power,
while maintaining the output power level. Note that
the input is matched after the load circuit has been
determined, since this load circuit affects the input
impedance value. The influence of higher-harmonic com-
ponents can also be analyzed, in similar manner. In the
multiplier design carried out here, the matching of the
input circuit has enabled a reduction of conversion loss
from L¼ 10 dB to 4 dB, which is obtained for the imped-
ance Z1¼ 45þ j40O.

In a final design stage, the multiharmonic networks
should be implemented. In the case of the frequency tri-
pler, the output load can be synthesized through the com-
bination of a coupled-line bandpass filter at 3o0, a
transmission line, and a stub [6]. The stub is an open-cir-
cuited quarter-wave line at 2o0, which ensures short-cir-
cuit terminations at all even harmonic terms. The
coupled-line bandpass filter provides a 50O load at 3o0

and reactive impedances, with nearly 0 dB return loss, at
the remaining harmonic components. The lengths of the
transmission line and the stub should be determined so as
to achieve the desired load impedance values at o0 and
3o0. This can be done as explained in the following para-
graph.

The topology described for the passive network, con-
taining the coupled-line bandpass filter, the transmission
line, and the stub, is introduced in the circuit diagram of
Fig. 29 [31]. The purpose is to obtain the values of the
network elements through a simple optimization tech-
nique. A HB simulation, with the current generator de-
livering the three frequencies o0,2o0,3o0, enables the
simultaneous calculation of the impedance exhibited
by the distributed network at these three frequency com-
ponents. An error function is defined in terms of the
difference between the ideal impedance values ZL and
those provided by the passive network ZL

0. The dimen-
sions of the distributed passive network are optimized
in order to minimize this error function. The final spec-
trum of the frequency tripler, after this implementation
process, is shown in Fig. 30, where measurements are
included.
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NOTCH ANTENNAS

RICHARD Q. LEE

NASA Glenn Research Center
Cleveland, Ohio

1. INTRODUCTION

A notch antenna, also known as a tapered slot antenna
(TSA), is an endfire traveling-wave antenna. Like micro-
strip antennas, the TSA features low profile, light weight,
easy fabrication by photoetching, conformal installation,
and compatibility with microwave integrated circuits
(MIC). Performancewise, TSA has demonstrated multioc-
tave bandwidth, moderate gain (7–10 dB), and symmetric
E- and H-plane beam patterns. However, TSA lacks the
versatility of microstrip antennas in terms of multifunc-
tion operations such as dual frequency and dual polariza-
tion and loses its planar architecture when used as
circularly polarized antennas or in 2D arrays. The anten-
na was first proposed by Lewis et al. [1] in 1974. Since
then, much technological advances have been made in
both designs and applications. In designs, various numer-
ical techniques have been developed and applied to aid the
design of the TSA antennas [2–4]. Full-wave numerical
techniques based on the method of moments are now com-
mercially available, providing the ability to shorten the
design cycle as have been demonstrated in a CAD bench-
mark demonstration [5]. In applications, TSAs have been
used mainly for spatial power combining and as focal
plane feed array for imaging reflector systems [6,7]. In
more recent applications, TSA arrays capable of multi-
function operations are emphasized. Examples of these
include the dual-band dual-polarized TSA array of nested
lattice architecture [8], and multifrequency full-duplex
phased-array system with notch elements [9].

This article focuses on the most recent advances in TSA
and their applications. In order to provide some basic

understanding of the design issues, the article begins
with some discussions on the design of single tapered
slot antennas. Then, TSA arrays and their applications
will be highlighted.

2. BASIC GEOMETRIES

A typical TSA consists of a tapered slot section produced
by the gradual widening of a slotline. The antenna, excited
by a slotline feed, is fabricated on a metallization layer
with or without a supporting dielectric substrate. The ta-
pered slot section which constitutes the radiating region
can take on any of three geometric profiles: (1) nonlinear
taper (Vivaldi, tangential, or parabolic), (2) linear taper
(LTSA), and (3) constant width (CWSA) [10]. The majority
of previous studies have been focused on TSA with linear
and exponential profiles. Prasad and Mahapatra [11] first
introduced the linearly tapered slot antenna (LTSA) in
1979. Their antenna of about one free-space wavelength
long was etched on a 25-mil alumina substrate. In the
same year, Gibson [12] reported a TSA with exponentially
tapered profile, also known as the ‘‘Vivaldi’’ antenna,
which demonstrated a bandwidth of 8–40 GHz. The sche-
matics of the LTSA and the Vivaldi antennas are shown in
Fig. 1. In later years, most of the subsequent develop-
ments of TSA arrays are derived mainly from these two
antenna types.

Figure 2 shows some typical radiation patterns of a
relatively short TSA (Lr2l0). As shown, the H-plane pat-
tern is significantly broader than the E-and the diagonal
D-plane patterns. In general, the basic geometry of a TSA
(length, taper profile, etc.) has strong effects on the radi-
ation patterns. These effects will be discussed in a later
section.

In order to facilitate integration of antenna and devices
at sub-millimeter-wave frequencies, a new variant of the
TSA, generally known as ‘‘V-antennas’’, was introduced in
1979 for coupling radiation into diode mixers [13]. Years
later, other applications of V-antennas were demonstrated
at microwave frequencies [14,15]. These antennas with fi-
nite-width ground planes can enhance antenna perfor-
mance by suppressing the surface waves. Another
advantage of the V-antennas is its compatibility with uni-
planar feed structures that allow one to excite the antenna

(a) (b)

Figure 1. Schematics of (a) LTSA and (b) Vivaldi antennas.
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with either a microstrip line or a waveguide [14]. The
schematics of a V-LTSA and a V-Vivaldi excited by a
coplanar stripline are shown in Fig. 3.

Another variant of the conventional TSA is the antipodal
tapered slot antenna. In practice, the conventional planar
TSA is fed by a balanced slotline. One serious drawback of
the conventional TSA is in the fabrication and impedance
matching of the slotline. Slotline fabricated on a low-dielec-
tric-constant substrate has relatively high impedance,
which makes matching to a microstrip feed very difficult.
The antipodal TSA is designed to overcome this impedance-
matching difficulty; however, it has exhibited very poor
cross-polarization characteristics. The antenna is formed
by gradually flaring the strip conductors of the balanced
microstrip on opposite sides of the dielectric substrate with
respect to the antenna axis, thus allowing the antenna to be
directly fed by a microstrip feed [16]. To circumvent the high
cross-polarization problem, a balanced antipodal Vivaldi
consisting of three metallization layers was introduced.
This new antenna, shown in Fig. 4, has demonstrated
� 15 dB lower cross-polarization across a 18–1 band as com-
pared to the conventional Vivaldi antenna [17].

3. TSA DESIGN

For years, the design of TSA has been based primarily on
empirical approach, which, as an initial step, could start
with the following simple guidelines (where c is the veloc-

ity of light, v is the velocity of field along the slot, and l0 is
free-space wavelength):

Aperture width of the slot: WZl0

1.05rc/nr1.2
Effective thickness: teffr0.03rl0

Taper angle 2a typically 5–121
Length of TSA L typically 2–12 l0 wavelength.

With the availability of electromagnetic simulators, en-
gineers can now check the accuracy of their designs before
carrying out the actual fabrication and characterization.
In general, design of the TSA involves two major tasks: (1)
design of a broadband transition and feed structure with
very wide frequency range and low return loss and (2) de-
termining the dimensions and shape of the antenna in ac-
cordance with the required beamwidth, sidelobe, backlobe,
and other parameters over the operating frequency range.
The geometric parameters such as length, width, dielec-
tric thickness, ground-plane size, and taper profile, which
have direct impact on the impedance, directivity, band-
width, and radiation pattern of the antenna will be dis-
cussed in the sections below.

3.1. Feeding Methods

Almost always planar tapered slot antennas such as LTSA
and Vivaldi are excited by a slotline; thus, feeding a TSA
requires building a transition between the slotline and
other transmission media. In the case of microstrip or co-
axial lines, the transition is a balun. In general, the tran-
sition should have small parasitic inductance and
capacitance for wide bandwidth, and hence, electromag-
netic coupling is preferred over wire bonding or solder
connection. In the following, we will consider three basic
feed structures: (1) coplanar waveguide (CPW), (2) micro-
strip line, and (3) coaxial lines.

3.1.1. Coplanar Waveguide-Feed. CPW possesses many
useful design characteristics such as low radiation loss,
less dispersion, and uniplanar configuration. In Ref. 10,
we have presented several feeding techniques where the
transmission media are CPW, which excite the TSA via
electromagnetic coupling. Figure 5a shows a strip-to-slot
coupled LTSA excited by a conductor-backed finite
ground-plane CPW feed. In the figure, the distance Ls

from the short termination of the slotline, as well as the
distance Lw from the open termination of the extended
center strip conductor to the CPW-to-slotline junction, is
about a quarter-wavelength at the center frequency of
20 GHz; and Zos and Zow are the characteristic impedances
of the slotline and the CPW center strip conductor exten-
sion, respectively. The antenna has demonstrated a VSWR
of 2–1 over nearly 3–1 bandwidth as indicated by the mea-
sured return loss shown in Fig. 5b.

The TSA can also be excited by direct slot-to-slot feed-
ing where the CPW and the antenna are on the same side
of the substrate. In order to excite the odd mode where the
electric fields in both slots of the CPW have the same am-
plitude but opposite direction, a bondwire is usually
placed across the slots to keep the two ground planes at
equal potential. The CPW feed enables direct integration
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Figure 2. Typical radiation pattern for TSA of length L¼0.93 l0
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Figure 3. Schematics of (a) V-LTSA and (b) V-Vivaldi antennas.
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of active solid-state devices with the antenna. Figure 6
shows the layout of a LTSA integrated with a FET ampli-
fier that demonstrated a gain of more than 14 dB over a
bandwidth of 1.75 GHz [18].

CPW can be designed as a tapered CPW with constant
characteristic impedance, but with different ratio of slot
to center strip widths [19]. This unique feature is useful
for exciting twin tapered slot antennas of large separa-
tions.

Figure 7 shows the application of tapered CPW tran-
sitions to twin Vivaldi antennas to achieve pattern diver-
sity for transponders and monopulse systems through
even- and odd-mode excitations [20]. As shown, when
the distance between the slotlines equal to nlg, where lg

is the guide wavelength of the microstrip line, the even
mode with in-phase electric fields is excited producing
a maximum radiation in the broadside direction. Con-
versely, when the distance between the slotlines is
(2nþ 1)lg/2, the odd mode with opposite electric fields is
excited, producing a minimum radiation in the boreside
direction.

Balanced
groundplanes

Stripline

Flared 
slot

Metalization

Dielectrics

Resultant
E field

Figure 4. Balanced antipodal Vivaldi antenna.
(From Ref. 17 with permission from IEE.)
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Figure 5. (a) CPW strip-to-slot transition; (b) measured return
loss for the strip-to-slot coupled TSA.
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Figure 6. Circuit configuration of CPW cross-feed LTSA ampli-
fier: L1¼32 mm, L2¼8 mm, L3¼1.5 mm, S1¼0.5 mm, S2¼

0.2 mm, H¼20.5 mm, W¼1.4 mm. (From Ref. 18 with permission
from IEE.)
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3.1.2. Microstrip Line Feed. Microstrip line is in wide-
spread use in power combining circuit. Since microstrip
line is an unbalanced line and slotline is a balanced line,
feeding a TSA with a microstrip line requires a balanced-
to-unbalanced transition (balun) to avoid compromising
the broadband antenna performance. The most common
microstrip/slot transition, the Marchand balun [21], has
demonstrated a VSWR of 2–1 over an octave bandwidth
with an integrated wideband V-Vivaldi antenna [22]. The
transition and the corresponding transmission-line model
are shown in Fig. 8. The balun consists of four quarter-
wave sections with the end open-circuited section extend-
ed past the center of the slotline by about one-quarter of a
guided wavelength. Further broadening of the bandwidth
can be achieved when the microstrip is terminated by a
radial stub and the slotline is terminated by an elliptical
shaped cavity [10].

The double-Y balun is another microstrip-to-slotline
transition that has no inherent bandwidth limitation
other than parasitic inductances and capacitances. As
indicated in Fig. 9, the double-Y balun is based on the
six-port double-Y junction that consists of three balanced
and three unbalanced lines placed alternately around
the center of the structure. For the balun to provide
perfect transmission between an opposite balanced
and unbalanced ports, opposite pairs of lines should
have reflection coefficients with opposite phases, thus re-
quiring one pair of lines to be short-circuited and the
other, open-circuited. TSA with double-Y balun feed struc-
ture has achieved an impedance bandwidth of more than
2–1 [23].

The balun requirement often complicates the feed de-
sign and limits the antenna bandwidth if it is not designed
properly. The V- and antipodal tapered slot antennas offer
a way to circumvent this problem since they are not di-
rectly fed by a slotline. Figure 10 shows a V-LTSA with a
uniplanar microstrip-to-coplanar stripline feed [24]. In the
feed network, a microstrip line of characteristic imped-
ance of 50O and width wl is coupled to two orthogonal
microstrip lines of characteristic impedance of 70O and
width w2 through a quarter-wave impedance transformer
of width w1. The mean pathlength of the folded loop ‘‘a
through b’’ is equal to half a guide wavelength lg of the 70-
O microstrip line at the design frequency. However, for
wideband operation, the mean pathlength needs to be in-
creased to 0.638 lg to compensate for the right-angle bend
parasitic elements. This design ensures that the signal
phase from points a to b are 1801 out of phase; thus the
coupled microstrip lines are excited in the odd mode with
the electric field predominantly across the gap S2. The di-
mension of S2 is chosen such that the characteristic im-
pedance of the coupled microstrip line is 50O. The
measured return loss of the V-LTSA is better than 10 dB
over the frequency range of 5–15 GHz.

Figure 11 shows an antipodal LTSA with a microstrip-
to-balanced microstrip feed. The balanced microstrip is
formed with the ground plane tapered to a width equal to
the strip width wl (0.71 mm), and the arc radius R2 is

Zmic = 50 Ω Z1=70 Ω

�mic /4

Ζ2 = 75 Ω

�slot /4

Zant =150Ω

�slot /4
Z3=120 Ω

�mic /4

Z4 = 115 Ω

1:098

Antenna
element

Microstrip
line

Ground
plane

Slot line

(a)

(b)

Figure 8. Schematic of (a) Marchand balun with interface to an-
tenna element and (b) transmission-line model of the balun.
(From Ref. 22 with permission from IEEE.)
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Figure 9. Double-Y microstrip-to-slotline transition.
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arbitrarily chosen to provide a smooth taper transition for
matching the characteristic impedance of the convention-
al microstrip to the balanced microstrip.

The electric field lines at different cross sections along
the feed and the antenna are illustrated in Fig. 12. The
electric field lines, which are spread out in the conven-
tional microstrip structure, concentrate between the met-
al strip of the balanced microstrip, and finally rotate while
traveling along the LTSA. The field rotation inadvertently
introduces higher cross-polarizations in these types of
antennas. The antipodal LTSA has demonstrated over
4–1 (8–32 GHz) bandwidth for 2–1 VSWR at a design
frequency of 18 GHz [25].

3.1.3. Coaxial Feed. Coaxial line is useful as a feed
structure because of its compatibility with the slotline,
coplanar microstrip, or balanced microstrip to form wide-
band transitions; thus, it can be used to excite all three
variants of TSA described above. The disadvantage is that
it is not planar and has high losses at high frequencies.
Further, coaxial line is an unbalanced feedline. All the
currents flow inside the line, namely, the inner connector
and the inside of the shield. Feeding a balanced antenna
with unbalanced coaxial feed may cause currents to flow
on the outside the shield, which could results in signifi-
cant power loss and serious distortion in radiation pat-
tern. Since the magnitude of the current on the outside
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Figure 10. V-LTSA with a uniplanar micro-
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shield is a function of the impedance to ground of the con-
ductor, one common approach to cutoff the flow of current
is with an open circuit that is created by placing a ‘‘skirt’’ a
quarter-wavelength long around the outside shield and
short-circuited to the shield at a quarter-wavelength away
from the load.

The most direct way of exciting a TSA with a coaxial
feed is to extend its center conductor over the slotline sec-
tion of the TSA and anchor the coaxial feed with solder
connection to the ground plane. An improved balun design
that has direct application to V-antennas has been pro-
posed [26]. The balun impedance is tapered by cutting
open the outer wall of the coax so that the reflections at
the input are minimized. The length of the balun is de-
termined by the lowest operating frequency and the max-
imum reflection coefficient that occurs in the passband.
Figure 13 shows the cross section of the tapered coaxial-
line balun and its integration with a V-Vivaldi antenna.

4. RADIATION CHARACTERISTICS

A good understanding of the effects of the design param-
eters (length, width, dielectric thickness, ground-plane
size, taper profile, etc.) on antenna characteristics would
facilitate the task of antenna design. TSA is known to

have good performance over a wide bandwidth. In prac-
tice, the operating bandwidth is often limited by the slot-
line-to-feedline transition and by the finite width of the
antenna. To achieve wideband operation requires the TSA
to operate in a traveling-wave mode with perfect imped-
ance match at both the feed transition and the slot termi-
nation. In this section, some important characteristics of
TSA, which are based on experimental data as well as
from previous publications, will be presented.

4.1. Effect of Length, Width, and Taper Profiles

Tapered slot antennas radiate in the endfire direction with
fairly symmetric radiation patterns, but have high cross-
polarization levels in the diagonal plane. The lowest cross-
polarization level in the diagonal plane is about 10–15 dB
higher than that of the principal planes, which are typi-
cally better than � 15 dB. In general, the cross-polariza-
tion characteristics of planar TSA are superior to those
corresponding to their antipodal counterparts. Because
this is a traveling-wave antenna, the phase velocity and
guide wavelength lg varies with any change in the geo-
metric and material parameters of the antenna, which in
turn impacts the radiation characteristics of the antenna.
The gain of a TSA increases with the length L of the an-
tenna typically from a few decibels to over 10 dB as L in-
creases from 2 to 5 lg [10]. Maximum measured gain of
16–17 dB with radiation efficiency of 80% has been report-
ed for long TSA with L greater than 6l0 [27]. Similarly, the
beamwidths, which are inversely proportional to gain, de-
crease rapidly as the length is increased; however, the
H-plane beamwidth varies more slowly in comparison to
the E-plane beamwidth, particularly for L less than 5lg.

The taper profile has been found to have strong effects
on both the beamwidth and sidelobe level of the antenna.
In general, the beamwidths are narrower for the CWSA,
followed by the LTSA, and then Vivaldi for antennas with
the same length, same aperture size, and on the same
substrate. Similarly, the sidelobes are highest for the
CWSA, followed by the LTSA, and the Vivaldi.

As a traveling-wave antenna, the H-plane beamwidth
follows 1=

ffiffiffiffi
L
p

dependence, while the E-plane beamwidth
depends more on the aperture width or tapered angle [28].
Varying the tapered angle will change the phase velocity
and hence lg, which will in turn change the E- plane
beamwidth. Thus, constant beamwidth in both E and H
planes can be achieved with proper choices of L and ta-
pered angles. Gibson obtained approximately constant
beamwidth in both E and H plane for a Vivaldi antenna
fabricated on alumina substrate with tapered profile
defined by [12]

y¼ � 0:125e0:052x

where x and y are variables for the two principal axis of
the rectangular coordinates. Approximately constant E-
and H-plane beamwidths over a 6–8 GHz bandwidth have
been demonstrated for a balanced antipodal antenna with
elliptical radiating taper [17], and nearly identical E- and
H-plane 3-dB beamwidth was observed for a LTSA with
tapered angles in the range of 15–201 [29].

h D

WWl ′
Wl�o�r

(a) (b) (c)

Figure 12. Electric field distribution at cross sections of (a) con-
ventional microstrip, (b) balanced microstrip, and (c) antenna
radiating edge.
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CPW-to-slotline
trasition

Tapered coaxial
line balun

Figure 13. Coaxially-fed TSA with tapered coaxial line balun.
(From Ref. 26 with permission from IEE.)
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4.2. Effect of Dielectric

The performance of a TSA is sensitive to the thickness and
dielectric constant of the dielectric substrate. The presence
of a dielectric substrate has the primary effect of narrowing
the mainbeam of the antenna. The effects of dielectric sub-
strates on the E- and H-plane beamwidths of a Vivaldi an-
tenna on polyethylene have been investigated at 18.5 GHz
[30]. By varying substrate thickness from 10 to 15 and 27
mils, the H-plane beamwidths become narrower, while the
E-plane beamwidths remain essentially constant, indicat-
ing that the dielectric has a strong effect on the H fields.
Increasing the dielectric thickness generally results in in-
creased gain, but with higher sidelobes. For good perfor-
mance, a TSA should have an effective substrate thickness
in the range of 0.0025l0rteffr 0.028l0 where teff ¼

t
ffiffiffiffi
er
p
� 1

� 	
is the effective thickness of the substrate. For

substrate thickness above the upper bound of 0.028l0, un-
wanted substrate modes develop that degrade the antenna
performance, resulting in low efficiency and narrow band-
width, particularly for dielectrics with high dielectric con-
stants. Further, for millimeter-wave operations, the upper
bound on the effective thickness constrains to using me-
chanically fragile substrates with thickness of only a few
hundreds of micrometers. To overcome these problems, it
has been proposed to fabricate notch antennas either on
thick perforated substrates with an array of regularly and
closely placed holes [31] or on photonic bandgap dielectrics

as shown in Fig. 14 [32]. The former approach reduces the
effective substrate thickness, while the latter approach
suppresses the excitation of the surface modes.

4.3. Ground-Plane Effect

Placing a ground plane immediately below the TSA will
cause the mainbeam to steer away from the endfire direc-
tion by about 501 in the H plane [10]. The amount of scan
will be reduced as the distance between the ground plane
and the antenna increases, and becomes negligible when
the distance of separation is sufficiently large. For the
E-plane patterns, no significant change was observed ex-
cept that the TSA had to be tilted in the elevation to re-
ceive full power. Figure 15 shows measured H-plane
patterns for a LTSA over a ground plane with a foam
spacer in between.

5. IMPEDANCE CHARACTERISTICS

5.1. Input Impedance

The impedance characteristic of TSA is important for de-
signing match transitions; yet very little information is

4 λ0

0.8 λ0

L

Figure 14. Micromachined tapered slot antenna. (From Ref. 32
with permission from IEEE.)
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available from previous publications. Based on conformal
mapping method for a fin antenna without a dielectric,
Yngvesson et al. reported that the impedance of a LTSA
with thin dielectric is essentially constant at frequencies
from 4 to 12.4 GHz and is close to 80O [33]. In another
study, the input impedance of LTSA was measured using a
microwave wafer probe and a set of on wafer thru-reflect-
line (TRL) slotline standards [34]. The LTSA was excited
through a short length of a slotline by a ground-signal
microwave probe (Picoprobe, Inc.). In the measurement,
the reflection coefficient of the LTSA is deembedded from
the measured reflection coefficient at the input terminal of
the slotline using the NIST deembedded software [35].
Figure 16 shows the real and imaginary parts of the input
impedance Zin versus frequency for a LTSA with a¼ 51 and
L¼ 2.54 cm.

The impedance plot exhibits a series of resonance over
the frequency band from 2 to 26.5 GHz. These resonances
are caused by imperfect impedance match transitions at
the feed end and the termination end of the LTSA. The
first resonance mode at frequencies below 4 GHz has very
large input impedance, typically over 1000O, which could
be caused by large electric fields associated with a very
small W/l0. For frequencies above 4 GHz, the impedances
are bounded between 145 and 40O with a mean value of
about 92O. Similar results were also obtained for LTSA of
different lengths and tapered angles [10].

5.2. Impedance Matching

Impedance matching of TSA has commonly been per-
formed at the feed end of the antenna. An approach illus-
trated in Fig. 17 for impedance matching at the
termination end of the antenna has been proposed [36].

The new approach uses a two-step dielectric transformer
to match the antenna to free space. The deembedded real

L3 L4

L2

L1

Figure 17. Vivaldi antenna with a dielectric impedance-match-
ing transformer: L1¼4 mm, L2¼4 mm, L3¼5 mm, L4¼10 mm.
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and imaginary parts of the input impedance with and with-
out the dielectric transformer are shown in Fig. 18.

5.3. Mutual Impedance

Mutual coupling can produce profound impacts on the
performance of an antenna array, causing impedance mis-
match and scanning blindness, particularly for antennas
on thick dielectric substrates. In general, mutual coupling
can occur between two TSAs arranged in either coplanar
or stacked configurations. The mutual coupling between
two LTSAs in close proximity and excited by two calibrat-
ed ground-signal microwave probes has been obtained
from a S-parameter measurement of |S21| [37]. Figure 19
shows the measured mutual coupling between two LTSAs
in coplanar and stacked arrangement as a function of
separations. Results indicate that the mutual coupling
decreases with the distance of separation.

The coupling coefficients as a function of frequencies
were also measured first with the LTSAs fabricated on a
continuous substrate and then repeated after a narrow
slot was cut in the dielectric. In the latter case, coupling
between antennas were confined to space waves only. Re-
sults indicate stronger mutual coupling for the TSAs on
continuous substrate as a result of additional coupling
through the supporting dielectric; however, both cases
display decreasing |S21| with frequencies [10]. This is
due to the fact that at higher frequencies the separation is
electrically larger and separations between antennas are
greater with respect to wavelengths.

6. TSA ARRAY AND APPLICATIONS

Over the years, many different applications of TSA arrays
have been reported in the literature. TSA arrays have
been successfully applied as focal-plane feed arrays for a
multibeam imaging reflector system. For the same beam-
width, a TSA array occupies about 1/4 of the area of a feed
array with waveguide elements; thus, an imaging system
with TSA focal plane array can be designed to yield high
angular resolution [27].

TSA arrays have also been advantageously used for
spatial power combining to achieve power amplification
and harmonic generation. In 1999 a 120-W, X-band spa-
tially combined solid-state amplifier was demonstrated
[6]. The spatial combiner consists of six identical ‘‘trays’’
with each containing four input/output broadband TSA
integrated with four MMIC amplifiers via a slot-to-micro-
strip transition. Space power combining can be applied to
large antenna aperture such as space-fed lens arrays. The
concept of space power amplification has been demon-
strated experimentally with a three-element LTSA array
module. Figure 20 shows a photo of the array module and
the measured H-plane pattern.
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In this approach, an array of active antenna modules,
constructed from nonplanar TSAs and monolithic micro-
wave integrated circuit (MMIC) multistage GaAs power
amplifiers, receives the signal at lower power and after
amplification reradiates the signal into free space. Polar-
ization diversity is employed to permit accurate measure-
ment of the amplified signal radiated from the
transmitting array. With the amplifiers turned on, the
three-element active array module produced a gain of
30 dB at 20 GHz [38]. Replacing the MMIC multistage
power amplifier with a broadband, GaAs MMIC distrib-
uted amplifier, frequency multiplication, and space power
combining were demonstrated with the same active LTSA
array module, which receives signals at 9.3 GHz, and after
amplification, radiates the second harmonic signal into
free space. Results indicated a fundamental-to-second-
harmonic conversion efficiency of 8.1% [39]. For experi-
mental details and measured results, the reader is re-
ferred to Ref. 10.

With the rapid development of the wireless industry, a
K-band circular LTSA array, shown in Fig. 21, has been
proposed for mobile communications [40]. The 16-element
array is fed by a 1–16 microstrip line power splitter com-
posed of T junctions and right-angle bends. The output
ports of the splitter are electromagnetically coupled to the
slotline of the LTSA through a microstrip-to-slotline tran-
sition with the slotline and microstrip line characteristic
impedances chosen to be 120 and 100O, respectively. The
array was placed over a reflecting ground plane to displace
the beam above the horizon, and foam spacers of different
thickness are used to control the amount of scan. Figure
22 shows the measured E- and H-plane patterns for
0.286l0 separation. As shown, the circular LTSA array
produces an omnidirectional pattern in the azimuthal
plane and a beam displacement of about 281 in the eleva-
tion plane.

Using a similar approach, an omnidirectional quasiop-
tical circular array of 12 Vivaldi-coupled oscillator ele-
ments has been designed for LMDS (local multipoint
distribution services) applications [41]. The array, which

is powered from a single direct-current power supply, has
demonstrated an 87% power combining efficiency, and
144 mW radiated power at 28 GHz.

TSA array has found applications in intelligent trans-
portation systems. A wide-scan spherical lens antenna at
millimeter-wave frequency (77 GHz) has been introduced
for automobile radars [42]. The multibeam antenna sys-
tem is composed of planar TSAs positioned around a ho-
mogeneous spherical Teflon lens. Beamscanning is
achieved by switching between elements. Figure 23 shows
a 33-beam spherical Teflon lens system that has demon-
strated an angular resolution of 5.51 and � 3.5 dB cross-
over of adjacent beams.

Figure 24. Photographs of dual-polarized TSA ar-
ray: (a) 8 � 8 array; (b) orthogonal subarray ele-
ment pair.

Lower band
sub- array

Upper band
sub- array

Sub-array
ground
planes

Mount

Height adjustment
rods

Figure 25. Sketch of a 20-element dual-band dual-polarized
multilevel antipodal Vivaldi array. (From Ref. 8 with permission
from IEEE.)
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In shared aperture technology development where the
functionality of several antennas are combined into
one aperture using wideband multiple beam technology,
dual-polarized tapered slot antennas with ‘‘double Y’’
microstrip-to-slotline transition have been used to achieve
wideband operations [43]. To realize horizontal and verti-
cal linear polarizations, two TSA elements of like polar-
ization are first combined into a two-element subarray.
Then, two such subarrays are joined at a 901 angle
through a mechanical slot cut in the top of one subarray
and the bottom of the other subarray to form a quad-
element subarray module. Figure 24 shows an 8 � 8 array
composed of quad-element subarray modules as building
blocks. To obtain right- and left-hand circular polarization,
the horizontal and vertical polarizations are combined
with a 901 phase offset in a quadrature hybrid circuit.

Combining the functionality of several antennas into
one shared aperture presents many technical challenges.
In 2003 a dual-band dual-polarized nested antipodal Vi-
valdi array was developed for a new radiotelescope, the
Square Kilometer Array (SKA) [8]. In order to meet the
5–1 bandwidth (0.8–4.0 GHz) requirement, the array con-
sists of a lower-band and an upper-band subarray with
each made up of different-size antipodal Vivaldi quad el-
ements having overlapping bandwidths. The array of nest-
ed lattice architecture has multilevel ground planes that
allow height adjustment to achieve optimization of the ar-
ray performance. A sketch of a 20-element dual-band
dual-polarized multilevel nested antipodal Vivaldi array
is shown in Fig. 25.

In a more recent development of a low-cost, multifre-
quency and full-duplex phased-array transceiver that
transmits at 10 or 19 GHz and receives at 12 or 21 GHz,
Vivaldi antennas were used to achieve wideband perfor-
mance. In addition, the system, as illustrated in Fig. 26,
features a low-loss and low-cost multiline phase shifter
controlled by dual piezoelectric transducers (PETs) and
four-channel microstrip multiplexers [9]. The array sys-
tem has demonstrated scan angles of about 401 at 10–
21 GHz using the PET phase controls. The use of PET

greatly simplifies the integration and high insertion loss
problems generally associated with solid-state type
phased shifters used in conventional phased arrays.

7. CONCLUSION

The objective of this article is to provide an overview of
notch antennas including underlying principles and lim-
itations, general design guidelines, performance charac-
teristics, and new applications. Due to limited coverage,
the article focuses mainly on LTSA and Vivaldi, while
many other noteworthy works have not been able to in-
clude in the discussion. The general design guideline out-
lined here is intended as an initial step in the
experimental or analytical processes leading to the final
design. The discussions on feeding techniques and anten-
na characteristics are useful in understanding the design
and the radiation process of notch antennas. Finally, the
article ends with some more recent advances and innova-
tive applications of TSA arrays based on shared aperture
technology.
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1. INTRODUCTION

Orthomode transducers (OMTs) are microwave components
commonly used in receivers and transmitters, especially in
the microwave frequency range from about 1 GHz up to a
few hundred gigahertz. Telecommunications and radio as-
tronomy are typical operative environments using OMTs
that thus serve both civilian and scientific applications.

This device works as a polarization diplexer; in trans-
mitters, it combines two separate signals from separate
input channels into two orthogonally polarized signals in a
single output channel so that information is still sepa-
rated, or, equivalently, the two signals are uncoupled. In
receivers, it separates an incoming dual-polarized signal
into two output channels, each carrying the information
associated with one of the two polarization states of the
input. The polarization state may be linear or circular; in
this second case the OMT is more properly termed a
polarizer.

An initial classification of OMT is given in the paper by
Boifot et al. [1], while an excellent description of practical
OMT and polarizer configurations is provided in the book
by Uher et al. [2].

In the following we use the term common port to refer
to the port where the two signals are mixed and single-
mode port, to the other two ports.

The need for such a device originated primarily in
(1) civilian applications, where resources in terms of
frequency bands are very limited compared with the
growing demands for new communication channels, thus
generating interest in a device that doubles the number of
channels in a given frequency band by using two separate
polarizations and (2) modern scientific applications, such
as astrophysics, to detect the polarization state of the
signal coming from the sky, as this provide important
information on fundamental cosmological parameters.

The aim of this article is to give fundamental informa-
tion on OMT operative aspects, introducing few OMT
models to help the reader understand the basic concepts
of OMT architectures. Gaining this insight is very impor-
tant because, unfortunately, analytical tools are not avail-
able to design OMTs in a direct and simple manner, so it is
necessary to resort to computer software employing

numerical techniques to perform analysis and design.
For this reason, numerical techniques are of primary
importance, and an in-depth knowledge of these methods
is fundamental for modern microwave engineers. Here
there is space to give the reader only a brief insight into
these techniques, but Itoh treats this argument in greater
depth [3]. Finally, advanced OMT and polarizer design
examples are presented to better illustrate the state of art
of these devices.

2. ORTHOMODE TRANSDUCER FUNDAMENTALS

Because OMT operation is based on wave propagation in
structures whose dimensions are of the order of the
wavelength, OMT theory is based on the transmission-
line approach, which is developed in the frequency–space
domain. Also, even if—from a mechanical perspective—
OMTs have three physical ports, the fact that the common
port has two modes implies that, electrically speaking, the
OMT schematic consists of a four-port device as shown in
Fig. 1, with the two single-mode ports 3,4 and the two
ports 1,2 at the common-port side.

OMTs are commonly characterized by means of the
scattering coefficients [4] giving the ratio of the incident
and reflected wave coefficients, which are complex quan-
tities, at the various ports with a particular setting; where
Sij is the ratio between the amplitude of the field that
comes out at port i and the amplitude of the incident field
at port j, provided only port j is excited and any other port
l, laj, is connected to a matched load. A more meaningful
parameter, from a physical perspective, is given by the
square amplitude of the scattering coefficients: |Sij|

2; this
represents the fraction of the total power incident at port j
which comes out from port i.

For an ideal OMT, referring to the sketch in Fig. 1, the
scattering matrix is given by the following expression

S¼

0 0 eja 0

0 0 0 ejb

eja 0 0 0

0 ejb 0 0

2
666664

3
777775

ð1Þ

where a and b are, in general, real constants. We can see
that it is matched at all the ports, with the diagonal

O

Common port(s)

1

2

OMT Single-mode ports

3

4

Figure 1. OMT schematic.

3547



elements of S equal to zero. From the first row of S (s13¼

eja) we conclude that all the power incident at the single-
mode port 3 comes out from port 1, which is associated
with one of the two polarizations at the common port.
Because of device reciprocity, the signal from port 1 must
exit from port 3 (s31¼ s13¼ eja). In a similar way ports 2
and 4 are coupled; thus s24¼ s42¼ ejb. All the other entries
of the S matrix are equal to zero in the ideal OMT. For
practical OMTs, nonidealities are summarized in Table 1.

OMTs are formed by using essentially the following
basic types of guiding structures: the rectangular, square,
and circular waveguides; the microstrip line; and the
coaxial cable. All these guiding structures support multi-
mode field configuration, but, generally, in the operative
OMT bandwidth, only the fundamental mode propagates.
Each mode has its own electric and magnetic field dis-
tribution, knowledge of which, together with knowledge of
the associated propagation constant, is fundamental in
order to fully understand the behavior of OMTs and to
obtain the required background for OMTs design. To
satisfy this objective another aspect that must be devel-
oped with high accuracy is field polarization.

These arguments are discussed with sufficient accuracy
here to enable the reader to understand the OMT aspects
presented in this article, but we recommend a much more
in-depth treatment for further details; for a very accurate
description of field distribution and propagation in those
kind of waveguides, we suggest Ref. 4, while for the full
theory on field polarization, we recommend Ref. 5.

2.1. Coaxial Cable

Coaxial cable is used in OMTs as a single-mode port
because its fundamental mode, as we shall see, has a
single polarization configuration, avoiding the possibility
of propagating two uncoupled signals. It is a structure
allowing the propagation of electromagnetic (EM) energy
in the whole frequency spectrum. The fundamental mode
of propagation is transverse electromagnetic (TEM) with
both the electric and magnetic field vectors on the plane
orthogonal to the direction of propagation. As shown in
Fig. 2, it is composed of two coaxial circular conductors of
radii a and b, b4a, with, normally, a homogeneous di-
electric material as interconductor medium to provide

mechanical stability. The structure is rotationally sym-
metric; a longitudinal slice is cut in the figure only to
clarify the internal configuration. By applying a potential
difference V0 between the two conductors, a TEM field
propagating in the medium can be expressed as follows:

E¼
V0

ln b=a
� �1

r
ur e�jbz;

H¼Y0uz�E;

a � r � b; 0 � jo2p

ð2Þ

The field, whose configuration is given in Fig. 3, is
represented here in cylindrical coordinates r,j,z, with unit
vectors ur, uj, uz, and the propagation is assumed e� jkz

type in only the z direction. The properties of the medium
are expressed in the field impedance Z0¼Y�1

0 ¼ ðm=eÞ
1=2,

where e and m are, respectively, the dielectric permittivity
and magnetic permeability of the dielectric material. The

a
b

z

y

x

�
�

Figure 2. Coaxial cable: reference sketch.

E H

Figure 3. Coaxial cable: electromagnetic field distribution for
the TEM fundamental mode.

Table 1. OMT Operative Parameters

Description Scattering Coefficient

Reflection coefficient
(return loss)
Common port |S11|, |S22| (1/|S11|, 1/|S22|)
Single-mode ports |S33|, |S44| (1/|S33|, 1/|S44|)

Losses
Channel 1 1�|S31|2

Channel 2 1�|S42|2

Isolation
Channel crosstalk |S14|, |S23|
Common-port crosstalk |S12|
Single-mode port crosstalk |S34|
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electrical characteristics of the coaxial cable as a trans-
mission line are expressed by the characteristic impe-
dance Zc¼Z0 lnðb=aÞ=ð2pÞ and the propagation constant
b¼ k¼o ðemÞ1=2 is equal to the medium wavenumber k and
where o¼ 2pf is the angular frequency (f is the frequency).
The geometric parameters of the cable also determine the
upper frequency limit; this is commonly associated with
the cutoff frequency of the first higher-order mode (TE11),
which is given with very good accuracy by setting the
cutoff wavelength equal to the circumference associated to
the mean radius. Thus

l11¼ pðaþ bÞ;) f11¼
cðerÞ

�1=2

l11
¼

cðerÞ
�1=2

pðaþbÞ
ð3Þ

where c is the light velocity in vacuum and er the relative
dielectric constant (i.e., the ratio between the permittivity
of the dielectric material and the permittivity of vacuum).
For a more in-depth treatment on coaxial cable higher-
order modes, we suggest the book by Marcuvitz [6].

2.2. Microstrip Line

Like coaxial cables, the microstrip line (Fig. 4) is used
essentially as a single-mode port as, in the same way, it
supports a single fundamental mode, which propagates in
the z direction from zero frequency upward. It is a
structure belonging to the family of planar transmission
lines that are used largely in modern microwave applica-
tions. As shown in Fig. 4, it is formed by a conducting strip
of width w and thickness t placed on a dielectric substrate
of relative dielectric constant er and thickness h that is
grounded on the other side by a conducting layer. The
major advantages of the microstrip line are as follows:

* It can be fabricated using low-cost printed circuit
board (PCB) technology with good mechanical toler-
ances in the microwave range.

* It allows very easy integration of elementary linear
and nonlinear devices, making it possible to realize
complex circuits directly on a single board; these
circuits are commonly referred to as integrated cir-
cuits, while the single board is termed a ‘‘chip’’.

* It can be easily coupled with square or circular
waveguides to form OMTs’.

The main drawbacks of the microstrip is that the
medium in which the EM field propagates is nonhomoge-
neous. Differently from the coaxial cable, since the EM
field propagates in both air and the dielectric material, the
propagation constant does not depend linearly with the
frequency, causing frequency distortion of wavepackets.
The fundamental mode has the transverse field configura-
tion shown in Fig. 5. Unfortunately there are no simple
analytical solutions expressing the EM field distributions,
but we would like to emphasize the close analogy with the
coaxial cable, with the electric field lines directed mostly
from one conductor to the other and the magnetic field
lines as deformed circles around the smaller conductor.
The strip guides the EM wave in the z direction whose
energy is most concentrated in the dielectric medium, in
the region between the strip itself and the ground plane,
with such an effect emphasized by increasing er. The
fundamental mode is termed ‘‘quasi-TEM’’ because a long-
itudinal component of the associated EM field exists but is
very small compared to the transverse ones. The charac-
terization of the microstrip may be given, with very good
approximation for our practical purposes, by using trans-
mission-line concepts that are discussed later in this
article; for a reader interested in more details, we suggest
Refs. 4 and 7.

Although the transmission-line characterization is, in
principle, quite simple, determined essentially by only two
parameters, the characteristic impedance Zc and the
propagation constant of the fundamental mode b, closed
formulas for these parameters are quite elaborate because
of the complexity of the structure.

The propagation constant is usually expressed in terms
of the effective relative dielectric constant ee, representing
the dielectric constant of an equivalent homogeneous

Microstrip

Ground plane

z
x

h

y

t

w
�r

Figure 4. Microstrip line: geometry.

 

E H

Figure 5. Microstrip line: field configuration of the quasi-TEM
dominant mode.
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TEM line, thus satisfying

b¼
oðeeÞ

�1=2

c
ð4Þ

The propagation factor is e�jbzðeþ jbzÞ for waves traveling
in the þ z (–z) direction.

The effective relative dielectric constant ee is a function
of the geometry according to

ee¼
erþ1

2
þ

er � 1

2
1þ12

h

w

� ��1=2

þ 0:04 1�
w

h

� �2
" #

w

h
� 1

ee¼
erþ1

2
þ

er � 1

2
1þ12

h

2

� ��1=2 w

h
� 1

8
>>>>><

>>>>>:

ð5Þ

The characteristic impedance can also be expressed as a
function of the effective relative dielectric constant ee, thus
assuming different forms according to the ratio between
the strip width w and the dielectric thickness h:

Zc¼
mc

2pðeeÞ
1=2

ln 8
h

w
þ0:25

w

h

� �
w

h
� 1

¼
mc

ðeeÞ
1=2

w

h
þ 1:393þ 0:667 ln

w

h
þ 1:444

� �h i�1 w

h
� 1

8
>>><

>>>:
ð6Þ

These formulas give accuracy better than 1 percent for
practical values of w, h, and er [4].

To attain a better accuracy, the finite thickness t of the
strip has to be considered. This can be done by replacing
the actual strip width (w) and dielectric height (h) with
the corresponding effective values w0 and h0 defined as

w0 ¼wþ
t

p
ln 2

h

t

� �
þ 1

� �

h0 ¼h� 2t

8
><

>:
ð7Þ

and by modifying the expression defining the effective
dielectric constant ee as

e0e¼ ee �
er � 1

4:6

t=h

ðw=hÞ1=2
ð8Þ

The upper frequency limit to prevent higher-order mode
propagation is given by the following formula

fc¼
150

ph

2

er � 1

� �1=2

tan�1ðerÞ ð9Þ

where fc is expressed in gigahertz and h in millimeters.

2.3. Rectangular Waveguide

The rectangular waveguide is the most versatile structure
for OMT applications because it is used as both a single-
mode port and a common port.

In contrast to the previous transmission lines, the
rectangular waveguide does not support TEM (or quasi-
TEM) propagation mode, and this fact has some important
consequences:

* Rectangular waveguides cannot be characterized ea-
sily by resorting to circuit parameters such as like
characteristic impedance and a propagation con-
stant, but we have to use a full-field approach.

* The fundamental mode has a nonzero frequency cut-
off below which no energy can be propagated.

* The propagation constant has a nonlinear variation
with frequency causing signal dispersion; this effect
is noticeable mainly in the lower side of the single-
mode band.

Notwithstanding these drawbacks, the rectangular
waveguide is widely used in the microwave range because

* Fields are known analytically, thus making available
very simple, efficient, and accurate design tools.

* They exhibit very low losses and very high power-
handling capabilities.

* They are inexpensive and easily machined struc-
tures.

Figure 6 shows the transverse section of a rectangular
waveguide. The electromagnetic field excitation in a rec-
tangular waveguide may be done in different ways. Micro-
wave energy is able to propagate if the cutoff condition is
satisfied. To determine this condition, we define the
generic transverse eigenvalue:

kt;mn¼ ½k
2
xmþ k2

ym�
1=2;

kxm¼
mp
a
;

kyn¼
np
b

ð10Þ

which represents the wavenumber lower limit for both the
TEmn mode and the TMmn mode under which the mode
cannot propagate. Thus the cutoff condition for the two mn

y

b za

x

Figure 6. Rectangular waveguide: geometry.
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modes is given by

k¼o ðemÞ1=2 > kt;mn ð11Þ

This relation gives directly the cutoff frequency fc by

k¼ kt;mn ) fc¼
ckt;mn

2p
ð12Þ

The propagation constant is given by

kmn¼ � j k2
t;mn � k2

� �1=2

¼

b > 0; k > kt;mn

�ja; a > 0; kokt;mn

8
<

:

ð13Þ

The propagation factor is e�jkmnzðeþ jkmnzÞ, for a wave
traveling in the þ z (–z) direction. Each wave is associated
with a complex wave intensity amn (bmn), which is diffs, in
general, between TEmn and TMmn modes; finally, to obtain
the total field, we have to consider another factor that
accounts for the field dependence on the guide transverse
section (xy):

For the TEmn mode

Emn¼ kyn cosðkxmxÞ sinðkynyÞux � kxm sinðkxmxÞ cosðkynyÞuy

Hmn¼Ymnuk�Emn �
k2

t;mn

jom
cosðkxmxÞ cosðkynyÞuz ð14Þ

8
><

>:

For the TMmn mode.

Hmn¼kyn sinðkxmxÞ cosðkynyÞux � kxm cosðkxmxÞ sinðkynyÞuy

Emn¼ZmmHmn�uk �
k2

t;mn

joe
sinðkxmxÞ sinðkynyÞuz ð15Þ

8
><

>:

In these expressions Ymn¼ ðkmn=omÞ is the TE field
admittance, Zmn¼ ðkmn=oeÞ is the TM field impedance
and uk is the unit vector associated to the direction of
propagation (uk¼7uz).

The fundamental mode in a rectangular waveguide is
the TE10 mode, provided a4b. The field configuration of
the TE10 mode is given in Fig. 7 showing no variation
along the y coordinate and a sinusoidal taper with respect
to the x coordinate.

The single-mode bandwidth for the rectangular wave-
guide depends on the value of b. If a42b, then the first
higher-order mode is the TE20 and the relation between
the cutoff frequencies of TE10 and TE20 is fc20¼ 2fc10;
otherwise, in the case boao2b the first higher-order
mode (TE01) frequency is given by fc01¼ ða=bÞfc10. In
practice almost all the standard waveguides have a¼2b
giving the maximum bandwidth minimizing ohmic
losses.

A particular configuration of the rectangular wave-
guide is used largely in OMT applications. In the case

a¼ b, the square waveguide results with the properties
that two uncoupled signals, having orthogonal field con-
figurations, can propagate with the same propagation
properties constituting a very attractive structure for
OMT common ports. The two signals are associated with
the TE10 and TE01 modes whose fields are represented in
Fig. 8 showing a behavior the same as that of the standard
waveguide fundamental mode. It is important to note that
the single-mode bandwidth (or, in this case, more properly
the double-mode bandwidth) of the square waveguide is
less than half that of the standard waveguide, since the
cutoff frequencies of both TE11 and TM11 are a 21/2 factor
greater than those of TE10 and TE01. However, in struc-
tures with certain symmetries, these the first higher-order
modes are not excited, so that the bandwidth can be
increased in practice.

2.4. Circular Waveguide

The circular waveguide is another structure of interest
because, like the square waveguide, it has very useful
properties in use as a common port in OMTs.

y

b

a

x

E H

Figure 7. Rectangular waveguide: field configuration of the TE10

mode.
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Figure 8. Square waveguide: field configuration of the TE10 and
TE01 modes.
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For the circular waveguide the same considerations
given for the rectangular waveguide with respect to the
non-TEM features of the fundamental mode are valid.
While the square waveguide is better suited to feed
pyramidal horns [8], the circular waveguide is better
suited to feed circular horns [9] or corrugated circular
horns [10]. The EM field propagation and configuration in
a circular waveguide are often schematically represented
as sketched in Fig. 9.

Similar to the rectangular waveguide, in a circular
waveguide microwave energy is able to propagate if the
cutoff condition is satisfied. In a circular waveguide the
transverse eigenvalue generic expressions for the TE (h)
case and the TM(e) case are different:

kh
t;mn¼

p0mn

R
; ke

t;mn¼
pmn

R
ð16Þ

In these formulas pmn and p0mn are the nth zero of the
mth-order Bessel function of first kind J and its derivative,
respectively. New indices e and h are introduced here for
the sake of brevity; the index indicates the longitudinal
field component, which differs from zero, that is, Hza0 for
TE modes (thus h) and Eza0 for TM modes (thus e). These
zeros are obviously independent of frequency and geome-
try and are known and tabulated. The cutoff condition, the
cutoff frequency, and the propagation constant for the e
and h modes in a circular waveguide are again given by
the same rectangular case formulas (11)–(13) with the
position kt;mn¼ kh

t;mn and kt;mn¼ ke
t;mn.

Also the propagation factor has the same expression

e
�jkh

mnZ ðe
�jke

mnZ Þ, according to the direction of propagation
7z of the wave and the mode type, TE (TM). Each wave is
associated with a complex coefficient, which varies, in
general, between TEmn and TMmn modes; for instance, a
TEmn wave propagating in the þ z direction is character-

ized by a factor ah
mne

�jkh

mnZ . Finally, to obtain the total field,
we have to consider the transverse dependence whose
analytical expression in circular waveguide is given as
follows:

For the TEmn mode

Emn¼
m

r
Jm kh

t;mnr
� �

Vh
mn sinðmjÞþHh

mn cosðmjÞ
	 


ur

þ
@

@r
Jm kh

t;mnr
� �

Vh
mn cosðmjÞ �Hh

mn sinðmjÞ
	 


uj

Hmn¼Yh
mnuk�Emn �

ke
t;mn

� �2

jom Jm kh
t;mnr

� �

� Vh
mn cosðmjÞ �Hh

mn sinðmjÞ
	 


uz

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð17Þ

and by
For the TMmn mode

Hmn¼
m

r
Jm kh

t;mnr
� �

Ve
mn cosðmjÞ �He

mn sinðmjÞ
	 


ur

�
@

@r
Jm ke

t;mnr
� �

Ve
mn sinðmjÞþHe

mn cosðmjÞ
	 


uj

Emn¼Ze
mnHmn�uk �

ke
t;mn

� �2

joe Jm ke
t;mnr

� �

� Ve
mn sinðmjÞ þHe

mn cosðmjÞ
	 


uz

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð18Þ

In these expressions Yh
mn¼ ðk

h
mn=omÞ is the TE field

admittance, Ze
mn¼ ðk

e
mn=oeÞ is the TM field impedance,

and uk is the unit vector associated with the direction of
propagation (uk¼7uz ). The V and H coefficients may be
regarded to as normalization constants associated with
one of the two independent polarization states in which
each circular waveguide mode can exist, for m40; if m¼ 0,
a unique polarization state does exist for each mode
because the field is independent of the azimuth coordi-
nate. In the case of the fundamental TE11 mode, V and H
may be interpreted as vertical and horizontal, associated
with the direction of the electric field vector. The V and H
field configurations are shown, respectively, in Figs. 10
and 11.

The fundamental TE11 mode is associated with approxi-
mately p011¼1.841. The single-mode bandwidth for the
rectangular waveguide does not depend on geometry, in
contrast to the rectangular case, but it is fixed; the first
higher-order mode is the TM01 having approximately p01

¼ 2.405. The ratio between the cutoff frequencies of the
TM01 and the TE11 modes equals the ratio of the asso-
ciated zeros, so we have f e

c01¼ 1:3f h
c11, characterizing the

bandwidth. Properties given by symmetric structures to
produce, in practice, a larger bandwidth also exist in the
circular waveguide, similarly to the square waveguide; in
fact, we are interested mainly in circular waveguide
structures having discontinuities only in the radial direc-
tion, implying that the first excited higher-order mode is
the TM11 mode having p11¼ 3.832 and giving a fractional
bandwidth of about f e

c11=f
h
c11¼ 2:08.

For the same reasons regarding the TE10 and TE01

modes in a square waveguide, the properties of the V and
H polarizations of the TE11 mode (which we will refer to as
TE11v and TE11h) are very attractive for the common-port
modes of OMTs.

y

x z

R

��

Figure 9. Circular waveguide: geometry.
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3. PRACTICAL CONFIGURATIONS OF
ORTHOMODE TRANSDUCERS

Different models of orthomode transducers have been
developed, each matching a set of practical requirements,
mainly electromagnetic requirements (return loss, ohmic
losses, isolation, operative bandwidth) and mechanical/
economical requirements (low cost, easy fabrication, easy

interfacing with devices to which they are connected).
Basic configurations will be shown in the subsequent
sections.

We must note the importance of numerical methods
in the computer-aided design of such devices. Many of
these methods exhibit distinct features and have been
developed through the increasing processing power of
modern computers. Among these methods, in parti-
cular three are very useful in the design of the OMTs
presented here—the finite-difference time-domain
method (FDTD), the finite-element method (FEM),
and the mode-matching (MM) method, each of which
are only briefly introduced at this point. These three
methods are particularly useful in solving electromag-
netic boundary value problems in closed domains as in
the case of OMTs.

The FDTD method is based on the finite-difference
approximation applied directly to the differential form of
Maxwell equations in the time domain and operating on a
rectangular elementary cell-based mesh subdividing the
entire domain of analysis. To give sufficient accuracy,
these elementary cells should be small with respect to
the minimum wavelength of the spectrum of the signal
exciting the EM field. Also, the time elementary step,
approximating the differential part of the derivative with
respect to time in Maxwell equations, must satisfy certain
constraints; specifically, it must be smaller than the ratio
between the elementary cell dimension and the light
velocity in the medium. Information regarding the bound-
ary conditions, including the excitation signal, is the final
requirement. FDTD leads directly to the solution with no
matrix inversion; however, it is a bit time-consuming.
Also, if the analysis is in the time domain, it is never-
theless possible to obtain frequency-related parameters,
which in many cases are much more useful, using the fast
Fourier transform algorithm.

FEM is actually a frequency-domain method also based
on a discretization of the domain under analysis but giving
more flexibility than FDTD in choosing the element cells,
which may be of different shape and also within a single
domain. This flexibility in the discretization is obtained at
the expense of a more complex electromagnetic formula-
tion. When boundary conditions are imposed, the EM
problem becomes an algebraic linear system of equations
that must be solved using conventional linear system
methods. Since the system is sparse, very efficient solvers
can be applied.

MM is a frequency-domain method based on the
analytical field expansion into eigenfunctions in the
region under analysis, leading, when boundary condi-
tions are imposed, to an algebraic linear system, requir-
ing in the solution the inversion of matrices that are
quite full.

Nevertheless, when the geometry of the problem
is simple, it is possible to describe it in terms of a cascade
of waveguide sections (rectangular, circular, or
coaxial), in which the solution of the Maxwell equations
are known analytically, MM is perhaps the most
suitable method, giving low calculation time and very
high accuracy and requiring very low computation
resources.
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Figure 10. Circular waveguide: field configuration of the TE11v

mode.
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Figure 11. Circular waveguide: field configuration of the TE11h

mode.
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3.1. Coaxial-Cable-Coupled OMT

A very easy-to-fabricate and low-cost OMT is shown in
Fig. 12. It is formed by the junction of two coaxial cables
whose inner conductors intersect a circular waveguide
section, where the axes of all three guiding structures
are mutually orthogonal, with the coaxial external con-
ductors electrically connected to the circular waveguide
wall. On one side the waveguide is typically short-circuited
by a metallic plane, while the common port is located on
the other side and the two orthogonal modes TE11v and
TE11h, associated with ports 1 and 2, respectively, can
propagate. Inside the waveguide, the inner conductor of
each coaxial cable is typically a quarter-wavelength long,
and the distance of these cables from the waveguide short
circuit is also about a quarter-wavelength. A square wa-
veguide can replace the circular waveguide without chan-
ging the basic properties of this kind of OMT.

The ideal scattering behavior is given by the matrix (1),
while the principle of operation is described in the follow-
ing text. By the physical laws of the electromagnetic
interaction between fields and their sources, in free space
an electrical dipole radiates a field having an electric field
that is oriented in the same general direction as the dipole
with the property that in the far-field region the radial
component tends to zero. In a bounded region, as in a
waveguide, the situation is analogous; in the case of this
OMT, if we consider the TE11v mode (port 1) by the
symmetry of its field configuration, we can note that it
has a global resultant electric field that is directed verti-
cally; thus it couples to the coaxial cable associated with
port 3, with its inner conductor behaving as a vertical
dipole; on the contrary, this field configuration ideally
induces no currents on port 4, resulting in no field
coupling between ports 1 and 4. By analogy, the TE11h

mode (port 2) couples to port 4 and does produce ideally no
field excitation in the coaxial cable of port 3. If we assume

perfect matching at the four ports and no coupling be-
tween ports 1 and 2 and between ports 3 and 4, we account
for all the entries of the scattering matrix. This is, of
course, ideal and untrue. It is very difficult to obtain
perfect matching at all ports of this junction; a realistic
value for measured junctions is sii o(� 15,� 20)dB, and
only if some matching elements, such as steps in a circular
guide, are used, and this in a bandwidth no greater than
10–15%. Regarding the isolation between the uncoupled
ports, we note that the azimuthal symmetry of the struc-
ture is of very high importance, avoiding the excitation of
higher-order spurious modes, which results in a sensitive
degradation of all the performance and a reduction in
bandwidth. To be more precise, of prime importance is the
symmetry with respect to the two polarization planes,
which are the planes defined in the common-port wave-
guide by the field polarization of the two fundamental
modes and the waveguide axis. In this case the structure
configuration breaks the symmetries in the region of
interaction with the coaxial cables, leading to severe
performance degradation. On the other hand, one should
observe that the presence of the short circuit does not
violate any symmetry; it totally reflects only the incident
mode without exciting any higher-order one.

3.2. Microstip-Line-Coupled OMT

A more practical and widely used OMT device is shown in
Fig. 13. It is formed by the junction of two microstrip lines
on a common substrate, with the strips intersecting at 901
angles each other, as described in Section 3.1. Also, in this
OMT the lines enter normal to the waveguide axis by the
waveguide wall. The microstip line is typically enclosed in
a metallic box connected electrically to the waveguide
wall; the lower side of this metallic box constitutes the
microstrip ground plane, although in the region inside the
waveguide the ground plane is usually removed to ensure
conditions more favorable for optimum coupling. Also in
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Figure 12. Coaxial-cable-coupled OMT: basic configuration.
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Figure 13. Microstrip-line-coupled OMT: basic configuration.
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this configuration one side of the waveguide is typically
short-circuited by a metallic plane while on the other side
the two orthogonal modes TE11v and TE11h, associated
with the ports 1 and 2, respectively, can propagate. The
usual quarter-wavelength section is used in this case also,
for both the length of the strips inside the waveguide and
their distance from the short circuit (dþh in Fig. 13), with
care taken to consider the right wavelength. In the first
case it is the wavelength in the microstrip; in the second
case there is an appropriate combination, according to the
lengths d and h of the respective regions, of the wave-
lengths in the waveguide both without and with the
dielectric. A square waveguide can replace the circular
waveguide without changing the basic properties of this
type of OMT.

Regarding performance, we note that the optimization
of the transition between a microstrip and a waveguide is
currently a hotly debated point in scientific research. This
is because this structure is used heavily in the front end of
the receivers of the satellite TV broadcasting, directly
connected to the horn feeding the 80-cm–1.2-m parabolic
antenna on residential rooftops. In fact, satellite TV
broadcasting uses, for each frequency band, two channels,
V and H, differing only for the polarization, thus requiring
an OMT to separate these two channels in the receiver.

Even if, in this case, the lack of symmetry with respect
to the polarization planes does not provide high perfor-
mance and broadband operation, this configuration never-
theless has two major advantages with respect to the
coaxial cable configuration:

* It is very easy to fabricate matching networks with
the present state-of-the-art microstrip technology
using both lumped and distributed elements.

* It is very easy to accommodate on a microstrip the
active circuitry to efficiently process the incoming
radiofrequency signal, which requires low noise am-
plification as one of the first steps in preventing
degradation of the signal-to-noise ratio. On a single
microstrip card of a few centimeters, we can have the
OMT part, matching networks, low-noise amplifiers,
mixers, and other parts, with built-in hybrid micro-
wave integrated circuit technology, so that the output
signal from the microstrip is at such a low frequency
that it can be transmitted through meters and meters
of common TV coaxial cables for connection to the TV
set without appreciably degrading the quality of the
signal itself.

The principle of operation is basically the same as
discussed in Section 3.1, with the coupling between
TE11v mode (port 1) and strip v (port 3) and between
TE11h mode (port 2) and strip h (port 4), thus providing the
same ideal scattering matrix representation as shown
in (1).

Regarding nonidealities, typical performance of this
type of OMT in a 10–15% band exhibits a minimum
of 15–20 dB return loss, a limit of 25–30 dB isolation
between the various ports, and losses of a few tenths of
a decibel.

3.3. Sidearm-Coupled OMT

A very widely used OMT is the one shown in Fig. 14, which
we refer to as the sidearm-coupled OMT. It is developed
entirely in the waveguide, a solution adopted when high
performance (typically, return loss 420 dB, isolation
430 dB, losses o0.2 dB) is desired. However, because of
the asymmetry of the structure, the operative bandwidth
is theoretically limited, in the square waveguide case, to
the cutoff frequency fc11 of the TE11/TM11 modes, giving a
relative fractional bandwidth of about ðfc11 � fc10Þ=
ðfc11þ fc10Þ=2¼ 34%, where fc10 indicates the fundamental
TE10 cutoff frequency. The version shown in Fig. 14 is
based on the H-plane side coupling; an E-plane side
coupling version also exists (see Fig. 15).

The H-plane side is associated with either of the two
walls of the waveguide normal to the H plane, while the E-
plane side is associated with each of the other two walls
normal to the E-plane; for example, in the case of a TE10

single-mode standard waveguide with a¼2b, the H-plane
sides are the walls associated with b while the E-plane
sides are the ones associated with a. In both versions the
common port and one of the rectangular single-mode ports
are coaxial and the side port is orthogonal to them; this
means that the structure exhibits geometric symmetries
corresponding to very important electromagnetic proper-
ties that are of prime relevance in the proper operation of
this type of OMT.

The H-plane sidearm-coupled OMT functions as fol-
lows. A vertically polarized TE10 wave (port 1) originating
from the common port and crossing the side waveguide
(port 4) excites, in this port, higher-order modes that, by
symmetry, are TE(m)(2nþ 1) TM(mþ 1)(2nþ 1), where m and n
are integers. If this waveguide, in the operative band, is
single-mode, the fundamental TE10 mode is not excited,
thus resulting in the TE10 mode from the common port
perceiving the side waveguide as a reactive load and no
active power transfer between ports 1 and 4. On the other
hand, traveling forward to port 3, this mode does excite a
particular subset of modes, depending on the symmetries
(E-plane, H-plane, or both), containing in any case the
fundamental TE10 mode of port 3, which usually is a
single-mode waveguide also in the operative band.

In the other case, the common-port horizontally polar-
ized TE01 mode (port 2) does produce in port 4 a subset of
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Figure 14. H-plane sidearm-coupled OMT: basic configuration.
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modes [TE(m)(2n) TM(mþ1)(2nþ 2)] which, compatible with
TE10 excitation, allows coupling between ports 2 and 4. On
the other hand, port 3 behaves like a reactive load with
respect to this common-port polarization, inducing a field
expansion in modes [TE(2m)(n) TM(2mþ2)(nþ 1)].

The E-plane sidearm-coupled OMT obviously exhibits
similar behavior but the electromagnetic coupling is of a
different nature. If we again consider a vertically polarized
TE10 wave (port 1) originating from the common port and
crossing the side waveguide (now port 3), in this port it
excites higher-order modes, which, when the a dimension
of the side waveguide equals the side of the square of the
common port section, are TE1(n) and TM1(nþ 1), where m
and n are integers. If this waveguide, in the operating
bandwidth, is single-mode, then only the fundamental
TE10 mode can propagate. On the other hand, geometric
symmetry implies that, if the a dimension of the through
waveguide equals the side of the square common-port
section, the modal expansion in port 4 is of the TE0(2nþ1)

type, not including this port fundamental TE10 mode. Thus
the mode of port 1 perceives port 4 as a reactive load and
active power transfer is allowed only between port 1 and
port 3. The behavior of a horizontally polarized TE01 wave
(port 2) in the E-plane sidearm-coupled OMT is essentially
the same as that of the vertically polarized TE10 wave (port
1) in the H-plane sidearm-coupled OMT, also if the electro-
magnetic interactions between the ports are slightly dif-
ferent; that is, the side port is a reactive load and the active
power from port 2 is coupled only to port 4.

Summarizing, because of the numbering unique to each
port, these two kinds of OMT once again have the same
ideal scattering matrix representation, as given in (1). In
some applications this version of OMT is used with the
common port in circular waveguide, basically exhibiting
the same properties and performance, only giving a better
mechanical interface when feeding, for example, a circular
horn.

3.4. Finline-Based OMT

To enlarge the bandwidth (30–40%), an improved version
of the OMT described in Section 3.3, with only a small
performance degradation (typical values are 15 dB return
loss, 30 dB isolation, and 0.5 dB loss), is obtained by

introducing a shaped metallic septum that constitutes in
the common waveguide a tapered finline, coupled by a
finline 901 E-plane band to the sidearm waveguide. This
type of OMT [11], shown in Fig. 16, takes advantage of the
finline waveguide properties. The single-mode bandwidth
of a finline is a bit greater than that of the standard
waveguide, depending essentially on the width between
the ridges. Another feature of primary importance for the
operation of the derived OMT is the fact that the electro-
magnetic field energy is concentrated increasingly in the
region between the ridges, as this becomes smaller and
smaller.

The principle of operation of the finline-based OMT is
quite simple. A vertically polarized TE10 wave (port 1)
coming from the common port is not perturbed by the
presence of the metallic septum if its thickness is small
with respect to the waveguide dimensions. The side
waveguide can be seen as a reactive load because, by the
H-plane symmetry of the problem, in this waveguide,
which by assumption is single-mode in the OMT operative
bandwidth, only the evanescent TE(2m)(n), TM(2mþ2)(nþ 1)

modes, with m and n integers, are excited. Thus the port
coupling active power with port 1 is port 3.

In the other case, a horizontally polarized TE01 wave
(port 2) originating from the common port is even more
confined in the region closed to the gap between the finline
center conductor as this gap becomes thinner. Approach-
ing the sidearm junction, the curvature of the gap drives
the electromagnetic energy to port 4, which propagates
with a gradual transformation between a finline mode (in
the region close to the junction) to a pure rectangular
waveguide TE10 (in the region close to port 4). Regarding
the coupling with the other port, the common-port
TE01 mode, approaching the discontinuity, excites in port
3 a reactive field given (in this case we have E-plane
symmetry) by the superposition of evanescent TE(m)(2nþ1),
TM(mþ 1)(2nþ 1) modes.

As a final consideration, we have an ideal scattering
matrix for the finline-based OMT given by (1).

3.5. Dual-Junction-Based OMT

When higher performance levels are required in a broad
band, an OMT with geometric symmetries on both E and
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Figure 16. Finline-based OMT.
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Figure 15. E-plane sidearm-coupled OMT: basic configuration.
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H planes is required. One of the most commonly used
configurations of this type is the dual junction (Fig. 17),
from which the dual-junction-based OMT is derived. The
most important property responsible for its excellent
electromagnetic behavior is that its dual-plane symmetry
avoids excitation of the TE11 and TM11 modes, the first
higher-order modes, and the most critical regarding per-
formance degradation.

The dual-junction OMT consists of a common port,
typically a square waveguide, coupling to two 901 lateral
waveguides and two directly facing waveguides; the latter
are obtained by simply splitting the common waveguide by
means of a metallic septum.

To ensure high performance levels, the septum is shaped
relative to the region of the side branches (Fig. 17) and to
even further improve bandwidth and performance, two
wire posts are placed in the center of the side waveguides
parallel to the principal side.

The behavior of the dual-junction OMT is thus quite
simple and partially analogous to that of, the E-plane
sidearm-coupled OMT.

A vertically polarized TE10 wave (port 1) incident from
the common port basically doesn’t feel the presence of the
metallic septum and is reactively loaded by port 4 (ports
4a and 4b), thus coupling with port 3 (ports 3a and 3b).
This may be explained by noting that, because of the dual-
plane symmetry, the modes excited in the discontinuity
region of the waveguide intersection must have the same
index parity of the excitation mode, namely, TE(2mþ 1)(2n),
TM(2mþ1)(2nþ 2), where m and n are integers. It is worth
stressing, as mentioned above, that this modal subset does
not contain TE11 and TM11 modes having, in the common-
port square waveguide, cutoff frequencies a factor 21/2

greater than in the fundamental mode. Furthermore, in
the side waveguides this modal subset corresponds to a
superposition of TE(2m)(n), TM(2mþ 2)(nþ 1) modes, not in-
cluding the TE10 mode, and providing rationale for the
reactive coupling given by the side waveguide to this
polarization.

On the contrary, a horizontally polarized TE01 wave
(port 2) incident from the common port basically perceives
port 3 (3a and 3b) as a reactive load, exciting by symmetry
TE(2m)(n), TM(2mþ2)(nþ 1) modes. This polarization is dri-
ven by the particular shape of the upper part of the

metallic septum to port 4, in which the above mentioned
modal expansion corresponds to an appropriate super-
position of TE(2mþ 1)(n), TM(2mþ 1)(nþ 1) modes, including
the TE10 mode and allowing ports 2–4 coupling.

To ensure a canonical OMT configuration, ports 3a and
3b, as well as ports 4a and 4b, must be combined to give a
standard waveguide access to the OMT. If this appears
quite simple for ports 3a and 3b by means of a stepped
transformer, this is a bit more complex (and this is a
consistently encountered drawback of this OMT) for ports
4a and 4b requiring E-plane or H-plane bends (or both)
and a carefully designed combiner.

Typical performance levels for this OMT are 420 dB
return loss and 435 dB isolation over a bandwidth ap-
proaching the B40% standard waveguide bands.

4. EXAMPLE DESIGN OF A DUAL-JUNCTION-BASED OMT

To give the reader a clearer idea of practical applications,
in this example we present a 20% band OMT operating at
30 GHz for a radio astronomy receiver, developed, built,
and measured at the Institute of Radioastronomy of the
Italian National Research Council.

The design is based on the dual junction with no posts
and a triangle-shaped septum.

The prototype OMT, shown in Fig. 18, was fabricated
by using aluminum material and then gold-plated with an
approximate global dimension of 5 cm for the side cube.
The sidearms are recombined through H-plane bends and
a stepped combiner.

Figures 19 and 20 show the high performance levels of
the overall OMT in comparison with the expected results
for the standalone dual junction obtained by simulations
with FEM-based commercial software.

In Fig. 19 the simulated reflection coefficient of the
vertically polarized TE10 wave (port 1) of the dual-junction
common port is shown together with the measured data of
the corresponding measurement of the overall OMT and
one of the coupled ports (V port¼port 3).

Figure 20 shows analogous parameters of the horizontal
polarization: the simulated reflection coefficient of the hor-
izontally polarized TE01 wave (port 2) of the dual-junction
common port, the measured data of the reflection coefficient
of the same wave in the operative complete configuration
and that in the coupled port (H port¼port 4), which is the
recombination of the side arms (4a and 4b).

It is worth noting the accuracy of the numerical method
by comparing simulations with measured data; the dual-
junction behavior is accurately predicted by the software,
and the differences between the curves are due to the
other components (bends, stepped transitions, combiner),
which have been designed with much higher performance
levels than in the dual junction itself. Thus the overall
OMT has an oscillatory behavior of electromagnetic
features across an approximately mean-value curve cor-
responding to dual-junction performance, according to
in-phase or out-of-phase combinations of the scattered
field, due to the different electrical lengths produced by
changing the frequency.

3a

3b

4b

4a

1

2

Metallic posts

Metallic 
septum

Figure 17. Dual-junction-based OMT.
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These curves are, however, below �20 dB, with a mean
value of approximately �25 dB, in a 20% band centered at
30 GHz. Losses were measured to be o0.4 dB for the
vertical channel (ports 1–4) and o0.8 dB for the horizontal
channel (ports 2–3).

5. POLARIZERS

Polarizers change the EM field polarization from linear to
circular. They have, as do OMTs, three physical ports and
may be represented with four electrical ports, as shown in
Fig. 21, with two single-mode ports 3,4 and two ports 1,2
at the common physical port. In free space, a deterministic
(nonrandom) monochromatic field has, in general, a trans-
verse elliptical polarization. In frequency-domain phasor
notation, in a generic point of the space, the elliptical
polarization may be fully characterized by two complex
orthogonal vectors with different amplitude and phase p
and q, which are normal to the direction of propagation
associated with a unit vector z. The main physical mean-
ing of this is that any elliptical polarization may be
obtained as the superposition of two phase-shifted and
orthogonal linearly polarized fields. In particular, when
the phases of p and q are equal, we have a linearly
polarized field in a particular direction depending on the
amplitude relation between p and q. When p and q have
the same amplitude and are 901 phase-shifted, we have a
circularly polarized field, where the tip of the electric field
describes a circumference as time varies.
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Figure 19. Dual-junction-based OMT: V-channel reflection coef-
ficients.
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Figure 20. Dual-junction-based OMT: H-channel reflection coef-
ficients.

(a)

(b)

Figure 18. Dual-junction-based 30 GHz OMT: side view (a):
common-port view (b). (Courtesy of the Institute of Radioastro-
nomy of the Italian National Research Council.)

Common port(s) Single-mode ports

Polarizer 3(L)

4(R)

1(x)

2(y)
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Figure 21. Polarizer schematic.
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If the wave travels toward z and

p�q

jp�qj
¼ z ð19Þ

then two independent circular polarization states are
possible.

A right-hand circular polarization (RHCP) is obtained
when the phase shift is as follows:

argðpÞ � argðqÞ¼90� ð20Þ

We have a left-hand circular polarization (LHCP) if

argðpÞ � argðqÞ¼ � 90� ð21Þ

Once again suggesting Ref. 5 for a more in-depth treat-
ment on field polarization, from a polarizer perspective, it
is important to highlight the following properties of cir-
cular polarization:

1. Any deterministic and monochromatic field polari-
zation may be obtained as the superposition of two
independent circular polarizations: one LHCP and
the other RHCP.

2. Waveguide circular polarizations (both LHCP and
RHCP) are easy obtained in both circular and square
waveguides by the superposition of the two funda-
mental modes, TE11v and TE11h in the circular wave-
guide, and TE10 and TE01 in the square waveguide,
with the same amplitude and 901 phase-shifted.

Property 1 ensures that the polarizer can process any
deterministic and monochromatic field configuration with-
out any lack of representation, while property 2 basically
allows us to adopt the same schematic notation used for
OMTs, associating the ports of the common inputs 1 and 2
with the fundamental modes in the related waveguide:
TE10 and TE01 in the square waveguide and TE11v and
TE11h in the circular waveguide, respectively.

Thus, for an ideal polarizer, referring to the sketch in
Fig. 21, the scattering matrix is given by the following
expression:

S¼ 2�ð1=2Þ

0 0 1 ejðp=2Þ

0 0 ejðp=2Þ 1

1 ejðp=2Þ 0 0

ejðp=2Þ 1 0 0

2
666664

3
777775

ð22Þ

We can see that it is matched at all the ports, with the
diagonal elements of S equal to zero. From the third
column of S we conclude that the power incident at the
single-mode port 3 comes out 3 dB down from port 1
(x polarization) and port 2 (y polarization), with the
x-polarization 901 retarded with respect to the y polariza-
tion, meaning that, as the outward travel of the wave is
z-directed, a pure LHCP is excited at the common port.
From the fourth column we see analogously that, because
this time the x polarization is retarded 901 in advance with

respect to the y polarization, at the common port a pure
RHCP is excited.

Regarding the incident signals from the common port,
it is more instructive to proceed in the following manner. If
a pure LHCP polarization impinges on the common port,
we can say that port 1 (x polarization) phasor is 2� (1/2)

while port 2 (y polarization) is 901 retarded with a phasor
2� (1/2)e� j(p/2). Thus, multiplying the scattering matrix by
the incident vector associated with a common port incom-
ing LHCP with unit power, we have

2�ð1=2Þ

0 0 1 ejðp=2Þ

0 0 ejðp=2Þ 1

1 ejðp=2Þ 0 0

ejðp=2Þ 1 0 0

2
6666666664

3
7777777775

2�
1
2

1

ee�jðp=2Þ

0

0

2
6666666664

3
7777777775

¼

0

0

1

0

2
6666666664

3
7777777775

ð23Þ

meaning that all the power comes from port 3, as expected
by polarizer reciprocity. If the common-port incident wave
is a unit power RHCP, we obtain analogously

2�ð1=2Þ

0 0 1 ejðp=2Þ

0 0 ejðp=2Þ 1

1 ejðp=2Þ 0 0

ejðp=2Þ 1 0 0

2
6666666664

3
7777777775

2�
1
2

e�jp=2

1

0

0

2
6666666664

3
7777777775

¼

0

0

0

1

2
6666666664

3
7777777775

ð24Þ

confirming this time that RHCP is coupled to port 4.
Except for the channel crosstalk of the isolation OMT

parameters of Table 1, all the other parameters are also
meaningful for polarizers.

There is an additional parameter useful in describing
polarizer nonidealities: the axial ratio (AR); that is the
ratio, usually expressed in decibels, between the major
and the minor axis of the polarization ellipse [thus
0 � AR ðdBÞo1] of the elliptical polarization generated.

From an operative perspective, commonly used devices
may be divided in two groups: double polarization conver-
sion polarizers and septum polarizers.
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5.1. Double-Polarization Conversion Polarizers

These devices are divided in two sections: a first section
that converts two circularly polarized signals (LHCP,
RHCP) in two linear and orthogonal polarizations (V, H)
within a single common waveguide and an OMT (second
section) of the already analyzed type, which splits the two
linear polarizations into two separate waveguides.

Because we have already discussed OMTs, we will
discuss only the first section, which is referred to as a
differential phase shifter (DPS) because it introduces a 901
differential phase shift between the two fundamental
modes.

A differential phase shift is given by the difference
between two phase delays associated with each wave
traveling from the input to the output of the device. As
mentioned previously, 901 is the ideal differential phase
shift of interest in the case of polarizers.

Operation of a DPS is shown in Fig. 22. If we assume
that a structure exists having the property of introducing
a 901 phase shift difference between an y-polarized signal
and an x-polarized signal traveling from the input to the
output port, it consequently transforms a LHCP signal
incident at the input port in a linearly polarized, vertically
directed (V, j¼ 451) one, while converting a RHCP signal
into a linearly polarized, horizontally directed (H, j¼
� 451) one, so that the two linear polarizations are ortho-
gonal. These two linear polarizations V and H are asso-
ciated, respectively, with the single-mode ports 3 and 4 of
the OMT, so the scattering matrix of the resulting polar-
izer is the one given in (22).

If the ports are circular waveguides, there is no need to
use any other device to complete the polarizer configura-
tion using one of the OMT configurations shown earlier,
but if the ports are square, a waveguide transition has to
be used that rotates the square exactly 451 from input to
output, by maintaining the same H or V direction of
polarization. This transition from a square to a 451-rotated
square may be obtain by smooth tapering (Fig. 23) or by an

abrupt junction, eventually with a circular section to
improve performance.

Three of the most commonly used DPS configurations
are shown in Fig. 24, in which the coordinate system is
congruent with the one shown in Fig. 22. A simple
rectangular waveguide (Fig. 24a) is an elementary DPS
provided both the TE10 and the TE01 modes propagate.
The polarization with the lower cutoff frequency has a
greater propagation constant, so the phase shift between
the two waves can be 7901 with an appropriate choice of
the rectangular section length. An analogous circular
waveguide port DPS can be obtained, as an optimum
solution, with an elliptical waveguide section. This type
of DPS is very simple, but in practice a differential phase
shift close to 901 can be obtained only in a narrow band.

z

y

x H

V

Figure 23. Square to 451-rotated square transition.

Square (circular) waveguide region 
circular polarization

Square (circular) waveguide region 
linear polarization

DPS region

LHCP

RHCP

V

Hx

y

z

Figure 22. Differential phase shifter electro-
magnetic behavior.
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An enlargement of the bandwidth may be obtained if
we place an on-axis dielectric septum parallel to one of the
two fundamental field polarizations (and orthogonal to the
other) in a square (Fig. 24b) or circular waveguide. We
obtain a DPS because the parallel component has a
propagation constant greater than the one of the other
polarization, obtaining again a 7901 differential phase
shift by appropriate selection of the longitudinal length
(z direction) of the septum.

However, the optimum solution for a DPS, with a broad
band and without the problems encountered with by
dielectric materials (losses, mechanical interfacing, etc.),
is the two-wall corrugated waveguide (Fig. 24c), which
has an analogous configuration in circular waveguide
using very thin elliptic section, more practically approxi-
mated by two transverse straight ridges, placed at 1801
angles to each other, which partially fill the circular
waveguide. The vertical x polarization, normal to the
corrugations, has a propagation constant that is greater
than the horizontal one, so in this case 7901 differential
phase shift is also given by accurately designing the
corrugation geometry. The dispersion characteristic (i.e.,
variation of the propagation constant with frequency)
properties of the two polarizations give a very good
flatness in the axial ratio curve with frequency, with
two points at AR 0 dB very close in the frequency band,
allowing the design of dual-band very-high-performance
polarizers as well as broadband high-performance polar-
izers; in fact, the typical 40% standard waveguide band
may be easily obtained by using these devices with an
axial ratio below 1 dB.

5.2. Septum Polarizers

At the expense of a reduced operating bandwidth, a much
more compact and simpler solution than any double-
polarization conversion device is the septum polarizer,
which is most commonly used in its square waveguide
configuration (Fig. 25), but that exists also in circular,
showing, in both cases, bandwidths of B12–15%.

This device can be called a ‘‘true’’ polarizing microwave
junction, as the asymmetric triangular section performs
the full double task, at least ideally, of differential phase-
shifting the x and y polarizations of the common port and
dividing, at the same time, the two recombined linear
polarization signals into two separate waveguides.

Consider, for example, the RHCP signal in Fig. 26,
whose principle of operation is as follows. The vertical (� x
in this case), polarization is not affected by the presence of
the septum and travels almost unperturbed, dividing in
the single-mode ports at 3 dB and in phase (with respect to
the x direction); this is schematically shown in the right
part of the RHCP sketch of Fig. 26. On the contrary, the
shaped metallic septum significantly perturbs the propa-
gation of the horizontal polarization (� y in this case),
causing electric field diffraction at the edge of the septum
(left part of RHCP sketch in Fig. 26). Moreover, the field
diffraction and the different propagation constant cause
this � y polarization to travel more slowly, thus retarding,
ideally, at an angle of 901 with respect to the other –x
polarization. This behavior is schematically given by the
successive dual chain of differently spaced field configura-
tions and produces an in-phase combination at port 4(R)
and an out-of-phase recombination at port 3(L) of the two
polarizations if the incoming signal from the common port
is RHCP, thus transferring its total power, ideally, to 4(R)
and producing a null output signal from 3(L).

Explanation of the LHCP case is analogous to the
difference that now the horizontal � y polarization travels
more slowly than the x polarization, thus retarding,
ideally, at an angle of 901 with respect to the x polarization
and producing a total power recombination at port 3(L)
and a null signal at port 4(R). The scattering matrix
representation of the septum polarizer, in the configura-
tion shown in Fig. 25, is again given by (22).

(a) (b) (c)

z

x

z z

y y y

Dielectric 
septum

x x

Figure 24. Differential phase shifter exam-
ples: rectangular waveguide (a), waveguide
with a dielectric septum (b), two-wall corru-
gated waveguide (c).

Shaped 
metallic 
septum

y

z

x3(L)

4(R)
1

2

Figure 25. Septum polarizer.
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6. EXAMPLE DESIGN OF A SEPTUM POLARIZER

As an example, the design of a septum polarizer,
developed, built, and measured at the Institute of
Radioastronomy of the Italian National Research Council,
is given in this paragraph. The device, operating at
6.7 GHz in a room-temperature receiver for radio astron-
omy, has to be connected to a circular corrugated horn on
one side and to a standard WR-137 waveguide-fed receiver
on the other side. Thus it has a common port in circular
waveguide and two single-mode ports in WR-137 rectan-
gular waveguide as shown in Fig. 27. In this case, because
the polarizing junction, formed by the metallic shaped
septum region, is better designed in square waveguide, a
circular to square-shaped transition has been designed.
Moreover, as the polarizing junction provides only B751
differential phase shifting, a two-wall corrugated wave-
guide providing 151 of further shifting, to obtain the

RHCP

LHCP

3(L)

3(L)4(R)

4(R)

xy

z
xy

zFigure 26. Septum polarizer electromagnetic
behavior.

Port 4(R)
WR137

Stepped
transformerPolarizing

junction

15° differential
phase shifter

Circular to
square
transition

Common
port

Port 3(L)
WR137

−z

y

x

Figure 27. Septum polarizer design at
6.7 GHz.

Figure 28. Septum polarizer at 6.7 GHz. (Courtesy of the
Institute of Radioastronomy of the Italian National Research
Council.)

3562 ORTHOMODE TRANSDUCERS



desired 901 one, is introduced. The last complication in the
design was the need to employ a stepped transition to
connect the polarizing junction to the WR-137 standard
waveguides.

The additional 151 could be achieved by carefully
optimizing the septum profile. This can provide a more
compact device, but having two separate components
leads to greater design freedom and easier manufacturing.

An aluminum, direct-machined device has been fabri-
cated on the basis of this design (Fig. 28) (the dimensions
are about 50� 30� 15 cm) and it was tested highlighting
very good results in the 13% bandwidth centered at
6.7 GHz (Fig. 29), with an axial ratio below 0.8 dB and
showing a very good agreement with expected results.
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OSCILLATOR DESIGN
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1. INTRODUCTION

The development of electronic oscillators was closely
related to the invention of the vacuum tube at the begin-
ning of the twentieth century. First oscillator circuits were
presented, for example, by Meissner, Hartley, Colpitts,
and the basic ideas for a theory of such circuits were
presented by Vallauri in 1917 [97]. In 1914 Zenneck
considered an oscillatory arrangement with an arc as
the active device and discussed nonlinear aspects of
electronic oscillators by means of an energy balance
equation. Unfortunately he did not derive the correspond-
ing differential equations for the currents and voltages. A
differential equation for a triode oscillator was presented
for the first time by van der Pol in 1920. His studies
became the starting point for a long series of research in
mathematics, physics, as well as electrical engineering on
oscillatory networks and systems. As a result a first
monumental monograph about this subject was published
by Andronov et al. [1] that included the essential aspects
of the theory of oscillatory circuits and systems where
these authors illustrated their theory by means of many
examples. At the same time Krylov and Bogoliubov [55]
published essential results on the analysis of oscillatory
circuits. Both groups started from the work of van der Pol
and used ideas and results from the work of the famous
French mathematician and physicist Henry Poincaré.
Short presentations of the history of these methods can
be found in Sanders and Verhulst [86] and Mathis [66].
Although the results of these Russian authors were dis-
cussed several times in the literature, most of them were
unknown to many researchers until the late 1960s. Maybe
this is one of the reasons why, in contrast to the linear
analysis of oscillatory circuits and systems, the details of
the nonlinear theory due to the abovementioned Russian
research groups were not included into a design theory of
oscillators. We will show in this article that the design of
oscillators can be clarified if their ideas are included.

2. FOUNDATIONS

2.1. Properties of Electrical Oscillators

In order to understand the difficulties related to electronic
oscillators, it is useful to discuss the main properties of the
behavior of such electronic circuits and consider some
aspects of its modeling. It is well known that the basic
behavior of an electronic oscillator should be characterized
as follows: [79]:

* Some voltages and/or currents should behave in a
periodic manner. The most essential shapes of the
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Figure 29. 6.7 GHz septum polarizer electromagnetic perfor-
mances.
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output can be sinusoidal, sawtooth, and square
waves.

* The oscillator frequency should be accurately deter-
mined.

* After a transient behavior the oscillator amplitude
should be accurately determined and independent of
the initial conditions.

* Perturbations of the oscillatory behavior in the
steady state should have died out after some transi-
ent behavior.

* The oscillatory behavior should not be destroyed by
parasitic circuit elements (structural stability).

From these qualitative properties the main features of
electronic oscillators can be extracted and serve as main
specifications:

* Oscillator frequency
* Oscillator amplitude
* Velocity of the startup and dying-out behavior

Obviously we have to add further properties if electronic
oscillators will be designed. The signal-to-noise ratio and
the stability of oscillator frequency and amplitude as well
as the distortions with respect to a desired waveform are a
few of these properties. Note that the basic behavior of
electronic oscillators cannot be realized or modeled by
using linear (time-invariant) circuits because these cir-
cuits have to be nondissipative (no Ohmic resistors are
included) if periodic behavior is desired. Therefore the
energy is conserved and their oscillatory amplitude de-
pends on the initial conditions. Furthermore these linear
(nondissipative) oscillator models are not structural stable
(see characterization of oscillators) because the periodic
behavior is destroyed by arbitrary small dissipative ele-
ments (e.g., Ohmic resistors). As a conclusion, mathema-
tical models of electronic oscillators have to be nonlinear.
In 1963 it was emphasized by Hale [40] that our knowl-
edge of nonlinear systems is still far from being complete
and only a few mathematical techniques are available to
analyze such models. Although intensive research activ-
ities have been carried out in this area since the early
1970s, many problems still have to be solved to obtain a
satisfying theory. Good illustrations of this statement can
be found in Guckenheimer’s discussion of the van der Pol
equation [38].

2.2. Oscillator Models

Although linear LC circuits without dissipation are not
suitable as a complete model for electronic oscillators, it is
useful to start with such a circuit and to introduce the
following changes:

* Compensation of the dissipation with negative resis-
tors or positive feedback

* Comparison of the oscillator amplitude with a pre-
scribed value in an implicit or explicit manner and
control the negative resistor or the feedback

It should be emphasized that compensation is a linear
technique whereas amplitude control by using parameter
variation is an inherently nonlinear technique. These two
steps can be described mathematically if we start from the
differential equation for an LC circuit with a rather small
resistor (dissipation)

ẍþ g .xþo2
0x¼ 0 ð1Þ

where g is proportional to the (positive) resistance. Using a
compensation technique the g will be canceled. For exam-
ple, this can be done by adding a negative resistor in series
(or parallel) to the positive resistor with the same amount
of resistance. If Eq. (1) is converted into the state space
form

.
x¼Ax by the notations x1 : ¼ x; x2 : ¼

.
x, it is easy to

see that application of a compensation technique results in
a pair of eigenvalues of A on the imaginary axis. In more
general cases the state space has a dimension
n42 following more than two reactances. Usually the
matrix A has at least one pair of eigenvalues beside other
eigenvalues with negative real parts. In Section 3.1 sev-
eral approaches are discussed that can be used to find a
set of parameters where a pair of eigenvalues with zero
real part occur. Furthermore it should be emphasized that
it is not necessary that we start with an LC circuit since it
is possible, for example, to realize inductors in an active
manner by means of resistors, capacitors, and (opera-
tional) amplifiers. In contrast to LC oscillators, these
kinds of oscillators are called RC oscillators [e.g., 74].
The first RC oscillator was presented by Heegner [43] in
1927; see also Sidorowicz [91] further references.

If the resistor or, in other words, g is controlled by the
state variables ðx;

.
xÞ, we get the following nonlinear differ-

ential equation:

ẍþ gðx; .xÞ .xþo2
0x¼0 ð2Þ

Special choices of the function g¼ gðx; .xÞ lead to certain
nonlinear oscillator models. In the next subsection this
problem is discussed by means of the Poincaré–Andronov–
Hopf theorem. As mentioned above, the van der Pol
equation (vdP) was the first model of an oscillator circuit.
The normalized version of this equation has the following
form (with normalized o2

0¼ 1):

ẍþ eðx2 � 1Þ
.
xþ x¼ 0 ð3Þ

Note that this differential equation is of the abovemen-
tioned form. We mention that another differential equa-
tion of a similar type is the Rayleigh equation (R) (with
normalized o2

0¼ 1):

ẍþ eð .x2 � 1Þ
.
xþ x¼ 0 ð4Þ

Unfortunately the equilibrium solution O : ¼fxðtÞ¼ 0jt 2 Rg

is the only solution that is known in exact terms.
All other solutions and especially the periodic solution
have to be calculated with perturbation methods. There-
fore we consider a modified differential equation (with
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normalized o2
0¼ 1)

ẍþ eðx2þ
.
x2 � 1Þ

.
xþ x¼ 0 ð5Þ

with a periodic solution xpðtÞ : ¼fxðtÞ¼ cos tjt 2 Rg, which
can be calculated in a simple manner. Obviously this solu-
tion is unique up to an additive phase j and the periodic
solution does not depend on the parameter e. An advantage
of this equation is that it can be interpreted very easily.
For this reason xp(t) is represented in the state space
ðx1 : ¼

.
x; x2 : ¼ xÞ as a circle. The state space representation

of Eq. (5) is

.
x1¼ � x2 � eðx2

1þ x2
2 � 1Þx1 ð6Þ

.
x2¼ x1 ð7Þ

Within this circle the (nonlinear) coefficient of the second
term in Eq. (5) is negative and outside the circle the
coefficient is positive. If this coefficient is constant both
differential equations correspond to the descriptive equation
of an LC circuit with linear damping that is an Ohmic
resistor. If we assume the (nonlinear) coefficient in Eq. (5) to
be constant for a moment, the first case corresponds to an
LC circuit with a negative resistor and the second case, to a
circuit with a positive resistor. From this heuristic point
view it is easy to interpret the global behavior of Eq. (5).
Although its solutions cannot be calculated analytically if
the initial conditions are prescribed within or outside the
circle xp, the qualitative behavior of the differential equation
follows from the analogy with an LC circuit with damping.
We find that the amplitude of every solution that starts
within the circle increases and approaches xp(t) as t-N. On
the other hand, the amplitude of every solution that starts
outside the circle decreases and approaches to xp(t) as t-N.
From a physical point of view the two-dimensional state
space of the differential equation (5) is decomposed by the
circle xp into two areas that have different meanings:

* The negative damping area (inner of the circle) where
energy is supplied to the system

* The positive damping areas (outer of the circle) where
energy is thrown away by the system

The periodic solution xp can be interpreted as a dynamical
equilibrium between the negative and the positive damp-
ing area. Stable periodic solutions of this kind are called
limit cycles [e.g., 47]. In contrast to limit cycles, a stable
equilibrium O is embedded in a positive damping area.
Both types of solutions are called steady-state solutions.
In Fig. 1 the state space and the steady-state solutions of
Eq. (5) are shown together with the damping area.

The physical situation of this rather special differential
equation is the typical case in two-dimensional state space
systems. In Fig. 2 we show the damping areas of the van
der Pol equation and of the Rayleigh equation, which
extend infinitely in the x2 and x1 directions, respectively.
Obviously it is clear why sinusoidal solutions are impos-
sible since the damping areas are not symmetric with
respect to the unstable zero solution point.

The parameter e can be interpreted as a measure of
deviation from the sinusoidal case. If e51, we have a
sinusoidal oscillator, which is discussed in the next sec-
tions. For large eb1, we obtain a relaxation oscillator that
is considered in Section 3.4. The latter case is much more
complicated from a mathematical point of view because
circuits of this kind have to be described by differential-
algebraic equations or analyzed by singular perturbation
methods (see, e.g., Mathis [66]). However, the design of
square-wave oscillators can be simplified if the transistors
are modeled as switches. Such models are piecewise
linear. In the case of sinusoidal oscillators an overall
model is available.

2.3. The Mandelstam–Papalexi–Andronov Oscillator Model

Although the simple oscillator equations in the last
section are very suitable for illustrating the physical

positive damping

negative damping

x2

x1

Figure 1. Negative damping area of the Rayleigh–van der Pol
equation.

R

vdP

x1

x2

Figure 2. Damping areas: vdP—van der Pol Equation,
R—Rayleigh equation.
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rationale of periodic steady-state solutions, a more exten-
sive model should be considered that includes additional
parameters. From a systematic point of view a family of
differential equations is considered that is parameterized
by means of the mentioned parameter and the following
questions are studied:

* Is there a subset of equations that permit a periodic
steady-state solution?

* If yes, what is the critical value of the parameter
where a qualitative change within the family arises?

These questions are crucial for the design of electronic
oscillator circuits. Therefore these problems were studied
around 1930 by Mandelstam et al. [63] and Andronov [64]
using ideas from Poincaré’s theory of celestial mechanics.
As a result, they proved a theorem including a criterion
about the occurrence of a limit cycle in differential equa-
tions depending on a certain parameter. In the mathema-
tical literature this theorem is known as the Hopf
bifurcation theorem since Hopf reinvented this theorem
in 1944 while studying problems in hydromechanics (see
Arnold [11], p. 271 for further information about the
reception of this theorem). The Mandelstam–Papalexi–
Andronov oscillator model contains a parameter that is
suitable for generating a limit cycle if a critical value is
passed. In oscillator design this parameter corresponds to
a circuit parameter (e.g., the load resistor). We will
demonstrate the birth of a limit cycle before the Poin-
caré–Andronov–Hopf theorem is formulated. For this pur-
pose a modification of Eq. (5) is used since it can be solved
exactly. This equation is formulated in the state space
representation [e.g., 77]:

.
x1¼ � x2 � ðx

2
1þ x2

2 � mÞx1 ð8Þ

.
x2¼ x1 � ðx

2
1þ x2

2 � mÞx2 ð9Þ

The parameter is included in another way. To solve this
differential equation, we transform it into the magnitude
and phase angle representation:

.
r¼ mr� r3 ð10Þ

.j¼ 1 ð11Þ

Obviously the system of two differential equations is
decoupled, and in this case solutions of both equations
are known. We have

r¼ rðtÞ¼
ffiffiffiffiffiffi
jmj

p exp mtffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ exp 2mt
p and j¼jðtÞ¼j0þ t ð12Þ

In Fig. 3 the steady-state behavior of Eqs. (8) and (9) is
illustrated for mo0 and m40, and we find that in the latter
case we have the desired limit cycle. The abovementioned
critical parameter value is zero.

It can be shown that this case already describes a very
general situation. If we consider n-dimensional systems of
differential equations that describe more complicated
electronic oscillators, the so-called center manifold

theorem can be used to reduce the dimension of the system
to 2. For details of this theorem, we refer to the monograph
of Arrowsmith and Place [13]. Then the former case is
obtained, but in this introductory article we cannot dis-
cuss further details and therefore the reader is referred to,
for example, Hassard et al. [41]. In the following, the
Poincaré–Andronov–Hopf theorem is formulated, which is
very important for oscillatory circuits and systems.

Theorem 1 Poincaré–Andronov–Hopf. Let

.
x¼ f ðx; mÞ ð13Þ

a system of differential equations where f ð0;mÞ¼0 for all m
in a neighborhood of 0. The Jacobian Dxf ð0;0Þ of f in (0,0)
has the eigenvalues l1;2¼ � jo with oO0 and other n� 2
eigenvalues lk with Rflkgo0. Furthermore (d/dm)
Rfl1ðmÞgjm¼ 0 > 0, and the equilibrium point 0 is a stable
spiral in m¼ 0. Under these assumptions sufficiently small
positive numbers m1 and m2 exist such that for all m 2
ð�m1; 0Þ the equilibrium point 0 is a stable spiral and for all
m 2 ð0; m2Þ the equilibrium point 0 is an unstable spiral. In
the last case the unstable spiral is surrounded by a stable
limit cycle whose amplitude increases with m.

If for some parameter value the assumption of this
theorem are fulfilled, it is denoted as the Poincaré–Andro-
nov–Hopf bifurcation point. Note that the necessary con-
dition of imaginary eigenvalues of the Jacobian for the
bifurcation point corresponds to the condition that the
dynamical systems has to be nonhyperbolic in this point.
We know from the Hartman–Grobman theorem (see, e.g.,
Arrowsmith and Place [13]) that only in this case can we
expect a behavior of the system that is different from a
linear system.

Instead of a proof (see, e.g., Hassard et al. [41] or
Mathis [66]), this theorem is illustrated by the van der
Pol equation.

Example 1. The van der Pol equation (3) can be formulated
by a standard transformation y : ¼

.
x into a system of

differential equations of first order. Using the normal-
ization u : ¼

ffiffi
e
p

x and v : ¼
ffiffi
e
p

y, the following differential
equations result:

.
u¼ v ð14Þ

.
v¼ � u� ðu2 � eÞv ð15Þ

x2 x2

(a) (b)

x1 x1

Figure 3. Bifurcation of a limit cycle: (a) mo0; (b) m40.
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The eigenvalues of the Jacobian matrix are

l1;2¼
e
2
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e
2

� �2
�1

r
ð16Þ

and therefore l1;2¼ � j (for e¼ 0) and ðd=deÞRfl1ðeÞgje¼ 0

¼ 1
2 > 0. It can be shown that if e¼ 0 the equilibrium point

(u,v)¼ (0,0) is a stable spiral. It results from the Poincaré–
Andronov–Hopf theorem that a stable limit cycle is gen-
erated for e40 that encloses an unstable spiral. This
oscillator model and the theorem was formulated for the
first time by Andronov and his coworkers in 1934 while
studying electronic oscillator circuits, but it was 1979
before Mees and Chua published theoretical considera-
tions about oscillator design using this theorem [72]. On
the other hand, a necessary condition of this theorem—
Barkhausen’s oscillatory condition—was a known long
time ago and became the basis of a linear design theory
for oscillators.

3. DESIGN ASPECTS

3.1. The Linear Design Theory of Sinusoidal Oscillators

It is known from the Poincaré–Andronov–Hopf theorem
that a pair of eigenvalues has to cross the imaginary axis
whereas the other eigenvalues have to remain within the
left half-plane of the complex plane. Obviously it is a
necessary condition that oscillator circuits have a pair of
eigenvalues on the imaginary axis for a certain value of
some circuit parameter.

It was mentioned that all oscillatory criteria for sinu-
soidal oscillators known by electronic engineers are in
essential criteria searching for nonhyperbolic cases,
although this was never emphasized.

It is mentioned in Section 2.2 that this condition can be
interpreted as the compensation step of oscillator design,
which is possible in a linear manner using a linear
negative resistor. This necessary assumption of the Poin-
caré–Andronov–Hopf theorem was already known since
the first oscillator paper of Vallauri [97] in 1917 and
during the following few years several variants of his
results were published. One of the most popular criteria
was the Barkhausen oscillatory condition (see, e.g., Mill-
man and Grabel [74]). All these variants can be classified
using the following topological structures of oscillator
circuits:

* Negative impedance/admittance model
* Positive feedback model

and apply corresponding methods of network analysis. It
has been known for a long time that these two models are
equivalent from a network theoretical point of view. It is
emphasized that many oscillator circuits contain tubes or
transistors. In the case of tuned-circuit oscillators it is
more efficient to describe the circuit as an active three-pole
with a passive impedance embedding (see Fig. 4).

This was done for the first time in 1920 by Hazeltine
[42]. He showed that the nature of the impedances Z1, Z2,

and Z3 have to be capacitive and inductive, respectively.
The reader will find systematic considerations about this
subject in the books of Spence [93] and Cassignol [19].
Since this rather restricted model for oscillator circuits
can be reformulated in the form of a negative impedance/
admittance model or the positive feedback model, we
discuss the usage of the latter models in more detail. For
this purpose we consider a rather simple oscillator circuit
in order to avoid tedious calculations; further examples
can be found in electronics textbooks [e.g., 74]. As the first
step the network elements of a concrete oscillator circuit
have to be associated with the defining blocks of the
abovementioned models. In general this step includes
some arbitrariness. The second step uses the conditions
that a pair of eigenvalues with vanishing real parts have
to occur where these conditions are formulated for the
special topology of the models. As a result, we obtain
(necessary) conditions for the occurrence of oscillations
with respect to the oscillator frequency and the gain of the
active elements parameterized by means of the network
parameters of a concrete oscillator circuit. These condi-
tions represent the linear part of the design of oscillator
circuits.

Now we compile the corresponding conditions for the
abovementioned oscillator models: [79, Chap. 1]:

* Negative impedance model—the real and imaginary
parts R and X, respectively, of the model in Fig. 5
have to satisfy the conditions

Rg¼ �RL; Xg¼ � XL ð17Þ

* Negative admittance model—the real and the ima-
ginary parts G and B, respectively, of the model in

Z3

Z2

Z1

Figure 4. Active three-pole structure of transistor oscillators.
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Fig. 5 have to satisfy the conditions

Gg¼ �GL; Bg¼ � BL ð18Þ

* Positive feedback model—the open-loop gain consist-
ing of the transfer functions A(s) and b(s), respec-
tively, of the active block and the passive block (see
Fig. 6) has to satisfy the condition

A 	 b¼ 1, RfA 	 bg¼ 1; IfA 	 bg¼ 0 ð19Þ

* In the literature these conditions are called the
Barkhausen criterion [74]. Instead of the decomposi-
tion of the complex equation into real and imaginary
parts, a representation with magnitude and phase
angle is preferred.

Of course, a network analysis in a straightforward
manner leads to equivalent conditions for the occurrence
of oscillations. For this purpose we consider the AC net-
work model of an oscillator circuit that contains no
independent sources and derive its network equations in
the frequency domain. As a result we obtain a homoge-
neous system of linear equations

MðjoÞx¼0 ð20Þ

with the oscillation frequency jo as the parameter. Note
that an oscillator circuit contains only constant indepen-
dent sources. Therefore these sources are omitted in the
small-signal model. The matrix coefficients contain the
network parameters. It is known from linear algebra that
nontrivial solutions are obtained if the condition

detðMðjoÞÞ ¼0 ð21Þ

is satisfied. The equivalence of this expression with the
other criteria can be shown. There is another method that
is equivalent with a circuit analysis under certain condi-
tions. In this case a transfer function is defined with

respect to a (sinusoidal) input source and two terminal
as the output port. This approach can be applied in a
successful manner only if

* The input current or voltage source does not change
the oscillator circuit substantially, that is, if we
receive the initial circuit if the input source vanishes

* The circuit is controllable and observable with re-
spect to the chosen input and output ports

The first condition is satisfied if we use a pliers entry and
an independent voltage source or soldering-iron entry and
an independent current source (see, e.g., Desoer and Kuh
[26]). For the second condition a careful analysis of the
circuit is needed before the two ports are chosen.

Example 2 Tunnel Diode Oscillator. [72]. The nonlinear
network equations of the circuit in Fig. 7 can be formu-
lated as (if RE0)

d

dt

iL

~uuC

0

@

1

A¼
0 1=L

�1=C 0

0

@

1

A
iL

~uuC

0

@

1

A

þ

0

ð1=CÞgðU0 � ~uuCÞ

0

@

1

A

ð22Þ

where ~uuC : ¼U0 � uC. Since the constant solution can be
calculated in a simple manner as

i0
L¼ gðU0Þ; ~uu0

C¼ 0 ðuC¼U0Þ ð23Þ

Zg ZL

Yg YL

Figure 5. Negative impedance and admittance oscillator model.

A

�

Figure 6. Feedback oscillator model.

U0

iL

iT

u

R
L

C
uC

iC

Figure 7. Tunnel diode oscillator model.
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The AC network model (linearized network equations) can
be derived where a distinction between large and small
signal currents and voltages is omitted; g0 is the derivative
of g with respect to its argument. The transformation of
this equation into the frequency domain leads to the
following condition:

det

0 1=L

�1=C �ð1=CÞg0ðU0Þ

0

@

1

A¼ l2
þ

1

C
g0ðU0Þl

þ
1

LC
¼ 0

ð24Þ

The roots of this quadratic equation are

l1;2¼ �
1

2C
g0ðU0Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

2C
g0ðU0Þ

� �2

�
1

LC

s

ð25Þ

and therefore a purely imaginary pair of eigenvalues is
obtained if the condition

1

C
g0ðU0Þ ¼0 ð26Þ

is satisfied. In this case we have the oscillator frequency
o2

0¼ 1=ðLCÞ. We find from the tunnel diode characteristic
that this is possible if the operating point of the diode is
located in its maximum or minimum, where the derivative
g0ðU0Þ vanishes. If the AC network model of this tunnel
diode circuit is interpreted as the negative conductance
model, we find the oscillatory conditions

g0ðU0Þ¼ 0; o0C�
1

o0L
¼ 0 ð27Þ

Obviously these conditions are equivalent to the former
one. A negative-resistance model is not suitable in this
example. If the negative-conductance model is assumed, a
transfer function is determined if an extra (index E)
independent sinusoidal voltage source UE is located as
an input quantity in series with the linearized tunnel
diode resistor and the capacitor voltage UC is used as
output quantity; both UE and UC are represented in the
frequency domain. The corresponding transfer function
can be derived:

HðjoÞ¼
UC

UE
¼

g0ðU0ÞjoL

1� o2LCþ jog0ðU0ÞL
ð28Þ

The zeros of the denominator are the eigenvalues of this
circuit. Under the same condition ðg0ðU0Þ ¼0Þ on the
voltage U0, we obtain a pair of imaginary eigenvalues
and the oscillatory frequency o2¼ 1=LC. Finally we con-
sider the approach where the positive feedback model is
applied. For this purpose we reformulated the negative-
conductance model such that the conductances Yg¼g0ðU0Þ

and �YLðjoÞ¼ � 1=ZLðjoÞ become identical, that is, the
sum of the admittances Yg and YL has to be zero. By means
of ZLðjoÞ, an interpretation as a product is possible if the

sum is reformulated as

Yg .ZLðjoÞ¼ g0ðU0Þ .
�1

j o0C�
1

o0L

� � ¼ 1 ð29Þ

This is Barkhausen’s condition if Yg and �ZLðjoÞ are
interpreted as transfer functions of a feedback model.
Since this reformulation is derived by means of equiva-
lent calculation steps, the same conditions for the occur-
rence of oscillations are obtained. Probably it is rather a
problem of taste and/or experience which approach is
used to derive the oscillatory conditions. For example,
Parzen [79] discusses the design of tuned-circuit oscilla-
tors with transistors and therefore uses the abovemen-
tioned active three-pole representation with passive
embedding. Based of this model, the author applies the
negative-resistance/conductance model to calculate the
oscillatory conditions. Mauro [71] prefers the positive
feedback model and derives similar conditions for
tuned-circuit oscillators as well as RC oscillators. In
general both approaches can be used in a successful
manner, and therefore the special choice makes no differ-
ence from a theoretical point of view.

3.2. The Nonlinear Design Aspects of Sinusoidal Oscillators

Although many aspects of the nonlinear theory of oscilla-
tor circuits are known, it is not trivial to make use of this
knowledge to construct a systematic design concept for
these circuits. At least theoretical results are suitable for a
classification of oscillator circuits and for the construction
of simulation tools. We will discuss these subjects in this
and the following sections. Just as in other cases of circuit
design, an oscillator circuit is determined if its network
topology as well as its network parameters are known. A
design process starts with some specifications of the
desired oscillator circuit, and then we try to find an
oscillator topology together with a certain set of network
parameters in order to fit these specifications. For this
purpose, the following approach can be used. Further
details can be found in, for example, the monograph by
Parzen [79].

1. Basic specifications, where the form of the oscillator
behavior (sinusoidal, rectangle, triangle, etc.), fre-
quency of the oscillator, the amplitude, and other
parameters are considered

2. Choice of the circuit devices, where application of the
oscillator circuit, the working temperature, and
other factors are considered

3. Choice of resonator type, where the frequency stabi-
lity, amplitude stability, variability of the frequency,
and economic expense are accounted for

4. Choice of the kind of limiting that maintains the
oscillator amplitude, where a self-limiter, an exter-
nal limiting, or an automatic level control limiting
can be chosen

5. First draft of the oscillator circuit, where the aspects
listed above are considered
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6. Determination of circuit parameters, where the ac-
tual circuit devices and its circuit parameters have
to be chosen

7. Optimization process, where circuit simulations
and/or an experimental realization are necessary—
if the circuit does not meet the specifications, then
some steps have to be repeated

This design outline shows that each design process of an
oscillator circuit is a rather individual problem. However,
we will add some remarks based on the theoretical con-
siderations above. Although the frequency of an sinusoidal
oscillator can be determined by a linear analysis (see the
Barkhausen condition in Section 2.4), following the Poin-
caré–Andronov–Hopf theorem nonlinearities are essential
for the functionality of oscillators (see Section 2.2). We
already mentioned in Section 2.2 that a nonlinearity is
necessary for limiting the amplitude, which can be done in
one of three ways:

1. Self-Limiting. The inherent linearity of an active
device (tube, transistor, operational amplifier, etc.) is
used to build up a nonlinear differential equation
with a stable limit cycle. In this case the amplitude
is fixed implicitly by the type of nonlinear character-
istic. The only thing that can be done is to calculate
the amplitude with a suitable model of the nonlinear
device.

2. External Limiting. This is a variant of the first case
since the resonance circuit works in a linear mode
and the limiting will be introduced by an additional
device (Zener diode, symmetric clippers, thermis-
tors, etc.).

3. Automatic Level Control Limiting. The rather nat-
ural approach to limiting is amplitude control, that
is, measuring the amplitude, comparing it with
a desired amplitude value, and controlling (if
necessary) a circuit parameter that varies the damp-
ing of the circuit in the sense of a suitable control
strategy. Even if the resonance circuit is approxi-
mately linear, the entire circuit, including the con-
trol part, is nonlinear because there is a coupling
between at least one state variable and a circuit
parameter. A suitable discussion for the construc-
tion of such control devices can be found in the
monograph of Parzen [79] and the dissertation of
Meyer-Ebrecht [73].

The first kind of limiting of the oscillator amplitude is a
rather simple way to construct an oscillator circuit, but in
this way the damping element is influenced by the large-
signal gain factor. Unfortunately this gain factor varies
with the instantaneous amplitude of the oscillator and
results in spectral distortions. This is an essential dis-
advantage in the case of sinusoidal oscillators. If such an
oscillator with low distortion is desired, the nonlinear
damping should depend on an indefinite integral

R
xðtÞdt

of the amplitude x(t) instead of the instantaneous ampli-
tude. In mathematical terms, this statement can be for-
mulated as follows if we restrict our discussion to an
oscillator circuit of van der Pol type. Then the descriptive

equation is of the form

ẍþ g
Z

xðtÞdt

� �
.
xþo2x¼ 0 ð30Þ

instead of

ẍþ gðxÞ .xþo2x¼ 0 ð31Þ

Although the structure of an oscillator circuit and its
amplitude stabilization are essential, analysis methods
are necessary in order to calculate at least the amplitude
and the frequency as a function of certain circuit para-
meters for a suitable design of sinusoidal oscillator. Since
analytical solutions of the corresponding network equa-
tions of an oscillator are not available, perturbation
methods have to be applied for this purpose. Several
approaches are available:

* Perturbation methods
* Averaging methods or harmonic balance
* Describing function method
* Volterra series method

Most of the different variants of perturbation methods
start with some Fourier polynomial and, based on this
ansatz, a set of associated differential equations will be
derived. Therefore these methods can be interpreted as
time-domain methods, which are considered and illu-
strated in the monograph by Nayfeh [76]. Especially the
first-order perturbation results are of some interest in
practical oscillator design. Also the average or harmonic
balance methods can be interpreted as time-domain meth-
ods. A very efficient variant of an average method that can
be implemented in a computer algebra program uses Lie
series [52]. It was applied for studying electronic oscilla-
tors by Keidies and Mathis [51]. Newer results for more
complex oscillators (e.g., Clapp oscillator) were published
by Prochaska and Mathis [80], where the average ap-
proach of Keidies and Mathis is combined with singularly
perturbation method.

Another time-domain method can be interpreted as an
extension of the convolution description of linear time-
invariant input–output systems, which is called Volterra
series methods. In this case a series of integrals is used as
an ansatz and the coefficients are convolution kernels of
higher order. Illustrations of this method are included in
the paper by Chua and Tang [22].

An efficient iterative procedure for calculating
the steady-state output waveform of almost sinusoidal
nonlinear oscillators using the feedback formulation
is presented by Buonomo and Di Bello [16]. In their
paper this method is compared with the alternative
methods of Mathis and Keidies as well as Chua and
Tang. Just like the other methods, the interactive ap-
proach can be implemented by means of a computer
algebra system, too.

Since frequency-domain methods are very successful
in the case of linear time-invariant circuits and
systems, many electrical engineers are very interested in
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extensions of these approaches to nonlinear circuits and
systems. The describing function method is very popular
because it can be interpreted as an extension of the
transfer function method that is a standard method in
the analysis of linear time-invariant networks. We have
to assume that only the first-harmonic part of the reaction
of a nonlinear block to a sinusoidal input function
is interesting because the other parts will be filtered
out. If functionality of the sinusoidal oscillator is inter-
preted by the feedback structure in Fig. 6, this filter
is realized within the feedback loop. Although the
nonlinear block produces an entire spectrum of output
frequencies as a reaction to a sinusoidal input function,
only the first-harmonic part is essential for the function-
ality of a sinusoidal oscillator. Therefore the describing
function method is illustrated by means of the feedback
model of a sinusoidal oscillator, although extensions of the
negative-impedance and admittance models, respectively,
are possible [19]. We restrict our discussion to the case
where only the A block in Fig. 6 contains nonlinear
elements and the input signal is xðtÞ¼ x̂x cos ot. Then a
first-harmonic part can be extracted from the output
signal

yðtÞ¼ y1 cosðotþj1Þþ y2 cosð2otþj2Þþ 	 	 	 ð32Þ

where we assume that no constant part is included in the
output signal. Clearly the amplitudes y1; y2; . . . and the
phases j1;j2; . . . depend on x̂x and o. The describing
function is defined by

Nðx̂x;oÞ¼
y1ðx̂x;oÞ

x̂x
ejj1ðx̂x;oÞ ð33Þ

As a result, we obtain a generalization of the Barkhausen
oscillatory condition

Nðx̂x;oÞ . bðoÞ¼ 1 ð34Þ

In many cases Nðx̂x;oÞ is independent of o. Now b(o) can
be plotted as a single polar curve in the complex plane
graduated in o as well as the locus of �1=Nðx̂xÞ graduated
in x̂x. The intersection of these curves corresponds to a
limit cycle whose stability properties can be studied. More
details of this approach are included in the monograph by
Mees [72], where the problems of this method are also
discussed.

3.3. Theoretical Aspects of Noise in Oscillators

Obviously functionality of electronic oscillators and adap-
tation to specifications (frequency, amplitude, etc.) are a
main subjects of oscillator design. Both subjects can be
studied using concepts from the mathematical theory of
dynamical systems. However, the amplitude of modern
oscillator circuits is low and therefore the signal-to-noise
ratio also can be low. Consequently, studying noise beha-
vior of oscillator has become another main subject in
oscillator design since the mid-1990s. In this section
some theoretical aspects of noise in oscillators circuits
will be discussed. In Section 5 advanced numerical

methods for noise analysis are described in further
detail.

The first results in noise analysis of electrical oscilla-
tors were published as early as 1960 or so by Stewart,
Edson, Mullen, Hafner, Lax, Leeson, and others; corre-
sponding references can be found in the monograph by
Hajimiri and Lee [39]. The popular Leeson model is
discussed in the same book. However, more in-depth
mathematical results about noise in oscillatory circuits
were presented by the Russian researchers Kuznetsov,
Stratonovich, and Tikhonov in the early 1950s; see a
collection of papers by these authors [60].

More recently several papers have been published
considering heuristic approaches on phase noise in elec-
tronic oscillators. Many material of that research is in-
cluded in the books of Hajimiri and Lee [39] as well as
Demir and Sangiovanni-Vincentelli [25]; the last book
contains the framework of stochastic processes and sto-
chastic differential equations. The main progress was done
by Kärtner (a former Ph.D. student of the second author of
this article) in his paper from 1990 [49], where he sug-
gested a certain decomposition of limit cycle solutions.
Many authors use Kärtner’s device. A detailed description
is contained in Section 5.

Another approach for analyzing noise in nonlinear
systems uses the Stratonovich concept of nonlinear none-
quilibrium thermodynamics. As a result, an exact noise
theory for the probability density of a large class of
nonlinear circuits was founded by Weiss and Mathis
(overview and further references given in Ref. 69). Un-
fortunately it is restricted at first to reciprocal circuits
such that a Langevin approach is discussed by these
authors. On the basis of a Langevin description of oscil-
lator circuits

dx¼FðxÞdtþ sðxÞx ð35Þ

where x is a stochastic process with certain properties
(e.g., stationary Gaussian process), Mathis and Pro-
chaska [70] discuss a stochastic Andronov–Hopf bifurca-
tion approach for nonlinear electronic oscillators using
more recent mathematical results; see the monograph
by Arnold [12] for an overview. The mathematical details
of this approach are beyond the scope of this article,
but there are in fact two types of bifurcation: (1)
P bifurcation, where the quality of a probability density
changed and (2) D bifurcation, where a so-called invar-
iant measures that replace equilibrium solutions in de-
terministic cases changed. There are systems with
P bifurcations but no D bifurcations and converse.
Further interesting results can be expected using these
mathematical concepts.

3.4. Design of Two-Port Oscillators

In the following we consider the two-port oscillator formed
by a frequency-dependent linear feedback two-port and a
nonlinear active two-port as depicted in Fig. 8. The output
signal of the linear two-port is amplified in the non-linear
active two-port and then feedback to the input of the
linear two-port. A necessary condition for the occurrence
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of a stationary harmonic oscillation is that the phase and
the amplitude of the signal, after passing both two-ports,
are unchanged. Due to the frequency-dependent linear
feedback two-port, the phase condition is only fulfilled for
one frequency. Because of the nonlinearity of the active
two-port, the amplitude condition is fulfilled for only one
value of the amplitude of the signal.

In our example we consider the simple model of an
active two-port formed by a voltage-controlled current
source. The voltage–current characteristic of the voltage-
controlled current source is assumed to be nonlinear. If the
active two-port contains additional linear elements, these
elements may be moved to the linear two-port. In our
example the linear frequency–dependent two-port consists
of a transformer with the primary inductance L1, the
secondary inductance L2, the mutual inductance M, a
capacitor C, and a conductor G. The primary and second-
ary coils of the transformer are in antiphase and therefore
Mo0. The secondary inductance L2 and the capacitor C
together form a parallel-resonant circuit. This inductor-
coupled resonant circuit is the most compact model that
we can establish for the linear feedback circuit. In more
complex cases we can replace the reactive part of the
feedback two-port by the canonical Foster representation
[14]. In the neighborhood of the resonant frequency the
essential part of the canonical Foster realization is given
by a transformer-coupled resonant circuit as assumed in
our model. In the case of small losses it is also possible to
include the losses in this model [65]. The conductor G
accounts for the losses in the passive and the active two-
ports. At the resonant frequency of the parallel resonant
circuit

o0¼ 1=
ffiffiffiffiffiffiffiffiffi
L2C

p
ð36Þ

the phase change in the linear two-port is 1801. This
compensates for the 1801 phase change occurring in the
active circuit and the phase condition for oscillation is
fulfilled.

The nonlinear dependence of the output current i2a(t) of
the linear two-port on its input voltage u1a(t) is given by

i2aðtÞ¼ f ðu1aðtÞÞ ð37Þ

The active two-port is considered to be frequency-inde-
pendent. It is assumed that all reactive elements of the
active element have been moved to the linear two-port.
This can be done easily if the reactive elements are linear,
and if it is possible to concentrate all reactive elements in

a p equivalent circuit. The relation between the spectra of
the input current I1l(o) and the output voltage U2l(o) of
the linear feedback network is given by

I1lðoÞ¼A21ðoÞU2lðoÞ ð38Þ

where A21 is the matrix element of the chain two-port
representation. According to Fig. 8, we obtain u1a¼u2l

and i1l¼ � i2a. Furthermore, we consider i1lðtÞ � --- 
 I1lðoÞ
and u2lðtÞ � --- 
U2lðoÞ, where ð	ÞðtÞ � --- 
 ð	ÞðoÞ denotes in a
symbolic manner a pair of Fourier transformed functions
in time and frequency domains.

We assume that in the oscillator circuit (Fig. 8) oscilla-
tions are excited by an initial perturbation. After some
period of growth of amplitude due to the nonlinearity of
the active element, the oscillator will saturate in a sta-
tionary state oscillating at a frequency o0. In the case of a
weak nonlinearity the oscillation exhibits only low har-
monics. The linear feedback network acts as a bandpass
filter and attenuates the harmonics. In the case of a
sufficiently high Q factor of the resonant circuit and a
weakly nonlinear active element, the transient of the
oscillator from excitation to the stationary state exceeds
the period of oscillation by orders of magnitude. We also
can assume that the time constants governing the decay of
the perturbation of the stationary state of the oscillator
exceed the period of oscillation by orders of magnitude.
Under these assumptions we can make for u2l the ansatz

u2lðtÞ¼VðtÞ cosðo0tþjðtÞÞ ð39Þ

where V(t) and j(t) denote the amplitude and the phase of
the oscillator signal. Due to the nonlinearity of the active
two-port, the output amplitude I at the fundamental
frequency o0 depends nonlinearly on the input amplitude
V. With o0t¼ x, we obtain from (37) the fundamental
frequency component of the output current:

IðVÞ¼
1

p

Z 2p

0
f ðV cos xÞ cos xdx ð40Þ

This relation also holds for slowly time-varying ampli-
tudes, and we obtain

i2a¼ IðVðtÞÞ cosðo0tþjðtÞÞ ð41Þ

With a21ðtÞ � --- 
 A21ðoÞ we obtain from (38) the relation
between the input current in i1lðtÞ and the output voltage
u2lðtÞ of the linear feedback circuit in the time domain:

i1lðtÞ ¼

Z þ1

�1

a21ðt� t1Þu2lðt1Þdt1 ð42Þ

Representing (41) by

u2lðtÞ¼RfVðtÞ expðjðo0tþjðtÞÞÞg ð43Þ

L1

I1l

L2

U2l U1a

I2aC G

Linear

M

Figure 8. Two-port oscillator.
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and expanding into a first-order power series yields

u2lðt1Þ¼Rf½VðtÞþ ðt1 � tÞð
.

VðtÞþ j
.jðtÞVðtÞÞ� exp j

� ðo0t1þjðtÞÞg
ð44Þ

Inserting this expression into (42) gives

i1lðtÞ¼R VðtÞejjðtÞ
Z þ1

�1

a21ðt� t1Þe
jo0t1 dt1�

�
ð45Þ

ð
.

VðtÞþ j
.jVðtÞÞejjðtÞ

Z þ1

�1

ðt� t1Þa21ðt� t1Þ e
jo0t1 dt1


ð46Þ

With the substitution t� t1¼ t2 we obtain

i1lðtÞ¼R VðtÞ

Z þ1

�1

a21ðt2Þ

��
ejo0t2 dt2� ð47Þ

ð
.

VðtÞþ j
.jVðtÞÞ

Z þ1

�1

t2a21ðt2Þe
�jo0t2 dt2

�
ejðjðtÞþo0tÞ


ð48Þ

Using a21ðtÞ � --- 
 A21ðoÞ and ta21ðtÞ � --- 
 jA
0

21ðoÞ with
A
0

21ðoÞ ¼dA21ðoÞ=do, we obtain

i1lðtÞ¼Rf½VðtÞA21ðo0Þþ ð
.jVðtÞ

� j
.

VðtÞÞA
0

21ðo0Þ�e
jðo0tþjðtÞÞg

ð49Þ

With (41) and i1l¼ � i2a, it follows

Rf½IðVðtÞÞþVðtÞAðoÞþ ðjVðtÞ

� j
.

VðtÞÞA
0

21ðo0Þ�e
jðo0tþjðtÞÞg ¼ 0

ð50Þ

Introducing the conductance G0 and the susceptance
B0 by

G0ðo0Þ¼ �RfA21ðo0Þg; B0ðo0Þ¼ � IfA21ðo0Þg ð51Þ

yields

IðVÞ � VG0 �
.jVG00 �

.
VB00¼ 0 ð52Þ

VB0þ
.jVB00 �

.
VG00¼ 0 ð53Þ

where the prime ð	Þ
0

denotes the derivative with respect to
o estimated for o¼o0. For the stationary state it follows
that

IðV0Þ � V0G0ðo0Þ¼ 0 ð54Þ

B0ðo0Þ¼ 0 ð55Þ

We now investigate the influence of small perturbations
V1 of the stationary amplitude V0. With the ansatz

V ¼V0þV1 ð56Þ

we linearize I(V)�VG0 in a neighborhood of the station-
ary amplitude V0. With

IðVÞ � VG0
.
¼ IðV0Þ þV1I0ðV0Þ � V0G0 � V1G0

¼V1ðI
0ðV0Þ �G0Þ

ð57Þ

we obtain for small amplitude deviations V1 from the
stationary state the linear differential equation

.
V1þ

B00ðG0 � I0Þ

B
02
0 þG

02
0

V1¼ 0 ð58Þ

The stationary state of oscillation is stable if any pertur-
bation V1 is decaying. This holds for

dB0

do
G0 �

dI

dV

� �
> 0 ð59Þ

The relation between I and V may be expressed by a
nonlinear transconductance S given by

SðVÞ¼
I

V
ð60Þ

In this case the stability condition (59) can be written in
the following form:

dB0

do
dS

dV
o0 ð61Þ

For the Meissner oscillator with transformer feedback
circuit according to Fig. 8, the parameters G0 and B0 are
given by

G0¼
L2

jMj
G ð62Þ

B0¼
L2

jMj
oC�

1

oL2

� �
ð63Þ

The condition (55) yields the frequency of oscillation o0 in
the stationary state according to (36). Due to (54), the
stationary amplitude V0 can be determined from

SðV0Þ¼
L2

jMj
G ð64Þ

From

dB0ðoÞ
do

����
o¼o0

¼ 2
L2C

jMj
ð65Þ

and (61) it follows that the stationary state of the two-port
oscillator considered is stable for

dS

dV
o0 ð66Þ

that is, for a transconductance S that decreases with
increasing amplitude V.
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3.5. Design of Relaxation Oscillators

In Section 2.2 it was mentioned that the van der Pol
equation is also suitable as a model for relaxation oscilla-
tors if e51 is considered. Unfortunately, analytical
solutions are not available in this case, and for the
derivation of approximative solutions advanced mathe-
matical methods are necessary (see, e.g., Andronov
et al. [1] or Mathis [66]). In Mishchenko and Rozov [83]
the singular perturbation method is used to study relaxa-
tion oscillatory systems in a more sophisticated manner,
but their approach is beyond the scope of this article.
Therefore almost all design methods for relaxation oscil-
lators are based on more simplified models for the active
devices (e.g., transistors or operational amplifiers),
and the transition part is not included in these considera-
tions.

If the transistors are replaced by switches [e.g., 45], we
obtain piecewise linear oscillator models; note that such
models are nonlinear, as was always the case. Some
disadvantages of this approach are known:

* The transient behavior to the steady state (or limit
cycle) cannot be obtained in a simple manner.

* A limit cycle has to be assumed.
* The results are independent of certain parameters of

the active devices.

However, under these assumptions simple design formu-
las can be derived since only linear (time-invariant) net-
works have to be analyzed. We illustrate this approach in
the case of a symmetric multivibrator that is working in
saturated mode. More complicated situations (e.g., if
transistors are not working in saturated mode) will be
found in the literature [e.g., 37].

Example 3 Symmetric Multivibrator. We consider the multi-
vibrator shown in Fig. 9. Let us assume that at the initial
instant t¼0, the left transistor T1 conducts and the right
transistor T2 is cut off. If the voltage across the left
capacitor is near zero while that across the right capacitor
reaches the voltage U0, a switching event occurs. During

the commutation where T1 switches to the cutoff state
while T2 changes to the conducting state, the left capacitor
charges and the right capacitor discharges. The situation
for t40 can be analyzed by means of a simple analysis of
the network in Fig. 10. The following differential equation
results

RbC
duC

dt
þuC¼U0 ð67Þ

where uCð0Þ¼U0. The solution is derived by well known
calculations

uCðtÞ¼ �U0ð1� 2e�ðt=RbCÞÞ ð68Þ

A switching event takes place if uCðtÞ that corresponds to
the base–emitter voltage of T2 exceeds the cutoff voltage
(which is simplified to zero in our case). From the solution
above we have

tsw : ¼RbC . ln 2 � 0:69 .RbC ð69Þ

and therefore the period of the square wave is
TE1.38 	RbC. It is an easy matter to include cutoff and
saturation quantities of the transistors [e.g., 19]. In the
same way, results for other relaxation oscillators can be
derived that include operational amplifiers or digital gates
[see, e.g., Horenstein [45] or Kurz and Mathis [59]).
Furthermore, sawtooth wave oscillators can be analyzed
if piecewise linear models of the active devices are used.
The reader is referred to the literature for further details
[e.g., 24].

RC RCRb Rb

C CU0

T1 T2

Figure 9. Symmetric multivibrator.

RbRC

U0

T1 T2

uC

C

Figure 10. Dynamical operation.
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4. ADVANCED MICROWAVE OSCILLATOR
DESIGN TOOLS

4.1. Problems in Microwave Oscillator Design

Although this article is dedicated to design methods of all
kinds of oscillators, the design of microwave oscillators
has been studied intensively since 1989. Many results are
published in the literature. Therefore an overview is
presented in this section. But it should be mentioned
that almost all methods can be used to design other kinds
of oscillators. The design of monolithic integrated micro-
wave and millimeterwave oscillators requires accurate
and efficient tools for numerical modeling and optimiza-
tion. Today the design of microwave oscillators in many
cases is based on a linear analysis of the oscillation
conditions. To predict and to optimize the oscillator output
power or the oscillator spectral behavior, a nonlinear
design approach is indispensable. The task of oscillator
modeling can be separated into two parts:

* Nonlinear modeling of the unperturbed oscillator
* Modeling of the noise properties of the oscillator

The nonlinear modeling of the unperturbed oscillator may
be done in the time domain by numerical integration
[4,21,89], in the frequency domain using harmonic bal-
ance or Volterra series methods [20,46,61,81,82], or by
using combined time-frequency domain methods
[29,31,56,90]. Microwave oscillators may be subdivided
into a linear embedding circuit and one or more nonlinear
subcircuits. By this subdivision, the computational effort
may be reduced considerably. The easiest approach is to
subdivide the active element of the oscillator into a linear
embedding network and one single nonlinear controlled
source. In this way, the modeling may be improved
compared with the linear approach, as shown, for exam-
ple, in Refs. 27 and 36. This method is restricted to one
single dominant nonlinearity in the oscillator circuit. A
more accurate circuit modeling requires the inclusion of
numerous nonlinear circuit elements in the simulation.
Approximating the distributed elements within a broad
but finite frequency interval by a lumped-element equiva-
lent circuit facilitates the description of the unperturbed
network by a set on nonlinear and autonomous first-order
differential equations in the normal form

dx

dt
¼ fðxÞ; x 2 RN

ð70Þ

The components of the vector x are the state variables of
the system. Time-domain integration of the network equa-
tions describing the equivalent lumped-element circuits
usually yields an enormous computational effort, since the
system of differential equations is usually high-dimen-
sional and also exhibits high stiffness. One method for
reducing of the computational effort is to combine time-
domain and frequency-domain calculations [90]. The per-
iodic steady-state solution can be found in the time
domain by solving the periodic boundary value problem
[4]. The solution obtained in the time domain is exact and

in this respect superior to harmonic balance. Using the
multiple shooting algorithm of Bulirsch, the convergence
of the time-domain boundary value problem may be im-
proved [17,18]. Schwab has applied the time-domain
boundary value method to the self-consistent determina-
tion of the steady-state solution of oscillators [89]. The
time-domain method has the advantage that it is not
necessarily restricted to a certain number of harmonics
of the signals. The most common method for frequency-
domain analysis of oscillators is the harmonic-balance
method. Using the harmonic balance method a nonlinear
system of equations

FðX;o0Þ¼0; X 2 C
nð2kþ1Þ

ð71Þ

has to be solved. In this equation X is the system state
vector summarizing the signal amplitudes of n signals at
the fundamental frequency o0 and at k harmonics
[20,46,61,81,82]. The advantage of the harmonic-balance
(HB) method is that distributed circuits can also be
considered in the analysis. In the combined time/fre-
quency-domain method, the oscillator circuit is subdivided
into a linear circuit and a nonlinear circuit [56,90]. The
linear part of the circuit is described in the frequency
domain, whereas a state variable description in time
domain is applied to the nonlinear part. This allows one
to combine the advantage of frequency-domain and time-
domain methods. In the linear part of the circuit, distrib-
uted circuit elements can also be considered.

4.2. Time-Domain Method

The computation of the steady-state solution of the oscil-
lator by solving the initial value problem Eq. (87) for t-N

has the disadvantage of high numerical effort. For most
practical cases, interest is restricted to the periodic
steady-state solution xðtÞ ¼xðtþT0Þ of the nonlinear os-
cillator waveform. The period of oscillation T0 is not
known. In order to determine the period of oscillation,
we add T0 as an additional variable to the state variables x
and introduce the normalized time variable t¼ t=T0. We
now have to solve the two-point boundary value problem
for t 2 ½0;1�:

d

dt
x¼ f ðxÞT0;

dT0

dt
¼ 0; t¼

t

T0
ð72Þ

The nþ 1 boundary conditions are

xð0Þ¼xð1Þ; xk¼a ð73Þ

where the latter condition fixes the phase of the limit
cycle. Let us denote the solution of the initial value
problem (72) at tmþ 1 with the initial conditions sm at tm
by e(sm, tm, tmþ1). The solution of the boundary value
problem is equivalent to the determination of the zeros
of the vector-valued function

Gðxð0Þ;T0Þ¼
xðt¼ 0Þ � eðxð0Þ; t1¼ 0; t2¼ 1Þ

xkð0Þ � a

 !
ð74Þ
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This algorithm is called the ‘‘single-shooting method,’’
which generally has only a small domain of convergence.
A better way to solve the boundary value problem is to use
the multiple-shooting algorithm [17,18,90]. This algo-
rithm is more stable and has a wider domain of conver-
gence than does the single-shooting one. Using this
method the region between the boundaries is divided
into several subregions

0¼ t0ot1o 	 	 	 tm�1otm¼ 1 ð75Þ

and for every subregion a starting point is chosen:

s0¼xðt¼ t0Þ

s1¼xðt¼ t1Þ

	 	 	

ð76Þ

sm�1¼xðt¼ tm�1Þ ð77Þ

These starting points are varied until a continuous solu-
tion fulfilling the boundary condition is found, which can
easily be seen to be the zero of the vector-valued function

uðs0; s1; . . . ; sm�1Þ¼

eðs0; t0; t1Þ � s1

eðs1; t1; t2 � s2Þ

	 	 	

eðsm�1; tm�1; tmÞ � s0

xkð0Þ � a

0
BBBBBBBB@

1
CCCCCCCCA

ð78Þ

where the last two lines represent the boundary condi-
tions and the others, the continuity conditions. Because of
the special structure of Eq. (78), the zeros can be computed
in a very efficient way [17]. To achieve starting values for
T0 and x, the set of nonlinear differential equations (87) is
linearized at the unstable stationary point x0, with the
Jacobian

J¼
@FðxÞ

@x

����
x¼x0

ð79Þ

with x0 given by F(x0)¼ 0. Then T0 and x(t) can be
estimated by

xðtÞ¼aene
jlnt; T0¼

2p
Imflng

ð80Þ

where l1,y,ln are the n eigenvalues and n1,y,nn the
corresponding eigenvectors of the Jacobian J 	 ln is the
eigenvalue with Reflng > 0. The stiff–stable gear algorithm
[21] has proved to be an effective method for numerical
integration.

4.3. Frequency-Domain Method

Using the HB technique the steady state of the unper-
turbed oscillator may be computed in the frequency do-
main. The n state variables of the oscillator are

summarized in the state vector X:

X ¼ ðX1; X2; . . . ;XnÞ
T

ð81Þ

Since all state variables are periodic in the limit cycle, the
time-domain state variables xi can be expanded into Four-
ier series with the Fourier coefficients Xi,l. The frequency
range considered is limited to k harmonics:

X i¼ðXi;�k;Xi;�kþ1; . . . ;Xi;0; . . . ;Xi;þ kÞ
T

with X i 2 C2kþ 1
ð82Þ

The Fourier coefficients of the state variables X0 are
determined by the solution of a nonlinear system of
equations:

FðX0;o0Þ � 0 ð83Þ

This nonlinear system of equations (83) with dimension
nð2kþ 1Þ and nð2kþ 1Þ unknowns exhibits an infinite one-
dimensional manifold of solutions since the phase of a
free-running oscillator is arbitrary. The solution can be
made unique by specifying the phase of one Fourier
coefficient. The frequency of oscillation is an unknown
variable and is also determined by solutions of the system
equations.

4.4. Time/Frequency-Domain Method

Time-domain methods are efficient for the analysis of
circuits exhibiting strong nonlinearities. However, it is
not possible to include linear distributed circuits in the
time-domain analysis. Especially in microwave oscillator
design, the linear embedding circuits usually contain
distributed circuits. The method described in the following
is based on the subdivision of the oscillator network into
the following two subsets:

* The linear embedding network
* The nonlinear subnetworks with neighboring low-

pass structure

Therefore the network can be represented by a circuit
model as shown in Fig. 11.

The linear embedding network may be described effec-
tively in the frequency domain. The linear and nonlinear
parts of the oscillator network are connected via a number
of M ports. The port voltages and currents are described
by the vector lðtÞ¼ ½vTðtÞ; iTðtÞ�

T. Nonlinear resistors and
nonlinear conductances are replaced by voltage and cur-
rent sources and described in common with all other
sources within the nonlinear subnetwork by the vector
lðtÞ¼ ½v0ðtÞ; i0ðtÞ�

T. In a subsequent step the linear and the
nonlinear subnetworks are separated from each other, and
the port voltages and currents represented by the vector
lðtÞ are also replaced by voltage and current sources, as
shown in Fig. 12.
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Based on the time-domain description [21], the non-
linear subnetwork is characterized by

.
x¼AxþBwþC

.
wþDl x 2 RN ; l 2 RM

ð84Þ

where x are the independent state variables and w is a
function of the state variables and their time derivatives
w¼wðw;

.
xÞ. The matrices A, B, C, and D, representing

also nonlinear capacitors and inductors, depend on x and
.
x. Due to the dependence of the matrices A,B,C,D and the
vector w on

.
x, the system of differential equations (84) is

implicit. This system of differential equations can be made
explicit and put into the normal form by imposing the
condition that the matrices A,B,D and vector w depend
only on x and not on

.
x. This condition is fulfilled if

* In the nonlinear subnetwork no current source is
connected to a node that is connected only to current
sources and to inductors.

* In the nonlinear subnetwork no voltage source is
within a mesh containing only voltage sources and
capacitors.

Under these conditions the matrix C vanishes. If we also
require that w depends only on the system state variables
x and not on their time derivatives, we obtain from Eq. (84)

.
x¼AðxÞxþBðxÞwðxÞþDðxÞlðtÞ ð85Þ

The vector cTðtÞ¼ ½irðtÞ; urðtÞ�, dual to lðtÞ is given by

cðtÞ¼FxþGwþHl ð86Þ

By appropriate separation into a nonlinear and a linear
subnetwork, large time constants originating, for example,
from feedback loops or bias networks may be eliminated.
As a result the differences between the time constants are
smaller and the stiffness of the system is reduced consider-
ably. If we treat the whole network totally in the time
domain, the linear subnetwork does not exist and therefore
the term DðxÞlðtÞ in Eq. (85) vanishes, and we obtain

.
x¼AðxÞxþBðxÞwðxÞ¼FðxÞ ð87Þ

The nonlinear oscillator subnetwork is described by Eqs.
(85) and (86). In addition to the periodic boundary condi-
tion xðtÞ¼xðtþT0Þ, the voltages and currents of cðtÞ and
c0ðtÞ must coincide. c0ðtÞ may be expressed by

c0ðtÞ ¼

Z þ1

�1

VðtÞlðt� t1Þdt1¼VðtÞ  lðtÞ ð88Þ

where V(t) is the impulse response of the linear subnet-
work. As in the previous section, we normalize the time
variable with respect to T0 and obtain

dx

dt
¼ ðAxþBwþDlÞT0;

dT0

dt
¼ 0; t¼ tT0 ð89Þ

Since the oscillator signals are assumed to be periodic, it is
possible to represent the port variables l(t) by periodic
Fourier series:

lðtÞ¼
Xþ1

n¼�1

ðlrnþ jLinÞe
j2pnz ð90Þ

From Eq. (88) we obtain

c0ðtÞ¼
Xþ1

n¼�1

Vnðlrnþ jlinÞe
j2pnz ð91Þ

where Vu is the hybrid matrix of the linear multiport, at
the nth harmonic, which can be computed with standard
linear network analysis methods. The Fourier series ex-
pansion representing the port variables is truncated after
the kth element. In this case due to the sampling theorem
it is necessary and sufficient that the condition cðtÞ¼ c0ðtÞ
be fulfilled for 2K þ 1 discrete time values within the
interval T0. We obtain

cðtnÞ¼ c0ðtnÞ; tn¼
n� 1

2K þ 2
; n¼1; 2; . . . ; 2K þ 1 ð92Þ

The solution of (92) and the periodic boundary condition
may be expressed, similar to the solution in Section 4.2, as
the solution of a boundary value problem. The state
equations of the nonlinear subnetwork are therefore

Nonlinear subnetwork

1
2
3

M

v1 v2

i3

iM

Linear subnetwork

Figure 11. Linear and nonlinear parts of an oscillator network.

Nonlinear Subnetwork Linear Subnetwork

ir 2

iM i3 iM

ir1
ir2

i3

vr 3

vrM

v2 v2
vrM

vr3

v1 v1

ir 1 ′
′

′

′

Figure 12. Separation of linear and nonlinear network parts.
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expanded by (2Kþ 1)M additional state equations:

.
x¼ ðAðxÞxþBðxÞwðxÞþDðtÞlðtÞÞT0

.
Tp¼ 0

.
L0¼ 0

.
L1¼ 0

	 	 	

.
Lk¼ 0

ð93Þ

The required nþ ð2K þ 1Þm boundary conditions are

cðtnÞ–c0ðtnÞ¼ 0; tn¼
n� 1

2K þ 2
; n¼ 1; 2; . . . ; 2K þ 1

xð0Þ�xð1Þ¼ 0

Note that the boundary conditions are no longer given only
at t¼ 0 and t¼ 1, but at 2Kþ 2 points at t¼
½n� 1=ð2K þ2Þ�; n¼1; . . . ; 2K þ 2. Because of the special
structure of the boundary value problem, the multiple-
shooting algorithm can be adapted in a numerically
efficient way [90].

5. NOISE IN OSCILLATORS

5.1. Problems in Microwave Oscillator Noise Analysis

Noise analysis of microwave oscillators is usually based on
the assumption that the unperturbed state of the oscilla-
tor is almost sinusoidal. This allows the application of a
describing function method for characterization of the
nonlinear devices in the oscillator [35]. Based on this
method, the noise behavior of microwave oscillators has
been analyzed by several groups [28,57,58,92]. These
methods were applied and extended to special cases
[54,62,88]. They methods provided a good qualitative
and to some extent also a quantitative description of the
oscillator noise behavior. However, the applicability of
these methods is restricted to simplified oscillator models,
since the accuracy of the method depends on the validity of
the approximation of the dynamic behavior of the non-
linear elements by a describing function [58]. Another
severe limitation is that the upconversion of the low-
frequency noise such as 1/f noise cannot be treated by
these methods. Kärtner has developed a time domain
method for noise analysis of oscillators, based on the
solution of the Langevin equations [48,49]. Adding the
noise terms to the normal form equations (70) yields

dx

dt
¼ f ðx; x; y1; . . . yMÞ; x 2 RN ; x 2 Rk

ð95Þ

The vector x describes white-noise sources, and y1; . . . ; yM

represent f� a noise sources. Colored-noise sources may be
derived from white-noise sources by inserting linear sys-
tems transforming the white-noise sources to colored
noise. For considering f� a noise sources infinite-dimen-

sional systems are required. However, as shown in Ref. 49,
these infinite-dimensional systems may be treated with
analytical formulas, so that f� a noise sources may be
treated by low computational effort. Using the perturba-
tion method, the correlation spectra of the phase and
amplitude noise due to white-noise sources as well as
due to f� a noise sources can be calculated. The method
has been applied to bipolar transistor oscillators [48,49] to
planar integrated microwave oscillators [34,78], and var-
actor tunable oscillators [33]. Frequency-domain noise
analysis can be performed on the basis of the HB method
[5–7]. Starting from the HB equations (71), we obtain a
nonlinear system of equations:

FðX;o;NTÞ¼ 0; XT 2 Cnð2kþ 1Þ; NT 2 Crð2kþ 1Þ
ð96Þ

In this equation XT is the system state vector summariz-
ing the signal spectra of n signals at a frequency o close to
the fundamental frequency o0 and at k harmonics. The
subscript ‘‘T’’ denotes that the signals are time-windowed
[44,84]. The vector NT summarized the r noise source
spectra at a frequency o and at k harmonics. The numer-
ical solution of this equation is based on correlation matrix
techniques. Combining of time- and frequency-domain
techniques is also possible in noise analysis [9]. The phase
noise is computed in the time domain. The linear sub-
circuits are described by noise multiports. This method
again exhibits the advantages of the time/frequency-
domain method. In Ref. 7 the results of measurements of
designed and fabricated integrated oscillators are
compared with the numerical simulations based on the
methods discussed above. This paper [7] also considers a
method to minimize oscillator phase noise by numerical
optimization. Based on the computation of the oscillator
steady state and spectral behavior in the time domain,
single-sideband phase noise is minimized using a method
of optimal control problems, a direct collocation algorithm
[9,10].

Another essential aspect is the simulation of the
startup behavior of oscillators. If the resonator is weakly
damped, it is well known that many oscillations to the
steady state occur. Although some analytical results are
available (see, e.g., Rusznyak [85]) where a simplified
model of a crystal oscillator is used, the corresponding
simulation problem is very complicated [87]. Schmidt-
Kreusel published an efficient solution for this problem
that is based on the idea that the transient trajectory of a
weakly damped oscillator consists of nearly closed trajec-
tories in the state space. If only a few parts of this
transient are approximated by periodic solutions, the
envelope of the transient behavior can be calculated in a
fast manner. This approach is described in detail by
Mathis [67]. An alternative approach was published by
Brachtendorf and Laur [15] that uses a certain kind of
partial differential equations for calculating the envelope.

5.2. Description of Noisy Circuits

In linear noisy circuits we usually have to deal with
stationary Gaussian noise signals. Such signals may be
characterized completely by their correlation spectra [23].
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For a signal s(t) unlimited in time, the average power
within the time interval of length 2T centered around t is
given by

1

2T

Z tþT

t�T

jsðt1Þj
2dt1 ð97Þ

If for large time intervals 2 T the average power ap-
proaches a limit, which is independent from t, the signal
s(t) is called stationary. The average power hPi of a
stationary signal can be exactly defined by

hPi¼ lim
T!1

1

2T

Z þT

�T

jsðtÞj2 dt ð98Þ

We investigate the more general term

cijðtÞ¼ lim
T!1

1

2T

Z þT

�T

siðtÞs

j ðt� tÞdt ð99Þ

The function cij(t) is called a correlation function. For i¼ j,
the function cii(t) is the autocorrelation function of the
signal si(t) and for iOj we have the cross-correlation
function cij(t) of the signals si(t) and sj(t). With the time-
windowed function sTðtÞ of the signal s(t) defined by

sTðtÞ¼
sðtÞ for jtj � T

0 for jtj > T

(
ð100Þ

we can write Eq. (99) in the form

cijðtÞ¼ lim
T!1

1

2T

Z þ1

�1

siTðtÞs

jTðt� tÞdt ð101Þ

The average power hPi of the signal si(t) is given by

hPi¼ ciið0Þ ð102Þ

We denote the Fourier transform of the time-windowed
function siT(t) with siT(f):

siTðtÞ � --- 
 SiTðf Þ ð103Þ

As mentioned before, the symbol �---
 represents the
correspondence between a pair of Fourier transforms.
From Eq. (103), we obtain

siTðtÞ  sjTð�tÞ � --- 
 SiTðf ÞS

jTðf Þ ð104Þ

The symbol * denotes the convolution operation

s1ðtÞ  s2ðtÞ¼

Z þ1

�1

s1ðt1Þ s2ðt� t1Þdt1 ð105Þ

The correlation spectrum Cij(f), given by

Cijðf Þ¼ lim
T!1

1

2T
SiTðf ÞS


jTðf Þ ð106Þ

is the Fourier transform of the correlation function:

cijðtÞ � --- 
 Cijðf Þ ð107Þ

Cii(f) with i¼ j is the autocorrelation spectrum of
the signal si(t), and Cij(f) with iOj is the cross-correla-
tion spectrum of the signals si(t) and sj(t). With
the exception of a dimensional factor, Cij(f) is a spectral
power density or a power spectrum. Since the autocor-
relation function is a real and even function of t, the
autocorrelation spectrum is a real and even function of
frequency. The cross-correlation function is complex.
Changing the sign of the frequency or interchanging the
indices i and j yields the complex conjugate of the correla-
tion function:

2Ciiðf ÞDf ð108Þ

The factor 2 results from considering both the positive and
negative frequency parts. In general for random signals no
amplitude spectra exist, whereas power spectra may be
calculated also for random signals. For a stationary noise
signal sni(t) the Fourier integral does not exist. However, a
correlation function

cijðtÞ¼ lim
T!1

1

2T

Z þ1

�1

hsniTðtÞ s

njTðt� tÞidt ð109Þ

can be defined, in which the brackets indicate the statis-
tical mean value over signals measured on an ensemble of
identical circuits. If the signals sni(t) and snj(t) have zero
mean value, in general, the mean value of the product
sniðtÞ s


njðt� tÞ approaches 0 with arbitrary order for

t!1, so that the integral (109) and also its Fourier
transform exist. Since the Fourier integral of a time-
windowed function exists in general, the correlation spec-
trum may also be defined by

cijðf Þ¼ lim
T!1

1

2T
hsniTðf Þ s


njTðf Þi ð110Þ

In this case, T-N has to be carried out after the
ensemble averaging. The autocorrelation and cross corre-
lation spectra Cij(f) of the noise sources of a linear network
are given by

Cijðf Þ¼ lim
T!1

1

2T
hSiTðf ÞS


jTðf Þi ð111Þ

where SiT(f), SjT(f) are the spectra of the time-windowed
signals of the noise sources. The correlation spectra Cij(f)
can be combined in the correlation matrix

Cðf Þ¼

C11ðf Þ C12ðf Þ 	 	 	 C1nðf Þ

C21ðf Þ C22ðf Þ 	 	 	 C2nðf Þ

..

. ..
.

Cn1ðf Þ Cn2ðf Þ 	 	 	 Cnnðf Þ

2
6666664

3
7777775

ð112Þ
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The correlation matrix C(f) can be represented as the
product of the column vector

STðf Þ¼

S1Tðf Þ

..

.

SnTðf Þ

2
6664

3
7775 ð113Þ

and its Hermitian conjugate row vector

S
y
Tðf Þ¼ ½S


1Tðf Þ 	 	 	S


nTðf Þ� ð114Þ

in matrix notation by

Cðf Þ¼ lim
T!1

1

2T
hSTðf ÞS

y
Tðf Þi ð115Þ

We now formally use the complex amplitudes SiT(f) in the
same way as the amplitudes of deterministic signals.
SiT(f) is the spectrum of a time-windowed noise signal.
We can measure the noise signal within some finite
interval of time, and we may calculate the spectrum of
this sample. This specific sample of a noise signal has to
be considered as a deterministic signal since we have
exact knowledge of its time dependence. The transition
from deterministic signals to random signals is done in
our description by performing the ensemble average.
After performing the ensemble average in the case of
random signals, the decomposition of the correlation
matrix into a product of a column vector and a row vector
will be impossible. For example in the case of a signal
vector describing independent random noise sources,
the nondiagonal elements will be averaged out to zero
and the correlation matrix will be diagonal. In general,
the network equations have the following form in matrix
notation:

~SSTðf Þ¼Mðf ÞSTðf Þ ð116Þ

The coefficient matrix M(f) combines the complex ampli-
tude vectors ST(f) and ~SSTðf Þ. Multiplying Eq. (116) from
the right with its Hermitian conjugate, we obtain

~SSTðf Þ ~SS
y
Tðf Þ¼Mðf ÞSTðf ÞS

y
Tðf ÞM

y
ðf Þ ð117Þ

Performing the ensemble average on both sides and sub-
sequently carrying out the transition T-N, we obtain

~CC¼Mðf ÞCðf ÞMyðf Þ ð118Þ

This establishes a general rule for deriving equations for the
correlation matrices from linear equations for the signal
amplitudes. A linear noisy two-port may be characterized by
two equivalent noise sources. These noise sources may be
located at the input or at the output. If both equivalent noise
sources are located at the same port, one noise source must
be a voltage source in series with the port and the other
source must be a current source in parallel with the port. If
one equivalent noise source is assigned to every port, in
general we may choose an equivalent current source or an
equivalent voltage source at each port.

5.3. Noise in Two-port Oscillators

We analyze the noise behavior of the simple two-port
oscillator shown in Fig. 13. The left two-port is the linear
frequency-determining feedback two-port. In our example
the feedback network of the Meissner oscillator was
chosen. The right two-port is the nonlinear amplifying
two-port. In our example, all internal noise sources of the
linear two-port as well as the nonlinear two-port are
summarized in the noise current source Ir

Tðf Þ. This equiva-
lent noise source is obtained in the following way. In the
first step, describe the noise properties of the linear feed-
back two-port by equivalent output noise located at its
output and the noise properties of the active two-port by
equivalent noise sources located at the input of the active
two-port. To extract the noise parameters of the active
two-port, we consider the active two-port to be linear.
After connecting the output of the feedback two-port to the
input of the active two-port, we can contract the four
equivalent noise sources into one noise source Ir

Tðf Þ.
For the oscillator circuit depicted in Fig. 13, the follow-

ing equations are valid:

I1lT
ðf Þ¼A21ðf ÞV2lT

ðf ÞþA22ðf ÞI
r
Tðf Þ ð119Þ

I2aT
ðf Þ¼SðVÞV1aT

ðf Þ ð120Þ

V1aT
ðf Þ¼V2lT

ðf Þ ð121Þ

I1lT
ðf Þ¼ � I2aT

ðf Þ ð122Þ

I1lT

V2lT V1aT

I2aT

IrT (f )

L1 L2
M

C

Linear

G

Figure 13. Noisy two-port oscillator.
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The variables I1lT
ðf Þ; V2lT

ðf Þ; V1aT
ðf Þ, and I2aT

ðf Þ are the
noise current and voltage amplitudes at the ports of the
two-ports. To investigate the oscillator noise behavior, we
have to consider the nonlinear saturation properties of the
active two-port. A21(f) and A22(f) are circuit parameters of
the feedback two-port in chain representation. In our
simple model we describe the active element by a non-
linear voltage-controlled current source. With the real
amplitude V of the oscillator signal at the input of the
nonlinear two-port, we describe the relation between
input and output noise signals by the amplitude-depen-
dent transconductance S(V). From (11 9) to (122) weobtain

ðA21ðf ÞþSðVÞÞV2lT
ðf ÞþA22ðf ÞI

r
Tðf Þ¼ 0 ð123Þ

The autocorrelation spectra CI(f) and CV(f) of the noise
current source Ir

Tðf Þ and the voltage current source Vr
Tðf Þ

are given by

CIðf Þ¼ lim
T!1

1

2T
hIr

Tðf ÞI
r
T ðf Þi ð124Þ

CV ðf Þ¼ lim
T!1

1

2T
hV2lT
ðf ÞV2lT

ðf Þi ð125Þ

With (123) we obtain

CV ðf Þ¼
jA22ðf Þj

2

jA21ðf ÞþSðVÞj2
CIðf Þ ð126Þ

For the Meissner oscillator the circuit parameters of the
linear feedback two-port are given by

A21ðf Þ¼ �G0 1þ jQ
f

f0
�

f0

f

� �� �
ð127Þ

G0¼
L2

jMj
G ð128Þ

Q¼
2pf0C

G
ð129Þ

A22ðf Þ¼ �
L2

jMj
ð130Þ

where M is the mutual inductance of the transformer and
L2 is the inductance of the secondary coil. Substituting
into (126), we obtain

CV ðf Þ¼
L2

jMj

� �2 CIðf Þ

ðG0 � SÞ2þG2
0Q2

f

f0
�

f0

f

� �2
ð131Þ

The power spectral density at the load conductance G is

Wðf Þ¼2CV ðf ÞG ð132Þ

and the total power flowing into G is given by

P0¼

Z þ1

0

CV ðf ÞG df ð133Þ

With

Z þ1

�1

dx

a2þ b2ðx�
1

x
Þ
2
¼

p
ab

ð134Þ

we obtain

P0¼ p
f0CI

QðG0 � SÞ
ð135Þ

The frequency deviation Df from the carrier is given by
Df¼f�f0. For Df5f0 we can approximate

f

f0
�

f0

f
¼
:
2
Df

f0
ð136Þ

To characterize the oscillator noise, we introduce the noise
measure Mr. The noise measure is the factor by which
the power spectral density of a noise source exceeds the
thermal noise. The autocorrelation spectrum of the
equivalent noise source of a conductance G exhibiting
thermal noise at a temperature T is given by 2kTG.
From this definition it follows that

Mr¼
CI

2kTG
ð137Þ

From (131), (132), (136), and (137) we obtain the power
spectral density of the oscillator:

Wðf Þ¼
4kTMrG

2
0

ðG0 � SÞ2þ 4G2
0Q2

Df

f0

� �2
ð138Þ

From (135) and (137) we obtain the average total power:

P0¼
2pkTMrGf0

QðG0 � SÞ
ð139Þ

We define the spectral width of the oscillator as the ratio of
the average power P0 and the power spectral density W(f0)
at the center frequency f0

B¼
P0

Wðf0Þ
ð140Þ

and obtain

B¼ p
G0 � S

G0

jMj

L2

f0

Q
ð141Þ

In the oscillator without noise, S equals G0, whereas in the
noisy case G0�S40 is valid. The oscillator amplitude is
determined by the nonlinear gain characteristics of the
active element. It is only slightly influenced by the noise
source. The ratio G0=ðG0 � SÞ is determined by the ratio of
the saturation power P0 and the injected noise power.
Using (139), we can express G0�S by the ratio of the
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power spectral density of the equivalent noise source and
the saturation power of the oscillator and obtain

B¼
2p2f 2

0

Q2

jMj

L2

� �2kTMr

P0

ð142Þ

The spectral width of the oscillator is proportional to the
noise measure Mr and proportional to the inverse of the
saturation power and to the square of the quality factor Q
of the resonant circuit. Low-noise design of oscillators
requires a low-noise active element, a high quality factor
of the active circuit, and a high saturation power of the
oscillator. Since the amplitude of the oscillator is stabi-
lized by the nonlinear saturation behavior of the oscillator,
an oscillator exhibits primarily amplitude noise.

5.4. Noise Analysis in Frequency Domain

In the following a frequency-domain perturbation method
for simulating the noise behavior of free-running micro-
wave oscillators is presented [7]. The method is based on a
piecewise harmonic-balance technique. The single-side-
band phase noise of the oscillator is derived from the
system equations. The method is limited to neither certain
circuit topologies nor certain types of noise sources.

5.4.1. Fluctuations of the State Variables. In the fre-
quency-domain method, noise sources may be considered
by extending the nonlinear system of equations (83).
Introducing the noise source vector NTðoÞ, which sum-
marizes the time-windowed spectra of the noise sources
the system equations now exhibit the following form:

FðXT;o;NTÞ � 0 ð143Þ

The index ‘‘T’’ denotes the time-windowed signal spectra
as defined in (103). The vector NT 2 C

rð2kþ 1Þ summarizes
the amplitudes at the fundamental frequency o0 and at
the harmonics up to ko0 of a number of r noise sources of
arbitrary spectrum. In (143) all harmonics up to kth order,
and their fluctuations are considered. This allows us to
compute the complete correlation spectrum at the fre-
quency deviation om¼o� o0. All noise processes, includ-
ing the upconversion of low-frequency noise, are
considered. Since the noise contribution is small compared
with the deterministic part of the oscillator signal, the
noise contribution may be considered as a first-order
perturbation. From (143) we obtain

FðXT;o;NTÞ þGðX0
T;oÞNT¼0 ð144Þ

with GðX0
T;oÞ 2 Cnð2kþ 1Þ� rð2kþ 1Þ and

GðX0
T;oÞ �

@FðXT;o;NTÞ

@NT

����
XT ¼X0

T ;NT ¼0

ð145Þ

The matrix GðX0
T;oÞ describes the coupling of the noise

sources NT with the system. It is assumed that noise
sources effect only a small perturbation of the limit cycle

of the oscillator:

XTðoÞ¼X0
TðoÞþ dXTðoÞ; o¼o0þom

k dXTðoÞ k5 kX0
TðoÞ k; om5o0

ð146Þ

Therefore the system of nonlinear equations (144) may be
linearized in the neighbourhood of the limit cycle, and we
obtain

JðX0
T;oÞdXTþGðX0

T;oÞNT¼0 ð147Þ

with the Jacobian matrix JðX0
T;oÞ 2 Cnð2kþ 1Þ�nð2kþ1Þ of

the unperturbed system equations given by

JðX0
T;oÞ �

@FðXT;o;0Þ
@XT

����
XT ¼X0

T

ð148Þ

This equation describes the perturbation of the oscillator
by the noise sources. It includes the mixing of the injected
noise signals NT with the unperturbed state variables X0

T.
From the solution of the linearized system of equations
(147), the correlation spectra of the state variables may be
computed. A problem arises from the fact that the Jaco-
bian matrix JðX0

T;o0Þ is singular for the limit cycle of the
unperturbed system [4,102]. The linearized perturbed
system equations cannot be solved by inversion or by LR
decomposition. The lowest eigenvalue of the Jacobian is
l1¼ 0. A perturbation dXT corresponding to the eigenva-
lue 0 of the Jacobian induces a perturbed solution
X0

Tþ dXT, which is again a solution of the system equa-
tions (143). The eigenvector corresponding to the eigen-
value l1¼ 0 is tangent to the limit cycle. The fluctuations
in direction of this eigenvector are the phase fluctuations.
The subspace spanned by the other eigenvectors of the
Jacobian is the space of the amplitude fluctuations. This
subdivision of the eigenvector space of the Jacobian allows
a clear and well-defined distinction between phase and
amplitude fluctuations.

5.4.2. Solution of the System Equations Including Noise.
The Jacobian is singular at the steady state and for a
small frequency deviation fm of the carrier frequency the
deviations of the matrix elements are small and the
condition number of the Jacobian remains high [102].
The condition number cond, defined by

condðJÞ¼ kJk kJ�1
k ð149Þ

provides a measure for the numerical error in the solution
of a linear system of equations [18,32]. The expression kJk
is the matrix norm of the Jacobian J. The condition
number of a matrix may be approximated by the ratio of
the largest and the smallest eigenvalues of the matrix
[32]. The largest eigenvalue is much larger than the
frequency of oscillation f0 because it is related to the
fastest process of the system. The smallest eigenvalue is
of the order of the frequency deviation fm, as we will show
later in (167). Therefore the condition number cond of the
Jacobian is much larger than the ratio of the carrier
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frequency to the frequency deviation of interest [50]

condðJðX0
T; 2pðf0þ fmÞÞÞb

f0

fm
ð150Þ

This means that the steady state of an oscillator has to be
determined to a much higher precision than the inverse of
the condition number to achieve a relative error smaller
than 1 [18]. Considering a 10-GHz oscillator and a fre-
quency deviation of fm¼10 kHz, for instance, the condition
number is much larger than 106. To overcome the numer-
ical problems, the Jacobian is linearized at the carrier
frequency with respect to the frequency

JðX0
T;oÞ¼JðX0

T;o0ÞþomJoðX
0
T;o0Þ ð151Þ

with the abbreviation

JoðX
0
T;o0Þ �

@JðX0
T;oÞ

@o

�����
o¼o0

ð152Þ

An eigenvalue decomposition [32] of the Jacobian with
left- and right-sided eigenvectors is used. Thus the com-
plete correlation spectra can be calculated in a numeri-
cally stable way. First we want to analyze the unperturbed

Jacobian JoðX
0
T;o0Þ. The left- and right-sided eigenvec-

tors of the Jacobian are denoted by V
y
j and Wi and the

eigenvalues with lV
j and lW

i , respectively.

Vyj JðX
0
T;o0Þ¼ lV

j V
y
j ; V j 2 Cnð2kþ 1Þ

ð153Þ

JðX0
T;o0ÞWi¼ lW

i Wi; Wi 2 C
nð2kþ 1Þ

ð154Þ

The eigenvalues of the Jacobian are equal for a set of left-
and right-sided eigenvectors:

lV
j ¼ lW

i ¼ li for i¼ j ð155Þ

The left- and right-sided eigenvectors satisfy the ortho-
gonality relations [102]:

V
y
j
.Wi¼ dij with dij¼

1 i¼ j

0 iOj

(
ð156Þ

According to these equations, the eigenvector V1 is ortho-
gonal to all right-sided eigenvectors Wi with the exception
of W1. The eigenvectors corresponding to the eigenvalue
l1¼ 0 are denoted with V1 and W1. These eigenvectors will
be investigated in the following in detail. The eigenvector
W1 is determined by the steady-state solution [5,8]

W1¼ jo0KX0
T ð157Þ

where K 2 Rnð2kþ 1Þ �nð2kþ 1Þ is a matrix that has only
nonvanishing diagonal elements consisting of the number

of the harmonics:

K ¼

�k

�ðk� 1Þ 0

. .
.

þ k

�k

0 . .
.

k

2
66666666666666664

3
77777777777777775

ð158Þ

Figure 14 illustrates the meaning of the eigenvectors viðtÞ
and wiðtÞ in the time domain. The vector v1ðtÞ � --- 
 V1ðf Þ

is the tangent vector to the steady-state limit cycle x0ðtÞ
and w1ðtÞ � --- 
W1ðf Þ is the normal vector defining a plane
N that is mapped onto itself by the unperturbed flux
of the linearized set of differential equations (Poincaré
map) [49].

The left-sided eigenvector V1 is determined via

JyðX0
T;o0ÞV1¼0 ð159Þ

which is a linear homogeneous system of equations and
can be solved with a standard LU decomposition. The
length of the vector V1 has to be normalized to satisfy
(156):

kV1k2¼ko0KX0
Tk
�1
2 ð160Þ

The eigenvectors Wi are a complete basis for the state

space, and, due to (156), a multiplication of V
y
1 with a

vector within the state space is a projection onto the
complementary space of the plane N . This means that

the projection operator W1V
y
1 applied to any vector

z¼
Pn

i¼ 1 aiWi results in a vector with a tangential com-
ponent a1 with respect to the limit cycle. So if this

projection operator W1V
y
1 is applied to the noise sources

in the state space GðX0
T;oÞNT, the contributions of the

noise sources that cause a phase shift of the unperturbed

X2

W2

N

W1

V1
V2

X1

Figure 14. Limit cycle in a two-dimensional phase space.
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steady state are separated. This will be shown in the
following. For a small frequency deviation fm the devia-
tions of the elements of the Jacobian are small. Therefore
the deviations of the eigenvalues and eigenvectors of the
Jacobian are small, too [32]:

l0i¼ liþ dli; jdlij5jlij ð161Þ

V 0
y
j ¼V

y
j þ dV

y
j ; kdV jk25kV jk2 ð162Þ

W0i¼Wiþ dWi; kdWik25kWik2 ð163Þ

The eigenvalues and eigenvectors of the perturbed Jaco-
bian JoðX

0
T;o0Þ are denoted by a prime. It is sufficient to

consider the deviations of the eigenvalues and eigenvec-
tors up to the first order in om:

dli¼omV
y
i JoðX

0
T;o0ÞWi ð164Þ

dWi¼
Xnð2kþ 1Þ

l¼ 1;lOi

om

li � ll
ðV
y
l JoðX

0
T;o0ÞWiÞWl ð165Þ

dV j¼
Xnð2kþ 1Þ

l¼ 1;lOj

om

lj � ll
ðV
y
j JoðX

0
T;o0ÞWlÞV l ð166Þ

The eigenvalue l01 is of special interest since it is identical
to the deviation dl1 from the lowest eigenvalue l1¼ 0 of
the unperturbed system. Using (157), we obtain

l01¼ dl1¼ 2pfmV
y
1 JoðX

0
T;o0Þj2pf0KX0

T ð167Þ

The smallest eigenvalue of the perturbed Jacobian l01¼ dl1

is therefore of the same order of magnitude as the small
frequency deviation om. The inverse J�1

o ðX
0
T;o0Þ of the

Jacobian is represented by an eigenvalue decomposition
with the eigenvalues and left- and right-sided eigenvec-
tors of the Jacobian JoðX

0
T;o0Þ:

J�1
ðX0

T;oÞ ¼
Xnð2kþ 1Þ

i¼ 1

1

l0i
W0i V

0y
i ð168Þ

This inversion will not be calculated, because of the ill-
conditioning of the Jacobian. We derive this equation to
calculate the correlation spectrum of the state variable
fluctuations. Later on we take into account the special
eigenvalue l01, which causes the bad condition of the
matrix and the problems associated with numerical
inversion. The state variable fluctuations are given by

dXT¼ �
Xnð2kþ 1Þ

i¼ 1

1

l0i
W0iV

0y
i ðGðX

0;oÞNTÞ ð169Þ

5.4.3. Correlation Spectrum of the Oscillator Noise. The
correlation spectra of the state variables CdX

ðf Þ and the

noise sources CN
ðf Þ are given by

CdX
ðf Þ¼ lim

T!1

1

2T
hdXTðf ÞdX

y
Tðf Þi ð170Þ

CN
ðf Þ¼ lim

T!1

1

2T
hNTðf ÞN

y
Tðf Þi ð171Þ

where the brackets denote the ensemble average. The
correlation spectra of the state variables are derived using
, (170), (171), and the equation of the state variable
fluctuations (169)

CdX
ðf Þ¼

Xnð2kþ 1Þ

i¼ 1

Xnð2kþ 1Þ

j¼ 1

1=ðl0il
0
j Þ

� ðV
0y
i CGN

ðf ÞV 0jÞW
0
iW
0y
j

ð172Þ

with the abbreviation

CGN
ðf Þ¼GðX0

T ;oÞC
N
ðf ÞGyðX0

T ;oÞ ð173Þ

The approximations of (164)–(166) for the eigenvalues and
eigenvectors of the perturbed Jacobian are used to derive
the correlation spectra of the state variable fluctuations.
The term with the major contribution to the correlation
spectrum is the term with i¼ j¼ 1 due to the small
eigenvalue l01¼ dl1 given in (167). This term denotes, as
already described, the phase noise of oscillators. As the
perturbation of the eigenvectors dW1 and dV1 are of the
order of om and therefore small compared with the un-
perturbed eigenvectors, they are negligible:

CdX
ðf Þ¼

ðV
y
1 CGN

ðf ÞV1ÞKX0X0yK

ð2pfmÞ
2
jV
y
1 JoðX

0;o0ÞKX0
j2

ð174Þ

Because of the special situation of the eigenvalue l01 and
the eigenvectors dW1 and dV1, the terms with i¼1 and
jO1 or iO1 and j¼ 1 in (172) denote the amplitude phase
correlation spectra. Finally the terms with iO1 and jO1
in (172) represent amplitude noise. These noise contribu-
tions are small compared with the phase noise, due to the
larger eigenvalues, and are not taken into account in the
following subsections.

5.4.4. Single-Sideband Phase Noise. The single-side-
band phase noise L(fm) is the ratio between the noise
power in a sideband of bandwidth 1 Hz at a frequency
deviation fm¼ f � f0 from the carrier frequency and the
total signal power PS. The single-sideband phase noise
L(fm) is equal for all state variables, and therefore we can
choose any state variable xi to calculate the single-side-
band phase noise:

LðfmÞ¼PNiðfmÞ=PSi ð175Þ

In order to obtain the single-sideband phase noise at the
fundamental frequency, the matrix element corresponding
to the ith state variable is chosen that denotes the noise
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power at the fundamental frequency. We have to select the
element jX0

i;1j
2 of the matrix KX0X0yX and obtain for the

noise power PNi(fm) in a 1 Hz bandwidth

PNiðfmÞ ¼2CdX
ðf0þ fmÞi;1Rn

¼2
jX0

i;1j
2RnV

y
1 CGN

ðf ÞV1

ð2pfmÞ
2
jV
y
1 JoðX

0;o0ÞKX0
j2

ð176Þ

where Rn is a resistance of normalization. The signal
power of the fundamental frequency is represented by

PSi¼ 2jX0
i;1j

2 .Rn ð177Þ

With the definition of the single-sideband phase noise in
(175), we derive an equation for L(fm) using the approx-
imations of the noise power (176) and the signal power
(177):

LðfmÞ¼
1

ð2pfmÞ
2
.

V
y
1 CGN

ðf0þ fmÞV1

jV
y
1 JoðX

0; 2pf0ÞKX0
j2

ð178Þ

where V1 is the solution of the homogeneous linear system
of equations

JyðU0
T ; 2pf0ÞV1¼0 ð179Þ

which can be obtained very easily with a standard LU
decomposition of the Jacobian. The derivative of the
Jacobian with respect to the frequency JyoðU

0; 2pf0Þ can
be calculated numerically, as we will show in our example.
The denominator of the second term is constant for
different frequency deviations and needs to be calculated
only once. The numerator consists of the correlation
spectrum of the noise sources multiplied by the vector
V
y
1 from the left side and by V1 from the right side. As we

already described, this multiplication is a projection of all
noise sources of the state space onto the tangent vector to
the steady state. That means that the vector V1 selects the
contributions of the noise sources that are tangential to
the steady state and therefore induce phase noise. The
noise sources, 1=f a-noise sources and white-noise sources,
and their modulation are taken into account in the
correlation matrix CGN . The correlation spectrum of a
1=f a-noise source decreases at 10adB per decade, and
therefore L(fm) decreases at [20þ 10a] dB/frequency dec-
ade. The single-sideband phase noise decreases at 20 dB
per frequency decade due to white-noise sources because
the correlation spectra of white-noise sources are constant
with respect to the frequency. This method results in a
numerically stable calculation of the phase noise of free-
running oscillators, where all effects of the noise sources
converted with harmonic signals are taken into account.

6. SYNCHRONIZATION OF OSCILLATORS

In the previous sections electronic oscillators without
excitations were considered, but even in the early days

of oscillators undesired entrainment phenomena of forced
oscillators were described by Möller [75] and others (see
van der Pol [99]) around 1920. Although van der Pol
mentioned forced oscillations in a 1920 paper, he consid-
ered circuits only with positive (differential) resistances.
In 1922 Appleton [3] discussed ‘‘automatic synchroniza-
tion’’ of forced triode oscillators (only another expression
for entrainment), and in the following years this subject
was studied in more detail (see van der Pol’s review paper
[100]), but a sound mathematical basis of entrainment
phenomena was not presented until the paper of Andro-
nov and Vitt [2] in 1930, where again the mathematical
ideas of Poincaré were used. A modern presentation can be
found, for example, in the monograph by Jordan and
Smith [47]. In 1945 Tucker [96] emphasized that

the synchronization (or entrainment) of oscillators was origin-
ally investigated because of difficulties experienced with early
radio transmitters of ‘‘pull-in’’ to adjacent-station frequencies.
Since then, however, the properties of oscillators under the
influence of injected tones have been utilized in several ways.

He also mentioned ideas from his Ph.D. thesis about
applications to carrier telephone systems and Kirsch-
stein’s [53] miscellaneous applications in radio and other
applications in communication engineering. Today many
of these early applications of entrainment and synchroni-
zation of forced oscillators are discussed in the area of so-
called phase-locked loops (see, e.g., Stensby [94] for
further details and references). Although it seems that
phase-locked-loop (PLL) circuits and forced electronic
oscillators differ in their circuit structure a mathematical
analysis shows similar phenomena in both circuits.

In this section some aspects of entrainment will be
illustrated using the forced van der Pol equation (with
normalized o2

0¼ 1)

ẍþ eðx2 � 1Þ
.
xþ x¼G cos ot ð180Þ

where e > 0. Following Jordan and Smith [47], where van
der Pol’s idea is used, we look for responses approximately
of the form

xðtÞ¼aðtÞ cos otþ bðtÞ sin ot ð181Þ

where a, b are slowly varying functions. Neglecting ä; b̈,
we obtain after some calculations a system of differential
equations for the amplitude functions a and b

2o�
1

2
eab

� �
.
aþ e 1�

1

4
a2 �

3

4
b2

� �
.
b

¼ eoa 1�
1

4
r2

� �
� Ob

ð182Þ

� e 1�
3

4
a2 �

1

4
b2

� �
.
aþ 2oþ

1

2
eab

� �
.
b

¼Oaþ eob 1�
1

4
r2

� �
þG

ð183Þ
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where G2¼a2þ b2 and O : ¼o2 � 1. The periodic solu-
tions with the frequency o of the ‘‘input function’’ G cos ot
(RHS of 180) correspond the equilibrium points
ð
.
a¼ 0;

.
b¼ 0Þ of these equations. Using the abbreviations

n¼ ðo2 � 1Þ=eo (‘‘detuning’’) and g¼G=eo, we obtain from
the equilibrium equations the following condition for
‘‘response’’ solutions

r2 n2þ 1�
1

4
r2

� �2
)(
¼ g2 ð184Þ

Analysis of this polynomial equation shows that there
are one or three real roots (since r40) depending on the
parameter values v and g. A graphical representation of r2

in dependence of jnj is called ‘‘response diagram,’’ which
can be found, for example, in Jordan and Smith [47].
Based on these equilibrium points, a stability analysis
has to be performed. As a conclusion it can be found that
for certain values of the parameters v and g around the
frequency o2

0¼ 1 ðv¼ 0Þ of the ‘‘free’’ oscillator (i.e., zero
input function), there is a finite region (‘‘lockin band’’) of
detunings v where a stable harmonic solution (with fre-
quency o) exists. This region of frequencies corresponds to
the region of entrainment or synchronization. Outside this
frequency region there are no stable harmonic solutions
with the input frequency o and in the a� b-plane limit
cycles appear. In Fig. 15 a variant of the response diagram
is shown using the coordinates r and o. A first curve
subdivides the r, o plane into the stable and unstable
areas, whereas the semicircle above corresponds to the
stable solutions of the polynomial equation (184). More-
over, the dashed lines confine the entrainment or synchro-
nization region. These results were published by
Andronov and Vitt [2] for the first time. Note that the
forced van der Pol equation is nonlinear, and, in contrast
to linear differential equations with constant coefficients
where general solutions consist of a superposition of ‘‘free’’
and ‘‘forced’’ oscillations, this distinction makes no sense

although it seems obvious if the frequencies o0 and o are
widely separated.

The abovementioned mathematical concept can be
applied to discuss some basic aspects of entrainment/
synchronization phenomena, but there are other effects
(e.g., higher harmonics, subharmonics) where more in-
volved techniques have to be applied. The reader is
referred to the monograph of Jordan and Smith [47] for
further details. For analysis of PLL circuits with its feed-
back structure, the monograph by Stensby [94] is very
helpful.

Finally, we should mention that there is a close rela-
tionship between synchronization and chaotic behavior.
This subject is contained in an interesting paper by Tsang
et al. [95]. As a conclusion of their discussion, it can be
emphasized that each circuit with synchronization proper-
ties is a potential candidate of a chaotic system.

7. MISCELLANEOUS PROBLEMS OF OSCILLATOR DESIGN

Besides the design problems discussed above, further
problems are essential in the design of oscillators. Some
of these problems are mentioned, but the reader is re-
ferred to the literature; for instance, the monographs by
Parzen [79], Frerking [30], and Kurz and Mathis [59]
contain many interesting design aspects. Several mono-
graphs are available that consider the design of micro-
wave oscillators [e.g., 101]. We will discuss only some more
general aspects of oscillator design. Spurious oscillations:
Most spurious oscillations are caused by the parasitic
inductances and capacitances in the active devices (e.g.,
transistors) or the physical layout for the components of
the oscillator circuit. A main approach to avoid these
oscillations is to introduce of additional damping (e.g.,
additional resistors). Parasitics that are related to the
layout and a rather poor design can be reduced by an
experienced designer since general rules to avoid it are not
available. In crystal oscillators there is a tendency of
spurious signals due to the crystal itself. For studying
these effects a more complete model of the crystal with
additional resonances (so-called modes) has to be consid-
ered [79].

Another effect is self-produced amplitude modulation of
high-frequency oscillation; this effect is often denoted as
‘‘squegging.’’ The physical reason of squegging is related to
an interaction between the time constant of the bias and
coupling circuits and the time constants of the high-
frequency tuned circuits of the oscillation part. Squegging
occurs more frequently in self-limiting oscillators with low
Q values than in crystal oscillators where a high Q is
usual. Furthermore a suitable thermal design is neces-
sary, especially if a crystal resonator is chosen. Some hints
about this subject can be found in the literature [see, e.g.,
Kurz and Mathis [59]).
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Übertragung. AE 48(1):45–50 (1994).

9. W. Anzill, Berechnung und Optimierung des Phasen-
rauschens von Oszillatoren, dissertation, Munich Technical
Univ., 1995.

10. W. Anzill, O. v. Stryk, R. Bulirsch, and P. Russer, Phase noise
minimization of microwave oscillators by optimal control,
IEEE MTT-S Int. Microwave Symp., Orlando, FL, May 16–
May 20, 1995, pp. 1565–1568.

11. V. I. Arnold, Geometrical Methods in the Theory of Ordinary

Differential Equations, Springer-Verlag, New York–Berlin–
Heidelberg, 1983.

12. L. Arnold, Random Dynamical Systems, Springer-Verlag,
Berlin–Heidelberg, 1998.

13. D. K. Arrowsmith and C. M. Place, An Introduction to
Dynamical Systems, Cambridge Univ. Press, Cambridge,
UK, 1990.

14. V. Belevitch, Classical Network Theory, Holden-Day,
San Francisco, CA, 1968.

15. H. G. Brachtendorf and R. Laur, Multi-rate PDE methods for
high Q oscillators, Proc. 4th Circuits, Systems, Communications

& Computers (CSCC) Conf., Athens, Greece, July 10–15, 2000.

16. A. Buonomo and C. Di Bello, Asymptotic formulas in nearly
sinusoidal nonlinear oscillators, IEEE Trans. Circ. Syst. I:

Fund. Theory Appl. 43:953–963 (1996).

17. R. Bulirsch, Die Mehrzielmethode zur numerischen Lösung

von nichtlinearen Randwertproblemen und Aufgaben der

optimalen Steuerung, Carl-Cranz-Gesellschaft Heidelberg,
Germany, 1971 (reprinted Technische Universität, Mathema-
tisches Institut, Munich, Germany, 1985).

18. R. Bulirsch, and J. Stoer, Introduction to Numerical Analysis,
Springer-Verlag, New York, 1980; Differential Equations,
Prentice-Hall, Englewood Cliffs, NJ, 1971.

19. E. J. Cassignol, Semiconductors, Vol. III, Non-linear Electro-

nics, Philips Techn. Library, N. V. Gloeilampenfabrieken,
Eindhoven, The Netherlands, 1968.

20. C.-R. Chang and M. B. Steer, Frequency-domain nonlinear
microwave simulation using the arithmetic operator method,
IEEE Trans. Microwave Theory Tech. MTT-38(8):1139–1143
(Aug. 1990).

21. L. O. Chua and P. Lin, Computer-Aided Analysis of Electronic
Circuits: Algorithms and Computational Techniques, Pre-
ntice-Hall, Englewood Cliffs, NJ, 1975.

22. L. O. Chua and Y.-S. Tang, Nonlinear oscillation
Volterra series, IEEE Trans. Circ. Syst. CAS-29:150–168

(1982).

23. W. B Davenport and W. L. Root, An Introduction to the Theory
of Random Signals and Noise, McGraw-Hill, New York, 1958.

24. J. Davidse, Analog Circuit Design, Prentice-Hall, New York,
1991.

25. A. Demir and A. Sangiovanni-Vincentelli, Analysis and Si-
mulation of Noise in Nonlinear Electronic Circuits and Sys-

tems, Kluwer Academic, Boston–Dordrecht–London, 1998.

26. C. A. Desoer and E. S. Kuh, Basic Circuit Theory, McGraw-
Hill, New York, 1969.

27. A. Dupuis, J. Hausner, and P. Russer, Hybrid integrated Ku-
band VCO., Proc. 19th European Microwave Conf., London,

Sept. 4–7, 1989, pp. 1009–1014.

28. W. A. Edson, Noise in oscillators., Proc. IRE 48:1454–1466
(1960).
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zillatoren, dissertation, Univ. Wuppertal, 1997.

88. K. F. Schünemann and K. Behm, Nonlinear noise theory for
synchronized oscillators, IEEE Trans. Microwave Theory
Tech. MTT-27(5):452–458 (1979).

89. M. Schwab, F. J. Zimmermann, P. Russer, F. X. Kärtner, and
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92. A. Spälti, Der Einfluss des thermischen Widerstands-
rauschens und des Schroteffektes auf die Störmodulation
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Initially implemented in military radar, microwaves have
been used in communication, space, scientific, and com-
mercial applications. The term microwave usually refers
to the frequency spectrum ranging from 300 MHz to
300 GHz. Strictly speaking, the millimeter-wave (mm-
wave) range begins at about 30 GHz; therefore, the term
radiofrequency (RF) is used, instead of microwave, to rep-
resent both microwave (300 MHz–30 GHz) and mm-wave
(30–300 GHz) frequency spectra.

Radiofrequency (RF) packaging is becoming more and
more important because of the significant growth of
military and commercial applications in wireless commu-
nication and sensing. Packaging strongly affects perfor-
mance, cost, and reliability; it is a determining factor in
application growth. Many RF packaging, issues are the
same as those for microelectronic packaging, which are
covered in other articles. However, RF packaging has
three distinguishing features:

1. Table 1 lists application examples at frequencies
ranging from 1 to 100 GHz [1]. There is another
long list for frequencies less than 1 GHz. For such a
wide spectrum of applications, it is not practical to
develop a few ‘‘standard’’ packaging solutions to
meet requirements that are usually frequency-de-
pendent.

2. For frequencies higher than 1 GHz, the package
strongly affects RF performance. It is a part of the
circuit, not just a housing. The package parasitic
becomes more critical as frequency increases [2,3].

3. The number of inputs/outputs (I/O) in RF packages
is small, for instance, 6 I/Os or 12 I/Os; however,
electromagnetic waves must be transmitted in and
out with minimum losses.

RF packaging technologies have been driven by military
applications; as a result, most packages are semicustom or
custom designed for performance, reliability, and small
volume manufacturing. With the growth of commercial
applications, cost is becoming the predominant factor. As a
result, plastic and low-cost ceramics are used for mass
production of RF packages for PCS applications at fre-
quencies around 2 GHz. They are being developed for
higher frequencies around 5 GHz.

High-volume applications in mm-wave frequencies, for
example, 23, 26, 30, 38, 60, and 77 GHz, are to be imple-
mented in the near future. Packaging these RF devices
and modules is critical to a successful implementation.
Package complexity is increasing substantially in order to
support these new commercial systems using microwave
and millimeter-wave integrated circuits (MMICs), active
antennas, antenna arrays, microelectromechanical sys-
tems (MEMSs), substrates with ferroelectric or supercon-
ductor or other novel components.

RF packaging technologies are advancing rapidly. This
article provides basic knowledge to understand the tech-
nology advances. Most packaging issues common to those
for microelectronics packaging will not be covered here,
and they can be found in other articles. The following sec-
tions will focus on unique issues for RF packaging. Rep-
resentative packages and assembly technologies will be
reviewed. Critical consideration of RF performance and
reliability will be introduced. The reliability section will
cover both thermal management and mechanical integri-
ty. A case study will be presented to illustrate a typical
design procedure considering various factors. In addition,
computer-aided-design (CAD) issues and advanced pack-
aging concepts will be introduced, to understand future
challenges.

1. RF PACKAGES

A typical microwave and mm-wave system is shown in
Fig. 1. Signals are generated by an oscillator and trans-
mitted from an antenna driven by an amplifier. The sig-
nals are received by another antenna and propagated to a
receiver. There are many transmission-line components to
interconnect these basic devices. In many cases, the trans-
mission line is a part of the circuits. The trend is to inte-
grate all the devices and components more and more using
MMIC and advanced packaging technologies. High inte-
gration could eliminate layers of interconnects for cost re-
duction and performance enhancement.

Figure 2 shows an example of two levels of RF packag-
ing. For a single-chip package, an RF device is connected
to a package substrate through wire bonding or flip-chip
soldering/bonding. Usually there are transmission lines

P

Table 1. Examples of RF Applications at Frequencies from
1 to 100 GHz

Frequency(GHz) Applications

1.9–2.1 Personal communication services (PCS)
4–8 Cooperative engagement military communication
5.1–5.3 Supernet band for PCS
12.4–12.7 Direct broadcast satellite (DBS)
20, 44 Military MILSTAR
27.5–30 Local multipoint distribution service (LMDS)
26–40 Military precision guided missiles
60 Wireless communication links
77 Vehicular collision avoidance radar
75–110 Concealed-weapon detection
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on the substrate; the lines are connected to the external
ports through feedthroughs or vias. The external ports are
connected to the next level board assembly. For a multi-
chip RF module, bare-die devices and RF components are
connected to a multilayer substrate with transmission
lines as interconnects. These single-chip and multichip
modules will be briefly reviewed in what follows (see Fig.
2).

1.1. Single-Chip Packages

Figure 3 shows a photo of a typical RF package with var-
ious components of a package shown in Fig. 4. The wall of
housing is usually made of metal or ceramic. The feedth-
roughs are gold-coated leads passing through a metal or
ceramic wall. With a metal wall, feedthroughs are isolated
from the wall by glass. A gold plated Kovar (iron–nickel–
cobalt alloy) or CuW (copper–tungsten) base is soldered to
the bottom of the package, and a gold-plated Kovar lid is
typically attached to the wall with AuSn (gold–tin) solder.

There are many different packaging approaches other
than the example given above. Several factors should be
addressed before an individual packaging method is cho-
sen [4]:

* Low-loss electrical interconnect with impedance
matching

* Dimensional stability and achievable tolerances
* Three-dimensional package characterization with

antiresonance housing

* Electromagnetic shielding
* Efficient thermal management
* Matching of material properties for reliable connec-

tions
* System constraints such as size, weight, shape, her-

meticity, or the special positioning of the package or
modules in the array

* Test and validation
* Overall cost including assembly and rework as well

as package manufacturability

With these considerations, a designer can chose a proper
packaging solution. A summary of different packages are
described below.

1.1.1. Package Materials. RF single-chip packages can
be categorized by package material such as metal wall,
ceramic wall, glass ceramic, and plastic packages. Their
major characteristics are listed in Table 2 qualitatively,
and a brief description is given in this section.

1.1.1.1. Metal Wall Package. The metal wall is usually
Kovar coated with nickel and gold. Its feedthroughs for
output leads are striplines isolated from the wall. Strip-
lines are described later. A good package can be used up to
90 GHz with low insertion loss and excellent isolation.
However, thermal performance is poor using Kovar and
the cost can be high. Thermal performance can be en-
hanced substantially with a CuW base plate. To reduce
cost, metal injection molding can be used for fabricating
the metal housing [5].

Multichip module

Single-chip packages

Board

Figure 2. Single-chip and multichip RF pack-
ages mounted on a board. The single-chip pack-
age can be through-hole or surface mount types.
The multichip module can be assembled using
wire bonding or flip-chip connections; the mod-
ule can be mounted onto the board using
through-hole or surface mount technologies.
All the critical elements for the first- and the
second-level packaging are shown in the figure.

Figure 3. Photo of a typical single-chip RF package. Details of
the package are described in Fig. 4.

Oscillator

Receiver

Amplifier

Antenna

Antenna

Transmission line
components

Figure 1. A typical microwave or millimeter-wave system con-
sisting of major functional modules and circuits for signal trans-
mitting and receiving. The integration of the oscillator, amplifier,
and antenna is for signal transmitting. The integration of the an-
tenna and receiver is for signal receiving. For high-frequency ap-
plications, the transmission-line components should be reduced
as much as possible for high efficiency.
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1.1.1.2. Ceramic Wall Package. The ceramic wall is usu-
ally made by high-temperature cofired ceramic (HTCC)
coated with nickel and gold. The process for HTCC is de-
scribed in Ref. 6. The feedthrough conductor can be tung-
sten striplines without additional electrical isolation. A
good package can be used up to 60 GHz with low insertion
loss and good isolation. The package cost can be lower
than that of the metal wall package’s, but it may still be
high.

1.1.1.3. Glass Ceramic Package. The package material
is a compound mixing glass and alumina. It is also called
low-temperature cofired ceramic (LTCC) with copper as
the conductor. The substrate is ideal for surface mount
package and multichip modules. A good package can be
used up to 40 GHz with low insertion loss. Its cost is low
because the use of copper as the conductor; however, with-
out enhancement, its thermal performance can be poor.

Figure 5 shows a surface-mounted ceramic package
with RF vias. The external ports can be designed for lead-
less chip carrier or ball-grid array (BGA) surface mount
technologies. The insertion loss can be high, and the op-
eration frequency is limited to a band between 18 and

26 GHz. With higher frequencies, the typical l/4 length
scale is close to length scales of package discontinuities
caused by bonding wires or joints, vias, walls, and other
elements. To reduce the loss at a selected high-frequency
band, the electromagnetic coupling at critical interfaces
should be designed to smooth such discontinuities. Figure
6 is a package with coupling designed for 77 GHz.

1.1.1.4. Plastic Package. The plastic package is fabri-
cated by injection molding of a device on a pedestal/lead-
frame for die attachment and I/O leads. The package is
excellent in manufacturability and ideal for surface-
mount technology. However, it is usually used for fre-
quencies less than 10 GHz due to high insertion loss. The
manufacturing processes are the same as those for plastic
packages used in microelectronics; however, the induc-
tance of bonding wire and leadframe should be evaluated
for high-frequency packages. A new premolded plastic
package can enhance the performance, which is described
later. The cost of a plastic package is low; however, it may
not be lower than that of the glass ceramic package if both
are designed for reach the same electrical performance.

1.1.1.5. Boards. The single-chip RF packages are gen-
erally mounted on a board. The board technologies are
very similar to those for RF modules; these technologies
are to be described in the next section.

1.2. Multichip Modules

Multichip module (MCM) technologies are being applied
to design and manufacture RF modules. It is defined as a
substrate of dielectric and conduction layers, on which in-
tegrated circuits (‘‘chips’’) and passive components (if any)
are mounted directly on (or inside) the substrate, without

Wall

Feedthrough

Base plate

RF feedthrough

Figure 4. Structure of an RF package consisting of a wall, fe-
edthroughs, and a baseplate. The baseplate carries the RF device
that is connected to RF ports through wire bonding pads and fe-
edthroughs. The metal wall is to provide electrical, thermal, and
mechanical protection of the device.

Table 2. Different Materials for Single-Chip RF Packages

Metal Wall Ceramic Wall Glass Ceramic Plastic

Features Broadband Broadband Low loss Low cost
Low loss Lower cost than metal wall Suitable for single-chip and MCM Suitable for high-volume applications
Antiresonation Low loss Surface mount Surface mount
Structure Anticavity resonation Suitable for high-volume applications
Excellent shielding Good shielding
Excellent isolation Good isolation Excellent design flexibility

Matching VIA

OUT

Without lead

IN

Figure 5. A surface mount package with RF vias. At the end of
each port, the RF signal passes through the via to solder pad for
surface mounting. No lead is needed for better RF performance
because of short connections. Surface mount is important to au-
tomatic assembly of the package onto a board.
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separate packaging for most of the active components. The
entire MCM may be placed in a hermetic package much
like a large single-chip carrier, or may be directly covered
with a sealant material to protect the components from
physical damage [7]. A good MCM example is shown in
Fig. 7, which is a drawing of a photo taken from Ref. 8. The
module consists of components on both sides. The front
side has RF multicavities with all the MMICs and a large
cavity with low-frequency components, for example,
ASICs and discrete components for power supply and dis-
tribution. The backside is a nonhermetic area where all
the surface mount components are assembled.

The advantages and concerns of MCM and single-chip
packaging are listed in Table 3. MCM technologies are
emerging as a cost-effective technology for next-genera-
tion devices because of their advantages in small size,
performance enhancement, better reliability, low power
consumption, package cost reduction, and potential over-
all cost reduction for high-volume applications [9]. It is the
predominant approach for mm-waves modules with fre-
quencies higher than 30 GHz. However, its cost can be
very high if manufacturing yield is low. With the estab-
lishment of MCM manufacturing infrastructure for mi-
croelectronics, the manufacturing barrier is being reduced
substantially. In addition, sizes of single-chip packages
are reduced significantly with chip-scale-package (CSP)
technology. These packages for some RF and microelec-
tronic devices can be integrated with other devices to form
an MCM. It is anticipated that more MCM-based RF mod-
ules will be developed for size, weight, performance, pow-
er, or cost advantages in future.

MCMs can be fabricated using thin-film, thick-film, or
thick/thin-film technologies. Typical substrate materials
important to RF packaging are listed in Table 4 [10,11] for
hard and Table 5 [12] for soft substrates.

1.2.1. Alumina/Glass Alumina. Alumina and glass al-
umina are popular substrates for MCMs. The fabrication
of alumina substrate usually employs cofired technology,
which includes low-temperature cofired ceramic (LTCC)
and high-temperature cofired ceramics (HTCC). LTCC
and HTCC are alumina/glass systems that differ in glass
content (50% vs. 4%) and firing temperature (8501C vs.
15001C). The LTCC firing temperature permits the use of
silver, gold, and copper as conductors, while HTCC is lim-
ited to the use of a higher-melting-point refractory alloy,
such as tungsten and molybdenum. LTCC substrates thus
have lower sheet resistance but higher dielectric loss tan-
gent. Their mechanical strengths and thermal conductiv-
ities are also lower than those of HTCC substrates. To
achieve better cost/performance ratio, thin-film MCMs can
use a harder alumina substrate, for example, A493, listed
in Table 4, which has good RF, mechanical, and thermal

Front side

Back side

Figure 7. Substrate for a mixed multichip module. The frontside
consists of low-frequency microelectronics and RF areas. Critical
devices are sealed separately to avoid crosstalk. The backside is a
nonhermetic area for all low-frequency surface mount compo-
nents. A multichip module is much more complicated than single-
chip packages; it is custom-designed and fabricated to intercon-
nect many devices to reach specific targets on cost, performance,
size, weight, or reliability.

Grounding plane

8 mm

0.20 × 3 (mm)

Metal fixture

Package
bottom
 view

Figure 6. Structure of an electromagnetic coupling package. The
top-layer microstrip line is coupled to the bottom one through the
slot on the ground plane. The structure achieves the low insertion
loss in a selected high frequency band. Such a specific RF design
is important to reduce losses in millimeter-wave applications.

Table 3. Advantages and Concerns for Single-Chip and
Multichip Packaging

Single Chip MCM

Advantages Each device testing Size reduction
Good yield as module Lightweight
Device to device isolation Assembly cost

reduction/cycle
time reduction

Hermeticity for individual
device

Performance
enhancement

Reliability
enhancement

Volume manufactuability Power reduction
Concerns Electrical performance as

module level
Bare-die testing

and yield
Rework
Use of via for RF

line
DC/RF shielding
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properties. With thin-film technologies, low-temperature
metals can be used for circuits. If planer passive compo-
nents are needed, either HTCC or LTCC multilayer ce-
ramic can be used as the substrate for thin film. Details on
thin-film, thick-film, and thin/thick film-MCM technolo-
gies are given in other articles in this encyclopedia.

With single-layer or multilayer structures, different
types of interconnect, for example, stripline, microstrip,
and coplanar waveguide, can be used. Thermal conductiv-
ities of alumina and glass alumina substrate are usually
poor. If needed, thermal performance can be enhanced by
the use of metal plates, for example, CuW and Cu–Mo–Cu
composites. Alternatively, AIN or BeO can be used.

1.2.2. BeO. Beryllium oxide or beryllia (BeO) is an al-
ternative substrate material with an excellent thermal
conductivity of 260 W/m .K. However, it is not widely used
because of toxicity of outgasing during substrate fabrica-
tion. Also, its CTE is 9 ppm/1C, which is quite different
from GaAs’s CTE. In addition, BeO cannot be used to fab-
ricate multilayer structures.

1.2.3. AIN. AIN, with a thermal conductivity of 150 W/
m �K, is becoming an appealing alternative to alumina. Its
coefficient of thermal expansion (CTE) of 4.7 ppm/1C,
which is closer to silicon’s and GaAs’s CTE. It can be
used for single-layer and multilayer thin-or thick-film
technologies. AIN substrate also utilizes refractory met-
allizations, firing at 18001C. AIN powders are currently
more expensive than alumina and result in higher sub-
strate cost. In addition, the electrical loss could be high
and the thermal conductivity can be degraded substan-
tially, with processing variations.

1.2.4. Polymers. Laminated substrates are being used
widely for personal communication systems (PCS) appli-

cations. Their well-established manufacturing infrastruc-
ture can be accessed by module designers. The typical
substrates can be PTFE, FR4 and polyimide. Their prop-
erties are listed in Table 5. Their CTEs are very large and
thermal conductivities are poor, so reliability issues
should be considered during module design. For low-loss
modules, PTFE with different fillers can be used.

In addition to the properties discussed above, another
major concern regarding the materials is dimensional sta-
bility. RF performance is affected by the variations of di-
mensions such as the length and the width of a line, the
shape of a line’s cross section, the spacing among lines, the
diameter of a via, surface roughness, and many other geo-
metric parameters. In particular, performance in millime-
ter-wave modules is strongly dependent on dimensional
stability. For these applications, HTCC, LTCC, and plastic
packages might not be good choices; their structural
shrinkage or expansion could cause performance degra-
dation. Rigorous process control is needed to limit the di-
mensional change during manufacturing. Or, thin-film
packages could be used. Even for the thin-film intercon-
nects, tight process control or new processing techniques
may be a needed. For example, reactive-ion etching (RIE)
instead of a wet etching process may be used to fabricate a
precise structure for superior performance [7].

1.3. Assembly Technologies

The first-level (device-to-package) assembly technologies
are wire bonding, tape-automated bonding (TAB), and flip-
chip soldering or bonding. The second-level (package-
to-board) assembly technologies can be through-hole or
surface mount. The surface-mounted packages can be
leaded or leadless peripheral, ball-grid-array (BGA),
chip-scale-package (CSP), or direct chip assembly (DCA).
The major challenge to the assembly technology to control
its effect on the package performance. Since the unique RF
requirements of the second-level packaging are very sim-
ilar to those of the first-level packaging, only the require-
ments for the wire bonding, TAB, and flip-chip assembly
will be discussed.

1.3.1. Wire Bonding. Wire bonding technology is the
earliest and by far the most prevalent technology (490%)
in use today. A typical microwave chip and wire intercon-

Table 4. Properties of Hard Substrate Materials

CTE�
10�6/1C

Thermal
Conductivity

W/m �K

Dielectric
Constant er

(10 GHz)

Tan d�
10� 4

(10 GHz)

Alumina
(HTCC)a

6.9 20 9.1 12

Alumina
thin filmb

7.2 33 9.5 0.9

Glass ceramicc 5.9 2.5 5.7 12
ALN 4.7 150 8.6 53
BeO 9 260 6.7 40
Fused quartz 0.5 1.4 3.75 15
Sapphire 6 46.1 10.3 20
Si (high

resistivity)
2.6 148 12 10–100

Gallium arsenide 5.7 58 12.9 16

aAlumina A443 by Kyocera Corporation.
bAlumina A493 by Kyocera Corporation.
cGlass ceramic G-55 (GL550) by Kyocera Corporation.

Note: For properties of BeO the reader is referred to Integrated Active An-

tennas and Spatial Power Combining (J. A. Navarro, K. Chang, 1996).

Properties of fused quartz, sapphire, and Si are covered in Materials Hand-

book for Hybrid Microelectronics (edited by Joseph Alison King, Artech

House, 1988). Properties of gallium arsenide are listed in this table for

reference.

Table 5. Properties of Soft Substrate Materials

CTE�
10–6/1C

Thermal
Conductivity

(W/m �K)

Dielectric
Constant er

(10 GHz)
Tand�10–4

(10 GHz)

PTFEa 17 0.257 2.33 13
Filled PTFEb 35 0.31 3.5 26
FR4c 15.8 0.2 4.7 300
Polyimided 16 0.043 4.2 150

aDiclad 870 by Arlon Materials for electronics division.
bAR 350 by Arlon Materials for electronics division.
cFor properties of FR4 refer to Microelectronics Packaging Handbook [ed-

ited by R. R. Tummala and E. J. Rymaszewski, Van Nostrand-Reinhold,

New York, 1989].
d85N Arlon Materials for electronics division.
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nect utilizes 18–25-mm diameter gold wire, which is ball or
wedge bonded to gold-plated die and substrate bondpads.
The very narrow wires are highly inductive at higher fre-
quencies, and variations in wire length and loop shapes
cause performance variations from module to module [13].
Length and impedance control are critical issues.

1.3.2. TAB. Tape-automatic bonding (TAB) technology
is commonly utilized in commercial products requiring
lightweight, thin packaging. TAB is typically a reel-to-reel
process using solid copper tape or copper prepatterned on
a polymide film. The inner leads of the tape are bumped
and bonded to the die pads. Finally, the bonded assembly
is encapsulated and the outer leads are bonded to a print-
ed wiring board [13]. The coplanar film carrier can be
made for TAB RF packaging, which has an insertion loss
of less than 0.2 dB/mm without resonance over the fre-
quency range from DC to 30 GHz. The electrical perfor-
mance of a GaAs MMIC module with coplanar film carrier
is almost equal to that of an MMIC measured directly on
wafer [14].

1.3.3. Flip-Chip Assemblies. Flip-chip technology pro-
vides a direct metallurgical interconnect between die
bondpads and the substrate. Solder-bumped die are sol-
dered or bonded directly to the substrate, providing an
excellent electrical connection.

The thermal path is through the solder connection to
the substrate. In the case of high-power GaAs MMICs,
without the use of thermal bumps, this thermal path is
usually inadequate for reliable operation [13]. However,
flip-chip assembly is becoming more and more important
with the following advantages [15–17]:

* Automated assembly
* Compact modules
* Minimum interconnect length
* Low inductance and discontinuity
* Compatibility with coplanar interconnects without

the use of thin devices
* Efficient thermal management with the use of ther-

mal bumps

RF packaging is very challenging because of the wide
spectrum of operation frequencies and strong packaging
effects on RF performance. For example, the number of
I/Os is substantially less than those for microelectronics;
however, it is still very difficult to switch from wire bond-
ing to flip-chip assembly. Such a switch is a paradigm
shift, demanding reconsideration of not only package but
also device designs. The microstrip lines on an MMIC
should be replaced by coplanar waveguides. More impor-
tant, placement of high-power dissipation MESFETs or
other devices should be close to the flip-chip joints. Trade-
off considerations on RF performance and reliability must
be taken into account before any package design. These
two issues are to be discussed in the following sections.

2. PERFORMANCE OF RF PACKAGES

At microwave and higher frequencies, packaging can af-
fect the RF performance of circuit significantly. RF pa-
rameters of the package are frequency-dependent.
Insertion loss, return loss, package resonance frequency,
and crosstalk caused by electromagnetic coupling are
measures of RF performance. As frequency increases,
packaging can become the limiting factor of electrical per-
formance by degrading signal propagation, or by contrib-
uting to structural configuration that fosters cavity
resonances or that propagates waveguide modes.

2.1. Single-Chip RF Package

Even though RF performance of multichip modules (dis-
cussed later) is superior [3] to that of single-chip package
to some extent, the single-chip package is still useful due
to several reasons [3]:

1. Electrical response of a packaged device is more re-
producible and defined. Bondwire and mounting
techniques affecting RF characteristics can be de-
fined.

2. Die performance can be tested and validated.

3. Each package can be designed for machine handling.

4. Packages assembled are usually reworkable.

2.1.1. RF Structure of the Package. Figure 8 illustrates
typical RF components for a single-chip package. An
RF/MMIC chip (die) may be a single device or an integrat-
ed circuit consisting of several devices. The chip is bonded
to pads on the substrate by using wire/ribbon bonding of
flip-chip bonding technology. Transmission lines on the
package substrate carry the signal in or out of the chip.
Microstrip lines or coplanar waveguides (CPWs) can be
used. Bias and control signal lines are also fabricated on

Chip/die

Wire-bonding/ribbon Flip-chip bonding

Transmission lines on package substrate
(microstrip line, CPW/GCPW, and CPS,

single layer and multilayer)

Packaging house
(feedthrough)

External ports

Figure 8. Block diagram of RF components for a general single-
chip RF package. Each block represents a critical package
element that affects the RF performance of a packaged RF device.
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the package substrate. The package substrate can be ei-
ther single-layer of multilayer. For a multilayer substrate,
vertical vias are needed to carry the signal or DC power
through different layers. The substrate is enclosed in the
metal or ceramic housing with external ports. Feedth-
roughs are needed to carry the RF and other signals in
and out through the package housing. A stripline structure
is a common choice for these feedthroughs. External ports
can be miniature coaxial connectors, through-hole leads, or
solder joints for the next level packaging (see Fig. 2).

2.1.2. Bondwire and Flip-Chip Interconnect. Bondwires/
ribbons and flip-chip interconnects provide electrical con-
nections between a chip and a substrate. Figure 9 shows
the comparison of effect of wire bond length and flip-chip
interconnects on insertion and return losses. The insertion
loss (S21) in two-port RF circuits is found by driving port 1
with a incident wave of unit amplitude, and measuring the
transmitted wave voltage amplitude, coming out of port 2,
when port 2 is terminated in matched load to avoid reflec-
tion. The return loss (S11) is, similar to the insertion loss,
the ratio of the amplitude of the wave reflected from port 1
to the incident wave voltage amplitude to port 1 when port
2 is terminated in matched load. The return loss (S11) and
insertion loss (S21) are widely used in RF engineering as
measures of RF performance. As observed in Fig. 9, the
flip-chip interconnect typically results in better perfor-
mance, particularly for frequencies higher than 4 GHz [7].
Most of the discussions in the literature concentrate on
S21 effects. However, to ensure a minimum amount of
standing waves in the assembly and, hence, the most uni-
form behavior across a wide range of frequencies, S11

should be less than –20 dB across the entire passband of

interest. Here again, wire bonds of all lengths perform
poorly in comparison with flip-chip interconnects for fre-
quency above a few hundred megahertz.

2.1.2.1. Bondwire or Ribbons. Wire bonding is the most
widely used method of connecting a chip to a package. A
typical bondwire is around 300 mm long and 200mm high.
This length includes a margin of error due to (1) the height
difference between the chip and the substrate, (2) chip
contact pads’ locations, and (3) an extra length needed to
avoid a mechanical failure during thermal cycling. The
inductance of the wire length may degrade the electrical
performance of the RF chip. Wire bond inductance can be
calculated using the following formula (18)

Ls¼ 5l 1n
2l

p

� �
�

3

4

� �

where Ls is the self-inductance with the unit of nH, l is the
length of the wire in inches, and p is the diameter of the
wire in inches. Figure 10 shows calculated return loss and
insertion loss of bondwire and bond ribbon interconnect
versus normalized wire length L/l0 (19). An interconnect
with a return loss better than –10 dB requires bondwires
not longer than 0.033l0, which is only 100 mm at 94 GHz.
Bond ribbon has better performance; the limit on the
length in this case is 0.063l0 for � 10 dB return loss (19).

2.1.2.2. Flip-Chip Interconnects. The use of CPW line on
the chip and the substrate is the key step that allows ap-
plying flip-chip as an alternative interconnect technique
for RF systems. In CPW, the ground conductors are on the
same plane as the signal strip. Microstrip line is more
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Figure 9. Insertion loss and return loss for flip-chip and bondwire interconnects with RF chips
mounted on a laminate or a ceramic substrate. The losses are strongly dependent on the assembly
technologies, substrate materials, and operating frequencies. This figure can be used to estimate
losses in a typical RF package. (From Ref. 7, r IEEE 1997, reprinted with permission.)
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commonly used in RF packages. Therefore, flip-chip inter-
connects are also used with microstrip. Because the
ground conductor and signal strip line are not on the
same plane in the microstrip line configuration, vias are
needed to connect the ground planes on the chip and pack-
age substrate. Therefore, most of the comments in this
section are limited to CPW flip-chips. Figure 11 shows the
structure of flip-chip interconnect on CPW and microstrip
lines. The bump height (50–75 mm) is small compared
with the length of bondwire, and the bump diameter
(40–150 mm) is larger than that of the bondwire. There-
fore, a considerable improvement in the electrical inter-
connect properties is achieved. The return loss is less than
–10 dB at 100 GHz for bump height 70 mm and bump di-
ameter 40mm [19]. However, chips are flipped so the sub-
strate is very close to the chip. When the fields of the
transmission lines on the chip interact with the mounting
substrate, the RF performance of the chip can be affected
for several reasons: (1) transmission lines on the chip, (2)
the gap between the chip and the substrate, (3) the tran-
sition into the chip’s transmission lines, (4) chip thickness,
(5) transmission lines or other structures on the substrate
under chip, and (6) dielectric constants of the chip and the
substrate. The change in line impedance for the flipped
versus the unflipped cases is larger than 5% for microstrip
line on GaAs with width 254mm and airgap 100 mm [20].
When a CPW is used as the transmission line for MMICs,
the fields in the CPW are well confined within the gaps on
the CPW and narrower line widths and gaps are possible
for a desired line impedance at the expense of higher
transmission-line loss. The change in the impedance for
CPW on GaAs is less than 0.53% up to 50 GHz with the
width 14.2mm, gap 15.42 mm, and airgap 100 mm [20]. As
the airgap between the substrate and the chip is reduced,
more field fringes into the substrate, which reduces the
line impedance; the optimum airgap is about 100 mm for
CPW with width 76.2 mm and gap 50.8mm [20]. For pro-
tecting the chip from the environment and for increasing
the connection reliability, an underfill epoxy can be used
for flip-chip interconnects. The effect of underfill for RF

performance of chips has been reported [16,17,21]. A
lumped-element model of flip-chip joint is available [22].

2.1.3. Transmission Lines on Package Substrates. Micro-
strip line is widely used for MMICs and MCMs, but re-
cently the CPW and coplanar strip (CPS) have been shown
to be appealing alternatives. A brief discussion about mi-
crostrip line, CPW, and CPS is given below. Detail de-
scriptions of these transmission lines are available in
other articles in this encyclopedia.

2.1.3.1. Microstrip Line. The microstrip line is the most
commonly used transmission line for MMICs; it is formed
by a strip conductor of a width of W and thickness t, sit-
uated on the topside of a planar dielectric substrate and a
ground conductor (see Fig. 12).

Given the dimensions of the microstrip line, the char-
acteristic impedance can be calculated as [23].

Z0¼
60
ffiffiffiffi
ee
p 1n

8d

W
þ

W

4d

� �
for 1 �W=d

¼
120p

ffiffiffiffi
ee
p
½W=dþ 1:393þ 0:6671nðW=dþ 1:444Þ�
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Figure 10. Calculated return and insertion losses of bondwire
and bond ribbon interconnect versus normalized wire length L/l0.
This figure can be used to estimate the right wire length for
desirable losses. (From Ref. 19, r IEEE 1996, reprinted with
permission.)
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Figure 11. (a) Structure of flip-chip interconnect on a coplanar
waveguide (CPW) with hb as the bump height, Pb as the bump
pitch, and tb as the bump diameter. Three solder bumps are need-
ed for one RF and two ground connections. (b) Structure of flip-
chip interconnect on a microstrip line. A single solder bump is
needed for the RF connection. (From Ref. 19, r IEEE 1996, re-
printed with permission.)
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where W is the width of the strip in microstrip line, d is the
thickness of substrate, and ee is the effective dielectric
constant of a microstrip line, which is given approximately
by

ee¼
erþ 1

2
þ

er � 1

2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 12d=W

p

where er is the dielectric constant of the substrate.
Given characteristic impedance Z0 and dielectric con-

stant er , the W/d ratio can be found as

W

d
¼

8eA

e2A � 2
for W=do2

¼
2

p
B� 1� 1n 2B� 1ð Þþ

er � 1

2er
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for W=d > 2
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and B¼
377p

2Z0
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er
p

Microstrip line is used for frequencies below 60 GHz
with impedance ranging from 15 to 120O [24]. Because
the ground plane is usually fabricated on the backside of
the chip or the component, it is necessary to fabricate via
holes to connect ground bonding pads and the backside.
Such via processing is expensive and susceptible to ther-
mal mismatch-induced stresses.

2.1.3.2. CPW. The structure of a coplanar waveguide
(CPW) is shown in Fig. 13. It consists of a signal conductor
placed between two ground planes. All the three conduc-
tors are deposited on one side of a dielectric substrate. The
dominant mode on a CPW is quasi-TEM at low frequencies
[25]. For an ideal case, when the ground planes are very
wide relative to the slot spacing S and the dielectric sub-
strate is much thicker than S, the characteristics of the
CPW can be determined by conformal mapping techniques
[25]. The capacitance of the CPW is given by [25]

C¼ 4e0
ðerþ 1Þ

2

KðkÞ
K 0ðkÞ

where K(k) and K 0ðkÞ¼Kðk0Þ are the complete elliptical
integrals of the first kind. The modulus k¼S/(Sþ 2W)
with gap S and width of signal conductor strip W. Conse-
quently, the characteristic impedance is given by

Z0¼
120pK 0ðkÞ
ffiffiffiffi
ee
p

KðkÞ

where ee is the effective dielectric constant for the CPW(¼
(erþ1)/2). Design equations for CPW with general dimen-
sions are complex and available in Ref. 25, Section 2.1.4.
Since the CPW is used in circuits with a higher integration
density, attention has been paid to the effect of the dis-
tance between the top metal and CPW substrate and of the
finite width of conductors on the line parameters [26].

The principal advantages of CPW are [27]: (1) easier
construction using thicker substrates without via holes;
(2) good grounding for integrated active devices; (3) com-
patibility with flip-chip assembly technology; (4) less
radiation at discontinuities, low conductor loss in some
cases, and less dispersion as compared with the microstrip
line; and (5) reduced coupling between different lines in

Ground plane

d

Conducting strip

Figure 12. Geometry of a microstrip line with d as the substrate
height, W as the width of the conducting strip, and er as the rel-
ative dielectric constant of the substrate. The impedance of the
line is determined by these three parameters.

s w s

Ground plane Ground plane

Substrate

Ground
plane

Substrate

Figure 13. Structure of a CPW transmission line with W as the
width of the center conducting strip and S as the spacing between
the grounding plane and the center strip. The impedance of the
line is determined by these two parameters and the effective di-
electric constant of the substrate.
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the same metallization layer [28]. One of major problems
with CPW is that a balanced coupled-slotline mode can be
excited at nonsymmetric discontinuities. This mode can be
avoided by incorporating grounding straps between the
ground planes, using either airbridges or underpasses
[27]. Number and optimum placing of ground straps are
issues of design.

2.1.3.3. Coplanar Strips. A coplanar strip (CPS) trans-
mission line consists of a pair of strip conductors of width
W and separated by a narrow slot of width S on a dielectric
substrate, as shown in Fig. 14 [29]. As a balanced trans-
mission line, it is ideally suited to balanced mixers and
push–pull amplifiers. CPS has several advantages over
conventional microstrip line and CPW [29]. It facilitates
shunting as well as series mounting of active and passive
devices and eliminates the need for wraparound/via holes,
which introduce additional parasitic elements. In short,
CPS has all the advantages of CPW. In addition, CPS
makes efficient use of the wafer area, so the die size per
circuit function is small. This results in lower cost and
larger number of circuit functions for a given die size.
Also, CPS propagation parameters are independent of the
substrate thickness beyond a certain critical thickness
that simplifies heatsinking and circuit packaging. CPS
does not require grounding, which is an appealing feature
for high-density interconnects. However, the lack of design
information has severely restricted its use. More impor-
tant, transitions from CPS to microstrip/CPW in real ap-
plications are very difficult because CPS is a balanced line
without a ground plane.

2.1.3.4. Multilayer Substrate. A multilayer substrate
consists of thin dielectric layers and metal conductors
formed on a wafer surface. These metal transmission lines
and ground planes are connected through vertical via
holes. Using multiple dielectric and metal layers, it is pos-
sible to get an increased flexibility in circuit layouts, re-
duce the package size, get more flexible means of
interconnect, and maintain low cost. Since the ground
plane is used between the signal layers, the crosstalk
among the signal lines is reduced. A typical multilayer
substrate with microstrip lines and striplines (discussed
later) is shown in Fig. 15 [30]. Analysis methods for mul-

tilayer substrates can be found in Ref. 31. Additional dis-
cussions about the multilayer substrate will be presented
later.

2.1.3.5. Crosstalk. When frequency increases, the sig-
nal energy is not confined to the transmission lines, but
gets coupled from one line to others, including the DC
powerlines. Coupling generally occurs in an unintended
manner. The energy can be coupled to undesired propa-
gating modes in the complicated waveguide structure
formed by the package. This can result in spurious reso-
nances in the package housing. A signal that is uninten-
tionally coupled to the neighboring lines is called
crosstalk, a term derived from telephone networks, where
faint conversations might be heard from other lines.

Crosstalk actually arises from both the distributed ca-
pacitive and the inductive couplings of approximately
equal magnitudes [32]. Although it may be easier to visu-
alize the electric field of mutual capacitance between ad-
jacent lines, it should be recognized that there is also a
corresponding magnetic field coupling between the adja-
cent lines. When signal energy travels in one direction on
the primary line, the portion of the signal coupled into the
adjacent line travels in both directions. The magnetic cou-
pling is important to understand the difference between
the capacitive and inductive crosstalk at the two ends of a
coupled line. The mutual capacitance coupling is in phase
with the signal on the primary line at both ends. However,
the inductively coupled lines are essentially the primary
and secondary of a transformer due to mutual inductance
coupling, although both sides of this transformer have
only a single ‘‘turn’’. Therefore, the two ends of the induc-

w s w

d

Figure 14. Structure of coplanar strip (CPS) transmission line
with W as the width of each strip, S as the spacing between the
strips, and d as the thickness of the dielectric substrate.

Embedded
 microchip

 lines

Microstrip lines

Power planes 
(ac ground)

Strip lines
Dual striplines used

for X-Y routing 
Figure 15. A typical multilayer substrate using microstrip lines
and striplines as transmission lines. The substrate is used to in-
terconnect RF packages or bare devices. (From Ref. 30, r ASME
1997, reprinted with permission.)
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tively coupled secondary have opposite signal polarities
[6]. Practical circuits often consist of numerous lines,
which may be in proximity. Hence the space between lines
should be considered for design of microstrip, CPW, or
other interconnects in a package. A typical method for re-
ducing spurious coupling is to restrict the routing of con-
ductor lines on adjacent layers to orthogonal directions, so
that signals cross only at 901 angles and the coupling is
minimized. Also, in the multilayer structure the dielectric
layers should be optimized in order to minimize coupling
between the lines [33]. Grounded isolation lines, which
convert the microstrip line into coplanar waveguide with
finite size strips, can be used to reduced the coupling be-
tween lines in the same layer [26,34].

2.1.4. Housings for RF Packages. RF chips are generally
enclosed in a package housing which is metallized on walls
to shield the chips from outside EM fields. Because the
package housing is almost completely metallized, it can be
considered to be a rectangular metal waveguide cavity.
Signal energy can be coupled to propagating modes in the
complicated waveguide structure. Such a coupling may
result in a resonance in the package with undesirable
consequences such as power loss, poor isolation, and cir-
cuit instabilities. Therefore, package electrical perfor-
mance is not only associated with the transmission-line
design and functions of chips, but also affected by package
housing geometry and intrinsic material properties [4].

The resonance frequencies of the TEmnl or TMmnl

modes in a rectangular enclosure without a dielectric sub-
strate is given by [23]

fmnl¼
c

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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a

� �2
þ

np
b

� �2
þ

lp
d

� �2
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where c is the velocity of light and a, b, and d are the di-
mensions of the cavity in x, y, and z directions, respectively.
If boaod, the TE101 model will be the dominant resonant
mode with the lowest resonance frequency f101. In RF
packages, to improve end-to-end isolation and raise cavity
resonance frequencies, a large cavity is divided into some
subcavities, with partition walls surface-mounted to the
substrate and grounded with a row of vias [35]. For ex-
ample, an empty package housing of 27.94� 53.85 mm has
a resonance frequency of about 6.0 GHz. But the reso-
nance frequency of the 27.94� 14.22 mm empty housing is
approximately 11.8 GHz. When a dielectric substrate is
inserted in the package cavity, the resonance frequency of
the cavity is modified. If the substrate is placed in contact
with the bottomwall of the package and has a thickness
much smaller than the height of the package, the modified
resonance frequency fr is given by [36]

fr¼ f101 1�
d

b

er � 1

er

� �� �1=2

where f101 is the resonance frequency for TE101 mode, d is
the thickness of the substrate, b is the cavity height, and er
is the dielectric constant of the substrate. In the formulas
above, the effect of chips, imperfect cavity endwall (for

feedthroughs), and interconnections and passive circuits
on the substrate on the resonance frequencies have
not been considered. A full-wave simulation is needed
to accurately predict the resonance frequencies of a pack-
age [35].

2.1.5. Feedthroughs/Ports in Housing. A design require-
ment of feedthroughs, which bring the signals through a
package sidewall to external ports, is to provide controlled
RF impedance and minimize the DC/RF losses. A stripline
is used where a planar strip penetrates the dielectric-filled
hole in the metal wall. Given the desired characteristic
impedance of the stripline, spacing between the ground
planes b, and dielectric constant er, the ratio of the strip
width W to the spacing b (see Fig. 16b) is given as [23]
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Figure 16. (a) Typical microstrip–stripline–microstrip feedth-
roughs. There are two different transitions to connect different
linewidths. The tapered transition has lower losses than those
with the sharp transition. A typical configuration for the transi-
tion consists of the metal housing and the cofired feedthrough.
(b) Cross-section of a stripline commonly used for a feedthrough.
(From Ref. 2, r Artech House 1989, reprinted with permisssion.)
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Different microstrip–stripline–microstrip feedthroughs
are shown in Fig. 16a. Loss properties of the ceramic sub-
strate and physical dimensions of the feedthrough struc-
ture could attenuate the high-frequency signal as it
travels along the feedthrough. Microstrip–stripline–mi-
crostrip feedthroughs behave like lowpass filters. The cut-
off frequency is determined by the physical, geometric, and
material properties of the structure [2,4]. Coaxial feedth-
roughs can also be used for RF packages [2].

2.2. RF Multichip Module (MCM) Packages

2.2.1. Types of MCMs for RF Circuits. Multichip mod-
ules are substrates of dielectric and conducting layers, on
which integrated circuits (‘‘chips’’) and passive compo-
nents (if any) are mounted directly on (or inside) the sub-
strates, without separate packaging of each of the active
components. That is, the chips are mounted ‘‘bare’’ onto
the MCMs, which then provide the required power and
ground, as well as all the signal interconnects and the
electrical interface to the external environment. There are
three kinds of MCMs:

1. Laminate MCMs (MCM-Ls) are manufactured
through the lamination of sheet layers of organic di-
electrics. These MCMs exhibit very low line losses
up to relatively high frequencies because the lines
are thick and wide; however, the vias are typical
quite tall and also much wider than the lines, thus
causing substantial impedance discontinuities and
signal reflections for frequency components above
500 MHz.

2. Ceramic MCMs (MCM-Cs) are manufactured by
stacking unfired layers of ceramic dielectric, onto
which liquid metal lines are silk-screened using a
metal ink process. The individual inked layers are
then aligned, pressed together, and ‘‘cofired’’ at 800–
9001C, or 15001C to 16001C into a solid planar struc-
ture. Vias in these MCMs are also tall and wide,

resulting in substantial impedance discontinuities
and signal reflection for frequencies above 500 MHz.

3. Deposited MCMs (MCM-D) are manufactured
through the deposition of organic or inorganic di-
electrics onto a silicon or alumina support substrate.
After each dielectric layer is deposited, one of sev-
eral techniques is used to pattern metal lines as well
as metal ‘‘vias,’’ which penetrate the dielectric layer
to connect adjacent metal layers [7]. The chips are
then mounted on the upper surface using wire bond-
ing/TAB or flip-chip bonding technology. In MCM-D,
line cross sections are smaller than those in MCM-C
or MCM-L. The small cross section results in higher
resistive line losses. However, the via heights are
quite small, and the via cross sections are compara-
ble to the linewidths, resulting in low levels of im-
pedance discontinuity and signal reflections
compared with the MCM-Ls and MCM-Cs.

2.2.2. Design Consideration
2.2.2.1. Multilayer Structure/Via for MCM. A multilayer

structure is generally needed for an MCM. It is similar to
the multilayer substrate for a single-chip package. Be-
cause there are more chips on a substrate, the multilayer
substrate for an MCM is more complex than that for a
single-chip package. Table 6 lists suggested number of
layers for different design restrictions [7]. A large number
of layers is not desirable because of manufacturing diffi-
culty; four layers are typically used. Vias, interconnects
between layers, are lossy (particularly at high frequency)
and difficult to model accurately.

2.2.2.2. Power/Ground Noise. Power/ground noise be-
comes important when circuits are more complex and
there are more circuit signal planes sharing one ground
plane. A comprehensive understanding of this noise is be-
ing developed [37–39]. The noise is not a set of random
fluctuations caused directly by the state switching of the

Table 6. Number of Layers versus Design Restrictions

Number of
Metal Layers Design Restrictions Suggested Layer Assignments

1
2 Digital systems up to 25–50 MHz; analog microwave designs

using microstrip interconnects with no crossovers
1 routing/attach; 1 shared power/ground plane

3 Digital system up to 50 MHz with split-plane power delivery;
analog microwave designs using microstrip interconnects

2 routing; 1 shared power/ground plane

4 Digital system up to 1 GHz; analog microwave system requir-
ing microstrip and stripline interconnect.

2 routing; 1 shared power; 1 ground plane

5 Digital system up to 2.5 GHz; most analog microwave systems 2 routing; 1 shared power; 2 ground plane
6 Digital system up to 10–12 GHz; analog microwave systems up

to 12–16 GHz
2 routing; 2 shared power; 2 ground plane

7 All digital and all analog or mixed signal designs are feasible 2 routing; 1 routing/attach; 1 power plane; 2 ground
planes; 1 integrated small capacitor and/or em-
bedded resistor layer

8 All digital and all analog or mixed signal designs are feasible 2 routing; 1 routing/attach; 2 power plane; 2 ground
planes; 1 integrated small capacitor and/or em-
bedded resistor layer

(From Ref. 7, r IEEE 1997, reprinted with permission.)
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digital chips; but a complex resonance behavior of an es-
sentially high Q circuit with a very large number of res-
onant modes, which are pumped by harmonic components
in the state switching currents [37].

Many proposed next-generation analog or mixed-signal
systems have been demonstrated to be exceptionally sen-
sitive to noise in their power and ground planes [38].
These resonances must be characterized for a complete
understanding of this phenomenon. Further, suppression
of the resonant modes, at least within the signal passband
of interest, is required [38,39].

2.3. EMC/EMI Considerations for RF Packages

Electromagnetic compatibility (EMC) and electromagnetic
interference (EMI) issues have been studied for some
time. However, only very simple models to characterize
EMC/EMI have been proposed [40,41]. The conduction
and radiation emission and susceptibility models are still
at the component level, and need to be improved to reach
the complexity level of real-world problems. The amount
of EMI generated by a digital processor is directly related
to the edge rates of the signals, the system clock rate, the
total amount of switching current, and the size and shield-
ing effectiveness of the device or system. Due to the com-
plexity of an actual processor system, a combined
deterministic and statistical approach is necessary to ad-
dress these problems [7].

3. RELIABILITY

There are two issues related to RF package reliability. One
is thermal management to control the temperatures of RF
devices. The other is mechanical integrity to ensure reli-
able connections among different interfaces and low
stresses in RF devices. Most thermal and mechanical con-
siderations are the same as those for microelectronic pack-
aging. However, there are unique requirements for RF
packaging. These requirements are described in the fol-
lowing sections.

3.1. Thermal Management

Major thermal management challenges for RF packaging
are associated with power MESFETs for transmitters. The
unique requirements arise because of a very high heat
flux.

* At high-frequency operations, power dissipation is
high. A single GaAs FET (field-effect transistor) is
capable of delivering a CW (continuous-wave) power
output of 15 W at 10 GHz. When a few of these FETs
are used along with other parts, this problem is com-
pounded. For higher frequencies in the mm-wave
spectrum, the combination of high-frequency and
poor efficiency make thermal management a top
packaging problem to solve. Heat flux higher than
300 W/cm2 is not unusual [42], which is an order of
magnitude higher than a high-power microproces-
sor’s heat flux level.

* Thermal solutions have to meet constraints demand-
ed by the selection of materials and structures for
low-loss RF performance, reliable mechanical integ-
rity, and cost. As shown in Tables 4 and 5, AIN has a
high thermal conductivity but also high loss tangent
and cost. In most cases, designers are not allowed to
choose a high thermal conductivity material just for
efficient heat removal.

* An RF device’s electrical linearity and efficiency can
strongly depend on its junction temperature. In some
cases it is necessary to control the temperatures with-
in a range rather than below an upper limit [43,44].

* GaAs, the major RF device material, is a poor ther-
mal conductor. Its thermal conductivity of 50 W/m �K
(at room temperature) is low and can be even lower at
high temperatures. For example, at 1501C, GaAs’s
thermal conductivity can be as low as 31 W/m �K [43].
With low-conductivity GaAs, the power dissipated
from the FET cannot be spread effectively. As a re-
sult, the heat flux to be removed is close to FET level
rather than ‘‘chip’’ level, as usually assumed for sil-
icon-based microelectronic chips with the thermal
conductivity around 150 W/m �K at room tempera-
ture. In fact, wire bonded GaAs chips should be
thinned, in order to use conductive material to spread
the heat from FET directly to the package.

Heat conduction, convection, and radiation are three typ-
ical heat transfer mechanisms. For RF packages, heat
conduction and convection are usually considered. To an-
alyze the detail temperature distributions in a package,
numerical computation is necessary. However, simple an-
alytical solutions can provide a quick estimation to gain an
insight into a thermal problem to be solved. A few useful
formulas are to be described below.

For one-dimensional (1D) heat conduction through a
component, for example, a plate, the thermal resistance is

R¼
L

kA

where L is the length of the component, A is the cross-
sectional area of the component, and k is the heat conduc-
tivity of the component.

Similarly, for 1D analysis, the thermal resistance cor-
responding to heat convection can be expressed as

R¼
1

hA

where A is the surface area subject to heat convection, and
h is convection heat transfer coefficient. Typically, h can be
assumed to be around 5 W/(m2

�K) for natural air cooling
and 20 W/(m2

�K) for forced air cooling in a desktop per-
sonal computer (PC) environment.

When different 1D components are thermally connect-
ed, a resistor network can be established to estimate their
overall thermal performance. However, when two 1D com-
ponents with different cross sections are connected, an
additional thermal resistance, constriction resistance,
needs to be considered. For instance, the additional ther-
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mal resistance for a circular heat source in contact with a
heat spreader is

R¼
1

2
ffiffiffi
p
p

rk

where k is the thermal conductivity of the thermal spread-
er, and r is the radius of the circular heat source. Exam-
ples of how to use these formulas to estimate thermal
performance will be presented in Section 4.

3.1.1. Plastic Packaging with Die Attachment. As stated
by Pavio et al. [45], a plastic package enables source-to-
ground assembly with semiconductor die. Thus, this ar-
rangement supports the direct attachment of a transistor
to the package heatsink (or actually a heat spreader). For
the lower-power devices (1–2 W), the use of circuit board
without additional heat spreading may be adequate. With
increasing power levels, other options must be investigat-
ed. Figure 17 shows a die bonding to a conductive heat-
sink, for example, a Cu slug [42]. Solder has to be used for
thermally conductive die attachment, and the copper
should be used for efficient heat spreading.

3.1.2. Ceramic Packaging with Die Attachment. Ceram-
ics usually have a higher thermal conductivity compared
with plastics and, in some conditions, can be directly used
as heatsink. If the heat flux is very high, a more conduc-
tive heat spreader may be needed. For example, an AIN
heat spreader can be inserted between a thinned GaAs
chip and an alumina substrate, as shown in Fig. 18. More
details on different materials for such heat spreading are
to be discussed later on.

3.1.3. Flip-Chip Package. Flip-chip assembly is well
known for its difficulty in removing heat from the chip.
In fact, if the RF device is designed properly, the flip-chip
assembly is thermally better than the wire bonded assem-
bly. As shown by Gupta [42], the GaAs MESFET chips
typically have a central active area of interdigitated
source–gate–drain structures (Fig. 19), at which steady-
state heat dissipation densities of up to 300 W/cm2 are en-
countered. The prevalent interconnect/packaging scheme
for these power amplifier chips involves die bonding to a

conductive heatsink, for example, a Cu slug (see Fig. 17).
In order to remove intense heat through the die-bonded
GaAs chip, additional care needs to be taken, due to the
poor thermal conductivity of GaAs. In order to extract heat
divergently through the back of the power amplifier chip
to the Cu pedestal on which it is die-bonded, the die has to
be thinned considerably (e.g., 50 mm) by back-grinding and
chemical etching. Due to the brittleness of GaAs, this ad-
ditional operation may involve yield loss after wafer fab-
rication.

Flip-chip interconnect is an alternative to the back-
grinding of a GaAs chip. Because the active area of the
GaAs chip is around the surface of the chip, flip-chip
bumps can be used to directly remove the heat. In some
conditions, where the power dissipated in the device is so
high that the flip-chip bump may be not sufficient to
remove the heat, a thermal bump has to be introduced
to help remove the heat (Fig. 19). With a high-thermal-

Cu pedestal

Thermosonic gold
wire bond

Bond pad

100µm thick GaAs PA

Figure 17. A typical packaging method for GaAs power amplifier
chips using die bond to heatsink and gold–gold wire bond. The
heat sink connected to the copper (Cu) pedestal is used to extract
heat divergently through the back of the power amplifier. (From
Ref. 42, r IEEE 1989, reprinted with permission.)

Alumina Alumina

GaAs-on-alumina

GaAs AIN

GaAs (thinned)

GaAs (thinned) -on-AIN-alumina

Figure 18. A high-conductivity AIN heat spreader used between
thinned GaAs chip and alumina substrate to reduce thermal re-
sistance. The AIN heat spreader has higher thermal conductivity
and larger area than those of GaAs chip. Its insertion between the
thinned GaAs and alumina reduces the thermal resistance be-
tween the heatsource and heatsink.

Drain Drain 

Heat flow to
thermal pump

Gallium arsenide power amplifier

Gate Gate

Plated gold thermal bump

Source

Figure 19. A gold-plated thermal bump on source fingers of a
power amplifier. The thermal bump with high thermal conduc-
tivity is located close to the heatsource and is directly connected to
a heatsink. This bump greatly reduces the thermal resistance be-
tween the heat source and heat sink. (From Ref. 42 r IEEE 1989,
reprinted with permission.)

PACKAGING RF DEVICES AND MODULES 3603



conductivity thermal bump (usually made by gold or
silver), the thermal resistance from the GaAs chip to the
heatsink substrate could be minimized.

3.2. Mechanical Integrity

Compared with microelectronic packaging, the mechani-
cal integrity issues of RF packaging have the following
unique features:

* The length scale of thermal mismatch is smaller.
Typical sizes of RF chips and packages are smaller
than those of microelectronic chips and packages.
Therefore, thermal induced stresses/strains could be
small.

* For efficient thermal management, mechanically poor
materials have to be used for die attachment. For ex-
ample, they may be highly conductive materials, such
as solder, epoxy with added metal, or glass with add-
ed metal. In addition, any delamination could de-
grade heat conduction and increase temperature
gradient across the die attachment. The increase
could worsen the delamination and destroy the RF
device.

* Mechanical solutions have to meet constraints de-
manded by the selection of materials and structures
for low-loss RF performance, efficient thermal man-
agement, and cost. For example, underfill epoxy can
enhance the fatigue life of flip-chip assembly using
Duroid as the substrate [17]. However, the epoxy
could degrade the RF performance with additional
losses. If these losses are not acceptable, an alumina
substrate needs to be used for reliable assembly with-
out the underfill epoxy.

* GaAs is the main RF device with poor mechanical
properties; it is brittle and susceptible to cracking.
With its poor thermal conductivity, a large tempera-
ture gradient in the device can result from high pow-
er dissipation and damage the device.

RF packages have different mechanical characteristics, as
mentioned above. However, the tradeoff design techniques
are the same as those for microelectronic packaging.
Delamination and fatigue are main concerns. These prob-
lems are well covered elsewhere, so only solder joint fa-
tigue will be described briefly. Most discussions will focus
on die cracking problem closely related to GaAs devices.
The die cracking can occur at a die edge, at a via, and at a
notch or a flaw due to stress concentration.

3.2.1. Solder Joint Fatigue. For a typical flip-chip as-
sembly, the fatigue life of the solder joints is a major re-
liability concern. To estimate the solder fatigue life,
numerical computation using finite-element methods
(FEM) is necessary. However, some simple formulas can
be used to illustrate the fatigue problem and to quickly
estimate the fatigue life. The Coffin–Manson relationship
is popularly used to estimate the fatigue life of a solder
joint in a flip-chip assembly with different thermal expan-

sions of the chip and the substrate. It is expressed by

Nf ¼
1

2

Dg
2ef 0

� ��1=C

where Nf is the fatigue life of the solder joint in terms of
number of thermal cycles, Dg is total shear strain range, ef 0

is fatigue ductility coefficient (which is the maximum
strain resulting in a failure in one cycle; it is approxi-
mately 0.325 for Sn/Pb eutectic solder), and C is fatigue
ductility exponent (which is 0.442 for the eutectic solder).
The shear strain range caused by mismatch of thermal
expansions of the chip and the substrate can be estimated
by

Dg¼
Lða1 � a2ÞDT

hC

where L is the distance between the solder joint and the
neutral point of the assembly, a1, is the CTE (coefficient of
thermal expansion) of the substrate, a2 is the CTE of the
chip, and hC is the height of the solder joint.

From these formulas, it is clear that solder fatigue
problem is caused by the mismatch between chip’s and
substrate’s thermal expansions during thermal cycling
with temperature changes. To avoid the reliability prob-
lem, there are typically three design approaches: (1) to
choose a substrate with CTE matched to that of the chip,
(2) to control the distance from the solder joint to the neu-
tral position, or (3) to increase solder joint height. More
details of the solder fatigue will be illustrated in the sec-
tion entitled Case Study.

3.2.2. Cracking at a Die Edge. Solder is commonly used
in RF die attachment because of its high thermal conduc-
tivity. Since the CTEs of die, solder, and substrate/heat-
sink are different, during thermal cycling, there is a large
stress at the edge of the die. This stress, together with the
imperfection of the die edge (caused by cutting), may re-
sult in a chip crack. Typically, there are vertical and hor-
izontal cracks at the die edge. Vertical die cracks
propagate under tensile stress and horizontal die cracks
propagate under shear stresses at the edge. Horizontal
edge cracks, developed from die-cutting damage, may
propagate from the corner of the die to active chip ele-
ments and induce device failure. Or, it may propagate
horizontally, causing the die to lift. Although die fracture
is mainly governed by the size, shape, and defect locations
in the die, voids in the attachment material or in the die-
attach interface may also result in die fracture hyperturb-
ing the thermal and stress transfer mechanisms [46]. Lee
and Matija-sevic [47] developed a technique to produce
void-free bonding between GaAs dice and alumina sub-
strate using Au–Sn eutectic solder alloy, which reduced
the possibility of chip crack greatly.

3.2.3. Cracking at a Via. For the die attachment using
solder, the capillary action causes the vias to fill with mol-
ten solder during reflow. Due to the thermal expansion
mismatch between the Si/GaAs chip and solder, the chip
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may crack around vias during thermal cycling. The prop-
agation of the crack could gradually damage the electrical
performance of the device. Pavio [48] studied via cracking
in a GaAs chip. The factors affecting the cracking are via
size and shape. The problem can be eliminated by con-
trolling the amount of solder which penetrates the via. A
critical process window must be developed for each alloy to
minimize the amount of solder filling the via, while main-
taining sufficient coverage of solder die attachment for ef-
ficient thermal management. In addition, a small-size via
can reduce the crack potential.

3.2.4. Cracking at a Notch or a Flaw on the Chip. An-
other cause for die cracking is the notches or the flaws on a
chip. The fracture strength of brittle materials is depen-
dent on several factors, the most important of which is the
effect of stress concentration on notches and flaws. It is
known from fracture mechanics that actual strengths for
brittle materials will range 1

10�
1

1000 of that predicted the-
oretically, because flaws act as stress concentrators. Frac-
tures occur because a crack (flaw) propagates due to the
decrease in stored elastic energy associated with crack
extension, exceeding the increase in surface energy asso-
ciated with the formation of new surface. The flaws on the
chip are caused by wafer slicing and thinning, which can
reduce the mechanical strength of the Si/GaAs chip. Haw-
kins et al. [49] and Vidano et al. [50] studied the fracture
strength of Si and GaAs chip, respectively. They showed
that mechanical thinning followed by chemical thinning
(etching) can improve chip strength, because the size and
population of flaws were reduced by the chemical thin-
ning.

Notches are different from flaws. Notches are features
of the design. For example, a sharp angle exists between
any two bonded plates with different sizes. The sharp an-
gle would cause stress concentration that could result in
crack initiation in a brittle plate.

3.2.5. Crack Prediction. Cracking is a major concern
when it comes to ensuring a RF package’s mechanical in-
tegrity. Unfortunately, there is lack of knowledge of how to
control this problem using a quantitative analysis. To
characterize cracks initiated from flaws, the stress-inten-
sity approach can be used. For the flaw shown in Fig. 20
the stress intensity factor is K0¼s

ffiffiffi
p
p

a [51].
For a notch as a designed feature, however, there is no

well-established approach. Dunn et al. developed a new
approach to characterize stress intensities in a notch for
microelectromechanical systems (MEMSs) [52]. Such an
approach may be useful to understand cracks induced by
stress concentration around a notch. In their study, they
combined modeling, analysis, and experimental results to
establish the crack criteria for a notch. They used the
stress intensity factor K to study crack initiation. Cracks
initiate for a given notch configuration when the stress
intensity factor reaches a critical level Kcr. They found Kcr

to be similar for a given notch angle and material regard-
less of other geometric factors. Their method may be used
to predict crack initiation at flaws or notches.

4. CASE STUDY

This study illustrates a typical design procedure with a
few key considerations for a RF package. The calculations
are carried out using simple analytical solutions to get
qualitative guidelines. Numerical computations may be
needed for any quantitative designs.

4.1. Problem Definition

Figure 21 shows a flip-chip assembly with a GaAs chip
soldered onto an alumina substrate. A metal wall encloses
the assembly. CPW or microstrip lines can be used as the
transmission lines on the substrate. Feedthrough is the
transition from the substrate to the next level intercon-
nects; it can be microstrip–stripline–microstrip or CPW–
stripline–CPW. For CPW, there are three solder joints on
each end of chip-to-substrate connection (see Fig. 11a). For
a microstrip line, there would be a single solder joint at

2a 2b

hh

� �

Figure 20. Plate of length 2 h, width 2b, containing a central
crack of length 2a. Tensile stress s acts in longitudinal direction
and results in a stress intensity factor around the crack tip to be
K0¼s

ffiffiffiffiffiffi
pa
p

. When the stress intensity factor is higher than its
critical value due to high stresses, the crack would propagate and
break the plate.

y

z

x
0

Metallic bottom

Cofired
ceramic

feedthrough

GaAs chip

Kovar wall

Lead frame

Ceramic 
substrate

Figure 21. RF single chip package used in the case study. GaAs
chip is flip-chip bounded on an alumina substrate with 6 solder
joints for the case with a CPW and 2 solder joints for the case with
a microstrip line. Feedthrough as shown is a microstrip-stripline-
microstrip transition for RF signals. RF, thermal, and mechanical
analyses are carried out in the case study to design the package.
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each end (see Fig. 11b). All the critical dimensions and
material properties taken from Table 3 are listed below.

* Cavity enclosing the flip-chip package—the size is a
� b�d¼ 14.4� 6� 24 mm, where a, b, and d are
housing dimensions in the x, y, and z directions, re-
spectively.

* GaAs chip—thermal conductivity kchip¼ 48 W/m � 1C,
CTE (coefficient of thermal mismatch) achip¼ 6.1�
10� 6 mm/mm � 1C, and size Lchip�Wchip� tchip¼ 4.7
� 1.13�0.625 mm.

* Ceramic substrate: ksubstrate¼ 20 W/m � 1C, asubstrate¼

6.9 mm/mm � 1C, Lsubstrate�Wsubstrate� tsubstrate¼14.4
� 24� 0.625 mm, dielectric constant er¼ 9.8.

* Flip-chip solder joint: kjoint¼ 53 W/m � 1C, height Hjoint

¼ 75 mm, diameter of the circular pad dpad¼ 150mm
(radius r¼dpad/2¼ 75 mm), center-to-center distance
of solder joints px¼ 4 mm and pz¼ 0.46 mm.

* Air: kair¼ 0.03 W/m � 1C.

A complete analysis would be very complicated since many
packaging effects are coupled. RF, thermal, and mechan-
ical designs are to be studied only to address the following
questions:

What are the RF losses of the interconnects for oper-
ating frequencies below 10 GHz?

What is the lowest resonance frequency of the housing?

What is the feedthrough design for smooth transition?

What would be the junction temperature for the GaAs
chip dissipating 0.8 W with the substrate cooled by
air with the convection heat transfer coefficient hconv

¼ 20 W/m2
� 1C and Tair¼ 251C?

What would be the fatigue life of the solder joints under
thermal cycling from –25 to 1251C?

4.2. RF Design

4.2.1. Losses in Interconnect. From Fig. 9, the losses
can be estimated for a CPW and its associated flip-chip

solder joints. Using the same figure, the return loss is
found to be less than 30 dB up to 8 GHz and the insertion
loss could be found to be less than 1 dB. Such a loss is
negligible if the GaAs chip has an amplifier with 10 dB gain.

4.2.2. Resonance Frequency of the Housing. The reso-
nance frequency of the package housing can be calculated
approximately by considering it as a rectangular wave-
guide cavity without a dielectric substrate. If dimensions
shown in Fig. 22 are boaod, the dominant resonant
mode (with lowest resonance frequency) is TE101. Its cor-
responding resonance frequency can be calculated using
the following formula taken from [23]. For the dimensions
a¼ 14.4 mm, b¼ 6.0 mm, and d¼ 24 mm, the resonance
frequency for the lowest TE101 mode is about 12.1 GHz,
which is calculated as

fmnl¼
c

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mp
a

� �2
þ

np
b

� �2
þ

lp
d

� �2
s

f101¼
3� 108

2� 3:1416

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3:1416

14:4� 10�3

� �2

þ
3:1416

24:0� 10�3

� �2
s

¼ 12:1ðGHzÞ

where c is the speed of light and m,n,l are mode integers
(1,0, 1 for f101).

However, with a dielectric substrate material located at
the bottom of the housing, the resonance frequency should
be modified. In this case, dielectric material is alumina
with er¼ 9.8 and thickness tsubstrate¼ 0.625 mm, the reso-
nance frequency should be modified to be 11.5 GHz, which
is calculated by using the following formula taken from
[36]

fr¼ fc 1�
tsubstrate

b

er � 1

er

� �� �1=2

¼ f101 1�
0:625

6

9:8� 1

9:8

� �� �1=2

¼ 11:5ðGHzÞ

Flatness      0.4 mil
Parallelism  0.4 mil

Dimensional L,W,H:

H

W L

Standard tolerance ± / -2 mils
Special tolerance ± / -1 mils

Figure 22. Premolded plastic package to in-
crease applicable frequency. This package is dif-
ferent from typical injection-molded plastic
packages with bondwires in air to control induc-
tance variations. Bondwires are moved during
the injection molding process; such movements
are eliminated by the use of the premolded pack-
ages.
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where f101 is the frequency without the dielectric effect;
b is the height of the cavity in y direction (see Fig. 21).

The dielectric substrate reduces the resonance frequen-
cy from 12.1 to 11.5 GHz. In addition, the GaAs chip might
cause another effect on the frequency. In this case, the chip
is small compared with the housing, so the effect could be
negligible. However, if the effect should be considered, for
example, in the case of a multichip module, a full-wave
simulation would have been conducted.

4.2.3. Feedthrough Design. A microstrip line is to be
studied for this design consideration since it is the base
transmission line for a feedthrough. For a CPW, it can be
designed as a CPW–stripline–CPW transition [4] or CPW-
shielded CPW–CPW transition [53]. A full-wave simula-
tion is needed for CPW feedthrough structure design [53].
A common feedthrough for a microstrip line is for the
transition from a 50–O microstrip line to a 50-O stripline
as shown in Fig. 16. To design a 50-O microstrip line on the
alumina substrate with thickness tsubstrate¼ 0.625 mm
and er of 9.8, the width of the strip (W) can be calculated
using a formula for W/do2 [23]

W¼ tsubstrate
8eA

e2A � 2

where

A¼
Z0

60

ffiffiffiffiffiffiffiffiffiffiffiffi
erþ1

2

r
þ

er � 1

erþ 1
0:23þ

0:11

er

� �

Hence, for this case

A¼
50

60

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9:8þ 1

2

r
þ

9:8� 1

9:8þ 1

� 0:23þ
0:11

9:8

� �
¼ 2:13

W¼ 0:625�
8� e2:13

e2� 2:13 � 2
¼ 0:61ðmmÞ

To design a 50-O stripline on the alumina substrate with
the spacing between two ground planes tstrip¼ 2tsubstrate¼

1.25 mm and er¼ 9.8, the width of the strip (W) can be
calculated as follows [23]:

For erZ04120

x¼
30p
ffiffiffiffi
er
p

Z0
� 0:441¼ 0:16

W¼ tstrip� ð0:25�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:6� x
p

Þ

¼ 0:23ðmmÞ

There is a clear mismatch between the width of the mi-
crostrip line (0.61 mm) and that of the stripline (0.23 mm).
Typically, a taper section is used to connect these two
transmission lines to decrease the return loss. The inser-
tion loss of a typical feedthrough (a single microstrip–
stripline–microstrip transition) can be less than 0.1 dB up
to 20 GHz [4].

These three RF design considerations on interconnect
losses, resonance frequency, and feedthrough are very
critical to RF packaging. In addition, there are many oth-
er concerns that were discussed above. More general de-
sign methods are available in the literature [2,54–56].

4.3. Thermal Design

There are two approaches for thermal design. The sim-
plest approach assumes no temperature gradients inside
the GaAs chip. The substrate is cooled by air through con-
vection heat transfer at the bottom surface; therefore, the
main thermal path is from the chip to the bottom of the
substrate through the solder joints. Its thermal resistance
can be estimated using formulas described in the section
on reliability/thermal management.

The thermal resistance of each solder joint is

Rjoint¼
Hjoint

pr2kjoint

For six joints, the thermal resistance is

Rjoints¼
1

6
Rjoint¼

Hjoint

6pr2kjoint

¼
75� 10�6

6pð75� 10�6Þ
2
� 53

¼13ð�C=WÞ

The thermal resistance of the air between the chip and
the substrate is

Rair¼
Hjoint

ðLchipWchip � 6pr2Þkair

¼
75� 10�6

ð4:7� 10�3� 1:13�10�3 � 6pð75�10�6Þ
2
Þ� 0:03

¼ 480ð�C=WÞ

The thermal resistance of the substrate (as a heat
spreader) is

Rsubstrate¼RconstrictionþRconductionþRconvection

¼
1

6

1

2
ffiffiffi
p
p

rksubstrate
þ

tsubstrate

LsubstrateWsubstrateksubstrate

þ
1

hconvLsubstrateWsubstrate

¼
1

12
ffiffiffi
p
p
� 75� 10�6� 20

þ
0:625� 10�3

14:4�10�3� 24� 10�3� 20

þ
1

20� 14:4� 10�3� 24�10�3

¼ 31þ 0:09þ 145

�176ð�C=WÞ
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So the total thermal resistance is

Rtotal¼
1

1

Rjoints
þ

1

Rair

þRsubstrate

¼
1

1

13
þ

1

480

þ176

¼ 12:7þ 176

�189ð�C=WÞ

With GaAs chip power dissipation at Q¼ 0.8 W

T¼QRtotalþTair

¼ 0:8� 189þ 25

¼ 176ð�CÞ

The chip temperature is estimated to be 1761C with the
air temperature at 251C. This temperature is too high to
be acceptable. To reduce the temperature, it is important
to understand the roles of major thermal elements. The
thermal resistance across the airgap (4801C/W) is very
large compared with the resistance through the solder
joint (131C/W). For a GaAs chip without temperature gra-
dients, that is, with no heat conduction across the chip, the
conduction through the airgap could be overlooked. On the
other hand, the convection heat transfer results in a
1451C/W thermal resistance; it plays the dominant role
for thermal design. The 20 W/(m2

� 1C) is a typical convec-
tion heat transfer coefficient for an air cooling system in a
desktop personal computer (PC) environment. This value
can be changed by using a heatsink, a different fan, or
even different cooling medium such as liquid. If a small
heatsink is added to double the surface area, it would re-
duce the chip temperature from 1761C to only 1181C,
which may be acceptable for some applications. If this
temperature is not acceptable or Tair¼ 251C is not a good
assumption because of higher inlet air temperature, addi-
tional thermal enhancement is needed. The enhancement
can be accomplished by using a high-thermal-conductivity
substrate to reduce the spreading resistance from 311C/W
to a lower value. Or, the convection can be further increased
with more powerful air cooling or even liquid cooling.

The assumption of the chip without temperature gra-
dients is reasonable for silicon chips; however, it may be
unrealistic for a GaAs chip with a poor thermal conduc-
tivity. Let us calculate additional thermal resistance
across the chip to understand this consideration. Assume
the heatsource is a line source dissipating at the center of
the chip; the additional thermal resistance from the chip
center to the solder joints can be roughly calculated as

Rchip¼
1

4

px=2

tchipðWchip=2Þkchip

¼
4� 10�3=2

4� 0:625� 10�3� ð1:13=2Þ�10�3� 48

¼ 30ð�C=WÞ

where Px/2 and Wchip/2 are for a quarter of the chip. The
thickness tchip of the GaAs is used to calculate the area for
heat conduction. The 1

4 is to convert the thermal resistance
across a quarter of the chip into that across the entire
chip. This additional thermal resistance is very large; it is
the same as the spreading resistance in the substrate.

The corresponding total thermal resistance becomes

Rtotal¼ 189þ 30

¼ 219ð�C=WÞ

The highest temperature in the chip becomes

T¼QRtotalþTair

¼ 0:8� 219þ 25

¼ 200ð�CÞ

The junction temperature increases 241C if poor GaAs
conduction is considered. Of course, the abovementioned
different enhancement schemes have to be adopted to re-
duce the junction temperature.

This simple calculation illustrates a key challenge to
thermal design in RF packaging. GaAs is a poor thermal
conductor, and concentrated heatsources in GaAs could
cause a major thermal problem if they are located far from
solder joints.

The calculation also shows how difficult it is to estimate
an accurate junction temperature using one-dimensional
formulas for a three-dimensional configuration. Some-
times, contributions of important thermal elements might
be neglected by wrong assumptions. Numerical simulation
is always preferred if accuracy is crucial.

4.4. Reliability Design

The formulas

Dg¼
Lða1 � a2ÞDT

hC

and

Nf ¼
1

2

Dg
2ef 0

� �1=C

are typically used to estimate the fatigue life of the flip-
chip solder joints under thermal cycling. The life is strong-
ly affected by the longest distance from the solder joints to
the chip center (L), the mismatch between the chip’s and
the substrate’s coefficients of thermal expansion (a1–a2),
and the temperature change (DT) during thermal cycling.
With the dimensions and properties given and the tem-
perature changing from –251C to 1251C, the shear strain is

Dg¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
px

2

� �2
þ

py

2

� �2
r

ðasubstrate � achipÞDT

Hjoint

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
22þ0:232
p

�10�3�ð6:9� 6:1Þ� 10�6� ½125� ð�25Þ�

75� 10�6

¼0:0032
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The corresponding fatigue life the solder joint is

Nf ¼
1

2

Dg
2ef 0

� �1=C

¼ 0:5
0:0032

2� 0:325

� �1=0:442

¼ 8:3�104ðcyclesÞ

The fatigue life, that is, number of thermal cycles, is
very high because of the very small mismatch between the
chip and the substrate. However, it should be noted that
the formula used might not be valid for the case studied.
The formula is derived for a flip-chip assembly dominated
by a global mismatch caused by a large CTE difference
between the chip and the substrate. With a very small
global mismatch of 6.9� 6.1¼ 0.8� 10�6 mm/mm � 1C in
this assembly, the local mismatch between the solder and
the GaAs chip may become the main failure cause. Unfor-
tunately, there is no simple formula to estimate the fa-
tigue life in a case strongly affected by a local mismatch.
Numerical analysis is needed [57].

Although the 3.5� 105 cycles predicted might not be
accurate, the fatigue life is expected to be very high be-
cause of the very small global mismatch. If the substrate is
changed to a polymer one, for example, Duroid (CTE¼
14 mm/mm � 1C), the global mismatch is large and would
reduce the fatigue life substantially. Under the same tem-
perature range, the fatigue life with this large global mis-
match can be estimated as follows. The shear strain is

Dg¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
px

2

� �2
þ

py

2

� �2
r

ðasubstrate � achipÞDT

Hjoint

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
22þ0:232
p

� 10�3� ð14� 6:1Þ�10�6� ½125� ð�25Þ�

75� 10�6

¼ 0:032

The corresponding fatigue life of the joint is

Nf ¼
1

2

Dg
2ef 0

� �1=C

¼ 0:5
0:032

2� 0:325

� �1=0:442

¼ 450ðcyclesÞ

The fatigue life is reduced substantially, and underfill
epoxy might be used to enhance its reliability. However,
underfill epoxy would affect RF performance, due to the
change of the effective dielectric constants of the sur-
rounding materials. A RF design is needed to identify po-
tential problems for this use. A good tradeoff analysis can
be found in Ref. 57.

The calculations were carried out using simple analyt-
ical solutions to review the basic design considerations. It
is clear that qualitative guidelines could be obtained
quickly. However, it is also clearly indicated that there
are limitations of the formulas used. For a quantitative
design, the designer must have a good background to se-
lect the right formulas for the estimation. Unfortunately,
RF packaging involves many multidisciplinary consider-

ations; it is very unusual to train a designer with such a
background. Advanced CAD tool integrating RF, thermal,
mechanical, and other considerations is critical to the de-
sign of RF package.

5. CAD ISSUES FOR RF PACKAGING

Two outstanding CAD issues in RF package design need to
be addressed fully and resolved in the near future. The
first one is the integration of the design of RF circuits with
the design of the package used for housing the circuit.
Design tools for RF and microwave circuits have now
reached a level of professional maturity. However, the
CAD tools for millimeter-wave circuit design [58] have
yet to arrive at a similar level of maturity. Even for RF and
microwave frequencies, at the current state of the art, dif-
ferent approaches are used for simulation of circuits and
for packages in which these circuits are housed. Network
analysis–based software packages like Microwave Design
System (MDS from HP) and Super Compact (from Com-
pact Software Division of Ansoft Corp.) are used for circuit
analysis. On the other hand, frequency-domain and time-
domain electromagnetic simulation (EM) techniques (like
HFSS and Momentum from HP, Em from Sonnet Soft-
ware, Strata from Ansoft, and I3D from Zealand Software)
are available for characterization of electronic packages at
RF, microwave, and millimeter-wave frequencies. None of
these approaches is, by itself, applicable for incorporating
the effect of packages on performance of RF circuits, for
designing of interconnects in the package assembly, or for
design of passive embedded circuit functions in packages
with multilayered dielectric substrates. Obviously, the
network analysis approach, as such, cannot be applied to
the RF package design; and three-dimensional field sim-
ulation approaches are not practical for analysis of com-
plete RF circuit–package combinations because of
impractical excessive computer memory and time require-
ments.

Two different approaches could possibly be used (and
are being developed) for concurrent or integrated design of
RF circuits and packages. The first one is based on net-
work modeling of package effects [56,59–61]. In this ap-
proach, the significant effects of the package on circuit
performance are modeled in terms of equivalent network
representations. Rigorous electromagnetic analysis (or ap-
proximate field analysis based evaluations) is used for
these equivalent network model derivations. These equiv-
alent network models are then used in RF network sim-
ulators for design of RF circuits incorporating the effect of
package on circuit performance. An alternative to the
equivalent network model is the derivation of artificial
neural network (ANN) models for packages, trained by
EM simulation of the package, that could be coupled to RF
circuit design software tools. Use of ANN modeling has
been successfully carried out for incorporating difficult-to-
model circuit components in microwave design [62,63], but
so far it has not been implemented for incorporating the
effect of packages in RF circuit design. It is expected that
the network or ANN modeling of package effects will be
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developed to a level appropriate for RF circuit designers to
use it with commercially available RF circuit CAD tools.

The second approach for concurrent RF package and
circuit design consists of using EM field simulators for
package design and network simulators for circuit design
(as is done separately now!) but linking the two simulators
so that the design process can be carried out in an inte-
grated manner. There have been some attempts [62–64]
for interlinking diverse kinds of simulation tools. Howev-
er, more of these have been directed toward analysis and
design of integrated circuit–antenna modules. Design of
integrated circuit–antenna modules is computationally
similar to integrated package–circuit design. Just as pack-
age design needs to be based on EM field analysis (in con-
trast to the circuit design, which is based on network
analysis), the design of antennas also needs EM field anal-
ysis. Thus the computational techniques developed for
concurrent circuit-antenna design [65] are conceptually
applicable to integrated circuit–package design also.

The second issue in the design of RF packages is the
need for integration of thermal and mechanical design
considerations with the electrical design of packages. In-
corporation of thermal vias in RF circuit chips can affect
the RF performance. Shape and dimensions of flip-chip
bumps in RF circuit affect both the mechanical reliability
and RF performance (because of the inductance intro-
duced by flip-chip bumps). Use of underfill epoxy in flip-
chip modules can change the characteristic impedances
and insertion losses of transmission lines of RF chips.
These are a few of the examples illustrating how mechan-
ical, thermal, and electrical issues can be interrelated in
the design of RF packages. Thus the CAD of RF packages
calls for some sort of functional integration of electrical,
thermal, and mechanical design tools.

CAD of RF packages is a developing area of research
and commercial implementation. We can look forward to
the arrival of these CAD tools in the near future.

6. ADVANCED PACKAGING CONCEPTS

Trends in packaging may be described in categories based
on combinations of power and frequency. Table 7 describes
eight such regions from low RF/low power (A1) to milli-
meter-wave/high power (D2). These regions of applica-
tions will be used to discuss different advanced packaging
concepts. New materials include high thermal conductiv-
ity and low-loss materials. New packaging approaches
include premolded plastic package, packages with
passive components, and flip-chip assembly. In addition,

more challenging packaging technologies are being driven
by new applications using active antennas, antenna ar-
rays, RF photonics, RF microelectromechanical systems
(MEMS), superconductors, and ferroelectric materials.

6.1. New Materials

6.1.1. High-Thermal-Conductivity Materials. There are
instances where, although the total dissipation power re-
quirement is low, devices have a heat concentrated area
requiring local heat to be removed from a device surface.
Thus aluminum nitride submounts with a surface mount
configuration might be suitable in this area. An AIN grade
with lower conductivity around 75 W/m �K can be used.

In the areas of high-power device packaging, thermal
management is the predominant issue. The current heat-
sinking materials have thermal conductivities between
150 W/m �K (for AIN, CuW, and CuMoCu) to 350 W/m �K
(for Cu). Several studies are being pursued to investigate
the development of diamondlike materials. Pure diamond
has a thermal conductivity higher than 1000 W/m �K. An
alternative is to develop cost-effective solutions using com-
posite materials. Composites with thermal conductivities
over 400 W/m �K are desirable.

6.1.2. Low-Loss Materials. Transmission loss atotal in
high-frequency regions such as C1, D1, C2, and D2 is

atotal¼ arþ acþ ad

where ar is radiation loss dependent on package structure,
ac is conductor loss proportional to the length and inverse-
ly proportional to the square root of electrical conductivity,
and ad is dielectric loss proportional to loss tangent (tan d).
These loss components in packages become an issue in
higher frequency regions such as C1 and D1 if the con-
ducting path is long.

Materials development is required for ultra-low-loss
tangent ceramics and plastics that are compatible with
highly conductive line materials. Use of magnetic coupling
to transfer electrical energy through dielectric materials
without a conductive path can be used in the low-loss
package solution in very-high-frequency regions such as
C1, D1, C2, and D2.

6.2. New Packaging Approaches

6.2.1. Premolded Plastic Package. Currently, the plastic
mold package is used in low-power regions at lower fre-
quency (A1 and B1 regions). There are many attempts to
increase the applicable frequency upward to the C1 re-
gion. Major issues in this area include wire bond induc-
tance and control of the inductance. Thus the wire bonds
must be in air, and this requires that a premold type of
plastic should be used in this area, since it can create the
necessary cavity structure in the package construction.
An example of a premolded plastic package is shown in
Fig. 22.

6.2.2. Flip-Chip Assembly. Various flip-chip applica-
tions are being developed, and flip-chip packaging is be-
ginning to be utilized on the lower-power side. However,

Table 7. Application Regions for RF Packaging

Frequency
Range

Low RF
100–

800 MHz

High RF
800 MHz–

2 GHz

Microwave
2–30
GHz

Millimeter-
Wave 30–
100 GHz

Power low
(mW–10 W)

A1 B1 C1 D1

Power high A2 B2 C2 D2
(410 W)
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high-power applications demand new solutions. The flip-
chip configuration has the disadvantage of taking heat out
of the back side since heat dissipation is very limited
through the solder-ball-bonded face. Without a proper de-
sign, thermal resistance could be very high. In addition,
devices have to be redesigned. See Section 3.1.3 or Ref. 66
for details.

6.2.3. Package with Passive Components. For some RF
packaging, the future trend is in integration of passive
devices into the package. In regions A1 and B1 there are
many functional integration schemes being used, such as
integration of impedance matching and use of L, R, and C
filter functions within the package. The impedance-
matching approach can reduce cost of the MMIC by fab-
ricating matching circuits on the package instead of the
MMIC. In some cases, the integration of passive compo-
nents shown in Fig. 23 into the package could be easier
and more cost-effective than integration into the active
device.

6.3. New Applications

6.3.1. Active Antenna. As shown in Fig. 1, transmission
lines interconnecting different RF devices are the limiting
factors for RF performance. The trend for C1–D2 applica-
tions is to remove these lines by integrating RF devices
and antennas into one active antenna. Figure 24 shows an

active slot antenna modified from a design taken from Ref.
10. The package itself is the active antenna, requiring in-
tegrated considerations of antenna, electrical, thermal,
and mechanical designs.

6.3.2. Antenna Arrays. For applications in D1 and D2,
device efficiency is very poor, so power combining using a
resonant antenna array is necessary. Figure 25 shows a
design similar to a quasioptical oscillator with frequency
modulation obtained by a varactor array [67]. In addition
to power combining, new functionality can be created by
manipulating phases of waves [68]. Thousands of antenna
elements are needed to achieve desirable functionality.
The RF module is very complex and demands advanced
MCM technologies.

6.3.3. RF Photonics. Another emerging area of integra-
tion is combination of optical and RF functions in devices
and packages. RF characteristics of optoelectronic pack-
ages have already been identified as the major perfor-
mance factors for gigahertz bandwidth. In addition, RF
transceivers/optical transceivers can be integrated to form
different module combinations for efficient transition be-
tween optical to wireless communication. Novel packaging
concepts are being developed to accommodate this new
challenging area.

Spiral (L1)

2.9 mm 2.2 mm

6.4
mm

3.8
mm

4.3
mm

0.6
mm

0.4 mm

Inductors

W
W

h

h

Pattern

Ground

�r = 5.6

Capacitor

Line (L3)Meander (L2)
Figure 23. RF package with inductor and ca-
pacitor components integrated in a substrate.
Such planar discrete components would
reduce packaging costs. A large number of
inductors and capacitors are commonly used
as discrete components for RF modules. A
high-density integration and batch processing
of such planar components could result in a
significant cost reduction.

Heat sink

Gunn
 diode

Slotline

Slot antenna

CPW resonator

MEMS 
capacitor

Figure 24. A tapered slot active antenna tuned by a variable
capacitor. The device, transmission lines and antenna are inte-
grated into a single module for high efficiency. The MEMS-based
tunable capacitor could replace the varactor reported in Ref. 10 in
order to enhance the quality factor (Q).

Figure 25. Quasioptical oscillator with frequency modulation.
This is an example to use an antenna array to enhance power
transmission efficiency. The power transmission through grid res-
onance is an effective approach for power combining.
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6.3.4. RF Microelectromechanical Systems (MEMSs).
MEMSs can be used to fabricate low-loss switches, high-
Q tunable capacitor, integrated high-Q inductors, and mi-
croscale vibrating mechanical resonators [69–71].
Through mm- or nm-level mechanical movements sur-
rounded by air, the low-loss dielectric material, high-Q
components could be designed and fabricated for applica-
tions in regions from C1–D2. Figure 26 shows RF switches
using a thin diaphragm [1,69]. In the mm-wave region, RF
performance is very sensitive to mm-level movements.
Such sensitivity used to be a major manufacturing prob-
lem. Using an MEMS, however, the sensitivity could be
tuned for frequency-agile electronics [70]. RF MEMSs are
going to have an impact on low-cost, high-Q, frequency/
phase-adaptable filters, circulators, conformal and
phased-array antennas, oscillators, and phase shifters.
For RF packaging involving MEMSs, new problems need
to be overcome. For example, flip-chip assembly is the best
approach to integrate MEMS with other RF devices and
circuits; however, the silicon substrate used to fabricate
MEMS has to be removed to achieve desirable RF perfor-
mance [72].

Another interesting application of MEMS is the fabri-
cation of RF circuits by silicon-based micromachining
[73,74]. In this application, bulk silicon can be used to
fabricate waveguide like circuit elements that simulta-
neously provide circuit function and package enclosures
for MMIC and discrete components. Since silicon has good
thermal conductivity, such structures are suitable for pow-
er devices. In addition, since air-filled cavities may be used
to implement high-Q circuit elements, it is possible to fab-
ricate many such circuits/packages out of an 8-inch
(203 mm) wafer. This silicon-based micromachining tech-
nology is important to manufacture low-cost, precision
circuits/packages for millimeter-wave applications.

6.3.5. Superconductor and Ferroelectric Materials. For
very-high-Q modules, superconductor and ferroelectric
new materials can be used. The high-temperature super-
conductor makes it possible to build low-loss structure
and the ferroelectric gives a voltage variable dielectric
[75]. The mixture of Ba0.08Sr0.92TiO3 (BST) has shown
to have both the desired large dielectric constant, for
example, 17,000, and a large decrease in the dielectric
constant, for example, 17,000 reduced to 6000, with
an applied field of 25 kV/cm at 77 K. BST can be inte-
grated with the superconductor YBa2Cu3O7� x. (YBCO),
because of the lattice match and chemical compatibility.
The combinations have been used in a voltage-tunable
oscillator, a phase shifter, and a voltage-tunable phase-
array antenna system. In addition to typical issues for
high-Q modules, the new materials and the new operation
temperature at 77 K will demand very advanced RF pack-
aging solutions.

7. SUMMARY

RF packaging is critical to the growth of applications of
microwave and mm-wave modules and systems. The num-
ber of I/Os of RF packaging is not high; major packaging
challenges result from two unique features:

1. Wide spectrum of operation frequencies ranging
from kHz to hundreds of GHz

2. Packaging being a part of circuitry with strong ef-
fects on RF performance

This article reviews different RF single-chip and multichip
packages, with an emphasis on their requirements that
differed from those for microelectronics. It also discusses
basic issues related to RF performance and package reli-
ability in thermal management and mechanical integrity.
To meet development needs, advanced packaging concepts
are being created using new approaches and new materi-
als. In addition, more challenging packaging technologies
are being driven by new applications using active anten-
na, antenna arrays, RF photonics, RF microelectrome-
chanical systems, superconductor, and ferroelectric
materials.
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1. PARALLEL COMPUTING

Parallel computing can be performed with either shared-
or distributed-memory multiprocessors [1,2]. Figures 1a
and 1b show the schematic diagrams for shared-memory
multiprocessor (SMMP) and distributed-memory multi-
processor (DMMP) architectures, respectively. In shared-
memory multiprocessors, the architecture consists of a
number of identical processors sharing a global main
memory. The parallel processes are thread-controllable.
Each runs on a separate processor and shares memory
with other threads in the framework. The OpenMP [3]
is a more recent application program interface (API) for
writing multithreaded applications in shared-memory
multiprocessor architecture. In distributed-memory multi-
processors, the architecture consists of a number of pro-
cessors with individual memory that are interconnected
via a communication network. The parallel processes run
on separate processors and use message passing to com-
municate with each other. The MPI (message-passing
interface) [4,5] and PVM (parallel virtual machine) [6]
are the most popular message-passing libraries for pro-
grammers to write message-passing programs. As parallel
computing has become more popular, many useful parallel
packages suitable for science and engineering applications
can now be downloaded freely from the Internet. The Fast
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Fourier Transform in the West (FFTW) [7] is one of these
packages.

In this article, we will discuss some parallel algorithms
and programming clues suitable for large-scale electro-
magnetic simulations in which the numbers of unknowns
are too large for typical desktop computing. Readers are
also referred to the work of Velamparambil et al. [8] for
large-scale parallel computing. All the parallel computing
techniques presented here are based on our experiences
with self-built Beowulf clusters [9,10]. It is believed that
these techniques are also applicable to other science and
engineering applications. This article is outlined as fol-
lows. We will first describe the principle of parallel com-
puting and the architecture of the Beowulf cluster in the
City University of Hong Kong. Readers can then appreci-
ate the cost-effectiveness of the Beowulf cluster, which is
perhaps the easiest parallel computing platform that one
can build by oneself. We will also discuss parallel imple-
mentation of commonly used computational techniques
such as the finite-difference time-domain (FDTD) method
[11] and the method of moments (MoM) [12]. Manipula-
tions of full matrix as well as sparse matrix calculations
will be described.

1.1. Principle of Parallel Computing

Regardless of the computing architecture, the principle of
parallel computing is to decompose the large computa-
tional domain into smaller subdomains. Tasks in each
subdomain are performed independently with minimum
intercommunication among them. Each processing unit
in the parallel computing platform will be tasked to

manipulate the computation for the corresponding identi-
fied domain. Results may need to be exchanged among
processors via a message-passing library and API during
the computation. There are two levels of parallelism:
hardware-level parallelism and software-level parallelism.

1.1.1. Hardware-level Parallelism. Parallelism at this
level is implemented by breaking down the load among
multiple hardware components of the same category.
Parallelism is attained by having the computational
work done by these hardware components in parallel,
and thus can achieve a higher computing performance.
There are two types of hardware-level parallelism: fine-
grained and coarse-grained parallelism. Fine-grained par-
allelism is achieved by performing the computing task
with either one or multiple CPUs, while coarse-grained
parallelism is achieved by a collection of systems. Hard-
ware-level parallelism can further be classified by several
sublevels, including the following:

* CPU-Level Parallelism. Multiple CPUs within the
same machine to have computation work done in
parallel.

* Memory System Parallelism. Instead of accessing the
same memory pool through the same memory bus at
the same time, memory access can be distributed by
dividing the memory pool into independent memory
blocks. The memory blocks and CPUs are connected
through a crossbar memory access switch. Each
memory access to different pieces of data can go
through distinct access paths without interfering
with memory access activities in the same system.

* Input–Output Parallelism. Usually input/output
(I/O) channels and devices are bottlenecks in compu-
tational tasks, especially those with large data vo-
lume. Using multiple I/O channels and devices to
serve the same I/O requests in parallel can increase
throughput of data access.

* System level parallelism. This is a higher-level par-
allelism compared with the aforementioned paralle-
lism categories. Computational tasks are decomposed
into smaller, independent subtasks. Multiple nodes
coordinate to work on independent subtasks in par-
allel. Linux clusters such as the Beowulf are included
in this category.

1.1.2. Software-Level Parallelism. Software-level paral-
lelization is one of the core parts of parallel computing. It
features the ability to break up a problem into indepen-
dent, self-contained parts that are solved by different
hardware. Algorithms that can be parallelized can result
in substantial speedup in execution. Problem domains of a
serial nature (e.g., graphical user interface that waits for
user input), or with more overhead than performance gain
after parallelization, are unsuitable for parallelization.
Whether a problem can be parallelized depends on
whether we can take advantage of the following parallel
application features:

Memory 

Memory Bus 

CPU1 CPU2 CPUi CPUN• • • • • •

Network

• • • • • •Memory1

CPU1 CPU2 CPUi CPUN 

Memory2 Memoryi MemoryN

(a)

(b)

Figure 1. (a) Shared-memory multiprocessor architecture;
(b) distributed-memory multiprocessor architecture.
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* Granularity. —a measure of the size of problem
fragments that can be accomplished independently
without communicating with other fragments in the
same problem domain

* Data dependence. —the data availability among pro-
blem fragments when some fragments have to wait
for data available only from the remaining fragments

* Control dependency. —the data availability among
problem fragments when some fragments have to
wait for results of control conditions (e.g., execution
of an expression that returns a true or false) available
only from the remaining fragments

1.2. Schemes

There are various ways to construct a parallel computing
platform; each has a different level of parallelism and thus
limitation. However, there are two major streams in the
development of parallel computing platform.

* Shared-Memory Multiprocessor. (SMMP). In this ar-
chitecture, processors have equal access to the mem-
ory address space. There are multiple processors that
access a shared-memory pool through a common
memory access channel, usually via a bus or crossbar
switch. Processors within the same machine commu-
nicate with each other through shared address space.

* Distributed-Memory Multiprocessor. (DMMP). In
this architecture, each processor has its own memory
module. Processors access their own memories and
communicate with each other through message pas-
sing. Usually such a system is constructed from
multiple systems, connected through high-speed net-
work equipment. Processors access memory area in
the corresponding machine and communicate with
processors on other machines through high-speed
networks.

In the SMMP model, various processors can reference the
same variables and memory just as the single processor
machine can. However, the system has to maintain the
shared data integrity. In a DMMP model, the memory
modules reside on separate machines, where they can be
accessed. There is no data integrity issue among ma-
chines. The tasks of distributing data to various machines
and reassembling the result collected from each machine
are handled by software implementation. This require-
ment also adds communication complexity to the imple-
mentation, which does not exist in shared-memory
multiprocessors [13]. On the other hand, well-designed
distributed-memory multiprocessor software has better
scalability for adding more machines [14]. Compared
with the DMMP model, the SMMP model requires much
more effort to scale up in both the hardware and software
paradigms.

1.3. Beowulf Cluster

The Beowulf cluster is a distributed memory multiproces-
sor architecture. It usually consists of one server node and
one or more client nodes connected together via Ethernet

or some other networks. Users access resources in the
cluster by connecting to a single node while the rest of the
cluster nodes are inaccessible from the outside world.
Machines used in a cluster can be of identical models (a
homogeneous cluster) or of different models (a heteroge-
neous cluster). It is commonly built by using commodity
hardware components. Essential components include
standard Ethernet adapters, Ethernet switches, and a
personal computer (PC) that is capable of running a free
operation system such as Linux. There is substantial
benefit in price: performance ratio for Beowulf clusters
compared to those traditional expensive supercomputers,
at the expense of efforts in system management and
software parallelization.

1.4. Cluster in CityU

In the Wireless Communications Research Center of
CityU, parallel computing platforms are built by harnes-
sing personal computers interconnected by a central net-
work, forming a Beowulf cluster to solve large-scale
electromagnetic problems. This kind of Beowulf architec-
ture is well suited for scaling and is easy to implement
with standardized programming models and without pay-
ing fees for an operating system.

1.4.1. Cluster Configuration. Figure 2 shows one of the
Beowulf clusters in CityU. The schematic configuration is
shown in Fig. 3. The cluster configuration consists of

* 1 Server Node. —Intel Pentium IV 2.0 GHz CPU,
1.5 GB (gigabyte) RAM, 36 GB Ultra 160 SCSI
(small-computer system interface) hot-swap hard
disk for RAID (redundant array of independent or
inexpensive disks) 1 and 90 GB Ultra 160 SCSI hot-
swap hard disk for RAID 5 storage disk, and sets of
3Com 3C905C 100 TX network interface cards

* 24 cluster nodes. —dual Intel Pentium III 1 GHz
CPU, 2 GB RAM, 18 GB Ultra 160 SCSI hot-swap

Figure 2. Fourth generation of Beowulf Linux cluster in Wire-
less Communications Research Center, City University of Hong
Kong.
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hard disk, 1 set of 3Com 3C905C 100 TX network
interface cards, and 1 set of 3Com 996B 1000TX
Gigabit Fast Ethernet network interface cards

* 2 Ethernet switches. —3Com Superstack 3 Switch
4924 24-port Gigabit Fast Ethernet network switch
and 3Com Superstack 3 switch 4300 48-port Ethernet
network switch

* Cluster node operating system. —RedHat Linux 8.0
* Software packages

Message-passing interface (MPI) [15]

Fast Fourier Transform West (FFTW) [7]

Basic linear algebra subprograms (BLASs) [16]

Linear algebra package (LINPACK) [17]

Miscellaneous scientific and engineering soft-
ware packages

Administrative and system monitoring software
packages such as Cheops [18]

1.4.2. Design considerations. The server provides clus-
terwide services, including Network File Services (NFS)
for user home directories and common program deposi-
tory, plus Network Information Services (NIS) for user
information, and so on to all the client nodes. All the
cluster nodes are connected through private gigabit and
100-Mb (megabit) Ethernet switches. Traffic among clus-
ter nodes goes through the private network while the
cluster is accessible through only one of the cluster nodes
connected to Internet. The benefit of using private net-
work is twofold:

* Network loading is incurred by interprocess commu-
nication and file access of the parallel applications
running on the cluster. Performance of parallel ap-
plications running on other systems on the public
network may be affected if such network loading is
not isolated from the public network.

* Since only one cluster node is Internet-accessible, it is
much easier to enforce the security of this single
machine, rendering the cluster less vulnerable to
network attacks. Furthermore, network protocols
with low security level, such as NFS and NIS, are

protected against eavesdropping as they all go
through the private network connection.

To further improve performance of inter-process com-
munication and file access across the network, each
cluster node possesses more than one network interface.
The server node has three 100-Mb Ethernet network
interfaces. One interface is used for Internet access to
the cluster. The remaining two interfaces are used to
access the private network through the 100-Mb Ethernet
switch. They are bounded together to form a virtual net-
work interface. This ‘‘trunking’’ method is adopted to
double the communication bandwidth. Each client node
has one Gigabit Ethernet card and one 100-Mb Ethernet
card. All the client nodes are connected to the Gigabit
Ethernet switch for interprocess communication of paral-
lel computation applications. The 100-Mb Ethernet switch
is used to connect the clients and server to provide NIS,
NFS, and other services. In this way, two different net-
work switches manage tasks related to parallel computa-
tion, I/O, and other file systems separately, and hence a
more efficient and stable parallel computing platform can
be achieved. To provide centralized storage for user data
and application programs to be shared among all cluster
nodes, a disk storage system is bundled with the server
node. The storage system is configured as a ‘‘RAID 5’’
system, with which the storage system will continue to
operate even after failure of any single hard disk. This
configuration provides a secure and reliable way to protect
the data and the system information, and avoids the
storage system becoming a single point of failure for the
entire cluster.

The cluster architecture deployment also provides (1)
high availability—the cluster continues to operate regard-
less of single- or multiclient cluster node failure (hardware
can be replaced without affecting the rest of the cluster)
and (2) upgradability—new hardware and operating sys-
tems can be introduced into the cluster gradually by
adding additional nodes, without making drastic changes
to the entire cluster environment.

We now have some basic ideas about the parallel
computing and components needed to build the parallel
computing platform. In the following section, we will
discuss some general parallel algorithms.

Beowulf private network

Access 
gateway 

Cluster Server 
(Raid 5 storage) 

Cluster Clients 

• • •

Gigabit Ethernet Switch 

Parallel Computation 

Internet 

100Mb Ethernet Switch 

“Trucking” to 
increase the 
bandwidth 

NFS, NIS etc

Figure 3. Schematic diagram illustrating con-
figuration of a Beowulf Linux cluster.
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2. PARALLEL ALGORITHMS

In this section, we discuss several parallel algorithms and
their implementations for the FDTD method and MoM on
Beowulf PC clusters. Manipulations of full matrix as well
as sparse matrix calculations are described.

2.1. Finite-Difference Time-Domain (FDTD) Method

The FDTD method was proposed by Kane Yee in 1966 [11].
It is one of the most popular simulation techniques in
computational electromagnetics. It has broad applica-
tions, including electronic packaging, antennas and radia-
tion, waveguiding structures, nonlinear problems in
transmission lines with active devices, and other electro-
magnetic problems.

2.1.1. Theory of FDTD. Consider a free-space region
that does not have either electric or magnetic current
sources. The time-dependent Maxwell equation can be
written as

r� ~EE¼ � m
@ ~HH

@t
ð1Þ

r� ~HH¼ s~EEþ e
@~EE

@t
ð2Þ

where ~EE and ~HH are the electric field and magnetic field,
respectively. The magnetic permeability is denoted by m,
the electric permittivity by e, and the electric conductivity
by s. In Cartesian coordinates, we can decompose the
vector components of the curl operators in (1) and (2) as
the following system of six coupled scalar equations:
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These six coupled partial-differential equations form the
basis of the FDTD algorithm for general three-dimen-
sional electromagnetic interactions. The Maxwell equa-
tions are discretized in a finite-difference timestepping
manner by means of the Yee grid. The geometric position
of the electric and magnetic field vector components in a
unit Yee space lattice is shown in Fig. 4.

If the space point in Yee’s grid is uniform, we can define
a gridpoint in the solution region as

ði; j; kÞ¼ ðiDx; jDy; kDzÞ ð5Þ

where Dx, Dy, and Dz are the spatial increments in x, y, and
z directions, respectively. On the basis of this notation, any
function F of space and time can be discretized as follows:

Fnði; j; kÞ¼FðiDx; jDy;kDz;nDtÞ ð6Þ

We adopt the central-difference approximation for both
temporal and spatial derivatives with the second-order
accuracy. Then the corresponding derivatives of function F
can be expressed as follows:
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With the notation in (7) and (8), we can express the
components in (4a) as follows:
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Figure 4. The Yee lattice.
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The y and z components of the electric field can be
expressed as follows:
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Similarly, the vector components of the magnetic field can
be expressed as follows:
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It is noted from (13) and (14) that both electric field and
magnetic field could be updated from the previous E and H
fields. Following the timestepping expressions in (13) and
(14), we can calculate the corresponding fields step by
step. Many geometries of interest are defined in ‘‘open’’
regions where the spatial domain of the computed field is
unbounded in one or more coordinate directions. Because
of the finite size in computer memory, the finite-difference
grid has to be truncated. Therefore, we need to define not
only the field computation domain in a finite size that
should be large enough to enclose the structure of interest
but also a suitable boundary condition such that the
simulation is capable of extending the outer perimeter to
infinity and ensuring that the reflections of outgoing
waves are minimized. Such artificial boundaries described
by the mathematical expressions are known as the ab-
sorbing boundary conditions (ABCs). The most commonly
used ABC includes Mur ABC [19] and perfectly matched
layered ABC [20].

To ensure the stability and accuracy of FDTD computa-
tion, the size of Yee cell are typically 1

10th– 1
20th of the

wavelength corresponding to the highest frequency of
interest, and then the timestep must satisfy the following
stability condition [21]
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Dx2
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Dy2
þ

1

Dz2

r ð15Þ

where Dt is the timestep and cmax is the maximum light
velocity; Dx, Dy, and Dz are the size of the FDTD cube in
x, y, and z directions, respectively.

The algorithm of FDTD calculation is shown in Fig. 5.
The process of updating the magnetic and electric fields is
the most time-consuming part of the calculation. This
problem can be solved by means of parallel computing as
discussed in the following subsection.

2.1.2. Parallel Implementation of FDTD. Although
FDTD is a powerful tool for the analysis of time-domain
problems and nonlinear problem with active devices, it
requires a huge amount of computer memory and long
computation time. This limits the use of FDTD in large-
scale problems. In this subsection, we discuss how to
implement the parallel computation of FDTD. The main
idea is to decompose the single FDTD computation domain
into several smaller domains. Each node in the Beowulf PC
cluster will manipulate each of these domains and compute
its corresponding electric and magnetic fields. The ex-
change of data occurs only at the interface of two different
domains, and thus little communication time is required.

Figure 6 illustrates the concept of the FDTD domain
decomposition and the mechanism of field exchange. Only
three nodes in the parallel computing platform are used
for illustrative purposes. As we can see in the figure, the
FDTD computation domain is spatially decomposed into
three regions of regular gridpoints along the z axis. Each
node manipulates the computation for the corresponding
region. On the basis of the FDTD algorithm, we need to
update the E and H fields in each timestep. These E and H

fields are computed with the corresponding adjacent
neighboring E and H fields. Owing to the domain decom-
position, some of the required E and H fields are not stored
in the same computing node. They are calculated and
stored in the adjacent node. When using the ABC, the first
or last node needs to exchange E or H fields in either
upper or lower slices of its domain only. The node in the
center needs to exchange the calculated E and H fields in
both upper and lower slices of its domain to its adjacent
node for updating E and H fields in each timestep. Such
field exchange process is handled by calling the message-
passing interface (MPI) library. Referring to Fig. 6, we can
see that the Hy field is used for updating the Ex field in
each timestep. For the subdomain in node 1, the lower
edge of the Hy field is missing. The upper slice of the Hy

START

Read input data

Calculate parameters for the ABC 

Perform time stepping

Enforce E field for voltage sources  

Calculate voltage outputs 

Update magnetic field 

Enforce H field for current sources 

Calculate current outputs 

Update electric field 

Enforce ABC 

END 

End of time step?

YES 

NO 

Figure 5. FDTD algorithm.
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field in node 2’s subdomain is needed to transfer the field
information to node 1 for updating the Ex field. Similarly,
the lower slice of the Ex field in node 1’s subdomain will
transfer the information to node 2 for updating the Hy

field in each timestep.
To generalize the mechanism, Fig. 7 is a pictorial

representation of the domain decomposition and field
exchange mechanism. Assuming that M computing nodes
are used, the FDTD computation domain is decomposed
into M subdomains, equal or nearly equal in size, along
the z -axis. The corresponding subdomain, which is rec-
tangular in shape, and nonoverlapping, is computed com-
pletely independently of other nodes in the parallel
computing platform. After the decomposition, only three

types of domain need to be handled separately: the first,
center, and last regions, respectively, as shown in Fig. 7b.
The field exchange mechanism for these three different
regions are shown in Figs. 8, 9, and 10 respectively. In
such an exchange mechanism, Eqs. (13) and (14) are used
to update the E and H fields, respectively. The parallel-
implemented FDTD codes for handling different regions
are shown in Figs. 11 and 12. The data communication
among all nodes is by means of using message-passing
interface (MPI) library. To update the magnetic fields and
electric fields in each timestep, MPI library calls such as
MPI_SEND and MPI_RECEIVE are used. MPI_SEND
and MPI_RECEIVE perform basic data communications
(i.e., send and receive) among the nodes.

FDTD Domain

Domain decomposition
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Figure 6. Domain decomposition by three computing nodes.

PARALLEL ALGORITHMS AND COMPUTING FOR LARGE-SCALE ELECTROMAGNETIC SIMULATION 3621



As an example, we will now analyze the active inte-
grated antennas using parallel-implemented FDTD code.

2.1.3. Numerical Results (FDTD). Active integrated an-
tennas have many military and commercial applications
such as spatial or quasioptical power-combining arrays,
phased arrays, and wireless communication systems.
Since an active integrated antenna is a nonlinear antenna
and operates with large-signal oscillations, it is difficult to
predict the electromagnetic characteristics such as its
stable oscillation modes and operating frequency. In this
subsection, FDTD method is used to analyze the active
integrated antenna problem [22–24]. The layout of an
active integrated antenna array is shown in Fig. 13. The
components of the active integrated antenna consist of
Gunn diodes, radiating patches, two-stage l/4 transfor-
mers, open tuning stubs, and adjacent coupling lines.
Figure 14 shows the circuit model of the Gunn diode,
and the equations of the Gunn diode operation [24,25] are
also shown in Eqs. (16)–(20) and (22)
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where G1¼ 0.0252O�1 and G3¼ 0.0265O� 1 V� 2. The
capacitance C is 0.2 pF, and the series resistance R is
1.0O;

.
FðVsÞ is a derivative of F(Vs).

ABC

Node 0

First region Center region Last region

Node 1 Node 2 Node M

z

ABC

(a)

(b)

Figure 7. (a) Pictorial representation of domain decomposition
into M nodes; (b) three types of region after domain decomposi-
tion. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

H field move down

node
m−1

E field move up

node
m

E field move up

node
m+1

H field move down

Figure 8. Pictorial representation for updating E field (red-
colored bar) and H field (blue-colored bar) in the center region for
each timestep in FDTD calculation. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)

ABC for E field
E field move up

H field move down

node
0

node
1

Figure 9. Pictorial representation for updating E field (red-
colored bar) and H field (blue-colored bar) in the first region for
each timestep in FDTD calculation. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)

H field move down
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ABC for E field
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Figure 10. Pictorial representation for updating E field (red-
colored bar) and H field (blue-colored bar) in the last region for
each timestep in FDTD calculation, where M is the total number
of processors used in the calculation. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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There is a narrow gap between two coupling lines. By
short-circuiting the gap with a conductor and a resistor,
respectively, the odd and even radiating mode can be
obtained [26]. In order to reduce the CPU time, parallel-
implemented FDTD code is used in the analysis. The
simulation is performed on the Beowulf cluster depicted
in Section 1.4. The active integrated antenna with four
units operates at 12.4 GHz. The size of the computation
domain Nx � Ny � Nz is 235 � 109 � 16 cells. The size of

each cell in the x, y, and z directions are 0.372, 0.392, and
0.392 mm, respectively. The narrow gap between coupling
lines is connected with a 100-O resistor for providing an
even radiating mode. The simulation is with Mur ABC.
Figure 15 shows the voltage across the Gunn diodes. We
can see that the voltages in the four units are in phase.
The electric field component Ez at the dielectric–air inter-
face at two different time instants are shown in Figs. 16
and 17, respectively. Figure 16 shows the in-phase

This upper slice will be send to the next 
region and will be used as a lower slice. 

Updating Magnetic Field in the Center Regions 

/*** Update Hx, same calculation for Hy and Hz ***/ 
/*** Hx : H-field in x      ***/ 
/*** Ez : E-field in z ; Ey : E-field in y        ***/ 
/*** Hmult1, Hmult2, Hmult3 : FDTD parameter ***/ 
FOR k=1 to Nz/N_nodes 

FOR j=1 to Ny 
FOR i=0 to Nx 

Hx(i,j,k)=Hmult1 x Hx(I,j,k) 
+ Hmult2 x (Ez(i,j-1,k)-Ez(i,j,k)) 
+ Hmult3 x (Ey(i,j,k)-Ey(i,j,k-1)) 

END FOR 
END FOR 

END FOR 
/*** tUHx : store the upper slice of Hx ***/ 
k=the index of upper slice in z. 
FOR j=1 to Ny 

FOR i=0 to Nx 
tUHx(i,j)=Hx(i,j,k) 

END FOR 
END FOR

Send Upper Slice H Upward 

/*** nodeID (index of node) = 0,1,2…N ***/ 
/*** N : number of node used         ***/ 
IF (nodeID not equal to N-1) THEN

Call MPI function MPI_SEND for sending upper slice of Hx (tUHx) to
previous (nodeID-1) node  

Call MPI function MPI_SEND for sending upper slice of Hy (tUHy) to
previous (nodeID-1) node 

END IF 
IF (nodeID not equal to 0) THEN 

Call MPI function MPI_RECV for receiving upper slice of Hx (tUHx) from 
next (nodeID+1) node 

Call MPI function MPI_ RECV for receiving upper slice of Hy (tUHy) from 
next (nodeID+1) node 

END IF 

Receive Lower Slice H from Down Under

/*** tLHx : store the lower slice of Hx ***/ 
k=the index of lower slice in z. 
FOR j=1 to Ny 

FOR i=0 to Nx 
Hx(i,j,k) = tLHx(i,j) 

END FOR 
END FOR 
FOR j=0 to Ny 

FOR i=1 to Nx 
Hy(i,j,k) = tLHy(i,j) 

END FOR 
END FOR 

Figure 11. Parallel-implemented FDTD code
to handle center region of the computation
domain.
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behavior; Fig. 17 shows even radiating mode moment with
different timestep.

We examine the parallel code with a different number
of nodes in terms of speedup factor, efficiency, computation
time, and time saving. Table 1 shows the overall perfor-
mance of the parallel code with 30,000 timesteps. From
the table, we can see that the computing time is reduced
rapidly when the number of computing nodes is increased.
The rate of change in CPU time with the number of
computing nodes is shown in Fig. 18. Figure 19 shows
the speedup factor of different number of nodes used. As
we can see from the figure, the speedup factor is directly
proportional to the number of computing nodes, as ex-
pected. For the ideal situation, it is expected that the
speedup factor will be M, if M computing nodes are used.

However, that is not the case in practice. For example, as
shown in the Figs. 18 and 19, the speedup factor is about
21 if 24 computing nodes are used. The discrepancy is due
to the time spent for data communication among nodes for
updating the E and H fields. The efficiency can reach
almost 100% with the use of two or four computing nodes
as indicated in Fig. 20. With a smaller number of nodes,
the subdomain will be larger and the time for data
communication among the nodes relatively shorter when
compared to the remaining computation since most of the
CPU time is spent computing the E and H fields. This is
why the efficiency can be higher if a smaller number of
nodes are used. However, when a smaller number of
computing nodes are used, the speedup factor will be
relatively low, as shown in Fig. 19. The saving in CPU

Similar Calculation for E Field 

/*** Update Ex, same calculation for Ey and Ez ***/ 
/*** Ex : E-field in x     ***/ 
/*** Hz : H-field in z ; Hy : H-field in y       ***/ 
/*** Emult1, Emult2, Emult3 : FDTD parameter ***/ 
FOR k=1 to Nz/N_nodes 

FOR j=1 to Ny-1 
FOR i=1 to Nx 
Ex(i,j,k)=Emult1 x Ex(I,j,k) 

+ Emult2 x (Hz(i,j+1,k)-Hz(i,j,k))
+ Emult2 x (Hy(i,j,k)-Hy(i,j,k-1)) 

  END FOR  
 END FOR  

END FOR 

/*** tLEx : store the lower slice of Ex ***/ 
k=the index of lower slice in z. 
FOR j=1 to Ny-1 

FOR i=1 to Nx 
tLEx(i,j)=Ex(i,j,k) 

END FOR 
END FOR 

IF (nodeID not equal to 0) THEN 
Call MPI function MPI_SEND for sending upper slice of Ex (tLEx) for 

next (nodeID+1) node  
Call MPI function MPI_SEND for sending upper slice of Ey (tLEy) for 

next (nodeID+1) node 
END IF 
IF (nodeID not equal to N_nodes-1) THEN 

Call MPI function MPI_RECV for receiving upper slice of Ex (tLEx) for 
previous (nodeID+1)node 

Call MPI function MPI_ RECV for receiving upper slice of Ey (tLEy) for 
previous (nodeID+1)node 

END IF 

/*** tLEx : store the lower slice of Ex ***/ 
k=the index of upper slice in z. 
FOR j=1 to Ny-1 

FOR i=1 to Nx 
Ex(i,j,k) = tLEx(i,j) 

END FOR 
END FOR 
FOR j=1 to Ny 

FOR i=1 to Nx-1 
Ey(i,j,k) = tLEy(i,j) 

END FOR 
END FOR Figure 11. (Continued).
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with a different number of computing nodes is shown in
Fig. 21. It is obvious that the saving in CPU time is greater
when the number of computing nodes increases.

2.1.4. FDTD Method with SPICE for Analyzing Electric
Circuit. In the analysis of electric circuits, commercial
software such as SPICE is commonly used. It is one of
the most popular software packages for electric circuit
analysis in both frequency and time domains. It provides a
large number of models for complex electronic devices and
libraries [27]. Many researchers have focused on combin-
ing the FDTD method with SPICE [28,29]. The FDTD
method with SPICE (FDTD-SPICE) is one of the most
powerful tools for analyzing integrated circuits, active
antennas, and electromagnetic interference (EMI) pro-
blems. In this subsection, we will show the application of
FDTD in circuit analysis by merging the FDTD method
with SPICE. However, SPICE cannot directly merge
FDTD domain because the input–output differences. In
SPICE, the input and the output are voltage (V) and
current (I), respectively. On the other hand, in FDTD,
the input and the output are the electric field (E) and
magnetic field (H), respectively. To solve this difficulty, we

use the equivalent SPICE circuit as shown in Fig. 22. It is
expressed by means of Ampere’s law, and the total current
I is expressed in the following equation

C
dV

dt
þ IðVÞ¼ I ð22Þ

where I(V) is the current source, C is capacitance of an
FDTD cell, and V is the voltage across the lumped ele-
ment. At each timestep of updating the electric field in the
FDTD computation, the information of I(V) and C will be
sent to SPICE for solving the lumped element, and then
SPICE will send back the voltage of the lumped element to
the FDTD module.

Figures 23 and 24 show the FDTD model and the
layout of the simplified VHF amplifier circuit [30], respec-
tively. The FDTD cell size is dx¼dy¼dz¼ 1 mm and the
relative dielectric constant is unity. The total number of
timesteps in the calculation is 30,000. The impedances of
the microstrip lines are 47.9O, and the two lines are
separated by 2 1

2 times the width of the microstrip. The
voltages at the input to the lumped transistor circuit and
across the output resistor are shown in Fig. 25. The
simulation results of FDTD-SPICE give good agreement
with that of SPICE alone. The minimal difference between
FDTD-SPICE and SPICE simulation is due to the separa-
tion between the microstrip line and parasitic coupling.

2.1.5. Matrix Manipulation of FDTD. If we cast the
FDTD operation into matrix–vector manipulation, it is
not difficult to see that each field-updating step requires
matrix–vector multiplications and that the matrices are
sparse ones as the field at an FDTD node is affected only
by the nearby fields. This is one of the key characteristics
of the partial-differential equation (PDE) approach. On
the other hand, another popular tool in computational
electromagnetics is the integral equation method in which
the integral equation is cast into a matrix equation via the
use of MoM. In contrast to the PDE approach, the result-
ing matrix is a full one. Parallel computing strategies are
effective tactics in handling full-matrix solutions, particu-
larly when the matrix size is large. Although the MoM
matrix is denser than the FDTD matrix, it is often much
smaller in size.

ABC on the Right and Left Faces 

/*** Ex : E-field in x   ***/ 
/*** EzZ0n : ABC of Ex  ***/ 
/*** smz1 : ABC parameter ***/
IF (nodeID equal to 0) THEN

FOR i=1 to Nx 
FOR j=1 to Ny-1 

Ex(i,j,0)=ExZ0n(i,j,1) + smz1*(Ex(i,j,1) - ExZ0n(i,j,0))
END FOR 

END FOR 
ENDIF 
IF (nodeID equal to N_nodes-1) THEN 
    k=Nz

FOR i=1 to Nx 
FOR j=1 to Ny-1 

Ex(i,j,k)=ExZ0n(i,j,1) + smz1*(Ex(i,j,k-1) - ExZ0n(i,j,0))
END FOR 

END FOR 
ENDIF 

Figure 12. Parallel-implemented FDTD code to handle first and
last regions of the computation domain.
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Figure 13. Layout of active integrated antenna.
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Figure 14. Circuit model of Gunn diode.
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In the following subsection, we will discuss two differ-
ent scenarios when dealing with full-matrix solutions. In
the first scenario a direct matrix inversion scheme is
tractable. When the available computer memory resources
are exhausted, we need to solve the full-matrix equation
iteratively.

2.2. Method of Moments (MOM)

2.2.1. Introduction. The integral equation solver such
as the method of moments (MoM) can be used to analyze
many electromagnetic field problems, including those
appearing in printed circuits and microstrip antennas.
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Figure 15. Stable voltage across Gunn diodes.
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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For these problems, the mixed potential integral equation
(MPIE) formulation is often used. The MPIE is expressed
as follows

~EEinc¼ jo~AAþrf ð23Þ

where ~EEinc is the incident electric field and ~AA and f are the
vector and scalar potentials, respectively. The potentials
can be expressed in terms of the unknown surface current
density and the corresponding spatial domain Green
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Figure 17. Electric field component Ez at dielectric–air interface at a different timestep. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Table 1. Overall Performance of Parallel FDTD Code

Number
of PCs

CPU
Time (s)

CPU
Time
(min)

Speedup
Factor

Efficiency
(%)

Time
Saving

(%)

1 17382 289.7 1.0 100.0 0
2 8612 143.5 2.0 100.0 50.5
4 4323 72.1 4.0 100.0 75.1
8 2223 37.1 7.8 97.5 87.2
12 1525 25.4 11.4 95.0 91.2
16 1170 19.5 14.9 93.1 93.3
20 963 16.1 18.0 90.0 94.5
24 809 13.5 21.5 89.6 95.3
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functions as follows:

~AAð~rrÞ¼

Z

S
dS0Gað~rr;~rr

0Þ � ~JJð~rr0Þ ð24Þ

fð~rrÞ¼
Z

S

dS0Gqð~rr;~rr
0Þr0 � ~JJð~rr0Þ ð25Þ

Applying different basis functions to the MPIE in conjunc-
tion with weighting functions, the matrix equation is
obtained as

½Z�fJg¼ fEig ð26Þ

where [Z] is the impedance matrix, {J} is the unknown
current vector, and {Ei} is the known excitation vector.
One of the commonly used basis functions is the Rao–
Wilton–Glisson (RWG) basis function [31]. This matrix
equation is a linear matrix equation, and direct matrix

inversion or an iterative method can be used to solve for
the solution, depending on the available computer mem-
ory.

To demonstrate the effectiveness of parallel computing
in solving large-scale electromagnetic problems, we con-
sider the analysis of the microstrip reflectarray antenna
and densely packed microstrip interconnects. The result-
ing matrix equation is extremely large in size, and it is
difficult to solve by a direct matrix inversion method in a
single computer due to the large computer memory re-
quirement and extensive CPU time. To solve this problem,
we implement parallel algorithms to solve the matrix
equation on a parallel computing platform. The idea of
the parallel algorithm is to divide the large matrix into
several smaller portions. Each portion of the matrix is
stored in its corresponding computing node, and therefore
the memory burden can be alleviated. Each node com-
putes only its portion of the matrix, and the overall CPU
time is also reduced. The parallel algorithm is also im-
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plemented in matrix–vector multiplication form to speed
up the computing time in the iterative solver. In the
following subsection, we will discuss solving the matrix
equation with both the Gaussian elimination method and
LU decomposition. The parallel versions of the Gaussian
elimination method and LU decomposition [32,33] are also
considered. Then, we concentrate on discussing the par-
allel version matrix–vector multiplication [32,33] for itera-
tive solutions. Finally, the sparse matrix canonical grid
method [34], which is a fast solver, will be presented.

2.2.2. Methods for Solving a System of Linear Equa-
tions. The matrix equation representing the MPIE shown
in (26) can be written as follows:

Z11 Z12 � � � Z1N

Z21 Z22 � � � Z2N

..

. ..
. . .

. ..
.

ZN1 ZN2 � � � ZNN

2
6666664

3
7777775

J1

J2

..

.

JN

8
>>>>>><

>>>>>>:

9
>>>>>>=

>>>>>>;

¼

Ei
1

E1
2

..

.

Ei
N

8
>>>>>><

>>>>>>:

9
>>>>>>=

>>>>>>;

ð27Þ

In the following text, we will discuss full-matrix inver-
sion methods for solving this linear matrix equation.
Before we present their parallelized counterparts (Section
2.2.3), we will first concentrate on the conventional im-

plementation of the Gaussian elimination (Section 2.2.1)
and LU decomposition (Section 2.2.2) methods.

2.2.2.1. Gaussian Elimination. There are two basic
stages in the Gaussian elimination method. The first stage
is to reduce the matrix into an upper triangular matrix.
The form of the upper triangular matrix and its respective
equations are shown as follows:

1 Zð1Þ12 � � � Zð1Þ1N

0 1 � � � Zð2Þ2N

..

. ..
. . .

. ..
.

0 0 � � � 1

2
66666664

3
77777775

J1

J2

..

.

JN

8
>>>>>><

>>>>>>:

9
>>>>>>=

>>>>>>;

¼

Eið1Þ
1

Eið2Þ
2

..

.

EiðNÞ
N

8
>>>>>>><

>>>>>>>:

9
>>>>>>>=

>>>>>>>;

ð28Þ

ZðkÞkj ¼
Zðk�1Þ

kj

Zðk�1Þ
kk

ð29Þ

ZðkÞij ¼Zðk�1Þ
ij � Zðk�1Þ

ik �ZðkÞkj ð30Þ

EiðkÞ
k ¼

Eiðk�1Þ
k

Zðk�1Þ
kk

ð31Þ

EiðkÞ
i ¼Eiðk�1Þ

i � Zðk�1Þ
ik �EiðkÞ

k ð32Þ

We rewrite (28) as

½U�fJg¼ fxi
g ð33Þ
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Figure 23. FDTD model.
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where [U] is the upper triangular matrix and k is the
iteration step. In matrix [U], the diagonal entries are
equal to 1 and all the coefficients of the lower triangular
matrix [L] are set to 0. In the second stage, we apply the
backsubstitution procedure to obtain the unknown cur-
rents {J}. The sequential Gaussian elimination algorithm
is shown in Fig. 26. There are three nested loops. The
outer loop is the iteration step and is controlled by the k
variable. The remaining two loops are used to perform the
Gaussian elimination calculation in each iteration step.
After all the iteration steps, the backsubstitution extracts
the solution {J}. The counter i of the loop is reversed and
starts from N to 1. It is decreased by 1 in each looped step.

Figure 27 shows the sequential Gaussian elimination
algorithm in detail. In the iteration k¼ 1, the first row of
the matrix and Ei

1 are divided by Z11 and the calculations
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Figure 24. Layout of simplified VHF amplifier circuit.
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1: /*** Gaussian elimination step ***/ 
2: For k = 1 to N 
3: For j=k+1 to N 
4: Zkj=Zkj / Zkk

5:  End For 
6:  Ei

k=Ei
k / Zkk

7:  Zkk=1 
8: 
9: For i=k+1 to N 
10: For j=k+1 to N 
11: Zij=Zij - Zik x Zkj

12: End For
13: Ei

i=Ei
i - Zik x Ei

k

14: Zik=0 
15:  End For 
16: End For 
17: /*** Back-substitution step ***/ 
18: For i = N to 1 (decrease 1 in each step) 
19:  Ji = Ei

i

20: For j = i+1 to N 
21: Ji = Ji - Jj Zij

22:  End For 
23: End For 

Figure 26. Algorithm of sequential Gaussian elimination.
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in (29) and (31) are performed. The quantity Z11 is set to 1
after the end of the first-row computation, and other rows
in the matrix are then computed by (30). All the remaining
entries in the first column are set to 0. The right hand side
of (33), {xi}, except Ei

1, is computed according to (32). In the
iteration k¼ 2, the computation is similar to the iteration
k¼ 1, but the first row and column remain unchanged at
this moment. According to (29) and (31), the second row of
the matrix and Ei

2 are divided by Z22. The third row and
below are computed by (30) and (32), and all the remaining
entries in the second column are set to 0.

Similar procedures are performed in the next iteration
step, following the same iteration algorithm.

2.2.2.2. LU Decomposition. The LU decomposition
method is similar to the Gaussian elimination method.
There are three steps for solving the matrix equation in
LU decomposition method:

1. LU factorization: [Z]¼ [L][U]

2. Forward substitution: [L]{y}¼ {Ei}

3. Backward substitution: [U]{J}¼ {y}

The Gaussian elimination method combines steps 1 and 2.
Therefore, we can delete lines 6, 7, 13, and 14 in Fig. 26,
and thus variables i and j are interchanged. The algorithm
for the LU decomposition method is subsequently ob-
tained after these modifications. The corresponding com-
puter algorithm is shown in Fig. 28. The required
equations in LU decomposition method are

ZðkÞik ¼
Zðk�1Þ

ik

Zðk�1Þ
kk

ð34Þ

ZðkÞij ¼Zðk�1Þ
ij � ZðkÞik 	 Zðk�1Þ

kj ð35Þ
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The LU decomposition implementation is shown in
Fig. 29. In the iteration k¼ 1, the first row remains
unchanged. The first column is computed by (34). Other
matrix coefficients are computed by (35). In the iteration k
¼ 2, the first row, second row, and first column are fixed.
The second column is computed by (34), and the other
matrix coefficients are computed by (35). In the next
iteration, the computation repeats the procedure of itera-
tion k¼ 2. The total number of iteration is N� 1. After all
the iteration steps are computed, the new matrix appears
as (36) when N is set to 4 to simplify our discussion:

Z11 Z12 Z13 Z14

Zð1Þ21 Zð1Þ22 Zð1Þ23 Zð1Þ24

Zð1Þ31 Zð2Þ32 Zð2Þ33 Zð2Þ34

Zð1Þ41 Zð2Þ42 Zð3Þ43 Zð3Þ44

2
666664

3
777775

ð36Þ

This matrix stores [L] and [U] matrices. The matrix can be
separated into two matrices:

1 0 0 0

Zð1Þ21 1 0 0

Zð1Þ31 Zð2Þ32 1 0

Zð1Þ41 Zð2Þ42 Zð3Þ43 1

2

66666666664

3

77777777775

Lower triangle matrix

Z11 Z12 Z13 Z14

0 Zð1Þ22 Zð1Þ23 Zð1Þ24

0 0 Zð2Þ33 Zð2Þ34

0 0 0 Zð3Þ44

2
66666666664

3
77777777775

Upper triangle matrix

We apply the forward substitution with the lower trian-
gular matrix to find {y} and then the backward substitu-
tion for extracting the solution.

2.2.3. Parallel Gaussian Elimination Method. The Gaus-
sian elimination method implemented with a parallel
algorithm is discussed in this subsection. We assume
that four computing nodes are used. The matrix is sepa-
rated into several portions with several rows of the
original matrix in each portion. Each node stores its
portion of the matrix as shown in Fig. 30.

In the iteration k¼ 1, node 1 computes the assigned
row partitioned matrix. At that time, other nodes are idle
and wait for the results in node 1. Data communication
among all nodes is required after node 1 finishes its
computation. Other nodes can now begin to compute the
computation for the iteration k¼ 1. In the iteration k¼ 2,
node 1 is idle and does not participate in any computation

and data communication. First, only node 2 computes the
assigned row partitioned matrix. Other nodes are idle and
wait for receiving results from node 2. Other nodes begin
their computations after the data communication. In the
iteration k¼ 3 and k¼ 4, the computation procedures are
similar to the iteration k¼ 1 and k¼ 2 but the computation
for iteration k¼ 4 does not include any data communica-
tion. The parallel Gaussian elimination algorithm is
slightly different from the sequential algorithm depicted
in Fig. 26 and it is shown in Fig. 31.

2.2.4. Pipelined Parallel Gaussian Elimination. The par-
allel Gaussian elimination version mentioned above can
reduce the memory requirement and computing time.
However, the efficiency is not high because three nodes
remain idle and continue to wait for one of the nodes to
finish its computation during each iteration step. In order
to enhance the computation efficiency, an asynchronous
parallel version of the Gaussian elimination called pipe-
lined parallel Gaussian elimination is used. The weakness
of the synchronous parallel Gaussian elimination is that
each node starts its computation after the previous node
completes its computation. In contrast, each iteration k of
the computation can be taken at the same time in the
pipelined parallel Gaussian elimination and, thus, can
further reduce the computing time. The procedure of the
method is detailed in Fig. 32.

In Figs. 32b–32e, node 1 computes its partition. Other
nodes are idle until node 1 finishes the first iteration. The
row data will be sent to node 2 from node 1, but at that
time other nodes are also idle. The received row data will
be stored and passed to node 3. Similarly, other nodes
store and pass the received data to the next node, namely,
node 4. Node 2 starts its computation after passing the

1: /*** LU decomposition method ***/ 
2: For k = 1 to N-1 
3:       For i=k+1 to N 
4:  Zik=Zik / Zkk
5:       End For 
6: 
7:       For j=k+1 to N 
8: For i=k+1 to N 
9:        Zij=Zij - Zik x Zkj
10:  End For 
11:       End For 
12:         
13: /*** Forward-substitution step ***/ 
14: For i = 1 to N 
15:       yi = 0 
16:       For j = 1  to i-1 
17:  yi = yi - yj Zij
18:       End For 
19:         
20: /*** Back-substitution step ***/ 
21: For i = N to 1 (decrease 1 in each step) 
22:       Ji = 0 
23:       For j = i+1 to N 
24:  Ji = Ji – Jj Zij
25:       End For 
26       Ji = Ji / E

i
i

27:         

End For  

End For  

EndFor  

Figure 28. Algorithm of LU decomposition.

3632 PARALLEL ALGORITHMS AND COMPUTING FOR LARGE-SCALE ELECTROMAGNETIC SIMULATION



row data. Other nodes repeat similar procedure. In
Fig. 32f, node 2 completes the computation of iteration
k¼ 1 and starts the computation of iteration k¼ 2. At
the same time, node 3 starts the computation of itera-
tion k¼ 1. Two iteration computations appear at the
same time. In addition, node 4 passes the row data of
iteration k¼1. In Fig. 32g, data communication bet-
ween nodes 2 and 3 appears after nodes 2 and 3 finish
their respective iteration computation. Node 4 then
starts the computation of iteration k¼ 1. In Fig. 32h,
node 4 completes the computation of the iteration and
receives the row data of iteration k¼2. Node 5 starts
the computation of iteration k¼ 1. In Fig. 32i, node
3 starts the computation of iteration k¼ 2 and nodes 4
and 5 perform data communication. The iteration proce-
dures continue until the upper triangular matrix is
obtained by the pipelined parallel implementation as
shown in Fig. 32q. The pipelined parallel algorithm
is shown in Fig. 33.

The implementation of the parallel version of LU
decomposition is slightly different from the parallel
version of the Gaussian elimination. As we can see in
Figs. 27 and 29, the computation of Gaussian elimina-
tion starts from the row of matrix [Z]. Both matrices [Z]

and [E] are needed to involve in the calculation. On the
other hand, the computation of LU decomposition starts
from the column of matrix [Z]. Only matrix [Z] is involved
in the calculation. Therefore, a similar parallel LU decom-
position algorithm as discussed above can be formulated
using a modified-form parallel Gaussian elimination
algorithm.

2.2.5. Numerical Results (Gaussian Elimination/LU
Decomposition). In this subsection, we will show the
numerical results of implementing the Gaussian elimina-
tion and LU decomposition. Both results from sequential
and parallel codes will be shown to illustrate the effective-
ness of parallel computing. All the computations are
performed on the parallel computing platform, which
consists of 24 nodes of Pentium III 1-GHz processors.
Figure 34 shows the CPU time for solving a full matrix
with the Gaussian elimination. Results from the parallel
Gaussian elimination and pipelined parallel Gaussian
elimination methods as discussed in the previous subsec-
tion are also shown in the figure for comparison. As we can
see from the figure, the CPU time for the sequential
method radically increases when increasing the matrix
size. On the other hand, both parallel methods can greatly
reduce the CPU time. Figure 35 shows the speedup factors
with both parallel methods versus the matrix size. We can
see that the pipelined parallel Gaussian elimination
method is higher in efficiency compared with the parallel
Gaussian elimination method. The CPU times with the
LU decomposition computation, including sequential, par-
allel, and pipelined parallel methods, are shown in Fig. 36.
Similar to the results shown in Fig. 34, both parallel
methods can essentially reduce the CPU time when deal-
ing with a large matrix size. Again, the pipelined parallel
LU decomposition method shows higher efficiency com-
pared with the parallel LU decomposition method as
shown in Fig. 37. We can see from Figs. 35 and 37 that
the speedup factor is greater those that of the computing
nodes used. This may be due to the loop overheads in
sequential algorithms and insufficient cache size in the
single computing node [35].

2.2.6. Matrix–Vector Multiplication. The parallel ma-
trix–vector multiplication is introduced in this subsection.
The sequential matrix–vector multiplication algorithm is
to perform the calculation of [Z]{a}¼ {bi}. Each of solution
{bi} is equal to the dot product of row i of the matrix [Z]
with the column vector {J}. The sequential implementa-
tion is shown in Fig. 38. In the parallel matrix–vector
multiplication algorithm, matrix [Z] can be partitioned by
either rows or by columns. The choice of partitioning by
rows or columns mainly depends on the programming
language used. For instance, since the arrays in C lan-
guage are stored in row-major order, array elements in
each row will store contiguously in memory. Thus, it is
appropriate to choose partitioning by rows if C program-
ming language is used. On the other hand, since the
arrays in FORTRAN language are stored in column-major
order, it is appropriate to choose partitioning by column if
FORTRAN language is used. Both partitioning methods
can distribute the required memory of storing the matrix
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Figure 29. Flow of LU decomposition.
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among the nodes. Therefore, the computation time can be
shortened with the handling of a partitioned matrix in
each node.

Suppose we adopt the row partitioning parallel algo-
rithm to be implemented on an M-node parallel platform.
Matrix [Z] is partitioned into M portions of [Z] by rows,
and each portion is stored in its corresponding node.
However, the whole vector {a} is needed in each node as
shown in Fig. 39. This should not be a problem as its size is
only a small fraction of that of the partitioned portion of
matrix [Z]. In the matrix–vector multiplication, each node
computes only its portion of [Z] and stores its results in
{bi}. For instance, node 1 computes only the result bi

1 and
bi

2. Similarly, entries in {bi} correspond to the row number
of the partitioned matrix are computed in other nodes.
However, as each node only computes a portion of {bi}, the
result is not complete. In order to compile the complete
result of {bi} in each node, data communication among all
nodes is required. We can use the callable MPI library
MPI_ALLGATHER to collect the result {bi} from each node
and broadcast the properly arranged {bi} to all nodes. The
algorithm is shown in Fig. 40. If other nodes need the
corresponding result of {bi} in each node, we can instead
use the callable MPI library MPI_GATHER [5] in data
communication. In that case, only node 0, the master
node, gets the result of the entire {bi}. The second partition
method is the parallel column partition algorithm as
shown in Fig. 41. Matrix [Z] is partitioned by column,
and the vector {a} is partitioned by row. The result {bi} in

each node is obtained by matrix–vector multiplication.
However, the result {bi} in each node is not complete as
only some columns are involved in the matrix–vector
multiplication. Therefore, we need to gather all {bi} in
each node, sum them individually during the data com-
munication, and broadcast the correct results {bi} to all
nodes. In that case, we can use the callable MPI library
MPI_ALLREDUCE. The algorithm is shown in Fig. 42.
Similarly, the callable MPI library MPI_REDUCE can
be applied instead in the data communication if the
partial result of {bi} does not have to be distributed to all
nodes.

2.2.6.1. Sparse Matrix Canonical Grid (SMCG) Method.
In the previous subsection, we discussed the parallel ver-
sion of the matrix–vector multiplication. However, each
node also requires a large memory to store its respective
rows or columns of the matrix. In this subsection, we
introduce another method, called the sparse matrix cano-
nical grid (SMCG) method [36,37], to reduce the memory
requirement and maintain speedy computation. The basic
idea is the decomposition of the impedance matrix, which is
divided into two parts: near interaction and far interaction.
The near-interaction part corresponds to a sparse matrix,
while that of the far interaction corresponds to a dense
matrix. The sparse matrix–vector multiplication part is
carried out in the conventional manner. In contrast, the
dense matrix–vector multiplication part is computed effi-
ciently using the fast Fourier transforms (FFTs).
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Figure 30. Workflow of parallel Gaussian
elimination.
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In the SMCG method [36,37], the impedance matrix
can be represented as the sum of the strong neighborhood
interactions sparse matrix [Zs] and the weak far-interac-
tion dense matrix [Zw] as

½Z� ¼ ½Zs� þ ½Zw� ð37Þ

Figure 43 shows the relationship of the strong neighbor-
hood interactions and weak far interactions.

Through Taylor expansion of the Green functions about
uniformly spaced canonical gridpoints overlying the tri-
angular discretization (see Fig. 44), we need to compute
the Green function between the two centroids (xi, yi) and
(xj, yj) of two interacting triangles. The Green function can
be evaluated by either direct or indirect computation. The
indirect Green function between the centroids of two
interacting triangles includes three parts. The first part
is from the point (xj, yj) to its nearest gridpoint (xj0,yj0). The
second and third parts are from gridpoint (xj0,yj0) to
another girdpoint (xi0,yi0) and from (xi0,yi0) to (xi,yi). This
indirect computation corresponds to Taylor series expan-
sion about the canonical gridpoints at (xj0,yj0) and (xi0,yi0)
as shown in Fig. 44. The appropriate Green function can

be written as

Gðri;jÞ

¼
X

m1

X

n1

X

m2

X

n2

xm1

di

m1!

yn1

di

n1!

xm2

dj

m2!

yn2

dj

n2!

�
@m1 þm2

@xm1 þm2

i0

@n1 þn2

@yn1 þn2

i0

Gð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

dij
þ y2

dij

q
Þ

ð38Þ

where xdij
¼ xi0 � xj0 and ydij

¼ yi0 � yj0. It is not difficult to

see that Gð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

dij
þ y2

dij

q
Þ and its derivatives are translation-

ally invariant. Consequently, (37) can be written as

f½Zs� þ ½Zw�g½I� ¼ ½Zs� þ
Xk

i¼ 0

½Zw
i �

( )
½I�

¼ ½V�

ð39Þ

where k is the total number of terms in the expansion. We
can solve Eq. (39) by an iteration method. The iterative
solution is expedited by applying parallel computing

1: /*** Parallel version Gaussian elimination step ***/ 
2:  n=N/number of nodes 
3: For k = 1 to N 
4:   IF (iteration step k is for this node) THEN 
5:   For j=k+1 to N 
6:    Zkj=Zkj / Zkk
7:   End For 
8:   Ei

k=Ei
k / Zkk

9:   Zkk=1 
10:   Store the row k information 
11:   For i=1 to n 
12:    For j=k+1 to N 
13:  Zij=Zij - Zik x Zkj
14:    End For 
15:    Ei

i=Ei
i - Zik x Ei

k
16:    Zik=0 
17:   End For 
18:   Send the stored row k information to all following node 
19:    ELSE 
20:   IF (iteration step k < the range of iteration step k in node) THEN 
21:  Receive the row k information except node 1 
23:  For i=1 to n 
24:    For j=k+1 to N 
25:   Zij=Zij - Zik x Zkj
26:    End For 
27:    Ei

i=Ei
i - Zikx Ei

k
28:    Zik = 0 
29:  End For 
30:   End IF
31:    End IF 
32: End 
33: /*** Back-substitution step ***/ 
34: Receive a part of output data from next except node N 
35: For i = N to n*number of node+1 (decrease 1 in each step) 
36:  Ji = Ei

i
37:  For j = i+1 to N 
38:    Ji = Ji - Jj Zij
39:  End 
40: End 
41: Send a part of output data to pervious node except node 1 

Figure 31. Algorithm for parallel Gaussian elimination
method.
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techniques in the matrix–vector multiplication between
[Z] and the current vector in the nth iteration [In]. The
first-order and higher-order solutions in the iterative
procedure are defined as follows:

f½Zs� þ ½Zw
0 �gI1¼V ð40Þ

f½Zs� þ ½Zw
0 �gInþ1¼V �

Xk

i¼ 1

½Zw
i �

( )
In ð41Þ

From (41), more terms in the expansion series of [Zw] can
be relocated to the left-hand side of the matrix equation to
reduce the CPU time. Each order is solved by the biconju-
gate gradient (BCG) iterative solver [38].

The closed-form expressions of the spatial domain
Green function [39] can be obtained by using the fast

Hankel transform (FHT) algorithm [40] and matrix pencil
method [41]. Such closed-form expressions make the
Taylor’s series expansion solvable analytically. Because
of the translationally invariant kernels in the expanded
Green functions, the weak matrix vector multiplication in
the iterative procedure can be efficiently performed via the
fast Fourier transforms. The matrix–vector multiplication
corresponding to the far-interaction contributions can be
written as

½Zw�½In� ¼
XK

i¼ 0

½Zw
i �

( )
½In�

¼
XK

i¼ 0

½Tti
�½Gi�½Tsi

�

( )
½In�

ð42Þ
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Figure 32. Workflow of pipelined parallel Gaussian elimination method.
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where the diagonal matrix [Ts] corresponds to a premulti-
plication, while the other diagonal matrix [Tt] corresponds
to a postmultiplication. Note that the premultiplication
corresponds to shifting the centroids of the basis triangles
to their nearest gridpoints. The multiplication of the
block–Toeplitz matrix corresponds to the inclusion of all

the interactions among the uniformly spaced canonical
gridpoints. The final postmultiplication corresponds to
translating the interactions at the gridpoints back to the
centroids of the testing triangles. The multiplication with
the block–Toeplitz matrix [Gi] can then be performed via
the FFT. It should be noted that some of the matrix–vector
multiplications corresponding to the weak interactions
are moved to the right-hand side of (39) to reduce the
number of FFT operations in the iterative solution.

2.2.6.2. Parallel Version of the SMCG Method. The par-
allel code is implemented on the Beowulf parallel compu-
ter. The parallel code is written with the message-passing
interface (MPI) [5] and the MPI version of the Fast Fourier
Transform in West FFTW [7] is employed to perform the
FFTs. The matrix is divided into subsections according to
the number of computing nodes used. Figure 45 is a
pictorial representation of the matrix decomposition.
Note that Ngrid represents the number of Cartesian cano-
nical grid nodes used in the SMCG method and M the
computing nodes used.

In regard to the sparse matrix–vector multiplication,
the first advantage is that only a portion of the sparse

1: /*** Piplined parallel version Gaussian elimination step ***/ 
2:  n=N/number of nodes 
3: For k = 1 to N 
4:   IF (iteration step k is for this node) THEN 
5:   For j=k+1 to N 
6:    Zkj=Zkj / Zkk
7:   End For 
8:   Ei

k=Ei
k / Zkk

9:   Zkk=1 
10:   Store the row k information 
11:   For i=1 to n 
12:    For j=k+1 to N 
13:  Zij=Zij - Zik x Zkj
14:    End For 
15:    Ei

i=Ei
i - Zik x Ei

k
16:    Zik=0 
17:   End For 
18:   Send the stored row k information to next node 
19:   ELSE 
20: IF (iteration step k < the range of iteration step k in node) THEN 
21:   Receive the row k information form previous node except node 1 
22:   Send the stored row k information to next node except node N 
23:   For i=1 to n
24:     For j=k+1 to N 
25: Zij=Zij - Zik x Zkj
26: End For 
27: Ei

i=Ei
i - Zik x Ei

k
28:     Zik=0 
29:   End For 
30:  End IF
31:    End IF 
32: End 
33: /*** Back-substitution step ***/ 
34: Receive a part of output data from next except node N 
35: For i = N to n*number of node+1 (decrease 1 in each step) 
36:   Ji = Ei

i
37:   For j = i+1 to N 
38:  Ji = Ji - Jj Zij
39:   End 
40: End 
41: Send a part of output data to pervious node except node 1 

Figure 33. Algorithm for pipelined parallel Gaussian
elimination method.
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Figure 34. CPU times of Gaussian elimination methods. (This
figure is available in full color at http://www.mrw.interscience.
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matrix is stored in each computing node. Therefore,
parallel computing can solve the problem with a huge
number of unknowns. The other advantage is that each
computing node computes only a portion of the sparse
matrix and thus can reduce CPU time.

In computing the dense matrix–vector multiplication,
we use FFTs to perform matrix–vector multiplication with
block–Toeplitz matrix [Gi] as in (42). The block Toeplitz
matrix involves 2Ngrid� 2Ngrid array elements, where
Ngrid is the number of gridpoints in x and y axes. We use
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Figure 36. CPU times of LU decomposition methods.

1: For i=1,N 
2:       bi

i=0 
3:       For j=1,N 
4:             bi

i=bi
i + Zij x ai 

5:       End For 
6: End For 

Figure 38. Algorithm of sequential matrix–vector multiplica-
tion.
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FFTW to compute the convolution between [Gi] and the
product of the diagonal matrix ½Tsi

� and {In}; therefore the
matrix [Gi] can be partitioned into M portions. Because of
the distribution of [Gi], each computing node handles only
the corresponding elements of diagonal matrices [Ts] and
[Tt] in the calculation of the matrix operation [Tt][Gi][Tx].
As a result, both CPU time and memory requirement can
be reduced. However, if one of the nodes contains sub-
stantially larger amount of elements than other nodes,
this node will reduce the overall speed of the computation.

2.2.6.3. Numerical results (MOM/SM/CG). In this sub-
section, we show two electromagnetic problems with im-
plementation of the SMCG method. One is the densely
packed interconnect problem, and the other one is the
planar microstrip reflectarray. First, we discuss the den-
sely packed interconnects using SMCG [37]. Figure 46
shows the top view of 12 densely curved microstrip lines.
The microstrip structure contains a dielectric substrate
backed by a ground plane. The thickness of the dielectric
substrate is 1 mm, and the dielectric constant er is 12.6.
The length of each line is 6.2 mm, and the width is 0.3 mm.
The canonical grid is set at Dx¼Dy¼0.1 mm, which is
about 30 points per linear dielectric wavelength. The first

and last lines are excited in our example. The amplitude of
current density for each microstrip lines is shown in
Fig. 47. From the figure, the mutual coupling effects and
induced current on each line are observed. In this example
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Figure 41. Implementation of parallel matrix–vector multiplication with column partitioning.

1: For i=1,N/number of nodes 
2:   bi

i=0 
3:   For j=1,n 
4:  bi

i=bi
i + Zij x ai

5:   End For 
6: End For 
7: Call parallel function MPI_ALLREDUCE

Figure 42. Algorithm for column-partitioned parallel matrix–
vector multiplication.
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Figure 43. Near and far interactions.

1: For i=1, N/number of nodes 
2:   bi

i=0 
3:   For j=1,N 
4:  bi

i=bi
i + Zij x ai

5:   End For 
6: End For 
7: Call parallel library MPI_ALLGATHER 

Figure 40. Algorithm for row-partitioned parallel matrix–vector
multiplication.
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with 8136 unknowns, 16 PCs each with a Pentium II 450-
MHz processor and 256 MB of RAM are used. It takes
about 5 min to complete the computation. The convergence
of the biconjugate gradient method (BCGM) for each order
is shown in Fig. 48. The convergence of percentage error is
shown in Fig. 49.

Another microstrip problem with a large number of
unknowns is also studied. The geometry and current
distribution are shown in Fig. 50. There are 35,410 un-
knowns in this problem. The thickness and dielectric
constant of the substrate are h¼ 1 mm and er¼ 12.6. The
operation frequency is 30 GHz. The horizontal and vertical
dimensions are 6.1 mm. Since the width of separation
between adjacent small sections and the width of the
hole are only 0.1 mm, the canonical grid is set at Dx¼Dy
¼ 0.05 mm. This structure is excited in the middle of the
left-hand side. The parallel code is implemented in the
parallel computer platform with eight Pentium II 600-
MHz processors. The total CPU time for this problem is

15.89 min. When the same code is run on the Beowulf with
eight Pentium III 1-GHz processors, the total CPU time is
reduced to 6.11 min. When 16 1-GHz processors are used,
the total CPU time is 4.09 min.

Another example of using the SMCG method is the
analysis of planar microstrip reflectarray. The reflectarray
consists of 1117 dipoles printed on a Duroid 2.5 substrate,
as described in Ref. 40. The design frequency is 24 GHz.
The unit cell dimensions Tx and Ty are both equal to 0.4 l0.
It should be pointed out that the actual spacings of the

∆x Direct computation of the interaction
Indirect computation of the interaction

(xj,yj)

(xi,yi)

(xi0,yi0)

(xj0,yj0)
∆y

Figure 44. Canonical grid for Taylor series expansion.
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Figure 45. Pictorial representation of decomposition of block–
Toeplitz matrix in SMCG method.
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Figure 46. Geometry and discretization of micro-
strip lines. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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canonical grid Dx and Dy are not necessarily equal. The
dielectric constant and the thickness of the dielectric
substrate are 2.5 and 0.76 mm, respectively. The layout
of this dipole reflectarray is shown in Fig. 51. A rectan-
gular horn with an aperture size of 10.7 � 4.3 mm is used
to excite the reflectarray. The horn is located at xh¼

� 216 mm, yh¼ 0 mm, zh¼ 160 mm, as shown in Fig. 52.
With eight nodes of dual Intel Pentium III 1-GHz proces-
sor and 23,676 unknowns, the computation time with the
SMCG method for different number of discretization grids
is shown in Table 2. The convergence of the BCGM for
each order is shown in Table 3. As we can see from the
tables, an increase in the number of canonical gridpoints
also increases the computational time needed to perform
the FFTs and hence leads to a longer total solution time.

The strong sparse matrix [Zs] in (37) is computed directly
if the interactions are within the region NnearDx �
NnearDy. The convergence behaviors of each order of the
SMCG method using 512 � 512 grids are shown in Fig.
53. The simulated radiation patterns in the y–z plane are
plotted in Fig. 54 with indistinguishable results using
different canonical grid sizes. The experimental result,
reported in Ref. 42, is also plotted in the same figure for
comparison, and it is evident that the simulation and
measured results compare well with each other.

Another reflectarray antenna consisting of 1117 square
patches has been designed, fabricated, and measured. The
design frequency was 28 GHz, and Tx and Ty were equal to
0.4 l0. The dielectric constant and the thickness of the
dielectric substrate were 2.94 and 0.76 mm, respectively. A
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Figure 47. (a) Current distributions on microstrip lines 1–6; (b) current distributions on micro-
strip lines 7–12. (This figure is available in full color at http://www.mrw.interscience.wiley.com/
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Figure 50. Top view of large-scale interconnect and current
distribution. Figure 51. Layout of 1117-dipole-element reflectarray.

Table 2. SMCG Method for Different Numbers of
Discretization Grids

Canonical Grid Size Dx (mm) Dy (mm) Nnear CPU Time (min)

128�128 1.37796 1.53544 8 7.79
256�256 0.6863 0.7647 12 19.17
512�512 0.3425 0.3816 34 40.15
1024�1024 0.1711 0.1906 64 231.69
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in full color at http://www.mrw.interscience.
wiley.com/erfme.)

−40

−35

−30

−25

−20

−15

−10

−5

0

−40 −30 −20 −10 0 10 20 30 40
Angle in degree

Grid size : 128×128
Grid size : 256×256
Grid size : 512×512
Grid size : 1024×1024
Experiment

A
m

pl
itu

de
 in

 d
B

Figure 54. Comparison of SMCG simulation results of 1117 dipole-element reflectarray using
different canonical grid sizes and experimental data. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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rectangular feed horn with an aperture of 23.64 �
l7.3 mm was offset-located to provide the necessary ex-
citation. Although not shown here, the radiation pattern
of the feed horn was measured to ensure that it radiates
an adequate level of power when illuminating the reflect-

array. The mainbeam scan angle at � 3 dB level is about
7221; hence the angles y1 and y2 in Fig. 52 should fall
within the 221 limit. The location of the feed horn was
chosen to be xh¼ � 216 mm, yh¼ 0 mm, and zh¼ 160 mm,
so that the y1 and y2 angles were approximately 181. The
layout of a 1117-square-patch reflectarray is shown in Fig.
55. The measurement was performed with an NSI near-
field measurement system.

With eight nodes of dual Intel Pentium III 1 GHz and
59,880 unknowns, the computational time with SMCG
implemented on a 512 � 512 grid is approximately
121.7 min. The number of zeroth- and higher-order itera-
tions needed are 1650, 308, and 99, respectively. The
simulated and measured far-field patterns of a 1117-
square-patch microstrip reflectarray in y–z plane are
shown in Fig. 56. As we can see from the figure, there is
a sharp mainbeam in the center, as desired. Although the
first sidelobe of the pattern is not clearly observed in the
measured result, which may be due to measurement or
fabrication errors in the reflectarray, the trend of the
simulated peak location matches well with the measured
result. The convergence behaviors of each order of
the SMCG method using 512 � 512 grids are shown in
Fig. 57.

As we can see from the examples above, the SMCG
method implemented on parallel computers can efficiently
handle and solve any large electromagnetic problem with
a large number of unknowns.
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Figure 56. Radiation pattern of 1117-
square-patch-element reflectarray. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Figure 55. Layout of 1117-square-patch-element reflectarray.

Table 3. Convergence of the BCGM for Each Order

Canonical Grid Size
Number of Iterations

0th Order 1st Order 2nd Order 3rd Order 4th Order 5th Order 6th Order 7th Order

128 � 128 634 468 199 3 10 30 9 1
256 � 256 1090 433 67 1
512 � 512 624 126 25
1024 � 1024 1009 156
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3. SUMMARY

In this article, we discuss some parallel algorithms and
programming clues for solving large-scale electromagnetic
problems on the Beowulf PC cluster. Parallel implementa-
tion of commonly used computational techniques such as
FDTD and MoM methods are discussed in detail. Manip-
ulation of FDTD calculation is one of the key character-
istics of the PDE approach. In contrast to the PDE
approach, the resulting matrix in MoM calculation is a
full one. Several methods for solving a full-matrix solution
are discussed. When the available computer memory
resources are exhausted, we need to solve the full-matrix
equation iteratively. We also discuss the SMCG method to
reduce the memory requirement and maintain speedy
computation of matrix–vector multiplication. Numerical
examples presented are drawn from various applications
of computational electromagnetics, and they are success-
fully solved by means of parallel computing, using various
algorithms presented in this article.
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PARAMETER ESTIMATION FROM
ELECTROMAGNETIC SIMULATIONS USING
SIGNAL MODELS

KRISHNA NAISHADHAM

Massachusetts Institute of
Technology

Lexington, Massachusetts

1. INTRODUCTION

Advances in digital and microwave electronics have re-
sulted in increasing operating frequencies, reduction in
circuit size, and the concomitant increase in circuit com-
plexity. Design of microwave circuits and systems requires
understanding the proximity interactions between com-
ponents, effects of radiation, ohmic loss, and other prop-
erties, which are strongly dependent on the physical
geometry, and cannot be predicted by circuit-theoretic ap-
proaches. Increasingly, full-wave electromagnetic (EM)
simulation techniques, which calculate the EM field with-
in and around the circuit, are being used in the analysis of
high-speed digital circuits and microwave and millimeter-
wave integrated circuits (MMICs). Commonly used simu-
lation methods include the method of moments (MoM) [1],
the finite-element method (FEM) [2], the finite-difference
time-domain (FDTD) method [3], and the transmission-
line matrix method [4]. Commercial software based on
these methods is available to the microwave engineer. EM
simulation, however, is typically computation-intensive
and therefore finds use predominantly in microwave cir-
cuit analysis. It has attracted somewhat limited attention
to the design and optimization of microwave circuits.
Therefore, it is desirable to investigate means of improv-
ing the efficiency of full-wave methods so that they become
more suitable to performing complex design-oriented
tasks demanded by the increasing circuit complexity in
the microwave industry.

It is instructive to conceptually understand how circuit
parameters are calculated using full-wave methods in or-
der to realize reasons for their limited use in design. In all
these methods, the circuit parameters, such as admittance
parameters of a matching transformer, are determined
from the currents and voltages derived from the EM field
within the circuit domain. In MoM, the surface of the
circuit or scattering object (e.g., a microstrip antenna)
is discretized into polygonal patch elements and the
currents on these elements are determined by solving an

3646 PARAMETER ESTIMATION FROM ELECTROMAGNETIC SIMULATIONS USING SIGNAL MODELS



integrodifferential equation for the EM field on the sur-
face. By using appropriate piecewise-approximate repre-
sentation of the current within each patch, and forming
moments involving pairwise current–field interactions be-
tween all the patches, a system of matrix equations is ob-
tained that relates the patch currents to the impressed
voltage or field. The matrix is dense (in fact full) because
all the near-field and far-field interactions between the
patch currents are accounted for. The currents are com-
puted by solving such a linear system. Therefore, in design
applications involving MoM simulations, one solves a
large linear system of equations at each design step for
the surface currents on the scattering object.

In FEM, a three-dimensional (3D) circuit region is di-
vided into volume elements such as tetrahedra, and an
energy functional, in the form of an integrodifferential op-
erator equation, is formulated on the vector field compo-
nents. Minimization of the functional determines the
values of the field components within the region of inter-
est. The unknown field is approximated by a polynomial
function within each volumetric cell, and the Rayleigh–
Ritz procedure is applied to minimize the functional, re-
sulting in a system of linear equations. Although the pro-
cedure produces a sparse matrix because only the
interactions between nearest neighbors need to be ac-
counted for, FEM involves discretization of the volume
around the circuit region all the way up to an artificial
terminating boundary called the absorbing boundary.
Thus, in design applications, FEM requires the solution
of a large system of linear equations for the EM field in an
entire 3D grid surrounding the object.

The FDTD method, first formulated by Yee [5], involves
expressing Maxwell’s equations in finite difference form in
an entire 3D spacetime lattice encompassing the scatter-
ing object, which is terminated in an absorbing boundary
for open-region problems. The finite difference approxima-
tions are iteratively updated at each timestep for each
spatial lattice point using an explicit method such as the
marching-on-time or leapfrog algorithm. The spatial and
temporal sampling increments are selected according to
the Courant stability condition necessary (but not suffi-
cient) for stability of the time-marching algorithm. Time-
marching iterations are terminated when the desired
steady-state response is observed. A major drawback of
the FDTD method is that it is highly computer-intensive
and suffers from lack of accuracy due to dispersion and
other roundoff errors that accumulate in time and space.
Therefore, unlike MoM and FEM, which have been cou-
pled with optimization algorithms [6,7], the FDTD method
has been used only in the analysis phase. Efforts to im-
prove the accuracy and reduce the computational require-
ments have received significant attention more recently,
and one such effort, related to extrapolation of time se-
quences, will be discussed in Section 2.

The TLM method exploits the relationship between EM
field quantities in a computational volume and voltages
and currents on equivalent transmission lines to solve
boundary value problems applicable to microwave cir-
cuits. Equivalent transmission-line equations for the
transverse electromagnetic (TEM) mode are derived
from Maxwell’s equations and boundary conditions of the

problem. The TEM modal equations for voltage and cur-
rent are expressed in finite difference form on a timespace
lattice of transmission lines, terminated as necessary by
an absorbing load, a short circuit, or an open circuit. Spe-
cific lattice points are excited by voltage or current pulses,
and pulse propagation through the lattice is evaluated it-
eratively until a suitable convergence criterion is satisfied.
The TLM method has a number of similarities with the
FDTD method and thus suffers from the same drawbacks
alluded to earlier.

From the summary above, it is evident that EM simu-
lation methods are in general of limited value in micro-
wave design unless their computational efficiencies can be
improved. As a means to achieve this goal, it is desirable to
investigate independent ‘‘signal’’ models, which accurately
represent the circuit parameters of interest in the design
space spanned by the full-wave simulation, and can be
constructed from a limited number of EM simulations.
Within this space, one can then utilize the model for com-
puting the frequency response at each design iteration,
thus minimizing the need for intensive computer simula-
tions. This article focuses on the development and valida-
tion of such signal models.

We present techniques for modeling time-domain sig-
natures in Section 2 and those applicable to frequency-do-
main data in Section 3. The emphasis is on practical
implementation of the algorithms, rather than the under-
lying theory. The latter has been published in signal pro-
cessing and control systems literature, and applicable
references are cited throughout the article. Sufficient im-
plementation details are included to enable the reader to
generate computer programs for the algorithms with min-
imal effort. Microwave circuit and antenna examples are
presented for both time- and frequency-domain models to
illustrate the effectiveness of the proposed algorithms and
to validate them. Important conclusions on the algorithms
and their implementation are summarized in Section 4.

2. TIME-DOMAIN MODEL

The EM response of any scattering object can be conve-
niently represented as a sum of complex sinusoids whose
amplitude and phase are closely related to parameters of
interest (e.g., complex propagation constants on a trans-
mission line and their modal response). This feature has
been applied to signal modeling in EM with some success,
particularly in time-domain methods such as the FDTD
method. Signal processing techniques have been widely
used to estimate microwave circuit parameters from time-
domain EM simulations [8–13], and to characterize the
system response from transient data extracted from sim-
ulations or measurements [14–17]. Important circuit pa-
rameters, such as quality factor of microstrip antennas
[8], resonant frequencies of dielectric resonators [10],
characteristic impedance and propagation constant of
waveguides [12], and S-parameters of discontinuities
[13], have been computed using these methods. In this
section, we review how the complex exponential signal
model can be constructed from a short time-varying data
sequence computed by the FDTD method, and extrapolate
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this model three- or fourfold to fill the remainder of the
sequence [13]. Since the FDTD simulation is used for a
relatively short time window compared to overall length of
the final time signature, utilization of the signal model in
the FDTD method improves its computational efficiency
considerably. Although the signal model is demonstrated
with the FDTD method because of its popularity in time-
domain EM simulations, the model can be used to process
the data generated by any time-domain simulation (see
Ref. 18 for model-based extrapolation of time-domain
MoM data), as well as measured data.

The FDTD technique is well-established as a versatile
analytical tool for solving EM problems associated with
characterizing scattering and radiation from microwave
structures. However, it is also recognized that for accurate
characterization of the underlying scattering modes of
even relatively simple structures, very long time sequenc-
es (TSs) need to be computed. FDTD simulations are high-
ly computation-intensive, and generation of these long
TSs can be prohibitively expensive. The problem becomes
particularly acute for high-Q structures with energy stor-
age features such as cavities and cavity-backed apertures,
which tend to manifest relatively long decay times requir-
ing thousands of timesteps. The number of timesteps nmax

that are computed also increases with the maximum elec-
trical size of the structure. Depending on the excitation
and the structure being analyzed, in three dimensions,
nmaxpNb, where N is the number of volumetric grid cells
used to model the structure and bo1 [3]. As an example,
for a box that measures 5l � 5l � 10l at the highest op-
erating frequency and divided into 50 � 50 � 100 cubical
cells (10 cells per wavelength), assuming that it takes the
equivalent of five round-trip traverses across the maxi-
mum diagonal dimension of the box to achieve steady
state, we estimate nmax¼ 2450 and b¼ 0.63. A timestep
Dt¼D/2c, where D is the space step and c is the speed of
light, is used in the calculation above. Although nmax ap-
pears to be relatively small, total simulation time can still
be quite large, as the execution time for one temporal it-
eration over the whole object increases linearly with the
number of spatial cells.

Several researchers have attempted to model time-do-
main EM data as the impulse response (IR) of an autore-
gressive moving-average (ARMA) transfer function [9–13].
The ARMA model involves both poles and zeros of the
transfer function whereas the simpler AR model involves
only poles [19–21]. In order to avoid long computation
times and the associated cost, the ARMA or AR model of
the TS is constructed from short ‘‘early’’ data records. The
estimated (or trained) ‘‘model’’ is then used to predict the
remainder of the TS by extrapolation.

Determination of ARMA parameters via IR fitting is a
deterministic nonlinear optimization problem [21]. In EM
literature, Prony’s method (PM) and its variations have
played a dominant role in the ‘‘late time’’ extrapolation
[8–12]. This is due primarily to the fact that PM approx-
imates the true nonlinear modeling problem of minimizing
the fitting error (FE), and converts it into a simpler linear
estimation problem. In fact, it is shown in this section that
PM actually optimizes an equation error (EE), which is a
linearized approximation of the true nonlinear FE. As a

consequence, Prony’s approach suffers from certain draw-
backs. Since it attempts to minimize an approximated er-
ror between the IR model and the simulated TD data, it
tends to overmodel the system to achieve a close fit to the
data. In fact, when there are deep nulls in the frequency
domain magnitude spectra, significantly high model or-
ders are needed to achieve a close fit. Furthermore, over-
modeling may lead to instability, as demonstrated by
simulated results in the sequel below.

The underlying assumption for system identification
using PM (or linear predictor, stochastic AR/ARMA mod-
eling, or similar approaches) is that the measured output
TS can be characterized well as the response of a linear
time invariant (LTI) system, represented by a ratio of
polynomials. Figure 1 shows a typical input–output sce-
nario of an unknown system to be modeled. System mod-
eling using the output response of such a rational system
can be categorized into two distinct classes, stochastic or
deterministic, as summarized next:

* Stochastic or Random Process. In this case, usually
only the output y(n) is available for identification
purposes. The input process x(n) is either unavail-
able or cannot be measured, and is usually assumed
to be ‘‘white noise’’ within the bandwidth of interest.
Traditional stochastic modeling techniques assume
that the process y(n) is stationary and make use of its
second-order statistics or autocovariance values to
estimate the denominator and/or the numerator pa-
rameters of the unknown LTI system. A large class of
‘‘spectrum estimation’’ techniques belong to this cat-
egory [19,20]. Interestingly, this inherent ‘‘random
process’’ assumption has been made often, albeit im-
plicitly, in extracting the poles of EM systems from
transient response using Prony’s method [10,14,15],
and the generalized pencil of functions (GPoF) meth-
od [16,17,22–24]. GPoF method utilizes certain prop-
erties of data and covariance matrices formed with
the system response, whose generalized eigenvalues
yield the poles.

* Deterministic Process. In this case, both the input
excitation as well as the output sequence of the sys-
tem are either known or can be measured [21]. The
most common example is to estimate the system pa-
rameters from the output IR sequence [25–37]. The
more general case, when both input and output se-
quences are directly used to estimate the unknown
system parameters, is known as system identifica-
tion, and has also received considerable attention
[38–42]. Example applications of this deterministic
approach to EM problems may be found in the liter-
ature [43–47].

A(z)
y(n)

Output
B(z)

System

x(n)

Input

Figure 1. Rational transfer function system with input and out-
put [13] (r IEEE 2001).
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In modeling EM time-domain data, considerable re-
search has focused on stochastic spectrum estimation
based techniques [9,11,43–47]. As noted above, these
methods implicitly assume the system input to be un-
known white-noise sequence. However, limited attention
has been given to deterministic IR modeling approaches.
This is rather surprising, given that a known excitation
sequence is used in EM analysis, which clearly implies
that modeling the EM TS belongs more appropriately to
the deterministic category. For example, in the FDTD
analysis of EM scattering phenomena, a narrow Gauss-
ian pulse is used as the input sequence. Since the pulse is
sufficiently narrow in width, its bandwidth is much wider
than the system bandwidth. Hence, the input can be es-
sentially considered as an impulse, and the response can
be categorized as a (deterministic) IR. Thus, the white
noise input implicitly assumed in spectrum estimation-
based techniques is neither necessary nor appropriate for
FDTD signal modeling. We will show that a properly cho-
sen deterministic model of the data represents time evo-
lution of the FDTD signal more accurately, and leads to
smaller model orders, than classical stochastic approach-
es.

There are other fundamental limitations in using sto-
chastic spectrum estimation approaches for modeling EM
signatures. It is well established that in spectrum estima-
tion, AR parameter estimation is a linear problem (as in
Prony-type algorithms) whereas estimating the MA part
is a highly nonlinear optimization problem [19,20]. This
perhaps explains why AR modeling has been the most
common choice in EM literature. However, since AR mod-
els represent purely all-pole systems, they are known to be
primarily effective for modeling ‘‘peaky’’ spectra, that is,
systems with dominant poles. On the other hand, the re-
sponse of microwave circuits such as filters and resonators
often has deep nulls in the frequency domain. Clearly, the
transfer functions of such structures must contain domi-
nant zeros, which cannot be modeled well with poles only.
In the absence of zeros in the assumed model, the pure AR
approaches attempt to synthesize the nulls using signifi-
cantly large numbers of poles away from the unit circle,
leading to very high model orders [9,11,43–47]. Further-
more, the fundamental objective of modeling any un-
known system is to seek the true underlying model fit
with minimum possible number of parameters or model
order (‘‘principle of parsimony’’). From that perspective,
even if a large-order AR model can achieve a reasonably
good fit, it does not necessarily produce the most efficient
model characterization of an unknown system.

In general, in order to match a mixed spectrum con-
taining both peaks and nulls, ARMA models are better
suited than AR models [19–21]. We demonstrate in this
article that if an appropriate deterministic ARMA model is
assumed, and the model parameters are estimated by
minimization of the true (nonlinear) IR model-fitting er-
ror (not the linearized ‘‘equation error’’ used in previous
approaches), very close approximations to the measured
TS can be achieved with significantly low model orders. It
is interesting to note that unlike the stochastic spectrum
estimation approaches, the numerator (MA) estimation
problem in the deterministic case is linear whereas the

denominator (AR) estimation problem is nonlinear
[21,36]. However, it has been shown [36] that the two
problems can be decoupled without affecting the optimal-
ity properties of the true error criterion. The decoupling
leads to two subproblems of reduced complexities. This
approach, termed as the decoupled optimal method (OM),
has been applied to model and extrapolate FDTD TSs [13],
and will be described later.

In the representation of FDTD signals, we note that the
TSs are highly oversampled because of the small sampling
period necessitated by Courant’s stability condition.
Hence, prior to modeling, the TSs need to be decimated
by some decimation factor (DF). We have developed a fre-
quency-domain approach for determining DFs that is
based on acceptable level of aliasing caused by decima-
tion [13]. The proposed approach is practically useful as it
relies only on the ‘‘early’’ part of the FDTD TS to deter-
mine the DF. This approach will be illustrated with ex-
amples in Section 2.4.

This section on time-domain modeling is organized as
follows. In Section 2.1, the EM time sequence model is
defined and the modeling problem is stated. In Section 2.2,
a few important ‘‘deterministic’’ model estimation ap-
proaches, applicable to FDTD sequences, are briefly re-
viewed. In Section 2.3, the decoupled optimal method for
signal modeling is outlined, focusing on algorithm imple-
mentation rather than its theory. We also describe a prac-
tically useful data-driven criterion for model order
selection. The effectiveness of the proposed approach is
demonstrated in Section 2.4 with simulation results on
high-Q structures such as a lowpass filter with sharp cut-
off characteristics and a patch antenna.

2.1. Problem Statement

A general complex exponential model of the electromag-
netic TD signal can be defined as the IR of an LTI system

hðnÞ¼ yðnÞ9
Xp

k¼ 1

akeðsk þ jokÞnDtþ jfk ;

n¼ 0; 1; . . . ; ðN � 1Þ

ð1Þ

where ak, sk, ok, and fk denote the real amplitude, dam-
ping factor, frequency, and initial phase, respectively, of
the kth exponential, and Dt is the sampling period. How-
ever, the time sequences generated by EM simulations are
always real; that is, the exponentials occur in complex
conjugate pairs. Consequently, these sequences can be
represented as

hðnÞ9
Xp=2

k¼ 1

akenDtsk cosðoknDtþfkÞ;

n¼ 0; 1; . . . ; ðN � 1Þ

ð2Þ

Note that p has been assumed to be even without any loss
of generality. If p is odd or if any frequency ok¼ 0, there
would be real components representing pure decay with-
out any oscillation. Taking z transform on both sides of (1),
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we obtain

HðzÞ ¼
Xp

k¼ 1

Ak

ð1� dkz�1Þ
ð3Þ

where Ak9akejfk denotes complex amplitudes and
dk9skþ jok. After summation of the p terms in the
right-hand side, we obtain the transfer function (TF)

HðzÞ¼
a0þa1z�1þ � � � þap�1z�ðp�1Þ

1þ b1z�1þ � � � þ bpz�p
9

NðzÞ

DðzÞ
ð4Þ

where the coefficient of z0 term in the denominator has
been assumed to be unity. Note that the coefficients in this
TF are real because all Ak and dk occur in conjugate pairs.
It is also noted that the TF in (4) represents a special case
of a more general ARMA TF, given by

HðzÞ¼
a0þa1z�1þ � � � þaq�1z�ðq�1Þ þaqz�q

1þ b1z�1þ � � � þbp�1z�ðp�1Þ þ bpz�p
ð5Þ

where p and q denote the number of poles and zeros, re-
spectively, and can have any arbitrary integer values, in
general. When p¼ qþ 1, the special ARMA TF in (4) is also
known as ‘‘strictly proper’’ and classical Prony’s model be-
longs to this category. Another important special case is
the purely autoregressive (AR) TF with q¼ 0. The transfer
function H(z) in (5) can be written equivalently in terms of
its IR sequence as

HðzÞ¼hð0Þþhð1Þz�1þ � � � þhðkÞz�kþ � � � ð6Þ

which is aptly referred to as the infinite impulse response
(IIR) TF. Stacking the first N significant samples of H(z):

h9½hð0Þ hð1Þ � � � hðN � 1Þ �T ð7Þ

Next, let the vector containing the N samples of the sim-
ulated FDTD-TS (i.e., impulse response) be denoted as

hd9½hdð0Þ hdð1Þ � � � hdðN � 1Þ �T ð8Þ

According to Steiglitz [26], given a desired IR hd, ‘‘the ide-
al problem’’ of optimal estimation of the parameters ai and
bi can be represented by the following model fitting error
minimization

min
a;b

ek k29min
a;b

XN�1

i¼ 0

hdðiÞ �
NðzÞ

DðzÞ

� 	
dðiÞ

� �2

9min
a;b

hd � hk k
2

ð9Þ

where

dðiÞ¼
1; i¼ 0

0; iO0

8
<

:

e9hd � h

a9½ a0 a1 � � � aq �
T

b9½ 1 b1 � � � bp �
T

ð10Þ

The notation {N(z)/D(z)}d(i), denotes the ith output when a
‘‘system’’ represented by N(z)/D(z) is driven by the input
d(i). The estimation of the model parameters in (9) is
known to be nonlinear in b, and standard nonlinear opti-
mization algorithms have been suggested [29–32]. Unlike
these suboptimal methods, the decoupled OM presented in
Ref. 13 does not modify the error criterion or the least-
squares minimization of the nonlinear FE defined in (9).
This optimal approach is general and has no restrictions
on the numbers of poles and zeros, unlike other closely
related methods [27,34,35], which are valid only for strict-
ly proper TFs. In order to motivate the proposed approach,
some of the important developments in deterministic sys-
tem identification are briefly outlined next.

2.2. Overview of Deterministic System Identification

Over the last several decades, identification of unknown
discrete-time linear systems received considerable atten-
tion [25–42]. Linear system modeling can be broadly cat-
egorized into two classes: nonparametric and parametric.
Classical nonparametric models can be applied to IR se-
quence (e.g., the EM time sequence), frequency response,
power spectral density (PSD) or periodogram, autocorre-
lation sequence, characteristic function, and other signals
[19–21,48,49]. The major drawback of classical nonpara-
metric models is that, more often than not, these repre-
sentations are theoretically infinite in extent.

Parametric models such as rational transfer functions,
exponential models and state space representations over-
come the infinite-dimensionality problem of nonparamet-
ric models by parsimonious representation of systems in
terms of a finite number of coefficients. The pole–zero or
rational transfer function model is perhaps the most ef-
fective and practical representation of systems, and has
been widely applied in the EM literature. Research on pa-
rameter estimation of rational transfer functions has
evolved in four major directions. The first among the fol-
lowing four approaches listed below deals with modeling
‘‘random’’ processes, whereas the later three deal with
‘‘deterministic’’ scenarios:

1. In statistical and modern spectrum estimation liter-
ature, unknown systems, or rather their PSDs, are
modeled using ARMA model identification methods
[19,20]. The system parameters are estimated from
the observed output data record only. Since the in-
put to such systems cannot be observed, it is as-
sumed as white noise for modeling convenience.
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2. In control systems, the input and output signals of a
plant are usually measurable. Hence, the system
parameters are estimated from the known input/
output record [38–42].

3. In digital filter design, the ideal filter specifications
are given in the frequency domain in terms of the
magnitude and phase responses in the passbands
and stopbands, and classical methods are used for
approximating IIR (or ARMA) filters, such as But-
terworth, Chebyshev, and elliptic [21,48,49]. For
arbitrary or nonclassical frequency-domain specifi-
cations, least-squares matching leads to general
nonlinear optimization algorithms [29–31].

4. In data modeling, the least-squares fit between mea-
sured or simulated data and the desired IR is re-
quired. In this case, it becomes more appropriate to
fit the data directly to the IR output of the rational
transfer function model.

The FDTD modeling problem addressed in this work
belongs to category 4 listed above. However, the time-do-
main algorithms for case 2 above may be appropriate if the
Gaussian ‘‘input’’ pulse sequence is considered. Case 3
may also be applicable when frequency-domain simulated
data characterize the unknown system (such as in FDFD
and the finite-element methods). Hybrid algorithms com-
bining any two or more of the three deterministic catego-
ries also appear feasible. Important theoretical
developments leading to decoupled OM for rational mod-
el fitting are described next.

2.2.1. Kalman’s Method. In an early work on rational
transfer function identification, Kalman suggested the so-
lution of the following linear problem [40]:

min
a;b

XN�1

i¼ 0

½fDðzÞghdðiÞ � fNðzÞgdðiÞ�2 ð11Þ

The advantage of this modified error criterion is that it
can be easily minimized in the least-squares sense with
respect to the unknown coefficients in a and b, by solving a
set of simultaneous linear equations. Apart from its sim-
plicity, this approach is not known to possess any optimal-
ity property.

2.2.2. Prony-Based Methods. Prony’s work [50] was per-
haps the first to recognize that the exponentials (ejok

terms) in (1) are the p roots of the polynomial D(z) in (5).
Making use of this fact, Prony converted the ‘‘nonlinear’’
problem of frequency (or ‘‘periodicity’’) estimation into a
‘‘linear’’ problem of coefficient estimation. However, this
was accomplished by bypassing the ideal model fitting er-
ror criterion in (9) and instead, an ‘‘equation error’’ is
minimized. Using (4), we obtain

HðzÞDðzÞ¼NðzÞ ð12Þ

The LHS clearly represents a convolution operation.
Hence, by equating the coefficients of same powers of z� l

on both sides of (12), we obtain

Xp

i¼ 0

bihðk� iÞ¼ak for k¼ 0; 1; . . . ; ðp� 1Þ ð13Þ

Xp

i¼ 0

bihðk� iÞ¼ 0 for k¼p;pþ 1; . . . ð14Þ

These equalities hold only if there is no error in modeling
and the model parameters are exact. Otherwise, we get
modeling or ‘‘equation errors’’ from (14):

eeqðkÞ9
Xp

i¼0

bihdðk� iÞ for k¼p;pþ1; . . .
ð15Þ

In PM, the bi coefficients are found by minimizing the
squared sum of these equation errors:

min
b

XN�1

k¼p

e2
eqðkÞ9min

b

XN�1

k¼p

Xp

i¼ 0

bihdðk� iÞ


min
b

XN�1

k¼p

½fDðzÞghdðkÞ�
2

ð16Þ

Using matrix–vector representation, the equation error
vector can be expressed as

eeq9

eeqðpÞ

eeqðpþ 1Þ

..

.

eeqðN � 1Þ

2

66666666664

3

77777777775

9

hdðpÞ hdðp� 1Þ � � � � � � hdð0Þ

..

. . .
. ..

. . .
. ..

.

hdðN � 1Þ hdðN � 2Þ � � � � � � hdðN � p� 1Þ

2
6666664

3
7777775
�b

9HP
2 b ð17Þ

The minimization of the norm of this vector is also known
as the ‘‘covariance method’’ of linear prediction [20,21].
The coefficients b obtained by minimization of this crite-
rion do not minimize the ‘‘ideal’’ FE criterion defined in (9),
and hence these estimates are not optimum in that sense.
There are two types of ARMA model identification tech-
niques based on the denominator produced by PM, name-
ly, Shank’s or Burrus–Parks methods.

2.2.2.1. Shanks’ Method. This is a two-step approach
where the denominator coefficients are first estimated by
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minimizing the equation error in (16) to form D̂DðzÞ and
then the numerator coefficients are found by minimizing
the following modified fitting error norm [25]:

min
a

XN�1

i¼ 0

hdðiÞ �
NðzÞ

D̂DðzÞ

( )
dðiÞ

" #2

ð18Þ

Note that the estimation of a in (18) is a linear problem.

2.2.2.2. Burrus–Parks Method. This is also a two-step
method closely related to Shank’s work [33]. The differ-
ence is only in the way the numerator coefficients are es-
timated. The denominator is found exactly in the same
manner as Prony’s in (16). To obtain the numerator, the
first q error samples are set to zeros, with the ‘‘best’’ avail-
able estimates used for the first q samples of hd(n). The
elements of a are then found from

ak¼
Xk

i¼ 0

b̂bihdðk� iÞ ð19Þ

It may be noted that the Matlab Signal Processing Toolbox
uses this particular approach to estimate the numerator
for its version of PM, and that subroutine function is
called prony.

2.2.3. The Steiglitz–McBride Iterative Prefiltering
Method. The ‘‘linear’’ methods described above complete-
ly modify the true criterion in (9) and minimize entirely
different error criteria. In contrast, this approach at-
tempts to remain within the framework of the original
criterion in (9). In this method, an initial estimate D̂DðzÞ of
the denominator coefficients is first found by either Kal-
man’s method (11) or Shanks’ first step (16). Then the fol-
lowing modified fitting error criterion is optimized
iteratively [41]:

min
a;b

XN�1

i¼ 0

DðzÞ

D̂DðzÞ

( )
hdðiÞ �

NðzÞ

D̂DðzÞ

( )
dðiÞ

" #2

ð20Þ

The estimate D̂DðzÞ obtained at the ith iteration step is used
as prefilter for obtaining the estimates at the next itera-
tion step. Note that (20) closely approximates (9) and both
are exactly same if DðzÞ¼ D̂DðzÞ. But using (20), the un-
known parameters in a and b can be estimated by solving
a set of simultaneous linear equations. Further details on
this method and its application in AR and ARMA model-
based filter design may be found in Ref. 21.

2.3. Decoupled Optimal Method

The goal of this approach can be summarized as follows.
Given a simulated (or measured) EM time sequence (8),
estimate the coefficients of the numerator and denomina-
tor polynomials of the unknown rational transfer
function (5) by minimizing the true IR model-fitting error
[see Eq. (9)] in the least-squares sense. The approach
presented below attempts to solve this multidimensional,

nonlinear optimization problem, as posed in (9), by
optimizing with respect to the denominator and numera-
tor coefficients.

As given by (9), the direct formulation reveals coupling
between the numerator and denominator estimation
problems. Shaw [36] showed that the joint FE optimiza-
tion problem defined in (9) can be theoretically decoupled
into two subproblems of reduced computational complex-
ities. The approach, known as decoupled optimal method,
is applicable to identification of rational models with ar-
bitrary numbers of poles (p) and zeros (q). It has been
shown that the nonlinear denominator subproblem
possesses a weighted-quadratic structure that can be
utilized to formulate an efficient iterative minimization
algorithm. Unlike Steiglitz–McBride’s work, no iterations
are needed to find the optimal numerator, which is esti-
mated in a single step using a linear least-squares ap-
proach. The decoupled subcriteria of OM are known to
possess global optimality properties [36]. A brief outline of
OM follows, with details of implementation included in
the Appendix at the end of this article.

It has been shown [36] that the nonlinear denominator
criterion of OM has the following equivalent forms:

min
a;b

eOMða;bÞ
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min
b

eðbÞ
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9min
b

BðBTBÞ�1BThd
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b
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2
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bTHT
2 ðB

TBÞ�1H2b

ð21Þ
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where H2AR(N�q�1) � (pþ 1). Note that, in deriving (21),
no linearization approximation had been introduced at
the outset. The criterion in (21) is nonlinear in b but
possesses a weighted-quadratic structure, where the
weight matrix, (BTB)� 1 depends on the unknown param-
eters in b. An iterative minimization scheme for this cri-
terion has been developed [36], and the steps are
summarized next.

2.3.1. Denominator Estimation. The nonlinear criterion
for estimating the denominator in (21) is optimized in two
steps.

Step 1: Initial Estimate of OM and Its Relation to Prony’s.
The initial estimate of b is found by first setting b¼ [1 0 0
? 0]T to avoid the trivial solution. This is exactly equiva-
lent to setting the ‘‘prefilter’’ matrix (BTB)� 1

¼ I(N� q� 1) in
(21). This modification or linearization leads to the follow-
ing ‘‘equation error’’ (EE) criterion

min
b

eeqðbÞ


 

2

9min
b

hT
dBBThd










2

¼ min
b

bTHT
2 H2b

ð24Þ

where the EE vector is defined as

eeqðbÞ9BThd¼H2b ð25Þ

Interestingly, when p¼ qþ 1, this equation error becomes

eP
eqðbÞ9
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2 b ð26Þ

Minimization of this error is exactly equivalent to the stan-
dard Prony method as well as the ‘‘covariance method’’ of
AR modeling [19–21], both of which are commonly used in
the EM literature. Note that HP

2 in (26) is identical to the
‘‘data matrix’’ for Prony’s estimator defined in (17). Since
the Prony’s estimator is a linearized special case of OM and,
in fact, provides the initial estimate for OM iterations, it is
fair to argue that OM would always outperform Prony-
based methods. OM iteratively minimizes the modeling

error further to obtain a better fit. This will be demon-
strated by the simulation examples later in this section.

Step 2: Phase 1 Iterations. Once the initial estimate of b is
available, the following criterion is iteratively optimized
by utilizing the estimate obtained at the lth (previous) it-
eration to update the estimate at the (lþ 1)th (present)
iteration:

min
b

bTHT
2 ðB

TðlÞBðlÞÞ�1H2b ð27Þ

Details of this optimization are given in the Appendix.

2.3.2. Numerator Estimation. At convergence of the OM
iterations, the optimum bo is used to find the minimized
error as

eo9BoðB
T
o BoÞ

�1BT
o hd ð28Þ

Using the optimal error, the ‘‘cleaned up’’ or optimum IR is
found from

ho
¼hd � eoðbÞ ð29Þ

The first q elements of this optimum IR are used for cal-
culating the optimum ao as

ao
k¼

Pk

i¼0

b̂b	i h	ði� kÞ; k¼ 0; 1; . . . ;q ð30Þ

Equations (27) and (30) are the two key formulas for es-
timating the coefficients of the denominator and numera-
tor polynomials, respectively, of the unknown TF.

The decoupled estimation of a and b in OM belongs to a
special class of nonlinear optimization problems that have
been studied extensively by numerical analysts [51]. It
has been shown [51] that in a non-linear error criterion, if
some of the unknown variables are linearly related to the
error and the other variables are nonlinearly related, and
if these variables appear in a separable form, as in this
case, then the two decoupled estimators in (27) and (30)
are the globally optimum estimators for both sets of vari-
ables.

2.3.3. Computational Complexity. The major computa-
tional load of the algorithm is in performing the iterative
refinement in (27), where, at each iteration step, one needs
to invert an (N� q�1) � (N� q� 1) matrix (BTB). It may
appear that this inversion should require O[(N� q� 1)3]
operations. However, (BTB) is a symmetric banded Toep-
litz matrix and many efficient algorithms are available for
inverting such matrices [34,52,53]. Specifically, it has
been shown that inversion of such banded Toeplitz matri-
ces requires only operations of O[N] [52]. Furthermore,
numerical experimentation reveals that the iterations
converge fairly quickly (5–10 iterations maximum).
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2.3.4. Model-order Selection. As in any modeling prob-
lem, selection of the order of the underlying system is a
critical issue. The difference between the desired and mod-
eled signal, as defined in (9), is a combination of model
mismatch error, measurement error and noise. If this er-
ror is Gaussian-distributed, then the minimization of the
criterion in (9), as performed by OM, is the maximum-
likelihood estimator (MLE) for this problem. In case of
MLE, the Akaike information criterion (AIC) or minimum
description-length (MDL) criterion are often used for or-
der determination. However, it has been shown [54] that
MDL is a consistent estimator of order, whereas AIC is
inconsistent and that AIC often overestimates the model
order. Hence, we propose to use MDL for order determi-
nation in combination with OM.

For the general ARMA (p, q) process, MDL is given by
[54–56]

MDLðp; qÞ¼N ln sðp; qÞþ ðpþ qÞ ln N; p¼ 1; 2;3; . . . ;

q¼ 0; 1; 2; . . . ð31Þ

where N is the number of IR samples used and s(p, q) is
the minimized error power as defined in (9) for a partic-
ular choice of p and q. According to [54–56], the optimal p
and q correspond to the minimum value of MDL(p, q).
However, for Prony’s case, q¼p� 1 and the optimal p can
be determined according to the minimum of

MDLðpÞ¼N ln sðpÞþ ð2p� 1Þ ln N; p¼ 1; 2; 3; . . . ð32Þ

These equations will be used in our simulations for com-
paring equivalent orders of OM and Prony’s approaches.
It may be noted that the first term in the MDL criterion
is proportional to the error power that tends to diminish
as p is increased, whereas the second term is a ‘‘penalty
factor’’ that penalizes higher choice of p. As p is in-
creased, MDL(p) diminishes initially with the error. How-
ever, when p goes beyond the ‘‘true’’ model order, the
second term dominates and pushes the value of MDL(p)
back up again. Hence, ideally, the plot of MDL is bowl-
shaped and the optimum orders correspond to the bottom
of the bowl.

2.4. Simulation Examples

In this section, we present results from Ref. 13 on model-
ing and extrapolation of FDTD simulated data for a mi-
crostrip lowpass filter and a microstrip patch antenna,
comparing the performance of various algorithms, such as
Prony’s method, OM and AR modeling, in terms of model
fidelity and accuracy. We also estimate the model order for
each algorithm using the MDL criterion.

2.4.1. Lowpass Filter. In this section, the performance
of OM is compared with that of a standard Prony-based
algorithm provided with the Matlab signal processing
toolbox. The FDTD-TS (time sequence) used for these sim-
ulations is shown in Fig. 2. This time-signature is sampled
at the output port of a microstrip two-port lowpass filter

(see Fig. 7 in Ref. 57 for the geometry). Both ports have a
characteristic impedance of 50O.

2.4.1.1. Determination of Decimation Factor (DF). The
raw simulation is run with Dt¼ 0.441 ps, and hence, the
total frequency range is F¼ 1/Dt¼2267.6 GHz. Clearly,
the signal is oversampled and needs to be decimated be-
cause only 40 GHz (20 GHz on either side) is of interest for
comparison with the measurements in Ref. 57. With ap-
propriate decimation of the TS, the data processing re-
quired for modeling can be reduced considerably, and the
effective model order will also be lower. However, the DF
needs to be selected carefully so as not to cause any un-
desirable aliasing resulting from the decimation opera-
tion. The magnitude response of the filter shown in Fig. 3
indicates that in order to limit the aliasing below � 50 dB,
the one-sided bandwidth of the decimated signal cannot be
less than 50 GHz. Hence, to limit aliasing effect to less
than � 50 dB, the filter TS can be safely decimated by a
ratio of 22 : 1. Conservatively, we have chosen a DF of 10 : 1.
The magnitude response in Fig. 3 validates that the DF
choice of 10 : 1 is quite adequate for preserving the signal
information, and will keep the alias level below � 60 dB. In
order to obtain the frequency domain plot in Fig. 3, only the
early-time computed response (the first 2000 samples) were
used, with sufficient zero padding as necessary for a smooth
spectrum. This a priori selection of the DF before comput-
ing the entire TS presents a minor overhead to the FDTD
simulation time, and is practically useful.

The FDTD simulation of the filter is terminated after
2000 timesteps (in contrast to 8000 in the original paper
[57]). The first 1000 time samples, which correspond to
transient data, are not considered in the signal processing;
the samples between 1001 to 2000 are used for estimating
the model. The selected 1000 samples are decimated by a
factor of 10 : 1 to obtain the 100 modeling samples. Figure
4 shows the comparison of IR fit between an ARMA (6,5)
model (sixth-order OM), and the standard Prony result
(also sixth-order) for the decimated sequence. The corre-
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Figure 2. The raw FDTD time sequence of a microstrip lowpass
filter [13] (r IEEE 2001).
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sponding 1000-sample window of the raw FDTD-comput-
ed TS is also included in Fig. 4. While the ARMA model
shows excellent agreement with the original raw data,
Prony’s model tracks the time signature rather poorly. The
sixth-order model thus established has been used to ex-
trapolate the TS from 2000 to 8000 (i.e., late-time data are
extrapolated from an early-time model). Although not
shown, excellent comparison between ARMA model and
the reference solution in Ref. 57 has been observed for the
entire TS of 8000 samples. The entire TS of 8000 samples
is then Fourier-transformed to generate the frequency re-
sponse. The prediction performance in the frequency-
domain insertion loss S21 of the filter is shown in Fig. 5.
The solid line corresponds to the measurements reported
in Ref. 57, the dashed line to the sixth-order OM, and the
dotted–dashed line to the sixth-order Prony. The mea-
sured data is in good agreement with the Fourier Spec-
trum of the original FDTD reference Signal of 8000
timesteps [57]. The results of direct FDTD analysis using

only the initial 2000 timesteps are also included in Fig. 5
(dotted line) for comparison. Good corroboration between
the spectrum of direct (truncated) FDTD sequence and the
extrapolated model is not surprising given that the most
significant spectral content is contained in the first 2000
temporal samples. Therefore, one could argue that good
corroboration of FDTD-computed data with the measure-
ments for the filter can be obtained by computing only 2000
samples and zero padding up to 8000. However, if we reduce
the sample size to 1500, thereby discarding more of the sig-
nificant spectral content, the discrepancy between spectra of
truncated and extrapolated data increases, especially near
the critical band in the vicinity of the notch [13].

The filter under consideration is a notch lowpass filter,
designed with a notch frequency at 7.5 GHz and attenua-
tion of � 40 dB. The return loss S11, also computed for both
OM and Prony’s models, is compared with the measure-
ments from [57] in Fig. 6. It is observed that for the same
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Figure 3. Frequency spectrum magnitude of the reflected signal
for a lowpass filter [13] (r IEEE 2001).
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low model order (p¼6), OM outperforms the standard
Prony model by a significant margin, and corroborates
very well with the measurements. Again, it is observed
that a truncated sequence of the initial 2000 samples pre-
dicts the return loss to the same accuracy as the extrap-
olated FDTD sequence, albeit with a 200 MHz shift in the
resonant frequency at 15 GHz.

The IR fitting error defined in (9) was calculated for
both methods with the model orders (p) ranging from 1 to
24, and the results are shown in Fig. 7. The figure shows
that in order to obtain corroboration to the same degree of
accuracy as achieved by OM with p¼ 6 (� 22 dB or better),
the Prony’s model order would have to be increased to p¼
20, as reported in Ref. 9. Figure 7 further suggests that
the discrepancy between OM and Prony’s model tends to
diminish at higher model orders.

It may be noted that since PM does not minimize the
true FE for the denominator, it needs extra poles to ac-
count for the notches in the frequency response. However,
one needs to be careful about selecting too high an order
because such ‘‘overmodeling’’ may lead to instability. This
is depicted in Fig. 8, where the maximum pole radii in the
case of PM are plotted for p ranging from 1 to 40. This
figure clearly shows that at high orders, the largest pole
radius pushes towards—and even exceeds—unity, which
will render the estimated transfer function unstable.
Standard stabilization approach by means of flipping the
unstable poles inside the unit circle would not affect the
magnitude response. However, such stabilization would
alter the phase characteristics, the optimized impulse re-
sponse, as well as the model fitting error, none of which
may be desirable in practice.

That low values of p may be quite appropriate for this
problem is further validated by the MDL criterion. Using
the fitting errors shown in Fig. 7, the MDL(p) values were
calculated for both OM and Prony’s method at increasing
orders, and the results are shown in Fig. 9. The figure in-
dicates that in the case of OM, the values of MDL(6) and
MDL(8) are about the same, and hence, the choice of p¼ 6
for OM is justified.

In summary, OM appears to be computationally more
efficient, and gives better accuracy than Prony’s method
for FDTD data processing. For higher-Q and electrically
large structures, the computational savings are expected
to be much higher than for the filter studied.

2.4.1.2. Comparison with Pure AR Model. We note that
the Matlab function prony, used for the comparisons given
above actually produces ARMA models. This is because
prony uses the Burrus–Parks version of Prony’s method
[33], where both the numerator and the denominator of
the TF are estimated linearly. Hence, the Prony’s results
reported above are superior to what would otherwise be
obtained if pure AR models had been used instead, as in
Refs. 11 and 47, where no zeros at all are used to account
for the notches. To illustrate this point, the fitting errors at
different model orders are compared in Fig. 10 for pure AR
models, ARMA and the Matlab function prony. Clearly, for
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the range of low orders depicted in Fig. 10, the perfor-
mance of the AR models is poorer than either of the other
two approaches. In fact, in order to obtain equivalent fit
with the AR model for the same accuracy as the sixth-or-
der OM, much longer training sequences and much higher
filter orders need to be used [11,47].

2.4.2. Patch Antenna. Next, we consider modeling the
field of a microstrip-line-fed patch antenna whose geom-
etry is depicted in Fig. 3 of Ref. 57. The excitation is a
Gaussian pulse of the same temporal parameters as indi-
cated in Ref. 57. The raw simulation is run for 8000 time-
steps (Dt¼ 0.441 ps) and produces the reference TS. The
initial 1500 samples are discarded for transients and the
samples between 1501 and 3000 are used for estimating
the model. In this case also, the frequency range prior to
decimation is F¼ 1/Dt¼ 2267.6 GHz. The magnitude spec-
trum of the reflected signal at the input port using the first
3000 samples is shown in Fig. 11. It indicates that in order

to limit aliasing to less than � 50 dB, the one-sided band-
width of the decimated signal in this case must be at least
45 GHz. Hence, this signal can be safely decimated by up
to about 25 : 1 without any significant distortion due to
aliasing. On the basis of this analysis, the signal was dec-
imated with a ratio of 15 : 1. This structure has a narrower
bandwidth and higher Q than does the filter example con-
sidered earlier.

Figure 12 compares the decimated reflected signal at
the input port of the antenna with the ones produced by an
ARMA (7,6) model (seventh-order OM) and the standard
Prony method (also of seventh order). The models thus
produced were then used to extrapolate the TS from 3000–
8000 timesteps. The initial TS of transients between
1–1500 was added back. Because the antenna has a rela-
tively high Q, it is reasonable to expect some compromise
in accuracy between modeled and FDTD-computed TSs
with the low orders used. However, even with p¼ 7, OM
captures the details of the dominant early-time response
very closely, and maintains a fairly good temporal corrob-
oration overall. Prony’s method, on the other hand, per-
forms poorly for p¼ 7. The model fitting error is plotted as
a function of the model order in Fig. 13. In order to obtain
the same accuracy as the seventh-order OM, Prony’s mod-
el would require an order of about 18. The MDL values for
both methods are compared in Fig. 14, and once again, we
clearly show that p¼7 is the optimal choice for OM in this
case. Using the same late-time extrapolation approach as
pursued for the filter, the frequency-domain return loss S11

of the patch antenna is computed for both OM and Prony’s
models, and compared in Fig. 15 with the measurements or
equivalently, the spectrum of the original FDTD sequence of
8000 timesteps, reported in Ref. 57. It is observed that for
the same order (p¼ 7), OM clearly outperforms Prony’s in this
case also, and corroborates quite well with measurements.

For comparison, we have also included in Fig. 15, the
return loss computed from a truncated TS of the first 3000
timesteps. Although the discrepancy between the result in
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Ref. 57 (8000 steps) and the truncated TS appears to be
negligible, it is emphasized that because of strong reso-
nance, the tail for the patch antenna does not decay as
rapidly as it does for the filter. Also, because of radiation,
the pulse loses energy and experiences dispersion as it
travels along the patch. These effects do not seem to in-
fluence the lower-frequency resonances as much as the
high-frequency ones. To illustrate this, in Fig. 16 we have
plotted return loss computed from both the truncated
FDTD-TS (3000 timesteps) and the sequence used in
Ref. 57 (8000 timesteps), over an extended frequency
range. The discrepancy between the two results increases
significantly above 41 GHz.

3. FREQUENCY-DOMAIN MODEL

In the previous section we described a robust technique for
computing the poles and zeros of the ARMA transfer
function in (5) by nonlinear optimization of the decoupled

denominator estimation problem followed by a least-
squares solution of the numerator problem. Although non-
linear ARMA methods achieve a given model accuracy
with lower model orders than do linear parameter estima-
tion methods, their implementation is inherently complex,
and the optimization can become impractical when many
iterations are required for convergence. This becomes an
issue, for example, in time-domain simulations when the
transients established after the incoming wave first strikes
the object decay slowly, and perhaps need to be partially
included in the model. Another such example, where the
transient tail decays very slowly, is the simulation of modes
in a large, highly resonant cavity. Besides increasing the
number of iterations needed for convergence of the nonlin-
ear estimation methods, inclusion of transient data in the
complex exponential model makes the amplitudes time-de-
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cated FDTD time sequence of 3000 timesteps [13], with the
reference computation in Ref. 57 that employs 8000 timesteps
(r IEEE 2001).
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pendent. Well-established model-based parameter estima-
tion techniques such as Prony’s method, the generalized
pencil-of-functions method, and OM do not allow for time-
or frequency-dependent amplitudes. However, discarding
transients in the simulation neglects important physics
pertinent to the early-time response, namely, establishing
the natural response of the object, which depends only on
the object’s geometric and physical features. As an example,
consider the time-domain reflection from a dielectric slab. If
the interaction with the back end of the slab is ignored for
the moment (e.g., for a thick slab), the reflection coefficient
is completely determined from the interaction between the
incident pulse and the slab’s front end. Ignoring the first
few time samples in the reflected signal is tantamount to
not capturing this interaction, and leads to a very erroneous
estimate of the reflection coefficient. In this section, we
present a robust state space method (SSM) to solve the un-
derlying estimation problem of modeling frequency-domain
(FD) signature from a circuit, antenna, or scatterer, in
terms of complex exponentials. The amplitudes in the mod-
el have decay or growth constants that vary with frequency,
and thus permit inclusion of the entire signal in model con-
struction. The model parameters are estimated using con-
cepts from linear system theory without any need for
iterative solution. The signal model and its estimation us-
ing the SSM are shown to be stable and computationally
efficient.

SSM has been introduced by Piou et al. for radar signal
processing [58], and is based on linear estimation of all the
model parameters. SSM signal processing is a subset of
general techniques used to model the EM scattering of an
object in the frequency domain in terms of scattering cen-
ters. These techniques, including multiple signal classifi-
cation (MUSIC) [59] and estimation of signal parameters
via rotational invariance techniques (ESPRIT) [60], have
been used in radar signal processing for understanding
scattering mechanisms, tracking, and target feature ex-
traction. They are referred to as superresolution tech-
niques because the resulting raddar images potentially
have better resolution than do conventional Fourier trans-
form techniques. In contrast to MUSIC and ESPRIT, state
space signal modeling provides an alternative represen-
tation of a rational transfer function that is popular in
linear system and control theory. SSM seeks to achieve
superresolution in the frequency domain by coherently
processing wideband EM data, simulated or measured.
The complex exponential terms in the model are inter-
preted in terms of scattering centers, whose amplitudes
and time delay (or range) are made frequency-dependent
to capture the dynamic wideband behavior of the scatter-
ing mechanism. The exponential model is cast in terms of
a system of difference equations, and state space tech-
niques are employed to solve for the model parameters
(decay/growth constants and range) by determining the
complex eigenvalues of the system’s open-loop state ma-
trix, constructed from the data samples. The modal am-
plitudes are subsequently obtained from a least-squares
solution. Determination of the complex eigenvalues and
their modal amplitudes allows one to compute the fre-
quency response of isolated scattering centers on the ob-
ject, such as the reflection from the frontface of the

dielectric slab alluded to earlier. Unlike previous signal
modeling approaches, no part of the signal under consid-
eration is discarded, and therefore the proposed SSM pro-
vides a robust state space model in lieu of full-wave
simulation for microwave circuit synthesis.

The motivation of this study comes from the seminal
work of Carl Baum who proposed the singularity expan-
sion method (SEM) in 1976 [61]. SEM permits description
of the distributed parameter problems of electromagnetics
by the same pole–zero representations used in the analysis
and synthesis of lumped circuits and linear control sys-
tems. SSM captures the essence of SEM by applying well-
established control system theory to compute the poles and
zeros of the rational transfer function that corresponds to
the exponential signal model. As shown in Refs. 58 and 62,
this algorithm performs robustly even in a low signal-
to-noise-ratio (SNR) environment, and therefore, it can also
be applied to extract physical parameters, such as dielectric
constant, from measured data. The proposed approach is
also expected to perform better than the existing time-do-
main extrapolation methods [e.g., 9,13] with respect to
model order, stability, and fidelity. Unlike these methods,
transients can be considered in the model, potentially cap-
turing important physical phenomena neglected therein.
For brevity, however, we restrict ourselves to frequency-do-
main modeling in this article, although the method is
equally applicable for processing time-domain data.

This section on frequency-domain signal models is or-
ganized as follows. In Section 3.1, the state-space signal
model is introduced. The next subsection presents solution
of the difference equation that describes the model in
terms of an ARMA transfer function. An alternative in-
put–output description of the model in terms of state space
representation is discussed in Section 3.3, and the system
parameters are derived in Section 3.4. This method is ap-
plied to two practical problems in Section 3.5: (1) deter-
mination of dielectric constant of a lossy slab by isolating
the leading-edge reflection and (2) isolation of creeping-
wave modes by decomposition of the total EM-simulated
field scattered by a dielectric-coated cylinder. The latter
problem is relevant to calculation of mutual coupling in
conformal antenna arrays.

3.1. Signal Model

In this subsection, we review the data sequence y(k) that
constitutes N uniformly spaced frequency samples, each
represented as a sum of M complex sinusoids (or point
scatterers) corrupted by white Gaussian noise w(k). Over
a given bandwidth, the signal measurements at these N
frequencies can be modeled as

yðkÞ¼
XM

i¼ 1

aip
k
i þwðkÞ; k¼1; . . . ;N ð33Þ

where ai refers to the amplitude of the ith scattering cen-
ter and the complex pole pi is given by

pi¼ exp �Df aiþ j
4p
c

Ri

� �� �
ð34Þ
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where ai, ai, and Ri denote the amplitude, decay/growth
parameter, and the range, respectively, associated with
the ith scattering center. The parameter c refers to the
speed of light, and Df is the sampling interval. The range
may alternatively be written in terms of the time delay ti

to the ith scattering center as ti¼ (2Ri)/c. In this article,
the primary interest is in estimating the parameters em-
bedded in the data sequence y(k). The state space method
presented in Refs. 58 and 62 provides an efficient compu-
tation of the decay/growth and range parameters from the
eigenvalues of an open-loop matrix (see Section 3.3). Once
these parameters are accurately estimated, the ampli-
tudes ai can readily be derived from the state space ma-
trices using least-squares fit based on a modal
decomposition method [58]. The state space formulation
may be seen as an input–output relationship between the
noise w(k) and the data sequence y(k). The best way to
derive the state space matrices is to rewrite (33) as a dif-
ference equation and study its transfer function. The next
subsection presents the difference equation that best de-
scribes the input–output relationship between y(k) and
w(k), and the subsequent subsections summarize the der-
ivation of the state-space matrices that allow for compu-
tation of the model parameters.

3.2. Transfer Function of the ARMA Model

The input–output relationship for the general ARMA
transfer function describing the model in (33) is charac-
terized by the difference equation

yðkÞ¼
Xm

i¼ 1

diyðk� iÞþ
Xq

j¼ 1

bjwðk� jÞþ b0wðkÞ ð35Þ

where w(k) and y(k) are the input and output, respectively.
The transfer function H(z) of the system described by (35)
may be defined as

HðzÞ¼
YðzÞ

WðzÞ
¼

B0ðzÞ

A0ðzÞ
ð36Þ

where

A0ðzÞ¼ 1�
Xm

i¼ 1

diz
�i ð37Þ

and

B0ðzÞ ¼b0þ
Xq

j¼ 1

bjz
�j ð38Þ

The roots of the polynomial A0(z) are the poles of the sys-
tem, whereas the roots of B0(z) determine the zeros. An
interesting and popular special case of the ARMA model in
(35) is the AR model, described by the input–output rela-
tionship

yðkÞ¼
Xm

i¼ 1

diyðk� iÞþ b0wðkÞ ð39Þ

The transfer function of the AR model is therefore given
by

HðzÞ¼
b0

A0ðzÞ
ð40Þ

with A0(z) defined by (37). As the AR model is a special
case of ARMA, the state space representation will be car-
ried out on the ARMA model unless specified otherwise. In
the next subsection, we present the state-space method for
the ARMA model.

3.3. State Space Representation

The input–output description of the model in (33) is given
alternatively by the difference equations

xðkþ 1Þ¼AxðkÞþBwðkÞ ð41Þ

yðkÞ¼CxðkÞþwðkÞ ð42Þ

where x(k)ARM � 1 is the state, A 2 CCM�M is the system
matrix, and B 2 CCM� 1 and C 2 CC1�M are constant matri-
ces. The transfer function of the state space formulation is
obtained by taking the z-transform of Eqs. (41) and (42),
and evaluating the ratio Y(z) to W(z) as follows:

XðzÞ¼ ðzI � AÞ�1BWðzÞ ð43Þ

YðzÞ¼CXðzÞþWðzÞ ð44Þ

where I is an indentity matrix. Inserting (43) in (44), we
obtain

YðzÞ¼CðzI � AÞ�1BWðzÞ þWðzÞ ð45Þ

Thus

HðzÞ¼CðzI � AÞ�1Bþ 1 ð46Þ

Equation (46) shows that the ARMA model for a discrete-
time process y(k) in state space notation is related to the
transfer function such that the poles of the model [i.e., the
roots of the polynomial A0(z) in (37)] are the eigenvalues of
the open-loop matrix A. Furthermore, the zeros [i.e., the
roots of B0(z) in (38)] are the eigenvalues of the matrix
(A�BC). Next, we present a procedure to estimate the
triplet (A, B, C) from a given data vector.

3.4. State Space Identification

Let the impulse response of the ARMA model be repre-
sented by (46). To identify the state space matrices (A, B,
C) from the impulse response, we expand the matrix
(zI�A)�1 into an infinite series:

ðzI � AÞ�1
¼ Iz�1þAz�2þA2z�3þ � � � ð47Þ

Inserting (47) into (46) yields

YðzÞ¼1þCBz�1þCABz�2þCA2Bz�3þ � � � ð48Þ
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By invoking the definition of the z-transform, (48) may be
written as

YðzÞ¼ yð0Þþ yð1Þz�1þ yð2Þz�2þ yð3Þz�3 ð49Þ

By comparing coefficients of the z� k terms in Eqs. (48) and
(49), we obtain the following sequence:

yð0Þ¼ 1; yð1Þ¼CB;

yð2Þ¼CAB; . . . yðkÞ¼CAk�1B; . . .
ð50Þ

Thus, the relationship between the impulse response of
the model and the state space parameters for any positive
k is defined by

yðkÞ¼CAk�1B ð51Þ

If we form a Hankel matrix H from the data samples, giv-
en by

H9

yð1Þ yð2Þ yð3Þ � � �

yð2Þ yð3Þ yð4Þ � � �

yð3Þ yð4Þ yð5Þ � � �

..

. ..
. ..

. ..
.

2

6666664

3

7777775
ð52Þ

then (51) indicates that H can be factored as

H¼

C

CA

CA2

..

.

2
666664

3
777775
½B AB A2B � � � � 9OG ð53Þ

where, borrowing from linear system theory, O and G are
known as observability and controllability matrices [63]. It
is important to note that despite the infinite dimensions of
H defined by (52), for a finite order filter of length M [see
(33)], O and G can be truncated to M rows and M columns,
respectively. Consequently H has finite rank rrM. For a
given set of measurements the Hankel matrix H is, of
course, always finite. In this case H may be considered to
be an operator constructed from a set of measurements
y(k) that maps the past input vector w� to the future out-
put yþ. In the remainder of this subsection, we present a
method to compute the Hankel matrix and derive the state
space matrices from a finite set of samples.

Let a set of measurements be defined by

y¼ ½ yð1Þ yð2Þ yð3Þ � � � yðNÞ � ð54Þ

and suppose that we want to derive the corresponding
state space matrices. The first step in computing the trip-
let (A,B,C) is to form the matrix H from the available data

samples

H¼

yð1Þ yð2Þ � � � yðLÞ

yð2Þ yð3Þ � � � yðLþ 1Þ

..

. ..
. ..

. ..
.

yðN � Lþ 1Þ yðN � Lþ 2Þ � � � yðNÞ

2
6666664

3
7777775
ð55Þ

where the parameter L denotes the correlation window,
and it is heuristically chosen to be L¼ [N/2], with the
brackets denoting the smallest integer less than or equal
to the inserted quantity. The Hankel matrix given in (55)
may be partitioned into signal and noise subspaces via a
singular-value decomposition (SVD). Computing the SVD
of H and rearranging its singular values si in decreasing
order yields

H¼ ½Usn Un �

Ssn 0

0 Sn

2
4

3
5

V	sn

V	n

2
4

3
5 ð56Þ

In (56), the subscripts ‘‘sn’’ and ‘‘n’’ denote the signal and
noise subspaces, respectively, and the superscript * refers
to conjugate transpose. The matrices Usn and Un are the
signal and noise components, respectively, of the left uni-
tary matrix, Vsn and Vn are the signal and noise compo-
nents, respectively, of the right unitary matrix,

P
sn andP

n denote diagonal matrices, with the signal and noise
singular values of H arranged in decreasing order along
their main diagonals. For a given SNR, the appropriate
threshold may be defined to discard the lowest-order sin-
gular values. To increase the accuracy of the state space
matrices, the Hankel matrix H may be truncated by sup-
pressing the noise singular values and their associated
unitary matrix components. It is well known that an M-
rank matrix that best approximates (56) in the spectral
norm sense is obtained by retaining only the dominant
components [58]:

~HH¼UsnSsn V	sn ð57Þ

By using the balanced coordinate method proposed in Ref.
64, (57) may be further written as [also see (53)]

~HH¼ ~OO ~GG ð58Þ

where the observability and controllability matrices are
calculated as

~OO¼UsnS1=2
sn and ~GG¼S1=2

sn V	sn ð59Þ

respectively. Then, the matrix A 2 CM�M can be obtained
either from O or G. If the derivation of A is based on the
observability matrix, the following equation holds:

A¼ ð ~OO
	

�r1O�r1Þ
�1 ~OO

	

�r1O�r1 ð60Þ

The matrices ~OO� r1 and ~OO� rl in (60) are obtained by de-
leting the first ~OO and last rows (r1 and rl), respectively, of
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~OO. The state space matrix (or vector) C may next be com-
puted from the observability matrix defined in (53):

C¼ ~OOð1; :Þ ð61Þ

In other words, vector C is given by the first row of ~OO.
Likewise, the vector B may be computed as the first col-
umn of the controllability matrix defined in (53):

B¼ ~GGð:; 1Þ ð62Þ

If the eigenvalues of A are assumed to be distinct, one has

lfAg¼ fl1; l2; . . . ; lMg ð63Þ

It is well known from spectral estimation theory [58] that
the eigenvalues (li) carry decay/growth and range infor-
mation about the scattering object’s features; magnitude
and phase of the eigenvalues are related to ai and Ri by

ai¼ �
log lij j

Df
and Ri¼ �

cfi

4pDf
ð64Þ

respectively. In (64), Df is the sampling frequency and fi

refers to the phase of the eigenvalue li. The amplitudes
ai (i¼ 1,y, M) are easily obtained from a least-squares fit
to the data using the model in (33) with the parameters
calculated in (64) [58].

3.5. Simulation Examples

3.5.1. Synthetic Noisy Data. We consider synthetic data
involving four point scatterers, corrupted by complex
white Gaussian noise w(k) with variance sn defined by
the peak signal-to-noise ratio

SNR¼ 20 log
ssn

sn
ð65Þ

where ssn denotes the signal variance. The synthetic data
are generated using Eq. (33) over the frequency range
3–10 GHz, with a sampling rate of 20.057 MHz. The SNR
is 40 dB, and the signal parameters for the data are de-
picted in Table 1.

To test the effectiveness of the SSM algorithm in the
presence of noise, we performed 200 independent trials
using these signal parameters with SNR¼ 40 dB for each
run. For each trial, the focus is on a segment of the data
with 101 samples in the frequency range 5.5–7.5 GHz. To
estimate the signal parameters, the Akaike information
criterion (AIC) [65] is used to identify the number of scat-

tering centers (or model order). For each trial, the AIC
detects the four signals embedded in the dataset that are
estimated by the SSM. The average estimates of the signal
parameters over the 200 trials is given in Table 2, showing
good corroboration with the original data. The model thus
constructed using the SSM with synthetic data over the
5.5–7.5 GHz frequency band is then extrapolated in both
forward and backward directions to cover the entire fre-
quency range 3–10 GHz. Excellent agreement is observed
between both of the extrapolated models and the ‘‘truth’’
dataset for the complex amplitudes [known as I (in-phase)
and Q (quadrature) channels in radar signal processing]
over the extended frequency range. The pertinent plots,
omitted here for brevity, may be found in Ref. 58.

Next, the same simulation was repeated, decreasing
the SNR to 20 dB, and performing 200 trials as stated
above. In each trial, AIC detects the four signals that are
used to generate the dataset, and SSM estimates their
complex amplitudes. The SSM algorithm filters a great
deal of noise; therefore, we expect reasonably good corrob-
oration between the estimates and the ‘‘truth’’ data even
at this moderately low SNR. Indeed, Table 3 depicts such
agreement for all the four scattering centers. The model
thus constructed with synthetic data over the 5.5–7.5 GHz
frequency band is then extrapolated in both forward and
backward directions to cover the entire frequency range
3–10 GHz. Excellent agreement is observed between both
of the extrapolated models and the ‘‘truth’’ dataset over
the extended frequency range. Pertinent comparison plots
may be found in Ref. 58.

3.5.2. Reflection from a Dielectric Slab. The reflection
from a 15–mm-thick lossy slab with dielectric constant er
¼ (5, � 0.01) is considered next, and it is shown that the
response of the frontface of the slab can be isolated from
the composite response using the SSM. The ‘‘truth’’ data
consists of the Fresnel reflection coefficient for the slab,
calculated at normal incidence over the 2–18 GHz frequen-
cy band. The dataset is Fourier transformed to obtain the
composite response shown in Fig. 17. The transform em-
ploys distance to the scatterer (or range) instead of time,
and this operation is also known as pulse compression or
range processing [66]. Because the phase reference is at
the front face, the pulse with peak at zero range is the first
reflection off the slab front, the second pulse is the reflec-
tion off the backface, the third pulse is the rereflection off
the front, and so on.

Next, a 20th-order state space AR model [see (33)] is
computed from the simulated reflection data, and a single
pole located at (1,0), with amplitude of 0.382 and phase p
radians, is determined to have zero range. Thus, using
only this pole in the AR transfer function, one can isolate
the front face response of the slab. Figure 18 displays the
frequency response of the isolated pulse along with that of
the complete model, which is obtained by coherent addi-
tion of the response from all 20 poles. The interference
between incident and reflected waves, causing the nulls at
half-wavelength intervals, is evident. Although not
shown, frequency response of the complete model coin-
cides with the ‘‘truth’’ data. Because the leading reflection
is isolated, the reflection coefficient of this pulse is the

Table 1. Signal Parameters for Synthetic Data

Scattering
Center Decay/Growth (a)

Time Delay
(t)

Amplitude
(7a7)

1 �0.9231 � 10� 9 2 � 10� 9 1
2 �0.2308 � 10� 9 6 � 10� 9 1
3 �0.3077 � 10� 9 1 � 10� 8 1
4 1 � 10� 17 14 � 10� 9 1
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same as that of the half-space problem. In other words, the
ability to compute using the SSM the responses of differ-
ent reflected pulses, isolated in range, provides a feature
akin to time-domain gating in vector network analyzer
measurements, albeit with simulated data. This feature
has many applications, including determination of physi-
cal parameters from simulated (or measured) data. As an
example, using the constant amplitude of S11 for the iso-
lated pulse from Fig. 18 (with a phase of p), the slab’s di-
electric constant can be determined as

er¼
1� S11

1þS11

� �2

ð66Þ

This equation yields er¼ 5� j0.01 exactly. Once the dielec-
tric constant is known, using the distance d12 between the
first two peaks in Fig. 17, the slab thickness can be deter-
mined as d¼d12=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
ReðerÞ

p
¼ 34=

ffiffiffi
5
p
¼ 15:2 mm, an error of

1.3%.
Next, the analysis shows how the proposed SSM algo-

rithm works for moderately thin slabs when the resolution
between the first two peaks in Fig. 17 becomes difficult.
For example, when d is reduced to 5 mm, one obtains the
range response in Fig. 19, which clearly shows impending
merging of the two peaks. Because the first peak can still
be isolated, this should result in an accurate dielectric
constant. Indeed, the state-space AR model produces a
pole with amplitude 0.384 and phase p at zero range,
yielding the correct permittivity, thus illustrating quali-
tatively that the model is not sensitive to thickness vari-
ations within the extent of a range cell.

3.5.3. Coupling in a Conformal Array. Microstrip arrays
conformal to cylindrically shaped substrates are impor-
tant in radar and communication applications. Microstrip
lines on such substrates serve to feed signal to the radi-
ating elements, and are also used in baluns or couplers for
matching the elements. Therefore, examining the modal

propagation on the surface of a cylindrical substrate can
be useful. A primary source of coupling between the ele-
ments is azimuthal (or creeping) surface waves propagat-
ing along helical paths [67], which are not easily
resolvable from the radiating space wave. Unlike the pla-
nar microstrip counterpart, the cylindrical surface waves
do not exhibit pronounced resonance, and difficulty in
their detection in the presence of noise is compounded
by the fact that their amplitude is much smaller than that
of the space wave. An example is the well-known Mie
scattering from a sphere, in which the dominant creeping
wave is 30 dB below the specularly reflected wave; subse-
quent creeping waves are considerably weaker. Therefore,
isolation of creeping waves provides a challenging test for
the SSM algorithm.

This article applies the superresolution SSM to resolve
the creeping waves along the surface of a finite-length cy-
lindrical microstrip substrate. Since the modal propaga-
tion characteristics are independent of the excitation,
without loss of generality, we consider an incident plane
wave, and compute the surface currents over a wide fre-
quency band using the body-of-revolution method of mo-
ments (MoM) [68]. The radiated field is calculated from
the currents as a function of incident angle and frequency.
The data for specific angles, such as the specular aspect,
contain, in addition to the space wave, the contribution
from creeping waves launched at different locations on the
substrate. Because the algorithm maps the origin of the
creeping waves on the scatterer, one can ascertain in a
practical situation not only the interelement coupling but
also the source of such coupling. We believe that such an
algorithm has significant potential for array optimization.

We consider a cylindrical substrate with a perfect elec-
trically conducting (PEC) core of radius 10 mm, coated
with a 4–mm-thick dielectric layer (er¼ 3� j0.6). Figure 20
depicts the geometry along with schematic position of two
conformal microstrip dipole elements, one active (A) and
the other passive (P). The radiated field, observed broad-
side to the cylinder over the 2–12 GHz bandwidth, consists

Table 2. Average Estimates of Signal Parameters over 200 Trials (SNR¼40 dB)

Decay/Growth (a) Time Delay (t) Amplitude (|a|)

Scattering Center Estimates % Error Estimates % Error Estimates % Error

1 �0.9118 � 10� 9 1.22 1.98 � 10� 9 1.0 0.997 0.3
2 �0.2084 � 10� 9 9.71 5.8 � 10� 9 3.33 1.03 3.0
3 �0.3318 � 10� 9 7.83 1.0 � 10� 8 0 0.995 0.5
4 0.51 � 10� 16 4.1 13.8 � 10� 9 1.43 1.0 0

Table 3. Average Estimates of Signal Parameters over 200 Trials (SNR¼20 dB)

Decay/Growth (a) Time Delay (t) Amplitude (|a|)

Scattering Center Estimates % Error Estimates % Error Estimates % Error

1 �0.9182 � 10� 9 0.53 1.92 � 10� 9 4.0 0.934 6.6
2 �0.2073 � 10� 9 10.18 5.73 � 10� 9 4.5 1.11 11.0
3 �0.343 � 10� 9 11.47 1.17 � 10� 8 17.0 0.987 1.3
4 0.87 � 10� 16 7.7 13.6 � 10�9 2.86 1.04 4.0
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of two components: (1) the space wave directly reaching the
field point from the active element and (2) the surface
(creeping) wave that radiates as it traverses around the cyl-
inder surface. The strength of the creeping wave is propor-
tional to the coupling between the elements. The frequency-
domain field data in the principal plane y¼ 901 are Fourier-
transformed to obtain the composite response shown in Fig.
21. The first peak denotes the space wave, and the next one,
about 35 dB lower, denotes the creeping wave. The range
separation between the two peaks equals the arc length be-
tween the active and passive elements. The phase reference
(zero range) is along the cylinder axis. Thus, the creeping
wave originates from a fictitious line source on the opposite
end of the cylinder at a range of 0.21 m (or one diameter), as
one would expect from physical optics.

A 30th-order state space AR model [see (33)] is applied
to the frequency-domain data, and the two wave spectra
are extracted from the MoM data. The frequency response
of the complete model is obtained by coherent addition of
the response contributed by all the poles. Figure 22 de-
picts excellent corroboration between the model response
and the original MoM data. The ripple up to 7.5 GHz is due
to the interference between the space wave and the creep-
ing wave in the direction of maximum radiation. As we
shall show next, the latter cuts off around 7.5 GHz. An
advantage of using range processing with SSM is the di-
rect relation between range and pole locations. Thus, one
may isolate a given mode (pulse) by simply adding contri-
butions of only those poles that are associated with the
range window of that pulse. By coherently summing the
responses of only three poles whose range is centered on
the creeping wave peak, we obtain the isolated response
(model) shown in Fig. 23. For comparison, Fig. 23 also de-
picts an analytical solution derived in Ref. 67 by appealing
to angularly propagating wave representation. Good
agreement between the two at such low amplitude levels
indicates the robustness, as well as the accuracy, of the
SSM algorithm. In accord with Ref. 67, the creeping wave
exhibits a high-frequency cutoff around 7 GHz, where it
extinguishes and becomes trapped in the dielectric layer
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(numerical cutoff is arbitrarily defined as the frequency at
which the signal r� 30 dB). The trapped wave bounces
back and forth internal to the layer, similar to a guided
mode, and leaks outside tangentially on the surface as a
result of curvature. Figure 23 indicates that the coupling
between the elements can be neglected at the higher fre-
quencies. The creeping-wave propagation constants and
their modal amplitudes have also been calculated, giving
considerable physical insight into the coupling. Calcula-
tion of these modal parameters will be discussed next.

3.5.3.1. Modal Propagation Constants. Because the ex-
act path of the isolated creeping wave along the substrate
surface can be determined from geometric considerations
and the range plot, one can compute the attenuation and
phase constants (or the complex propagation constant) of
the mode using the SSM model. By computing the complex
amplitude of the tangential field along the path using the
SSM, the attenuation and phase constants have been ob-

tained as functions of frequency, and are plotted in Figs. 24
and 25 for the transverse electric (TE) and transverse
magnetic (TM) modes, respectively. The TM modal field is
extracted from the MoM simulation with horizontally po-
larized (or parallel to the cylinder axis) plane-wave inci-
dence. The TE field corresponds to vertical polarization. It
is noted that although the modes on a finite-length cylin-
drical microstrip substrate are hybrid in general, the TE-
TM mode coupling can be neglected for broadside radia-
tion, because the creeping-wave surface path has very
small helicity.

As the creeping wave propagates, it attenuates by shed-
ding energy tangentially because of curvature. The atten-
uation constant of the TE mode remains relatively
constant until about 7.5 GHz and then increases rapidly
with frequency, resulting in the trapped mode referred to
earlier. Beyond the creeping-wave cutoff, there is very lit-
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tle curvature-induced leakage, or in antenna terms, there
is negligible interelement coupling due to the surface
wave. From the phase constant plot, it is observed that
dispersion exists at higher frequencies. The form of the
attenuation curve, including the cutoff frequency, is in
good agreement with the analytical results from Ref. 67.
The relative variation of the amplitude over 10 GHz band-
width is smaller for the TM mode than for the TE mode,
and the TM mode does not exhibit high-frequency rolloff.
Comparing the attenuation curves in Figs. 24 and 25, we
conclude that the TE field is much stronger than the TM
field. The TM field of the creeping wave is polarized tan-
gentially to the cylinder surface, and becomes quite small
for thin dielectric layers. In the limit of a PEC cylinder,
this field should vanish.

4. CONCLUSIONS

We have presented signal models to represent EM signa-
tures in both time and frequency domains. Time-domain
data generated by FDTD simulations and frequency-do-
main data generated by the method of moments have been
used to illustrate the effectiveness of the models. Various
signal modeling approaches, including Prony’s method,
decoupled optimal method, and the state space spectral
method, have been reviewed for their applicability to EM
problems.

A classical ARMA identification technique has been de-
scribed to model FDTD time sequences for resonant struc-
tures. The major focus of the discussion has been to
demonstrate that, given a computed FDTD sequence, cor-
responding to an unknown transfer function with arbi-
trary number of poles and zeros, it is possible to obtain
accurate match in time and frequency domains with rel-
atively low model orders. It is shown that the multidimen-
sional nonlinear optimization problem can be decoupled
into two separate problems with reduced dimensionality,
one of which is linear and the other, nonlinear. The inher-
ent mathematical structure of the nonlinear denominator
problem is utilized to design an efficient iterative compu-

tational algorithm for estimating the model from moder-
ately early-time sequences. The simulation examples
pertaining to a lowpass filter with sharp cutoff and a
high-Q patch antenna demonstrate that low model orders
are adequate to model the TSs of resonant structures.

A new method has been presented to model frequency-
domain EM-simulated fields using a state space approach
derived from control theory. The eigenvalues of the system
matrix provide range and amplitude information of the
field parameter, which allows for isolation of desired re-
sponses in the EM signature via pulse compression and
spectral decomposition. This superresolution state space
modeling approach has been applied to model and isolate
modal EM responses from composite field data. Examples
are presented to prove that the method can extract correct
‘‘design’’ parameters from the model, such as dielectric
constant and mutual coupling. The proposed method is
applicable to microwave circuit synthesis and optimiza-
tion, where the state space model can potentially reduce
the parameter domain and obviate the need for intensive
EM simulations at each design iteration. The method has
been applied to isolate the creeping-wave modes ensuing
from wave propagation external to a cylindrical microstrip
substrate. Amplitude variation along the creeping-wave
ray path on the cylinder surface is used to calculate at-
tenuation and phase constants of the dominant mode. The
method has been validated by good corroboration between
computed modal field and analytical data.
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5. APPENDIX: COMPUTATIONAL ALGORITHM FOR OM

The criterion in (27) is nonlinear in b and hence cannot be
minimized directly. But instead of using standard nonlin-
ear optimization techniques, the inherent mathematical
structure of the criterion will be utilized to develop an it-
erative computational algorithm. The final form of the er-
ror vector in (27) is rewritten as

eðbÞ¼BðBTBÞ�1BThd

9WBThd

¼WHP
2 b

¼W½g ..
.
G�b

¼WgþWGb̂b

ðA:1Þ
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where W9BðBTBÞ�1, and HP
2 is the Prony’s data matrix

defined in (17). If the matrix W is treated as independent
of b̂b, one can minimize 8e(b) 82 with respect to b̂b and ob-
tain

b̂b¼ � ðWGÞ#Wg

¼ � ðGTWTWGÞ�1GTWTWg
ðA:2Þ

However, since W does depend on the elements in b̂b, it can
be computed iteratively. At the (iþ 1)th iteration, W(i) is
formed using the estimate of b found in the ith iteration.
This leads to the following iterative algorithm for comput-
ing biþ 1

bðiþ1Þ
¼

1

:::::::::::::::::

�½XðiÞG��1½XðiÞ�g

2

664

3

775 ðA:3Þ

where

XðiÞ9GTWTðiÞWðiÞ

¼GT
ðBTðiÞBðiÞÞ�1

ðA:4Þ

The iterations are continued until 8biþ1
i+1
�bi

i82od,
where d is an arbitrarily small number. It must be noted
here that the iterations in (A.3) may not always converge
to the absolute minimum of the error criterion in (9), and
hence the estimated b may not be the optimum one. This
is because in (A.3) the variability of W with respect to b
had been ignored while minimizing 8e(b)82. To achieve the
optimum, the gradient of the complete expression of
8e(b)82 must be set to zero. If desired, this can be done
in a second phase of the algorithm, which may be found in
Ref. 36. However, the simulation examples in this article
indicate that the first phase of iterations using (A.3) is
adequate in bringing the estimate very close to the opti-
mum. Once the estimates of b converge, a is computed by
following the steps in (28)–(30).
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1. INTRODUCTION

Passivation layers are deposited over the entire top sur-
face of Si or compound semiconductor wafers to form an
insulating protective coating for the semiconductor. This
procedure guards against environmental contamination
that might lead to increased surface leakage currents, and
also against mechanical damage during assembly and
packaging. Some of the desirable properties of passivat-
ion-layer materials include good scratch protection of the
underlying interconnect metallurgy, impermeability to
moisture and alkali (Naþ , Kþ ) ions, low stress (o5�
108 dyn/cm2, preferably compressive), conformal step cov-
erage, and etchability with excellent uniformity and ad-
hesion [1]. While thicker passivation layers would
normally be desirable because of the improved mechani-
cal protection they afford, there is generally an upper limit
to the thickness in order to avoid cracking. The primary
inorganic dielectric passivation films are SiO2 and SiNx,
while polyimides and epoxy resins are used for low-cost
polymer encapsulation. The thermal stability require-
ments are obviously lower for final passivation coatings
than for interlevel dielectrics.

Patterns are formed in the passivation-layer material by
either wet (for phosphosilicate glasses) or dry (for SiNx or
polymers) etching to enable electrical contact to the com-
pleted circuit. The area of these contact pads is sufficiently
large (100� 100mm2) that wet etching is acceptable [2].

2. TYPES OF PASSIVATION LAYER

2.1. Phosphorous-Doped SiO2 [Phosphosilicate Glass (PSG)]

The addition of P (2–6 at%) to SiO2 reduces film stresses
and improves the barrier properties for minimizing alkali
and metallic ion contamination. If higher P contents are
used, corrosion of the underlying metal may occur if mois-
ture enters the circuit package; this results from reaction
of moisture with PSG to form phosphoric acid (H3PO4).
Electrochemical corrosion of Al interconnects will eventu-
ally lead to metallization failure.

These films are generally deposited by low-tempera-
ture chemical vapor deposition (CVD) (either at atmo-
spheric pressure, at low pressure, or by plasma
enhancement) with addition of phosphine (PH3) to the
gas flow to form P2O5 that is incorporated to form the PSG.
The reactions are SiH4þO2-SiO2þ 2H2; 4PH3þ5O2-
2P2O5þ 6H2. Atmospheric-pressure CVD PSG has im-
proved step coverage relative to undoped CVD SiO2 [3].
The PSG may be flowed at temperatures Z10001C to pla-
narize the surface topography, although this is seldom
done for passivation layers; only for interconnect isolation
layers. The phosphorus content is controlled by the
SiH4 : PH3 ratio in the gas flow. We emphasize that we

are dealing with films deposited from the gas phase, and
not with the direct thermal oxidation of Si in either dry O2

(SiþO2-SiO2) or steam (Siþ 2H2O-SiO2þ 2H2), which
is employed for the high-quality gate oxides in metal oxide
semiconductor (MOS) devices. Oxides grown by thermal
means range in thickness from 6 nm (tunneling oxides),
4–20 nm (gate oxide), 50–300 nm (capacitor dielectrics),
200–500 nm (mask oxide, surface passivation oxide), to
300–1000 nm (field oxide).

2.2. Silicon Nitride

Stoichiometric silicon nitride has the formula Si3N4, but
films deposited by plasma-enhanced CVD (PECVD) tend
to contain large quantities of hydrogen (10–30 at%) and to
be nonstoichiometric, and are thus collectively referred to
as SiNx. It is common as a passivation-layer material be-
cause of its scratch resistance and impermeability to mois-
ture and alkali ions. In the case where it is deposited over
Al metallization, the process temperature must be kept
low, and PECVD is preferred [4]. These films generally
have a relatively high compressive stress, which can lead
to cracking or enhanced void formation in Al intercon-
nects. There are three main applications for silicon nitride
in VLSI technology: as a gate dielectric in metal nitride
oxide semiconductor (MNOS) transistors, as a mask for
selective oxidation of silicon, and as a final passivation
layer for ICs. When used for the first two applications the
silicon nitride is deposited by low-pressure CVD at 700–
9001C through the reaction 3SiCl2H2þ 4NH3-Si3N4þ

6HClþ 6H2. The dielectric strength of this material is
generally B107 V/cm with tensile stress o2� 1010 dyn/cm2.
The thermal stability is excellent, and usually only one IR
band (at B870 cm–1 due to Si ¼ N bonds) is present. For
passivation applications, the deposition is performed at
200–4001C through the reaction SiH4þNH3 (or N2)-
SixNyHzþH2. The dielectric strength of this material is
B6� 106 V/cm with compressive stress o1010 dyn/cm2. The
thermal stability is variable, and two bands (due to Si ¼ N
at B870 cm–1 and Si ¼ Hat 2187 cm–1) dominate the IR
spectrum. The large hydrogen concentration may be detri-
mental, leading to threshold voltage shifts in devices and
acceleration of hot-electron aging effects in MOS transis-
tors. Lower hydrogen concentrations may be obtained when
SiH4/N2 mixtures rather than SiH4/NH3 mixtures are em-
ployed in PECVD [5].

2.3. Silicon Oxynitrides

These are formed by reacting SiH4 with N2O and NH3

mixtures, leading to SiOxNy(Hz). These have alkali ion and
moisture barrier properties similar to those of silicon nit-
ride and are less permeable to these entities than are ox-
ides. The stress of these films is intermediate between that
of atmospheric-pressure CVD oxides (tensile) and plasma-
deposited oxides and nitrides (compressive), and can be
tailored by optimizing the deposition conditions. Typically
PECVD oxynitride layers contain about half the hydrogen
concentration found in PECVD nitrides.

Bilayers consisting of an initial PECVD oxide followed
by PECVD nitride are becoming increasingly popular.
The presence of the oxide reduces mechanical stress and
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hydrogen content of the passivation layer, while the nit-
ride overcoating provides a barrier for moisture and alkali
ions. The dielectric films may then be coated with a polyi-
mide for cushioning during loading of the individual die.

3. INTERLEVEL DIELECTRICS AND POLYIMIDES

Since individual transistors must be wired together with
other circuit elements (resistors, inductors, capacitors) to
complete the integrated circuit, connections between de-
vices are critically important. Interconnections between
devices are generally formed by covering the entire sur-
face of the wafer, then masking the lines to be retained
and etching away all the metal not being used. In connec-
tion of a die to external circuitry, the metallization on the
Si surface terminates in a relatively large area referred to
as a bonding pad, to which a wire can easily be attached.
There are several requirements for an ideal metallization
scheme, including low resistance, good adhesion, and
ohmicity on Si. Aluminum is the most common metal em-
ployed, and gold is also used in some situations. Al and Cr
adhere very well to SiO2, especially if sintered at Z3001C
to balance bonding [6].

The wiring delay may be the determining factor in the
overall speed of a circuit, and therefore much attention is
paid to the design of multiple wiring planes to minimize
interconnect length. The multilayered metallization is iso-
lated by interlevel dielectric layers, and a final passivation
film is employed for environmental protection. In a metal
oxide semiconductor transistor (MOSFET), for example,
the total effective capacitance and resistance of the device
at the gate and interconnect level produce an RC time
constant tRC of [7]

tRC¼
r
t
¼

L2Eox

tox
ð1Þ

where r is the resistivity of the interconnect material, L
its length, t its thickness, and Eox and tox are the permit-
tivity and thickness of the oxide that separates the inter-
connect from the semiconductor. Since the interconnect
length increases with circuit complexity, multilevel de-
signs must be employed to maintain circuit speed (sche-
matic shown in Fig. 1).

On the basis of Eq. (1), we would ideally want a low
dielectric constant insulation that was also as thick as
possible. There are, however, many reasons why film
thickness must be limited: (1) the metal levels are con-
nected by holes etched into the intervening dielectric in-
sulators, and to ensure metal continuity through these via
holes, the overlying metal would also have to be made
thicker (step coverage), and the intralevel capacitance
would increase; and (2) it is difficult to etch high-aspect-
ratio vias because of limitations in mask robustness and
also in lithographic resolution in the type of thick resists
needed to act as a mask for deep dielectric etching. This
generally necessitates the use of bilevel or trilevel mask
schemes, involving a thick imaging resist, a thin transfer
layer, and a thick planarizing resist or polyimide. This
adds considerably to process complexity, however.

In addition to a low dielectric constant, it is desirable
that the interlevel dielectrics have high breakdown
strength (B107 V/cm), high resistivity (41012O . cm), low
compressive stress, good adhesion, and impermeability to
moisture and alkali ions.

3.1. Polyimides

These have reasonable thermal stability and lower dielec-
tric constant (2.9–3.7) than do inorganic dielectrics such
as SiO2 (3.8–4.2) or Si3N7.4. They planarize underlying to-
pography, but many polyimides absorb moisture on expo-
sure to air, which in general increases the effective
dielectric constant and semiconductor surface leakage.
This is a major drawback, and it has been addressed by
use of bilayer structures in which an inorganic dielectric is
placed over the polyimide. However, this adds process
complexity and may not gain much in terms of reducing
the effective dielectric constant [8].

Polyimides generally have low stress and good step
coverage, and deposition is by spin coating, which makes
the process inexpensive, even though the polyimides
themselves may be relatively expensive. As with photore-
sists, the prepolymer is applied to the wafer, and curing at
elevated temperature is necessary to convert the precur-
sor into the polyimide. Since the adhesion of polyimides to
Al is poor, an adhesion promoter or thin layer of a material
such as Cr is necessary to improve bonding to the metal.
Moreover, moisture or outgassing from the polyimide may
deform the metal overlayers.

Two further drawbacks are the lower thermal conduc-
tivity compared to inorganic dielectrics and the inferior
resistivity and breakdown voltage of polyimides. Dry
etching to form via holes is readily accomplished with
O2-based plasma chemistries.

3.2. Inorganic Insulators

Inorganic insulators in common use are based on undoped
or B- or-P-doped SiO2, or Si3N4 (or SiNxH4) or silicon oxy-
nitrides, as discussed earlier. Spin-on glasses (SOGs) have
good gap-filling/planarizing capabilities and are low-cost.

Source Drain
Gate

Metal 1

Metal 3

Metal 2
Dielectric 1

Dielectric 3

Dielectric 2

Semiconductor

Figure 1. Simplified cross section of a three-level metal inter-
connect scheme on a metal oxide semiconductor transistor (after
Ref. 7).
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The most common form is siloxane SOG, a partially hy-
drolyzed mixture of tetrafunctional siloxane oligomer.
While their gap-filling qualities are well established, al-
ternative technologies such as low-pressure CVD with
high-density plasmas or tetraethoxysilane (TEOS)/silane
processes are attractive at small dimensions and high as-
pect ratios. Since many of the new materials being inves-
tigated are not strictly glasses, but dielectrics, they are
referred to as spin-on dielectrics (SODs). Spin-on insula-
tors are most commonly applied in processing of memory
chips, which are more cost-sensitive and have a more
suitable dense regular array geometry relative to logic
chips [9].

The SOG films are typically sandwiched between two
oxide layers which are usually B1000 Å thick; SOG is
B3000 Å thick. If the top layer is subsequently chemically,
mechanically (chemicomechanically) polished (CMP) for
planarization, it is generally at least 1 mm thick, that is, as
thick as the tallest underlying feature. This combination
of gap filling with low dielectric constant spin-on glass,
followed by CMP, is a promising technology for global
planarization even at very small critical dimensions
(�0.25 mm).

An area receiving a lot of attention is the issue of via
poisoning, which occurs when the sidewall of an SOG fea-
ture is damaged during plasma ashing. When the SOG is
damaged in this fashion, it can readily absorb moisture,
which can outgas when the metal is in place and poison
the via by leading to formation of metal oxides. These pro-
duce high via resistance. Excessive temperature (45001C)
as well as plasma exposure will cause a hydroscopic sur-
face on an organic SOG, and the plasma ashing may lead
to the presence of carbonaceous resides, which also create
high via resistance.

Some newer organic, low-dielectric constant materials
are formed to exhibit much improved moisture-generating
characteristics, and a number of methods have been em-
ployed to eliminate via poisoning in conventional materi-
als. These include Ar plasma exposure, ion-beam and
electron-beam curing, and implantation of species such
as As in order to produce a thin skin of silicatelike mate-
rial on the sidewall that is impervious to moisture.

Low-dielectric-constant materials as replacements for
polyimides or SiO2 and Si3N4 are an avenue to improve
chip speed and avoid crosstalk between adjacent metal
lines [10]. The dielectric constant of PECVD SiO2 (B4.2)
can be reduced to around 3.5 by adding small amounts of
fluorine. Poly arylene ethers have a dissociation constant
of Ko3, while nanoporous silica (often classified as nano-
foams and xerogels) have values under 2. A variety of low-
K spin-on materials are under development. In addition,
CVD low-K materials based on amorphous carbon, dia-
mondlike carbon, or methyl silane/hydrogen peroxide, are
under development. In most of these materials, direct con-
tact with the metal is not desirable because of stress and
hillock growth, and they are generally embedded in an
oxide layer sandwich.

Currently the forecast for future trends in dielectric
materials calls for K values of o2.0 by 2004 [11]. These
correspond to a capacitance in fF/mm of 0.24 for feature
sizes of 0.10 mm and 6–8 metal layers. In the short term,

fluorinated silicon dioxide (FxSiO4) films are of great in-
terest for intermetal dielectrics since they retain many of
the properties of SiO2 while achieving a modest reduction
in dielectric constant. Since fluorine is the most electron-
egative and least polarizable element, incorporation of
fluorine reduces the number of polarizable Si ¼ OH bonds
and thus lowers the dielectric constant. Typical fluorine
concentrations in these films range from 2 to 14 at%.
The precursors for depositing FxSiO4 films are widely
available and are inexpensive compared to alternatives
such as fluorinated paralyenes. Moreover, the films are
easily deposited in existing process tools, facilitating pro-
cess integration.

A number of different inorganic precursors have been
reported for depositing FxSiO4 films, including the follow-
ing chemistries: Si(OC2H5)4 with additional of NF3, CF4 or
C2F6, SiF4 with additions of SiH4, O2 or N2O, and FSi
(OC2H5)3 with additions of O2 or H2O. It is possible to
produce stacked films using sequential deposition and a
sequence of O2, C2F6, and O2 to form an oxide/fluorinated
silicon dioxide/oxide structure. Deposition has been per-
formed with predominantly plasma-enhanced CVD, but
atmospheric pressure CVD has also proved effective.
High-density plasma deposition appears very promising
because simple precursor chemistries of SiH4, SiF4, and
O2 can be used that contain no carbon that might be in-
corporated. These films have low hydroxyl bond density
and are generally reported to have dielectric constants
lower than those of conventional PECVD films.

There is also an optimum fluorine concentration in
FxSiOy films. While the dielectric constant decreases
with increasing fluorine density, for values Z15 at% the
films are more susceptible to moisture absorption. This
may result from an excessive number of dangling or weak-
ly bound fluorine atoms. The stability of such films can be
improved by either increasing the deposition temperature
or applying an RF chuck bias to densify the film during
deposition. The sandwich-type structures are obviously
much more stable with respect to water absorption. The
gap-filling ability and planarizability of FxSiO4 films ap-
pear to very good, with numerous reports of void-free gap
filling for a 0.35-mm space pattern with an aspect ratio of
3.8. Some authors have found that addition of C2F6 to
PECVD TEOS films substantially improved the gap-filling
characteristics. Other advantages of FxSiO4 films include
reduced hillock formation in aluminum–alloy interconnec-
tions, longer lifetimes under bias stress, and lower Si/SiO2

interface trap densities.
In summary, fluorinated SiO2 has dielectric constants

in the range 3.0–3.5 and is readily deposited using existing
production equipment and relatively straightforward
chemistries. The gap-filling properties for o0.5mm fea-
ture sizes with aspect to ratio 42.3 : 1 intermetal spacing
is improved by fluorine addition to silicon dioxide.

4. TRENDS IN METALLIZATION

The semiconductor industry has relied on Al metallization
from its inception in the early 1960s because it is a well-
established, reproducible, low-cost technology. Early on it
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was found that the electromigration resistance of Al could
be improved by addition of small quantities of copper.
However, improved metallization schemes are desirable.
Table 1 shows some of the characteristics of the main con-
tenders. Currently the most common scheme for intercon-
nects is Al-based metallurgy embedded in an oxide/nitride
dielectric, with refractory metal plugs for via connections.
The Al alloys, CVD tungsten for plugs, with typical liners
of Ti/W or Ti/TiN are well established and are basically
industry standards.

There is extensive development on squeezing additional
performance from the standard structures, including diffu-
sion barriers for Al reflow, CVD tungsten for filling contacts
or vias, use of CVD for the liner materials instead of phys-
ical vapor deposition (especially for o0.30-mm vias, where
coverage is a major challenge), improved Al deposition tech-
niques and use of chemico-mechanical polishing (CMP) for
global planarization. While CMP is well established for
hard metals such as W and for dielectrics, there is still work
to be done in perfecting its use for Al alloys and copper. The
role of microstructures and voids in Al lines is critically
important, as is the role of stresses on their reliability. New
deposition techniques that might allow improved electro-
migration resistance, stress migration resistance, and im-
proved yields, coupled with new developments in low-
dielectric-constant materials, are the key focus.

4.1. Chemical Vapor Deposition of TiN

TiN is important as a liner material in via connections and
serves as a nucleation layer to improve adhesion of W in
these vias. It also prevents attack by WF6 during W plug
filling. Conformal deposition using the thinnest possible
films is desirable in order to reduce interconnect stack
thickness and via resistance, since TiN has a resistivity
higher than that of any of the other components of the
metallization (Ti, Al, and W). Moreover, the barrier prop-
erties must be thermally stable during the various ther-
mal cycles encountered in a process sequence.

TiN films deposited by reactive sputtering (physical
vapor deposition) generally have inadequate conformality

for o0.5-mm applications with high aspect ratio. Collimat-
ed sputtering may not be able to produce sufficient side-
wall coverage, and therefore there is a strong effort to
develop CVD TiN [12].

The most common inorganic precursor is TiCl4, which
is reduced by NH3 to produce TiN deposition. Deposition
temperatures below B5501C lead to high concentrations
of Cl incorporated in the films (B5 at%), and even at
7001C there may be B1 at%. The film resistivity increases
with decreasing deposition temperature. Typical values of
85 mO � cm are obtained at 7001C, similar to the values ob-
tained by reactive sputtering. The incorporation of Cl is, of
course, a potential corrosion issue with Al metallization.
Electron Cyclotron Resonance (ECR) CVD can also be em-
ployed, but again temperatures above 4001C must be used
to minimize Cl incorporation.

Use of metallorganic precursors enables lowering of the
deposition temperature below 4001C so that not only the
contact level, but also via, metal 2 and even higher
layers can be metallized. The main precursor tried has
been tetrakis(diethylamido)titanium, Ti[N(CH3)2]. A basic
problem with all metalorganic precursors is incorporation
of C, usually at the 2–3 at% level, and often poor step cov-
erage. A new approach to overcome this is by thermal de-
composition of Ti [N(CH3)2]4 followed by an in situ N2

plasma treatment. This produces excellent conformal cov-
erage even at high aspect ratio with an absence of gas-
phase reactions. Contacts consisting of W plugs with 200 Å
CVD TiN as a glue layer performed very well using
this TiN deposition process. The N2 plasma treatment
improves stability and reduces sensitivity to moisture
uptake.

4.2. CVD of Tungsten

Conventional PVD techniques such as sputtering have
problems with filling of high-aspect-ratio vias, and thus
CVD is being pursued as a solution. The combination of
blanket W CVD, followed by etchback is currently the best
alternative to sputtered Al. The deposition occurs by the

Table 1. Properties of Potential Interlayer Metals (After ref. 7)

Metal

Property Cu Ag Au Al W

Resistivity (mOm) 1.67 1.59 2.35 2.66 5.65
Thermal conductivity (W cm–1) 3.98 4.25 3.15 2.38 1.74
Coefficient of thermal expansion�106(1C)–1 17 19.1 14.2 23.5 4.5
Melting Point (1C) 1085 962 1064 660 3387
Specific heat capacity (J Kg–1 K–1) 386 234 132 917 138
Corrosion in air Poor Poor Excellent Good Good
Adhesion to SiO2 Poor Poor Poor Good Poor
Deposition

Dry X X X Yes Yes
Wet Yes Yes Yes Yes Yes

Delay (ps/mm) 2.3 2.2 0.2 3.7 7.8
Self-diffusion

Activation energy (eV) 2.19 1.97 1.81 1.48 5.47
Prefactor (Do) (cm2/s) 0.78 0.67 0.091 1.71 0.04

Source: After Ref. 7.
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reduction of WF6:

WF6þ 3H2 !Wþ 6HF "

This produces void-free filing of vias at typical pressures of
80 torr. Typical film resistivity isZ10 mO . cm, several
times the bulk value (5.65 mO . cm at 300 K), due to the
columnar microstructure that traps fluorine. Reduction of
the tungsten hexafluoride with B2H6 eliminates fluorine
more efficiently than does H2 alone [13].

CVD tungsten films have poor adhesion to SiO2, be-
cause of formation of tungsten oxide. This necessitates the
use of TiN or TiW liners, which in addition prevent etching
of the Si by WF6.

It is also possible to achieve selective tungsten CVD,
which then eliminates the need for etchback, and for liner
materials. The major issues with this technology are dam-
age to the Si via cleaning prior to deposition and nonuni-
form via hole filling across large-area wafers. Silicon
consumption through the reaction

2WF6þ 3Si! 2Wþ 3SiF4 "

occurs until a self-limiting growth of B200 Å of W is formed.
Since WF6 does not react with SiO2 readily at low tem-
peratures, it is straightforward to deposit W selectively on
patterned wafers. To lower the deposition temperature,
SiH4 reduction is used in place of H2 reduction.

An alternative to tungsten CVD is to employ Al sput-
tering and a reflow step. This can be achieved either by
high-temperature Al sputtering, in which the vias fill be-
cause of the enhanced surface mobility, or by a cold sputter
deposition and subsequent high-temperature sputtering.
The reflow temperature is reduced from B4801C for
Al/0.5%Cu to as low as 3001C for Al/5%Ge/0.5%Cu, allow-
ing efficient via and contact hole filling at relatively low
temperatures using Al reflow sputtering. The filling
characteristics of Al into vias is strongly dependent on
the underlying film material. Al has poor wettability on
SiO2, and poly Si, MoSi2, or Ti is generally used as a glue
layer [14].

For process simplicity it would be desirable to have a
single metallurgy for global interconnects, but no one ma-
terial has the requisite sheet resistance, electromigration
resistance, contact resistance to nþ and pH Si, adherence,
step coverage, etchability, corrosion resistance, and avail-
ability of uniform, low-defect density deposition tech-
niques. Al meets most of the requirements and hence is
the most widely used. Layered metallizations are used,
with the conductive layer as the middle layer [15]. The
bottom layers are used for adhesion to the oxide and as
barriers to Si. In the case of Al, layering with the refrac-
tories Ti, TiW, and TiN improved the reliability of the Al
metallization, allowing its use to be extended to 0.18-mm
critical-dimension devices.

4.3. Effect of Stress

Since Al films are typically deposited at B2001C, with Al
plugs at 4501C, cooling to room temperature puts the

Al into tension because of its higher thermal expansion
coefficient relative to the Si wafer. These stresses are gen-
erally high enough to cause plastic deformation, and
stress relief may involve flow of material from the top sur-
face to the bulk of the film. Spatially nonuniform flow may
lead to voids that are failure sites during subsequent pro-
cess steps.

After patterning of the Al, dielectric deposition typically
around 4001C is performed, leading to compressive stress-
es in the Al lines that are larger in wider lines. These
stresses may produce hillocks in the Al, which can be sup-
pressed by addition of Cu to the Al alloy. Once the metal
lines are encased in dielectric, they develop a uniform hy-
drostatic tensile stress that may be relieved by formation
of voids. The addition of capping layers such as TiW or Ti
can suppress these voids.

The basic causes of stress in interconnect structures
are [16]

1. Thermal expansion coefficient differences with the
Si

2. Deposition under nonequilibrium conditions

3. Changes in chemical composition (e.g., absorption of
moisture in silica-based glasses or evolution of hy-
drogen from nitrides during heating)

4. Solid-state chemical reactions involving volume
changes

5. Structural changes such as plastic flow, amorphous-
to-crystalline transistors, or relaxation effects

6. Electromigration

The most obvious effects of mechanical stress are crack-
ing of brittle materials, delamination of films, and forma-
tion of voids in metal lines.

Silicon wafer

Oxidation

SiO2 pad

SiO2 

Si3O2 

SiO2 

"Bird' s beak"

Nitride removal

Figure 2. Simplified process sequence for localized oxidation of
Si (after Ref. 1).
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5. ISOLATION TECHNOLOGIES

The two basic methods for device isolation and prevention
of crosstalk are junction isolation, in which each active
region of a transistor is surrounded by a reverse-biased pn
junction, and oxide-based (insulator) technologies [1]. The
former is employed for bipolar transistors and the latter
for metal oxide semiconductor (MOS) circuits. The indi-
vidual components of the circuit are interconnected by
metal stripes that run across the oxide. Figure 2 shows a
schematic of a simple local oxidation of silicon (LOCoS)
process, in which a thin pad oxide is thermally grown
(20–60 nm) to cushion the transition of stresses between
the Si and the subsequently deposited nitride. The latter
is generally put down by CVD to a thickness of 100–
200 nm, and its purpose is to prevent oxidation, specifical-
ly, oxidation mask. The nitride/pad oxide is patterned by
dry etching, and a channel-stop implant is performed in
the field region. A field oxide is then grown by wet oxida-
tion at B10001C for 2–4 h to create a thickness of oxidized
Si of 300–1000 nm. There is some lateral oxidation under
the edges of the nitride mask that tapers into the pad ox-
ide (the ‘‘bird’s beak’’ encroachment). The nitride mask is
then removed by wet etching. This simple process has a
number of limitations for submicrometer technologies, in-
cluding the lateral encroachment of the field oxide into the
active device region, redistribution of the implanted

boron, poor surface topology, and width-dependent field
oxide thickness. These have been addressed by a number
of advanced LOCoS isolation processes and sidewall-
masked isolation techniques.

6. PASSIVATION OF COMPOUND SEMICONDUCTORS

For microwave power amplification in satellite links and
wireless communication applications, the AlGaN/GaN
high-electron-mobility transistor (HEMT) has emerged
as the most promising device. A typical Al0.3Ga0.7N/GaN
HEMT shows a sheet carrier density up to B1.5� 1013 cm2

(roughly an order of magnitude higher than for GaAs
HEMTs), a unity current gain frequency (fT) of 65 GHz,
and a maximum oscillation frequency (fmax) of 180 GHz.
Output powers up to 9.8 W/mm at 8 GHz (power-added ef-
ficiency at 47%) have been reported for large periphery
GaN HEMTs, while it has also been shown that these de-
vices can achieve low microwave-added noise figures (NF
¼ 0.6 dB at 10 GHz), while maintaining a large breakdown
voltage (460 V) and hence a large dynamic range.

One frequently reported problem in these devices is
that the RF power obtained is still much lower than ex-
pected from the DC characteristics. This problem is man-
ifested by a collapse in drain current or by frequency
dispersions in the transconductance and output resis-
tance, leading to severely reduced output power and pow-
er-added efficiency. Several mechanisms have been
identified as the causes, including the presence of surface
states between the gate and the drain that deplete the
channel in this region over a time constant long enough to
disrupt modulation of the channel charge during large
signal operation or of trap states in the buffer layer (Fig. 3,
top). Several studies have shown that the use of SiNx

passivation layers can be effective in reducing the effects
of surface states. One drawback of typical plasma-en-
hanced chemical vapor deposited SiNx is the high hydro-
gen content, which could migrate into the GaN or the gate
metallization. Two alternative candidates for HEMT
passivation are MgO and Sc2O3, which are under devel-
opment as gate dielectrics for GaN. A comparison of the
properties of various dielctrics for compound semiconduc-
tors is shown in Table 2. In particular, the oxides have
larger bandgaps (8 eV for MgO and 6.3 eV for Sc2O3) wider
than the previously reported Gd2O3 (5.3 eV) and smaller

GaN Transistor

Surface state

Source Gate Drain

AIGaN

GaNe-

Crystal
imperfections

"SI"GaN

Figure 3. Schematic cross section of typical GaN-based high-
electron-mobility transistor, showing degradation of current flow
by depletion caused by surface traps.

Table 2. Material Properties for GaN and Various Dielectrics

GaN [1] SiO2 [2–4] SiNx [4] AlN [5–7] GGG [8] Gd2O3 [8–10] Sc2O3 [1-] MgO [12,12]

Structure W A A W or A A B B N
Lattice constant 3.186 — — 3.113 10.813 9.845 4.2112
Atomic spacing in the (111) plane — — — — — 3.828 3.4807 2.978
Mismatch to GaN (%) — — — 2.3 — 20.1 9.2 –6.5
TMP (K) 2800 1900 2173 3500 2023 2668 2678 3073
Bandgap (eV) 3.4 9 5 6.2 4.7 5.3 6.3 8
Electron affinity (eV) 3.4 0.9 — 0–2.9 — 0.63 — 0.7
Workfunction (eV) — — — 0.9–1.2 — 2.1–3.3 4 3.1–4.4
Dielectric constant 9.5 3.9 7.5 8.5 14.2 11.4 14 9.8

Key: W¼wurtzite, A¼ amorphous, B¼ bixbyite,N¼NaCl.
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lattice mismatches to GaN (6.5% for MgO and 9.2% for
Sc2O3 vs. 20% for Gd2O3). Layers of these materials de-
posited by molecular-beam epitaxy (MBE) on AlGaN/GaN
HEMTs prevent much of the lag response found in un-
passivated devices [17].
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PERIODIC STRUCTURES
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Pavia, Italy

1. INTRODUCTION

A structure is defined as being ‘‘periodic’’ when it can be
obtained as the combination of infinite replicas of a ‘‘unit
cell’’ appropriately shifted along translation vectors. Ac-
cording to the number of translation vectors, a periodic
structure can be one-, two-, or three-dimensional. In par-
ticular, a one-dimensional periodic structure is simply a
uniform linear array of identical elements; a two-dimen-
sional periodic structure consists of a planar array of
element arranged in a doubly periodic grid; in the case
of three-dimensional periodic structure, the elements are
arranged in a lattice.

In the real world any structure is limited in space and,
therefore, rigorously periodic structures do not exist. Nev-
ertheless, if an array is large enough, most of the inner
elements practically ‘‘see’’ an infinite array environment,
and for many applications their behavior can be well
approximated by the uniform behavior of elements in an
infinite periodic structure.

The reason for considering the infinite array model is
that this permits a substantial reduction in the analysis
computational complexity. In fact, the electromagnetic
field inside a uniformly excited periodic structure is the
same in any cell (apart from a phase shift), and therefore
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the analysis of the whole structure can be reduced to an
investigation of the unit cell. From the computational per-
spective, this often means a reduction in computing time
and memory requirement roughly proportional to the
square or cube of the number of array elements.

Periodic structures are widely used in the microwave
and millimeter-wave ranges for a variety of applications in
both circuits and antennas. They also find many applica-
tions in the infrared and optical regions. They are usually
made of metal, dielectric, or a combination of both.

Periodic structures commonly used in the microwave
range are described in Section 2, along with their opera-
tion principle, applications, and fabrication issues. The
basic theory for the study of the propagation of electro-
magnetic waves in periodic structures is discussed in Sec-
tion 3, where Floquet’s theorem and Brillouin zones are
discussed. Finally, Section 4 presents some numerical
techniques, widely adopted for the analysis of periodic
components operating in the microwave and millimeter-
wave regions.

2. OPERATION PRINCIPLES OF PERIODIC STRUCTURES

This section presents some examples of periodic struc-
tures, widely used in the microwave and millimeter-wave

ranges. In particular, the geometry, operation principle,
most commonly used fabrication techniques and most sig-
nificant applications of these components are described
and discussed at an introductory level.

Five classes of periodic structures are considered: pe-
riodically loaded transmission lines and polarizing grids
(which are one-dimensional periodic structures), frequen-
cy-selective surfaces and quasioptical arrays (which are
two-dimensional periodic structures), and metamaterials
(which can be one-, two-, or three-dimensional periodic
structures, depending on the applications).

2.1. Periodically Loaded Waveguides and Transmission Lines

Waveguides and transmission lines loaded at identical in-
tervals with reactive elements are a simple example of
one-dimensional periodic structures (see, e.g., Ref. 1,
Chap. 8). The reactive elements adopted in these struc-
tures usually consist of metallic diaphragms that close a
portion of the cross section of a waveguide or a coaxial line
(Fig. 1).

Periodically loaded waveguides and transmission lines
have two common properties:

1. They present a discrete set of passbands separated
by stopbands, specifically, frequency bands where the elec-
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Figure 1. One–dimensional periodic structures:
(a) side and front views of a coaxial line periodi-
cally loaded with circular diaphragms; (b) side and
front views of a rectangular waveguide loaded with
capacitive diaphragms; (c) lumped-element equiv-
alent circuit, consisting of a transmission line load-
ed at intervals d by a lumped susceptance jB.

3676 PERIODIC STRUCTURES



tromagnetic wave propagates in the structure without at-
tenuation (except for metal losses), separated by frequen-
cy bands where the wave is highly attenuated and cannot
propagate in the periodic structure. The physical expla-
nation of this behavior can be easily understood by con-
sidering the equivalent circuit shown in Fig. 1c, where the
periodic structure is modelled as the cascade of transmis-
sion-line sections with length d and lumped shunt sus-
ceptances jB. At those frequencies where the length d is a
half-wavelength (or an integer number of half wave-
lengths), the transmission-line sections play no role and
all susceptances are seen in parallel. Therefore, at these
frequencies, the line is practically loaded with an infinite
susceptance, and no power flows along the periodic struc-
ture. This property of periodically loaded transmission
lines is particularly interesting for filtering purposes. To
this aim, a tapered transition section is typically used for
matching the periodic structure to the input/output trans-
mission line [1]. The matching tapered section consists of a
section of periodic structure, where the reactive loads
gradually reduce to zero.

2. Periodically loaded transmission lines support the
propagation of slow waves: waves with a phase velocity
much smaller than the speed of light. This property can be
easily understood by considering that the phase velocity of
a smooth transmission line is given by

vp¼ ðLCÞ�1=2
ð1Þ

where C and L are the capacitance and the inductance per
unit length, respectively. If the metallic diaphragm be-
haves as a lumped capacitance C0 added at interval d (as
shown in Fig. 1), the value of the capacitance per unit
length is increased, whereas the inductance per unit
length is unchanged. Therefore, the following phase ve-
locity results:

vp¼ L Cþ
C0

d

� �� ��1=2

ð2Þ

The possibility of supporting slow waves is particularly
important in traveling-wave-tube circuits and linear ac-
celerators. In fact, in these applications, the electromag-
netic field interacts with an electron beam, whose velocity
is often 10–20% of the speed of light. Since an efficient
interaction is obtained only when the two velocities
are similar, a component able to support a slow wave is
required [2].

2.2. Polarizing Grids

Polarizing grids are one-dimensional periodic structures,
widely used in antennas and quasioptical systems,
and play an important role in polarization processing
systems [3].

The simplest configuration of polarizing grids consists
of an array of parallel conductors (round wires or flat
strips), with dimension w and spacing g much smaller
than the wavelength of the incident wave (Fig. 2a). When
they are illuminated by an electromagnetic wave, these

grids reflect completely the component of the incident field
parallel to the wires, and are transparent for the compo-
nent of the field perpendicular to the wires. Polarizing
grids, operating in the millimeter- and sub-millimeter-
wave regions, usually consist of slightly stretched metallic
wires supported by a frame. In the microwave region, lin-
ear arrays of strips printed on a dielectric substrate are
typically preferred.

If the condition that the wire spacing is much smaller
than the wavelength is removed, polarizing grids exhibit a
frequency-dependent behavior. In particular, at low fre-
quency the component of the incident field parallel to the
wires is completely reflected, whereas at high frequency
the grid becomes practically transparent. When consider-
ing the field component parallel to the wires, the behavior
of the grid can be modeled as a shunt inductance, which
short-circuits the incident wave at low frequency, and
plays no role at high frequency. Therefore, these compo-
nents are named inductive grids.

The complementary structure, termed the capacitive
grid, consists of a linear array of wide metal strips sepa-
rated by narrow gaps (Fig. 2b). When considering the field
component perpendicular to the gaps, this grid can be
modeled as a shunt capacitance; the grid is practically
transparent at low frequency, whereas it reflects most of
the incident power at high frequency.

2.3. Frequency-Selective Surfaces (FSSs)

Frequency-selective surfaces are planar periodic struc-
tures, consisting of either an array of metallic patch ele-
ments patterned on a dielectric substrate (capacitive FSS;
Fig. 3a), or a metallic screen perforated periodically with
aperture elements (inductive FSS, Fig. 3b [4]). They are
illuminated by an incident electromagnetic wave (which is
considered planar and uniform in most cases), and their
objective is to be transparent at some frequencies, and to
reflect the incident wave in the specular direction at other
frequencies.

When they are illuminated by a uniform plane wave,
capacitive and inductive FSSs exhibit a nearly comple-
mentary behavior. At low frequency, the dimension of the
array elements is much smaller than the wavelength;
therefore, in the case of capacitive FSSs, the printed ele-
ments play no role and the periodic structure is practically
transparent (apart from the reflection due to the dielectric
substrate); conversely, in the case of inductive FSSs, the

g

w

Metal strip Metal strip Air gap

Air
gap

w

g

(a) (b)

Figure 2. Polarizing grids: (a) inductive grid, consisting of nar-
row metal strips separated by wide gaps; (b) capacitive grid, con-
sisting of wide metal strips separated by narrow gaps.
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apertures are waveguides below cutoff and the structure
practically behaves as a solid metallic mirror. When the
frequency approaches the first element resonance, capac-
itive FSSs reflect completely the incident wave, whereas
inductive FSSs are practically transparent. At frequencies
higher than the first resonance, the reflected and trans-
mitted fields are not a single uniform plane wave, due
to the presence of grating lobes (or diffracted orders),
which are additional plane waves propagating in different
directions.

The frequency response of FSSs is determined mainly
by the size and shape of the elements, their periodicity, the
thickness and the dielectric permittivity of the substrate
(for capacitive FSSs), the thickness of the metallic screen
(for inductive FSSs), and the direction of incidence of the
uniform plane wave. Different element shapes have been
used in the design of FSSs (Fig. 4). In many cases, the el-
ements have canonical shapes (rectangular or circular),
due to their easier electromagnetic modeling. On the other
hand, more complicated shapes can be adopted to obtain
better performance, in terms of stability of the resonance
frequency with the incidence angle, low cross-polarization
level, large bandwidth, or small band separation. To this
aim, the use of crosses, Jerusalem crosses, tripoles, rings
and square loops have been proposed [5]. In the case of
capacitive FSSs, the resonance frequency also depends on
the dielectric permittivity and thickness of the substrate.
In particular, for a given shape of the patch, the resonance
frequency shifts down when increasing the dielectric per-
mittivity of the substrate, since the dimension of the patch
in terms of wavelengths increases.

Various manufacturing techniques can be chosen for
the fabrication of FSSs. Capacitive FSSs can be obtained
by photolithographic processing, with good accuracy and
with no limitation in the element shape. Inductive FSSs
operating in the microwave and millimeter-wave ranges
are typically manufactured by the milling technique or by
drilling, in the case of circular holes. Conversely, the fab-
rication of inductive FSSs intended for operation in the
sub-millimeter-wave range is based mainly on galvanizing
growth or laser cutting [6].

FSSs find a number of applications in the microwave
and millimeter-wave regions for both scientific and com-
mercial purposes. In the microwave region, FSSs are used
as dichroic mirrors in large reflector antennas for radio-
astronomy applications [7]. The feeding network of such
antennas typically consists of beam–waveguide systems,
and the FSS combines the beams generated by two feeds
operating at different frequencies (Fig. 5). To this aim, the
FSS is practically transparent at one frequency and be-
haves as a mirror at the other frequency. In this way, two
feeds share the same reflector antenna, thus optimizing
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Figure 3. Frequency-selective surfaces with arbitrarily shaped
elements: (a) capacitive FSS, consisting of a periodic array of me-
tallic patches patterned on a dielectric substrate; (b) inductive
FSS, consisting of a thick metallic screen perforated periodically
with holes.
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Figure 4. Different element shapes adopted in the design of fre-
quency-selective surfaces.
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Figure 5. Reflector antenna using a frequency-selective surface
for combining two feeds operating at different frequencies.
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frequency reuse. For this kind of applications, the use of
inductive FSSs is mostly preferred, due to lower losses and
better power-handling capabilities. Another application of
FSSs in the microwave region is the bandpass radome [8];
at the operating frequency the signal passes through the
radome with minimum insertion loss, whereas at out-of-
band frequencies the signal is reflected. Moreover, FSSs
find wide commercial use in the screendoor of microwave
ovens; the perforated metal screen reflects completely the
microwave energy at 2.45 GHz, while allowing the light to
pass through, thus permitting to see the food inside the
oven. At higher frequency, FSSs are used as filters in qua-
sioptical systems, as diplexers, and as dichroic mirrors in
laser cavities and in Fabry–Perot interferometers.

2.4. Metamaterials

Metamaterials are a new class of components, which have
received a lot of attention since the 1990s for a variety of
applications from the microwave to the optical regions [9].
They are based on artificially engineered periodic struc-
tures, and their objective is the modification of the elec-
tromagnetic properties of materials or the suppression of
the electromagnetic wave propagation in certain frequen-
cy bands.

It is possible to identify three different classes of meta-
materials: electromagnetic bandgap (EBG) structures, ar-
tificial magnetic conductors (AMCs), and double-negative
(DNG) materials. However, because of the very recent or-
igin of these components, no standard nomenclature is
available yet.

EBG structures are periodic arrangements of dielectric
and/or metallic elements, where the propagation of elec-
tromagnetic waves is inhibited in a certain frequency
band. If the propagation is forbidden in all directions
and for all polarizations, there is a full bandgap. The be-
havior of electromagnetic waves in EBG structures is
analogous to the propagation of electrons in crystals; in
the case of crystals, the periodic arrangement of atoms or
molecules determines gaps in the energy band structure,
so that electrons are forbidden to propagate with certain
energies. Because of this analogy and since many appli-
cations were originally proposed in the field of optics,
EBG structures are also indicated as photonic crystals
(PCs) or photonic bandgap (PBG) structures. After some

discussions, the acronym EBG is becoming the standard
term in the microwave community [10].

The idea of EBG structures was first proposed by Yablo-
novitch in 1987 [11], starting from studies in semiconduc-
tor theory. Moreover, Yablonovitch made the first
prototype that exhibits a full electromagnetic bandgap in
the microwave region [12]. It consists of a modified dia-
mond structure, which is obtained by drilling a dielectric
material along three appropriately chosen directions.

Different EBG configurations have been then proposed;
they include metallodielectric structures, which are usu-
ally applied in the microwave and millimeter-wave rang-
es, and all-dielectric structures, which are preferred in the
optical frequency range. Examples of metallodielectric
EBG structures are two-dimensional arrays of metal
patches patterned on a grounded dielectric slab. Converse-
ly, an example of a one-dimensional dielectric EBG struc-
ture consists of a layered dielectric medium (Fig. 6a). Such
structures have been used since long time as high-reflec-
tivity mirrors in the infrared and optical regions: in fact,
by choosing the correct thickness of the dielectric layers
and their dielectric constants, it is possible to obtain very
high reflection at a given frequency. This structure is
known as a Bragg stack. More recently, two- and three-
dimensional dielectric periodic structure have been pro-
posed. In the 2D case, they are planar arrays of cylindrical
rods in a square or hexagonal lattice (Fig. 6b), whereas in
the 3D case they can be obtained by cross-stacking arrays
of dielectric rods (Fig. 6c) and are known as ‘‘woodpile’’
structures [13].

Artificial magnetic conductors (AMCs) are planar peri-
odic structures that reflect an incident plane wave without
phase reversal, like a perfect magnetic conductor (i.e., the
surface presents an infinite impedance). For this reason,
AMCs are also termed high-impedance surfaces. AMCs
are usually obtained by using metallodielectric planar pe-
riodic structures, which also exhibit EBG properties.
Therefore, AMC and EBG structures will be discussed
jointly here.

An interesting metallodielectric structure that pre-
sents EBG and AMC properties was proposed by Sieven-
piper [14]. It consists of an array of hexagonal metal
patches, patterned on a grounded dielectric substrate ac-
cording to a triangular grid and connected to the ground
plane by metallic vias (Fig. 7). Since the dimensions of the

x xy xy
z

(a) (b) (c) 

Figure 6. Examples of dielectric EBG structures: (a) stack of dielectric layers (1 D structure);
(b) planar array of dielectric rods (2 D structure); (c) woodpile structure (3 D structure).
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unit cell are much smaller than the wavelength, many
electromagnetic properties of this structure can be ex-
plained by using an equivalent-circuit model. The equiv-
alent model is a parallel LC circuit, where the capacitance
C is due to the gap between the metal patches and the
inductance L depends on the loop through the metal vias
and the ground plane (Fig. 7b). The impedance Zp of the
parallel LC circuits is given by

Zp¼
joL

1� o2LC
ð3Þ

where o is the angular frequency. The value of the im-
pedance is very large in a narrow band around the reso-
nance frequency o0¼ (LC)� 1/2. At frequencies around o0

the currents on the surface radiate very efficiently, due to
the resonance of the structure, and the structure sup-
presses the propagation of surface waves, thus exhibiting
an EBG behavior. Moreover, at the same frequency, due to
the large value of the impedance Zp, the structure has
high surface impedance, and therefore reflects the inci-
dent waves without the phase reversal that occurs in the
case of conducting plates (AMC behavior).

Another significant metallodielectric EBG structure
was proposed by Itoh and is the uniplanar compact

photonic bandgap (UCPBG) structure [15]. It is based on
a two-dimensional periodic structure, patterned on a
grounded dielectric substrate. The unit cell comprises
a square patch connected to four thin metal strips with
insets, located in the middle of each side of the square
(Fig. 8). This structure can also be described as a comple-
mentary Jerusalem cross, since the top conducting plane
is cut by an array of slots with a Jerusalem cross shape. In
this case, the structure is planar, with no need of metal
vias connecting the patches to the ground plane, thus re-
sulting in a reduced fabrication complexity. The electro-
magnetic behavior of the UCPBG structure can be ex-
plained by its equivalent lumped-element circuit; also in
this case, the equivalent model is a parallel LC circuit,
where C represents the fringing capacitance of the gaps
between the metal patches and the inductance L originates
from the narrow metal strips connecting the patches.

One of the most important applications of EBG struc-
tures and AMCs in the microwave range is related to the
design of printed antennas with high performance. In fact,
standard patch antennas printed on dielectric substrates
usually suffer from narrow bandwidth of operation, low
gain, and limited radiation efficiency [16]. It is known that
patch antennas exhibit good radiation efficiency when the
thickness of the substrate is about a quarter-wavelength.
With this particular substrate thickness, since the con-
ducting ground plane reflects the incident wave with a
phase reversal, the total phase shift of the round trip from
the antenna to the ground plane and back to the antenna
is equal to 3601 (Fig. 9a). Therefore, the reflected wave
is in phase with the direct wave, thus resulting in a
constructive interference. Conversely, if the substrate
thickness is smaller than a quarter-wavelength, the
direct wave and the wave reflected by the ground plane

Conducting patch

Metal via
Dielectric substrate

+ _C

+ _

L

Ground plane

(a)
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Figure 7. EBG structure consisting of an array of metallic mush-
rooms on a dielectric substrate: (a) top view; (b) side view.

Ground plane  

Conducting patch Dielectric substrate

(a)
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Figure 8. EBG structure consisting of an array of slots with a
Jerusalem cross shape: (a) top view; (b) side view.
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interfere in a destructive way, thus resulting in poor ra-
diation efficiency. Also the antenna bandwidth depends on
the substrate thickness, and can be improved by increas-
ing the thickness. In both cases, when using thick sub-
strates and high dielectric permittivity, the antenna
couples power to surface waves, and its radiation efficien-
cy deteriorates. Surface waves do not contribute to the
primary radiation pattern, and therefore they reduce the
radiated power. Moreover, surface waves are diffracted at
the edges of the antenna substrate, thus deteriorating the
radiation pattern of the antenna by increasing the side-
lobes and the backward radiation. The performance of
patch antennas can be improved by using an EBG struc-
ture, located around the antenna (Fig. 9b). The EBG struc-
ture is able to prevent the propagation of surface waves,
thus permitting enhancement of the radiation efficiency
and improvement of the radiation pattern [17]. Another
solution is based on the use of an AMC below the antenna
(Fig. 9c). In fact, the AMC is able to reflect the wave com-
ing from the antenna with no phase reversal so that, if the
antenna is located very close to the AMC, the direct and
the reflected waves add constructively, and this leads to a
good radiation efficiency [14]. This solution leads to the
use of a substrate thickness much smaller than a quarter-
wavelength, which permits substantially relaxation of the
issue of the surface waves.

Besides these antenna applications, the use of EBG
structures has been proposed for numerous significant
applications in microwave circuits, in metallic waveguide,
microstrip-line, and coplanar waveguide technologies. The

use of EBG structures has been proposed for implement-
ing novel waveguides able to support a TEM mode [18]. In
this waveguide, the top and bottom sides are standard
metal layers, and represent an electric wall boundary con-
dition, whereas the lateral sides consists of UCPBG struc-
tures, which behave as magnetic walls in a reasonably
wide frequency band. The fundamental mode supported
by this waveguide propagates with a phase velocity close
to the speed of light, and presents TEM properties. The
concept of the TEM waveguide was exploited in quasiop-
tical power amplifiers [19], since the TEM mode exhibits
an almost uniform field distribution. In fact, illuminating
the quasioptical array with a uniform power density
allows for increasing the overall saturation power of the
amplifiers. EBG substrates have also allowed the design of
stopband microstrip filters, with a sharp transition from
the passband to the stopband [20]. A simple microstrip,
located on a dielectric substrate with a periodically etched
ground plane, presents a stopband at the frequencies
where the periodic structure exhibits a high impedance.
In fact, at those frequencies, the microstrip behaves as a
narrow metal strip on a magnetic conductor, and this
structure is not able to support the fundamental mode of
a microstrip. The use of EBG was demonstrated to im-
prove the performance of conductor-backed coplanar
waveguides [15]. In fact, these structures suffer from leak-
age due to the propagation of the parallel-plate mode,
which propagates between the ground plane and the up-
per conductor. By substituting the upper conductor with a
UCPBG structure (Fig. 10), the propagation of the paral-
lel-plate mode can be suppressed, thus reducing the losses
of the coplanar waveguide mode. Another application of
EBG structures is related to active circuits; they have
been used to suppress the undesired harmonic frequencies
in oscillators, mixers, and power amplifiers [21].

DNG materials are a very recent and promising class of
the metamaterials. They include artificial materials that
exhibit simultaneously negative real part of the effective
electric permittivity and magnetic permeability in a given
frequency band. Veselago considered these materials for
the first time in the 1960s [22]; he theoretically showed
from the Maxwell equations that such media exhibit a
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Figure 9. Patch antennas with EBG structures: (a) standard
patch antenna on a thick dielectric substrate; (b) patch antenna
surrounded by a periodic structure, which prevents the propaga-
tion of surface waves; (c) patch antenna located on a periodic
structure, which creates a high-impedance surface (perfect mag-
netic conductor).
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Figure 10. Conductor–backed coplanar waveguide integrated
with EBG structure.
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negative index of refraction. This means that the direction
of the energy flow (Poynting vector) of a plane wave prop-
agating inside the medium is antiparallel with the direc-
tion of the wave’s phase velocity. In other words, the
electric field, the magnetic field, and the propagation vec-
tor form a left-handed system, differently from ordinary
materials, where they form a right-handed system. Be-
cause of these peculiarities, various names have been
coined for this type of metamaterial, such as negative-in-
dex (of refraction) materials (NIMs), backward-wave (BW)
media, and left-handed (LH) materials.

The first experimental verification of a DNG material
operating in the microwave regime was reported in 2001
[23]. This artificial material uses an array of split-ring
resonators (SRRs) to produce negative magnetic perme-
ability and thin wire elements to produce negative electric
permittivity in the same frequency band.

A potential application of DNG materials is the perfect
lenses, proposed by Pendry [24]. It is a slab of negative-
refractive-index material, which has the power to focus all
Fourier components of a two-dimensional image, even
those that do not propagate in a radiative manner. These
perfect lenses could overcome the limitation of conven-
tional lenses, whose resolution is limited by the wave-
length. Another interesting application is based on the
idea of subwavelength cavity resonators [25]. In fact, by
combining a slab of DNG material and a layer of standard
lossless dielectric medium, it is possible to obtain a one-
dimensional cavity resonator whose dispersion relation do
not depend on the sum of the thicknesses of the two slabs,
but depends on the ratio of these thicknesses.

2.5. Quasioptical Arrays

Quasioptical components consist of planar arrays of patch
or slot antennas patterned on a semiconductor substrate,
monolithically integrated with active or nonlinear devices
(Fig. 11). These components have received a lot of atten-
tion due to their great potential for applications in the

millimeter- and sub-millimeter-wave ranges [26]. At these
frequencies, in fact, a technological gap still exists, be-
tween the mature technology of waveguide components in
the microwave range and the optical technologies in the
infrared and optical regions.

Quasioptical components performing a wide range of
different operations have been proposed and experimen-
tally verified. Among them, frequency multipliers [27],
mixers [28], amplifiers [29], phase shifters [30], and oscil-
lators [31] were proposed.

Quasioptical frequency multipliers (Fig. 11), for in-
stance, are based on Schottky diodes or heterostructure
barrier varactors, and use the nonlinear dependence of the
junction capacitance versus the applied voltage. In such a
way, they are able to convert a portion of the incident
power from the fundamental frequency to the upper har-
monic (typically second or third harmonic). The shape and
size of the antennas where the nonlinear elements are lo-
cated are designed in such a way, to couple all the incident
power to the terminals of the devices and to guarantee
their optimal conversion efficiency.

The use of quasioptical structures appears very prom-
ising for components and systems operating above
30 GHz. Quasioptics deals with the propagation in free
space of electromagnetic beams, which are well collimated
and have relatively small dimensions (when measured in
wavelengths), transverse to the axis of propagation [3].
Quasioptical propagation is a very interesting method of
propagation in the millimeter- and sub-millimeter-wave
regions, which permits low power loss over very broad
bandwidths. Conversely, traditional waveguide systems
(e.g., metallic waveguides, coaxial cables, microstrip lines)
present high losses when frequency increases, due to the
finite conductivity of metallic conductors and the loss in
dielectrics.

A key point of quasioptical components is the concept of
power combining [32]. If a single device is limited in power
for a specific application, the combination of a large num-
ber of identical devices (e.g., tens or hundreds) can easily
overcome this limitation. In quasioptical systems, this
combination can be easily performed, with no need of
beamforming networks. Another significant advantage of
these components over single-device structures is that,
due to the large number of devices, their performance is
subject to a graceful degradation in the case of failure of
some devices. Moreover, quasioptical arrays are small and
light, and therefore are particularly suitable to space ap-
plications. Monolithically integrated components are eas-
ier to fabricate than waveguide devices and less expensive
in mass production. Finally, quasioptical systems perform-
ing complex functions can be realized by simply stacking
arrays that perform elementary functions.

3. BASIC THEORY: FLOQUET’S THEOREM AND
BRILLOUIN ZONE

This section presents two basic topics of the theory of pe-
riodic structures. The first topic is Floquet’s theorem (or
Bloch’s theorem), which permits to determine the solution
of the wave equation in a periodic structure. The deriva-

Input filter

Output filter

Output matching slab

Quasi-optical array

Input matching slab

Antenna
Active device

Figure 11. Quasioptical frequency multiplier, consisting of a pla-
nar array integrated with active and/or nonlinear devices; input
and output filters (FSSs) are used for unidirectional operation,
whereas dielectric slabs are used for input/output matching.
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tion of the theorem is performed in the cases of one-di-
mensional and two-dimensional periodic structures. The
second topic is the study of the Brillouin zones, which are
very useful in the analysis of the propagation of electro-
magnetic waves in periodic structures. Some basic defini-
tions are given, and the technique for drawing the
Brillouin zones is described.

3.1. Floquet’s Theorem

The basic theorem concerning the propagation of waves in
a periodic medium was formulated by Gaston Floquet in
1883 [33]. Actually, Floquet’s work deals with the solution
of a differential equation with periodic coefficients, but
perfectly applies to the analysis of 1D periodic structures.
The generalization of this theorem for 2D and 3D cases is
due to Felix Bloch in 1928 [34], who performed studies
mainly in the field of quantum mechanics.

Let us first consider Floquet’s theorem in one-dimen-
sional periodic structures (see, e.g., Ref. 1, pp. 569–571). In
a structure periodic along the z direction, it is possible to
identify a unit cell, defined by two terminal parallel planes
at a distance d (e.g., the planes z¼ 0 and z¼d; see Fig. 12).
If we consider lossless structures, the fields at the termi-
nal parallel planes have the same amplitude and differ for
a phase shift, due to the propagation factor e� gd; the term
g is the propagation constant and can be written in the
form g¼ jb.

Since the choice of the terminal planes of the unit cell is
arbitrary, the field in any point of the unit cell differs from
the field in the corresponding point of another unit cell for
a phase shift, due to the propagation factor e� gnd, where
nd is the distance between the two cells (where n is an
integer number). It results that

Eðx; y; zþndÞ¼ e�gndEðx; y; zÞ

Hðx; y; zþndÞ¼ e�gndHðx; y; zÞ
ð4Þ

Consequently, the electric and magnetic fields in a peri-
odic structure are in the form

Eðx; y; zÞ¼ e�gzEpðx; y; zÞ

Hðx; y; zÞ¼ e�gzHpðx; y; zÞ
ð5Þ

where Ep and Hp are periodic functions of z with period d:

Epðx; y; zþndÞ¼Epðx; y; zÞ

Hpðx; y; zþndÞ¼Hpðx; y; zÞ
ð6Þ

Since Ep is a periodic function, it can be expanded into a
Fourier series

Epðx; y; zÞ¼
X1

n¼�1

Epnðx; yÞe
�j2npz=d ð7Þ

where Epn(x, y) are vector functions depending on x and y.
By multiplying both sides of (7) by ej2mpz/d, integrating
over the unit cell (with z ranging from 0 to d), and ex-
ploiting the orthogonality of the exponential functions, we
obtain

Epnðx; yÞ¼
1

d

Z d

0
Epðx; y; zÞe

j2npz=ddz ð8Þ

By substituting (7) in (5), and using g¼ jb, the electric field
in a periodic structure can be expressed as

Eðx; y; zÞ¼
X1

n¼�1

Epnðx; yÞe
�jbz�j2npz=d ð9Þ

¼
X1

n¼�1

Epnðx; yÞe
�jbnz ð10Þ

where

bn¼bþ
2np
d

ð11Þ

It results that the electric field in a periodic structure can
be written as a summation of terms, termed spatial har-
monics or Hartree harmonics. For the nth harmonic, bn

represents the propagation phase constant, and the phase
velocity vpn is given by

vpn¼
o
bn

¼
o

bþ 2np=d
ð12Þ

where o¼ 2pf is the angular frequency. Moreover, the
group velocity is given by

vgn¼
dbn

do

� ��1

¼
db
do

� ��1

¼ vg ð13Þ

and therefore does not depends on index n and is the same
for all harmonics.

It is noted that both the propagation constant and the
phase velocity can be positive or negative, according to the
value of the integer number n. This means that in periodic
structures some of the harmonics have phase velocity and
group velocity opposite in sign [backward waves (BWs)].
This property is exploited in BW traveling-wave-tube os-
cillators [2].

Let us now consider Floquet’s theorem in two-dimen-
sional periodic structures (see, e.g., Ref. 35, pp. 37–42). In
a structure with double periodicity in the xy plane, the
periodicity is described by a pair of translation vectors a
and b. These translation vectors can either be orthogonal

z=0 z=d

z

Unit cell

Figure 12. One–dimensional periodic structure.
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(rectangular grid; Fig. 13a) or form an angle a (skewed
grid; Fig. 13b).

The problem of the field representation is somehow
similar to the study of metallic rectangular waveguides; in
fact, it is convenient to formulate the problem in terms of
scalar potentials, which are eigensolutions of the Helm-
holtz equation. The only difference is the boundary condi-
tion, which in this case is a periodicity condition instead of
an electric wall condition.

We first consider the case of a rectangular grid
(Fig. 13a). The scalar potential x(x, y, z) must satisfy the
homogeneous scalar Helmholtz equation

r2xðx; y; zÞþ k2xðx; y; zÞ¼ 0 ð14Þ

and the periodicity condition

xðxþa; yþ b; zÞ¼ e�jðcx þcyÞxðx; y; zÞ ð15Þ

where a and b represent the amplitude of the translation
vectors a and b and cx and cy are the inter-element phase
shift in the x and y directions, respectively. In the case of a
two-dimensional array of elements illuminated by a uni-
form plane wave, the phase shift depends on the frequency

and the angle of incidence of the plane wave. In particular

cx¼ka sin y cosf

cy¼kb sin y sinf
ð16Þ

where (y, f) is the angle of incidence of the plane wave and
k is the wavenumber at the operation frequency.

Similarly to standard waveguides, the behavior in the z
direction is such that

xðx; y; zÞ¼ e�gzxðx; yÞ ð17Þ

where g¼ jb for propagating modes in the case of lossless
structures. Therefore, by substituting (17) into (14), the
Helmholtz equation is recast as follows

r2
Txðx; yÞþ ðk

2 � b2
Þ xðx; yÞ¼ 0 ð18Þ

where r2
T is the transverse Laplace operator, and the

boundary condition is derived directly from (15). By con-
sidering that

b2
¼ k2 � k2

x � k2
y ð19Þ

and applying the technique of separation of variable

xðx; yÞ¼ f ðxÞ g ðyÞ ð20Þ

the Helmholtz equation and its boundary condition can be
split into x and y components:

@2

@x2
f ðxÞþ k2

xf ðxÞ¼ 0; f ðxþaÞ¼ f ðxÞ e�jcx ð21Þ

@2

@y2
gðyÞþ k2

ygðyÞ¼ 0; gðyþ bÞ ¼gðyÞ e�jcy ð22Þ

Considering first function f(x), a new function fp(x) is de-
fined as

fpðxÞ¼ f ðxÞejðcx=aÞx ð23Þ

It can be easily proved that fp(x) is a periodic function with
period a. In fact

fpðxþaÞ¼ f ðxþaÞejðcx=aÞ xejcx

¼ f ðxÞejðcx=aÞx¼ fpðxÞ
ð24Þ

Since fp(x) is periodic, it can be expanded into a Fourier
series

fpðxÞ¼
Xþ1

m¼�1

fpme�j2mpx=a ð25Þ

x

Unit cell

Unit cell

 

y

b

b

a

a

x

y

�

 

(a)

(b)

Figure 13. Two–dimensional periodic structure: (a) rectangular
grid; (b) skewed grid.
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where fpm are scalar coefficients. By substituting (25) in
(23), the expression of function f(x) can be obtained

f ðxÞ¼
Xþ1

m¼�1

fpme�jkxmx ð26Þ

where

kxm¼
2mpþcx

a

¼ k sin y cosfþ
2mp

a

ð27Þ

The same derivation can be applied to function g(y), where
we obtain

gðyÞ¼
Xþ1

n¼�1

gpne�jkyny ð28Þ

where

kyn¼
2npþcy

b

¼ k sin y sinfþ
2np

b

ð29Þ

Therefore, the eigenfunctions xmn(x, y) of the Helmholtz
equation (18), with the proper normalization, are in the
form

xmnðx; yÞ¼
�jffiffiffiffiffiffi
ab
p e�jðkxmxþ kynyÞ ð30Þ

and the corresponding eigenvalues are

kmn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

xmþ k2
yn

q
ð31Þ

Once the eigensolutions of the Helmholtz equation have
been determined, an orthonormal set of modal vectors,
representing the proper modes of the waveguide with
periodicity boundary conditions, can be determined.
These modal vectors are termed Floquet modes. Similar
to standard waveguide modes [36], TE and TM modes
can be derived from scalar potentials. These modes pro-
pagate in the z direction with a propagation constant
gmn given by

gmn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

mn � k2
p

if kokmn

j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

mn

p
if k > kmn

(
ð32Þ

TM modes (denoted by the superscript prime) have the
magnetic modal fields transverse to z ðH0z¼ 0Þ, and their

electric and magnetic modal vectors are

E0mn¼ �
rTxmn

kmn
ð33Þ

H0mn¼ � z�
rTxmn

kmn
ð34Þ

and the corresponding modal admittance is

Y 0mn¼
jk

Zgmn

ð35Þ

TE modes (denoted by the superscript double prime) have
the electric modal fields transverse to z ðE00z ¼ 0Þ, and their
electric and magnetic modal vectors are

E00mn¼ �
rTxmn

kmn
� z ð36Þ

H00mn¼ �
rTxmn

kmn
ð37Þ

and the corresponding modal admittance is

Y 00mn¼
gmn

jZk
ð38Þ

In case of cx¼cy¼ 0 (e.g., in the case of a two-dimensional
array illuminated by a plane wave with normal incidence,
y¼ 0), the set of modes is not complete, and two additional
TEM modes are needed [37]. The electric and magnetic
modal vectors of the TEM modes can be derived from sca-
lar potentials, which are the solutions of the Laplace equa-
tion with periodic boundary conditions. These modes,
denoted by a superscript 0, have both electric and mag-
netic modal fields transverse to z ðE0

z ¼ 0 and H0
z ¼ 0Þ, and

correspond to the fundamental modes of a rectangular
waveguide with two electric walls and two magnetic walls.
Their electric and magnetic modal vectors are

E0
01¼

xffiffiffiffiffiffi
ab
p H0

01¼
yffiffiffiffiffiffi
ab
p ð39Þ

E0
10¼

yffiffiffiffiffiffi
ab
p H0

10¼
�xffiffiffiffiffiffi
ab
p ð40Þ

and the corresponding modal admittance is

Y0
01¼Y0

01¼
1

Z
ð41Þ

where Z is the characteristic impedance of the medium
(Z0¼ 377O in vacuum).

If translation vectors a and b are not orthogonal (i.e.,
they form an angle a; Fig. 13b), the grid is not rectangular.
In this case, the formulas derived in this section must be
slightly modified. In particular, (29) is replaced by

kyn¼ k sin y sin fþ
2np

b sin a
�

2mp
a tan a

ð42Þ
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and in (30), (39), and (40) the term

1ffiffiffiffiffiffi
ab
p ð43Þ

is replaced by

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ab sin a
p : ð44Þ

3.2. Brillouin Zone

Another important concept in the study of periodic struc-
ture is related to the definition of the direct lattice, the
reciprocal lattice, and the Brillouin zone.

Let us first consider the study of the propagation char-
acteristics of electromagnetic waves in one-dimensional
periodic structures. As stated by the Floquet theorem, the
solution of the propagation equation yields propagation
constants bn¼ bþ 2np/d (with n¼71, 72,y) in addition
to the fundamental mode. This is a direct consequence of
the periodic characteristics of the structure. Because of
these periodic characteristics, it is sufficient to study the
propagation properties of the structure inside one period
of the propagation phase constant b. The fundamental in-
terval is usually defined by � pobdop. This fundamental
interval contains all the information on the propagation
characteristics of the electromagnetic waves in the peri-
odic structure. All the replicas in other intervals contain
redundant information.

The propagation characteristics of the wave in the fun-
damental interval, also termed the first Brillouin zone, are
usually shown in the o–b diagram (Fig. 14). This diagram
permits us to identify the frequency bands where the
structure exhibits passband behavior and those where it
exhibits stopband behavior.

Let us now consider the case of two-dimensional peri-
odic structures. This case is more significant than the one-
dimensional case, has the same conceptual difficulties of
the three-dimensional case, and is easier to discuss, any-
way. Moreover, the two-dimensional case is by far the most

important for microwave applications. A complete discus-
sion of the three-dimensional case can be found in Ref. 38.

As already stated, a periodic structure can be described
in terms of independent translation vectors, say, a and b,
which form an angle a (Fig. 15). This means that each
point of the structure is infinitely repeated at a particular
distance, along the direction of the vectors a and b. More
precisely, a lattice of points (named the Bravais lattice)
can be defined

r¼ l1aþ l2b ð45Þ

where l1 and l2 are integer numbers. The translation vec-
tors a and b permit us to define the unit cell of the periodic
structure. It is evident that the choice of the vectors a and
b is not unique. In fact, any linearly independent pair of
vectors a0 and b0, given by

a0 ¼m1aþn1b ð46Þ

b0 ¼m2aþn2b ð47Þ

where n1, n2, m1, and m2 are integers, and m1/m2an1/n2,
is still a satisfactory basis. The most common choice of
primitive unit cell is the Wigner–Seitz unit cell, defined as
the region of space closer to a particular point rather than
to any other point of the Bravais lattice. The vectors a and
b chosen in this way describe a lattice termed the direct
lattice.

For each direct lattice it is possible to define a recipro-
cal lattice in the Fourier space. This is particularly impor-
tant since the solution of many problems related to
periodic structures is performed in the Fourier space.
The reciprocal lattice is described by the vectors A and
B, which must satisfy the following requirements:

a � B¼b � A¼ 0 ð48Þ

a � A¼b � B¼ 2p ð49Þ

Therefore, the vectors A and B are perpendicular to b and
a, respectively, and their lengths are chosen in such a way

�d

�d−� �0

Pass-band Stop-band

Figure 14. o–b diagram of a one–dimensional periodic structure.

b

a

�

B

A

Unit cell

x, kx

y, ky

Figure 15. Direct and reciprocal lattice in a two–dimensional
periodic structure.
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that the product of corresponding vectors in the two spac-
es is 2p.

The Brillouin zones in the case of two-dimensional pe-
riodic structures can be obtained through a graphical
method (Fig. 16); a point of the reciprocal lattice is cho-
sen as the origin. Then, the construction is accomplished
by drawing the perpendicular bisectors of reciprocal lat-
tice vectors joining the origin to the nearest neighbors.
The smallest closed polygon formed by these perpendicu-
lar bisectors represents the first Brillouin zone. In other
words, the first Brillouin zone corresponds to the Wigner–
Seitz cell of the reciprocal lattice.

Moving out from the origin, the upper Brillouin zones
are sequentially encountered, which become increasingly
fragmented. It can be easily seen by inspection that the
fragments of the upper Brillouin zones can be mapped di-
rectly onto the first Brillouin zone by simple application of
the translation vectors of the reciprocal lattice.

The redundancy can be further reduced by exploiting
the symmetries. In a square lattice, for instance, the first
Brillouin zone can be reduced to one-eighth (Fig. 17a).
This smaller region, which contains no redundancy, is
termed the irreducible Brillouin zone, and is identified by
three special points: G (with coordinates kx¼ ky¼ 0), X
(with coordinates kx¼ p/a and ky¼ 0), and M (with coordi-
nates kx¼ ky¼ p/a).

In the hexagonal lattice, the irreducible Brillouin zone
is one-sixth of the first Brillouin zone (Fig. 17b). In this
case, the three special points are G (with coordinates kx¼

ky¼ 0), M [with coordinates kx¼ 0 and ky¼2p=ð
ffiffiffi
3
p

aÞ], and
K [with coordinates kx¼ 2p/(3a) and ky¼ 2p=ð

ffiffiffi
3
p

aÞ].
Therefore, the analysis of the passband–stopband char-

acteristics of a two-dimensional periodic structure can be
performed by considering all the propagation constants in
the irreducible Brillouin zone. In practice, since the band
extremes of almost all the periodic structures occur at the
boundary of the irreducible Brillouin zone, it is conven-
tional to consider only the values of the propagation con-
stant corresponding to the boundary of the irreducible
Brillouin zone [39].

4. NUMERICAL TECHNIQUES FOR THE ANALYSIS
OF PERIODIC STRUCTURES

The analysis of periodic structures applies to the
solution of two basic modeling problems: (1) calculation
of the reflected and transmitted fields, when the periodic
structure is illuminated by a uniform plane wave
with a given incidence angle; and (2) determination of
the mode spectrum supported by the periodic structure,
which is a discrete set of either propagating or leaky
waves.

Analysis of these structures is usually performed under
the periodicity approximation. By applying Floquet’s the-
orem, the analysis of the complete structure reduces to
investigation of the unit cell of the periodic structure, with
the appropriate boundary conditions. Whichever numeri-
cal method is adopted for the analysis, this permits sig-
nificant reduction of computing time.

Many numerical techniques have been developed for
modeling of periodic structures. The equivalent-circuit
model, discussed for certain cases in Section 2, is typical-
ly used only for a preliminary investigation, and is not
accurate enough for a reliable modeling of the structure.
Numerical techniques such as the integral equation meth-
od (IEM), the finite-element method (FEM), and the finite-
difference time-domain (FDTD) method have been applied
to the analysis of periodic structures, as well as a number
of hybrid approaches, which are combinations of the afore-
mentioned methods.

In this section, the most common numerical techniques
adopted for the analysis of periodic transmission lines,
frequency-selective surfaces, and electromagnetic band-
gap structures are presented and briefly discussed.

  

ky

kx
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2nd zone
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Figure 16. Graphical construction of Brillouin zones in the case
of a square lattice.
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Figure 17. Direct and reciprocal lattice, with the irreducible
Brillouin zone (gray region): (a) in the case of square lattice; (b) in
the case of hexagonal lattice.
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4.1. Analysis of Periodic Transmission Lines

The study of the mode propagation is the basic problem in
the analysis of one-dimensional periodic transmission
lines. The aim of this study is the determination of the
dispersion diagram, which represents the mode propaga-
tion constants versus frequency. In the case of a periodi-
cally loaded transmission line or waveguide (Fig. 1), the
propagation characteristics of the modal fields can be ob-
tained by using the ABCD matrix [1].

Let us consider, as an example, a rectangular wave-
guide, periodically loaded with capacitive irises, whose
unit cell is shown in Fig. 18a. The electric and magnetic
fields on the ports of the unit cell, located at the terminal
cross sections of the input and output waveguides, are ex-
pressed as a combination of N modes of the rectangular
waveguide

E1¼
XN

i¼ 1

V1;iei H1¼
XN

i¼ 1

I1;ihi ð50Þ

E2¼
XN

i¼ 1

V2;iei H2¼
XN

i¼ 1

I2;ihi ð51Þ

where ei and hi are the electric and magnetic modal vec-
tors of the rectangular waveguide, respectively, and Vp,i

and Ip,i are the modal voltages and currents on the ports (p
¼ 1, 2). The unit cell can be characterized through the
ABCD matrix, which relates the modal voltages and
currents on the ports (Fig. 18b)

V1

I1

" #
¼
A B

C D

" #
V2

�I2

" #
ð52Þ

where Vp and Ip are column vectors containing Vp,i and
Ip,i. The dispersion diagram is obtained, frequency by fre-
quency, by imposing the periodicity of electric and mag-
netic fields at the ports of the unit cell. This leads to the
following relation between modal voltages and currents at
the ports

V1

I1

" #
¼ egd

V2

�I2

" #
ð53Þ

where d is the length of the unit cell (Fig. 18) and
g¼ aþ jb. Relation (53) is a phase shift condition when a
¼ 0 and an attenuation condition when b¼ 0. By combin-
ing (52) and (53), the following eigenvalue problem is ob-
tained:

A B

C D

" #
V2

�I2

" #
¼ egd

V2

�I2

" #
ð54Þ

For a given frequency, the eigenvalues of (54) give the
propagation constant g of the modes. The corresponding
eigenvectors give the values of V2,i and I2,i, representing
the weight coefficients of the electric and magnetic fields
at port 2 in terms of the modes of the rectangular wave-
guide.

Determination of theABCD matrix can be performed
in different ways. Full-wave methods typically used for
modeling waveguide components can be adopted for anal-
ysis of the unit cell. Approximated solution can also be
found by using lumped-element modeling of the capacitive
irises, as discussed by Collin [1].

4.2. Analysis of Frequency-Selective Surfaces

The aim of frequency-selective surface analysis is the de-
termination of their scattering properties versus the fre-
quency. In most cases, the analysis of FSSs is performed
under the approximation of an infinite periodic array, il-
luminated by a uniform plane wave incident at a given
angle. Under these hypotheses, the unit cell of the FSS is
considered, and the analysis yields the reflection and
transmission coefficients for the TE and TM fundamental
Floquet modes.

A widely used approach for the analysis of FSSs is the
integral equation method, which can be applied to both
capacitive and inductive FSSs. Even if only capacitive
FSSs are considered in this paragraph, the same approach
can be applied to the analysis of inductive FSSs. The IEM
is based on the formulation of an electric field integral
equation, which is then solved by the method of moments
(MoM) [4, Chap. 2]. Let us consider the unit cell of a ca-
pacitive FSS, consisting of a thin metallic patch printed on
a dielectric substrate (Fig. 19). The transverse-to-z com-
ponent of the scattered electric field is expressed in the

d

 

 

ABCD
matrix

I2,1I1,1

I2,N
I1,N

V2,N
V1,N

V2,1
V1,1

Port 2

Port 1

Capacitive iris

(a) (b)

Figure 18. Unit cell of a waveguide periodi-
cally loaded with capacitive irises: (a) geome-
try of the unit cell considered in the analysis;
(b) corresponding modeling through the
ABCD matrix.
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form of a Green’s integral

ET
scatðx; y; zÞ

¼

Z

S

Gðx; y; z; x0; y0; z0Þ � Jðx0; y0; z0ÞdS0
ð55Þ

where J is an unknown electric current density on the
metallic patch, S is the surface of the patch, and G is a
dyadic Green function given by

Gðx; y; z; x0; y0; z0Þ

¼
X

m;n

Vmnðz; z
0ÞEmnðx; yÞE

�
mnðx

0; y0Þ
ð56Þ

where Emn denotes the transverse electric modal vector
of the (m, n)th Floquet mode (TE, TM, or TEM), the
asterisk denotes the complex conjugate, and function
Vmn is determined by considering the equivalent modal
transmission lines for the layered medium in the periodic
cell. In the case of a metal patch located at the interface
z¼ 0, Vmn(0, 0) represents the parallel of the impedance
of the (m, n)th Floquet mode seen from z¼ 0, looking

toward the positive and to the negative directions of
the z axis. By imposing the electric wall condition on the
patch

ET
incðx; y; 0ÞþET

scatðx; y; 0Þ¼ 0 on S ð57Þ

where ET
inc is the transverse-to-z component of the

electric field of the incident plane wave, and substitu-
ting (55) into (57), the following integral equation is
obtained:

ET
incðx; y; 0Þ

þ

Z

S

Gðx; y; 0; x0; y0; 0Þ � Jðx0; y0; 0ÞdS0 ¼ 0 on S
ð58Þ

The solution of (58) is obtained through MoM, which per-
mits us to transform the integral equation into an alge-
braic matrix problem. By representing the unknown

current density J as a combination of N vector basis func-
tions fj

Jðx0; y0; 0Þ¼
XN

j¼ 1

xjf jðx
0; y0Þ ð59Þ

and using the same set of functions as test functions, a
matrix problem is obtained

½A�½X� ¼ ½B� ð60Þ

where matrices [A] and [B] have dimension N�N and N
� 1, respectively, and their entries are given by

Aij¼
X

m;n

Vmnð0; 0Þ

Z

S

f iðx; yÞ �Emnðx; yÞdS

�

Z

S

f jðx
0; y0Þ �E�mnðx

0; y0ÞdS0

ð61Þ

Bi¼ v

Z

S

f iðx; yÞ �E
T
incðx; yÞdS ð62Þ

and [X] is the column vector of the unknown coefficients xj.
The solution of problem (60) is performed frequency by
frequency and yields the unknown coefficients xj, which
are used in (59) to calculate the current density J. Once J
is known, the transmission and reflection coefficients can
be determined [4].

In the application of IEM, the choice of a suitable set of
basis/test functions is a key point in the implementation of
the algorithm, and has a significant impact on its perfor-
mance. In fact, the dimension of matrix problem (60) is
equal to the number N of basis functions used to represent
J, and the computing time for the solution of a matrix
system increases with the square of the order of the ma-
trix (N2). Many authors have used subdomain basis func-
tions (e.g., rooftops), which are piecewise linear functions
defined on a small rectangular or triangular portion of S
[4]. Rooftops have an analytical expression, are suited to
represent J with any kind of patch shape, and permit to
analytically calculate the coupling integrals between basis
functions and Floquet modal vectors appearing in (61), but
usually a large number of rooftops are required to reach
the convergence, and this leads to large matrix problems.
Another possibility is the use of entire-domain basis func-
tions, which are defined on the whole surface of patch S
and satisfy the same boundary condition of J on the
boundary of S (i.e., they are tangential to the boundary).
A set of ‘‘general-purpose’’ entire-domain basis functions
comprises the electric modal vectors of a waveguide with a
cross section S and with magnetic wall boundary condi-
tion. The use of these functions leads to more efficient al-
gorithms, but these modal vectors are known analytically
only for few canonical shapes of the cross section (e.g.,
rectangular and circular). Specialized entire-domain basis
functions have been developed for a number of commonly
used shapes (e.g., cross, tripole, and Jerusalem cross) [5],
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but they are not flexible and need a customized imple-
mentation for each different patch shape. In the case of
completely arbitrary shape of S, the entire-domain func-
tions must be numerically calculated, and this requires
the solution of the Helmoltz equation in S with Dirichlet
or Neumann boundary conditions. Among the possible ap-
proaches, the use of the boundary integral–resonant mode
expansion (BIRME) method [37,40] and FEM [41] have
been recently proposed.

The efficiency of the IEM can be enhanced by improving
the convergence of the series used to represent the Green
function reported in (56). In fact, the basic formulation in
terms of a series of Floquet modal vectors exhibits a rather
slow convergence, and some hundreds of modes are typi-
cally needed. Even if the number of terms of the series is
not related to the dimension of matrix [A], the conver-
gence rate of the Green function impacts the filling time of
[A], as evident from (61). Several methods have been pro-
posed for accelerating the convergence of the series of the
periodic Green function, based on the Ewald transforma-
tion [42], the Poisson summation formula [43], and the
Shanks transformation [44].

In the case of FSSs with a complicate geometry
(Fig. 20), the use of the IEM becomes unpractical, due to
the problem of finding a proper expression of the Green
function and a suitable set of basis functions. More flexible
codes can be implemented by using the finite-element
method [45,46] and the finite-difference time-domain
method [47].

In FEM, the electromagnetic problem is formulated in
terms of a functional, which must be minimized to find the
electric and magnetic fields in the structure. The problem
is solved by meshing the whole investigation volume with
triangular prismatic elements, and expressing the electric
field in terms of a set of edge-based expansion functions
[46]. Since the scattering from FSSs is an open problem
and the FEM problem must be solved in a limited domain,

the investigation volume must be truncated by imposing a
suitable set of boundary conditions (Fig. 20). In particular,
the truncation in the x–y plane is performed by exploiting
the periodicity of the structure, which turns into a phase
shift relation between the fields on the opposite walls of
the unit cell. On the top and bottom walls along the z di-
rection, the domain must be truncated by imposing the
radiation condition. To this aim, a possible approach is
based on the perfectly matched layer (PML), a layer of
artificial material that can be placed in close proximity to
the FSS and can be used to absorb the scattered field [45].
Instead of using the PML, another approach consists in
closing the top and bottom walls with an integral equa-
tion, resulting in a hybrid finite-element/boundary inte-
gral method [46]. The integral equation permits us to
impose a rigorous boundary condition (instead of the ap-
proximate radiation condition obtained with the PML),
but the resulting matrix is both partially sparse and par-
tially dense, whereas the FEM/PML originates fully
sparse matrices.

In the FDTD method [47], FSS analysis is performed by
subsequent iterations in the time domain, until a steady-
state is reached. The frequency response of the FSS is
then obtained through a Fourier transform. Similar to the
FEM, also in this case the fields must be evaluated in the
whole volume of the domain, and therefore a truncation is
required. The truncation in the x–y plane is performed by
exploiting the periodicity of the FSS. Since the analysis is
performed in the time domain, the phase shift condition
turns into a time-delay condition. The truncation on the
top and bottom walls along the z direction can be per-
formed by using the absorbing boundary conditions (ABC),
which simulates a radiation condition like the aforemen-
tioned PML.

With respect to the IEM, both FEM and FDTD method
permit to analyze a much wider class of FSSs. Neverthe-
less, in the IEM the unknowns are defined only on the
metallizations, whereas in both the FEM and the FDTD
method volume meshing is required, resulting in a large
number of unknowns. Consequently, FEM and FDTD
method typically pay their flexibility with a significantly
longer computing time and larger memory allocation
requirements.

4.3. Analysis of Electromagnetic Bandgap Structures

The analysis of electromagnetic bandgap structures
should provide two kinds of information. On the one
hand, the mode spectrum of the electromagnetic waves
which can propagate in the periodic structure must be de-
termined; on the other hand, the phase of the reflection
coefficient of the structure under plane-wave illumination
needs to be calculated. The second problem is similar to
the calculation of the frequency response of FSSs, and can
be solved in the same way. Conversely, the techniques for
determining the characteristics of the wave propagation
are described in this section.

Most of the techniques used for the analysis of FSSs
can be adapted to the calculation of the mode spectrum of
EBG structures, but there is a substantial difference be-
tween the two analyses; whereas in the calculation of the
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plane-wave response of FSSs the fields inside the struc-
ture are enforced by the incident plane wave, in the de-
termination of the mode spectrum of EBG structures there
are no incident fields, and therefore the analysis leads to
an eigenvalue problem.

The IEM, already introduced for the calculation of the
transmission and reflection properties of FSSs, can also be
adopted for determining the bandgap characteristics of
metallodielectric EBG structures (Figs. 7 and 8). In the
case of FSSs, the boundary conditions are determined by
the incident plane wave; for a given frequency and direc-
tion of incidence of the plane wave, the interelement phase
shift can be calculated through (16). Conversely, in the
case of EBG structures, the boundary conditions are en-
forced by the propagation constant of the mode propagat-
ing in the periodic structure. In practice, calculation of the
dispersion diagram of EBG structures is performed by
choosing a propagation constant (kx,ky), which occurs at
the boundary of the irreducible Brillouin zone (see Section
3), and searching the corresponding frequencies, which
satisfy the fields equations and the boundary conditions in
the unit cell [48]. For a given propagation constant (kx,ky)
and frequency f, the IEM leads to the following matrix
problem

½A�½X� ¼ ½0� ð63Þ

where matrix [A] is defined in (61), [X] is the column vec-
tor of the unknown coefficients xi used to represent the
unknown current density J, and [0] is a column vector
with the same dimension as [X]. Problem (63) has a non-
trivial solution only if the determinant of matrix [A] van-
ishes. In this case, the pair of the propagation constant
(kx,ky) and the frequency f determine a point on the dis-
persion diagram. Since matrix [A] depends on both the
propagation constant and the frequency, and it is not pos-
sible to separate the two dependencies, an iteration is
needed to find the dispersion diagram; for a given value of
the propagation constant, the frequency is varied to
search for the zeros of the determinant of [A]. This proce-
dure is repeated for any value of the propagation constant
that belongs to the boundary of the irreducible Brillouin
zone.

When EBG structures with complicated geometry are
considered (like a fully three-dimensional structure),
the IEM method can still be applied. In this case, howev-
er, a volume integral equation is required, which can
be solved by MoM [49]. This leads to large, fully dense
matrix problems, which are typically computationally
inefficient.

The FEM approach has been used for the modeling of
EBG components [50,51]. Its formulation is similar to
the one described in the case of FSSs. In order to trun-
cate the analysis domain, both the PML and the integral
equation have been adopted. Besides the advantages
and disadvantages already discussed for the two trunca-
tion approaches, there is a further important difference in
this case. In fact, the FEM/PML approach permits to
determine the bandgap properties of the structure
through the solution of a single-eigenvalue problem for
each value of the propagation constant, with no need of a

frequency loop [51]. Conversely, when using the FEM
in conjunction with the integral equation, the matrix
equation must be repeatedly solved, in order to search
for the desired frequency [50], similar to the case of the
IEM.

Finite-difference methods have also been proposed in
both the time and frequency domains (FDTD [52] and
FDFD [53], respectively). Application of the FDTD method
to the analysis of EBG structures [52] is similar to the
approach described for modeling of FSSs, and the Fourier
transform of the steady-state solution yields a peak at
those frequencies that are close to the frequency of an
eigenmode. The finite-difference methods provide high
flexibility in the geometry of the components, but are usu-
ally very time-consuming.
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PERMITTIVITY AND MEASUREMENTS

V. KOMAROV

S. WANG

J. TANG

Washington State University

1. INTRODUCTION

Propagation of electromagnetic (EM) waves in radio
frequency (RF) and microwave systems is described
mathematically by Maxwell’s equations with corres-
ponding boundary conditions. Dielectric properties of
lossless and lossy materials influence EM field distri-
bution. For a better understanding of the physical
processes associated with various RF and microwave
devices, it is necessary to know the dielectric properties
of media that interact with EM waves. For telecommuni-
cation and radar devices, variations of complex dielectric
permittivity (referring to the dielectric property) over a
wide frequency range are important. For RF and micro-
wave applicators intended for thermal treatments of dif-
ferent materials at ISM (industrial, scientific, medical)
frequencies, one needs to study temperature and moisture
content dependencies of the permittivity of the treated
materials.

Many techniques have been developed for the measure-
ment of material permittivity. Some general descriptions
of those methods are provided in the literature [1–4]. The
measurement results for diverse dielectric media are com-
piled in the literature [5–7].

The objective of this article is to provide a brief descrip-
tion of basic physical theory for the measurement of per-
mittivity associated with three popular experimental
methods and to review the permittivities for different ma-
terials. Most of these data are taken from the literature,
but some of permittivity data were measured in Biological
Systems Engineering Department of Washington State
University. The measurements were conducted by means
of open-ended coaxial probe method with commercial
instrumentation.

2. THEORY OF PERMITTIVITY

Permittivity is a quantity used to describe dielectric prop-
erties that influence reflection of electromagnetic waves at
interfaces and the attenuation of wave energy within ma-
terials. In frequency domain, the complex relative permit-
tivity e� of a material to that of free space can be expressed
in the following form:

e� ¼ e0 � je00 ð1Þ

The real part e0 is referred to as the dielectric constant
and represents stored energy when the material is ex-
posed to an electric field, while the dielectric loss factor e00,
which is the imaginary part, influences energy absorption
and attenuation, and j¼

ffiffiffiffiffiffiffi
�1
p

. One more important para-
meter used in EM theory is a tangent of loss angle:
tan de¼ e00=e0. Mechanisms that contribute to the dielectric
loss in heterogeneous mixtures include polar, electronic,
atomic, and Maxwell–Wagner responses [7]. At RF and
microwave frequencies of practical importance and cur-
rently used for applications in material processing (RF
1–50 MHz and microwave frequencies of 915 and
2450 MHz), ionic conduction and dipole rotation are domi-
nant loss mechanisms [8]:

e00 ¼ e00dþ e00s¼ e00dþ
s

e0o
ð2Þ

where subscripts ‘‘d’’ and ‘‘s’’ stand for contributions due to
dipole rotation and ionic conduction, respectively; s is the
ionic conductivity in S/m of a material, o is the angular
frequency in rad/s, and e0 is the permittivity of free space
or vacuum (8.854� 10–12 F/m). Dielectric lossy materials
convert electric energy at RF and microwave frequencies
into heat. The increase in temperature (DT) of a material
can be calculated from [9]

rCp
DT

Dt
¼ 5:563� 10�11f E2e00 ð3Þ

where Cp is the specific heat of the material in
J kg� 1

1C�1, r is the density of the material in kg/m3,
E is the electric field intensity in V/m, f is the frequency in
Hz, Dt is the time duration in seconds, and DT is the tem-
perature rise in the material in 1C. It is clear from Eq. (3)
that the rise in temperature is proportional to the mate-
rial’s dielectric loss factor, in addition to electric field in-
tensity squared, frequency, and treatment time.

In dielectric materials, the electric field strength de-
creases with distance z from the surface and is written as

E¼E0e�az ð4Þ

The attenuation factor a depends on the dielectric prop-
erties of the material [5] and is given by

a¼
2p
l0

1

2
e0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
e00

e0

� �2
s

� 1

0
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2
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3
5

1=2

ð5Þ
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where l0 is the free-space wavelength. Substituting Eq. (4)
into power equation Eq. (3), one obtains

P¼P0e�2az ð6Þ

Penetration depth of microwave and RF power is de-
fined as the depth where the power is reduced to 1/e
(e¼ 2.718) of the power entering the surface (Fig. 1). The
penetration depth dp in meters of RF and microwave en-
ergy in a lossy material can be calculated by [5]

dp¼
c

2pf

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2e0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
e00

e0

� �2
s

� 1

2
4

3
5

vuuut

ð7Þ

where c is the speed of light in free space (3� 108 m/s).
After obtaining the dielectric properties, the penetration
depths of electromagnetic energy into selected materials
can be calculated at the required frequency. Given fixed
dielectric properties, the penetration depth of a material is
inversely proportional to frequency. It is, therefore, ex-
pected that in general deeper penetration corresponds to
lower frequencies, and that higher frequencies result in
greater surface heating. It should be noted that the

dielectric properties of lossy materials vary with frequen-
cy but penetration depth does not vary exactly as 1/f.
Nevertheless, EM waves with short wavelength do not
penetrate deeply into most moist media [7], where the di-
electric constants and loss factors are relatively high.

2.1. Frequency Effect

Dielectric properties of materials are affected by many
factors, including frequency, temperature, and moisture
content. Dielectric properties can vary significantly with
frequency, which will be discussed in detail in this section.
The frequency-dependent trend of dielectric properties
can provide important information of the material char-
acteristics. In theory, electric conduction and various po-
larization mechanisms (including dipole, electronic, ionic,
and Maxwell–Wagner) contribute to the dielectric loss
factor (Fig. 2). For moist dielectric materials ionic conduc-
tivity plays a major role at lower frequencies (e.g.,
o200 MHz), whereas both ionic conductivity and dipole
rotation of free water play a combined role at microwave
frequencies. Maxwell–Wagner polarization arises from
buildup of charges in the interface between components
in heterogeneous systems. The Maxwell–Wagner polariza-
tion effect peaks at about 0.1 MHz [7], but in general, its
contribution is small compared to that of ionic conductiv-
ity. For low-moisture media, bound water plays a major
role in dielectric heating in the frequency range between
20 and 30 GHz [10,11] at room temperature (201C) [12].

For a pure liquid, the Debye model [13] describes the
frequency-dependent dielectric properties in the rectan-
gular form

e� ¼ e1þ
es � e1

1þo2t2
� j
ðes � e1Þot

1þo2t2
ð8Þ

where e1 is the infinite or high frequency relative permit-
tivity, es is the static or zero-frequency relative permit-
tivity, and t is the relaxation time in seconds of the
material. In general, the larger the molecules, the longer

Lossy material

Po

Po*1/e

dp

EM 
radiation

Decay of EM power
according to Lambert's law

Depth into the material z, m

Figure 1. Typical penetration depth inside a large-sized material
(larger than the wavelength).
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Figure 2. Contributions of various mecha-
nisms of the loss factor ðe00Þ of moisture mate-
rials as a function of frequency (f) [12].
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the relaxation time. For a pure liquid, such as water, the
dielectric loss factor reaches the maximum at a critical
frequency related to the relaxation time ðfc¼ 1=2ptÞ. Wa-
ter molecules are polar, and the most important constitu-
ent that contributes to the dielectric properties of moist
dielectrics. Water molecules bound to the surface of polar
materials in monolayers or multilayers have much longer
relaxation times than do free water molecules. For exam-
ple, the relaxation time of bound water in different food
materials at 201C is determined to be between 0.98 and
2.00 ns, corresponding to a peak in e00 at B100 MHz,
whereas the relaxation time t of free water in those foods
at 201C is between 0.0071 and 0.00148 ns, corresponding
to a peak in e00 at around 16000 MHz [14]. Harvey and
Hoekstra [10] found that e00 of monolayer bound water in
lysozyme at 251C peaked at 300 MHz and e00 for the second
layer bound water peaked at about 10000 MHz. The two
dispersions observed in Fig. 3 correspond to the first and
second layers of bound water, respectively.

Figure 4 shows a good example of Debye dielectric re-
laxation for butyl alcohol at 201C with single relaxation
time measured with an open-ended coaxial probe connect-

ed to an impedance analyzer [19]. At low frequencies, in a
static region, where the dipoles have time to follow the
variations of the applied field, the dielectric constant of
butyl alcohol has a value of B17. The loss factor is small
for both high and low frequencies and reaches a peak at
the relaxation frequency of B250 MHz.

Similar frequency-dependent permittivity can be found
in water, methanol, and ethanol and can be expressed in
the following relationships, respectively [15]:

e� ¼ 5:62þ
74:59

1þ jf=17:0�109
ðwaterÞ

e� ¼ 5:76þ
27:89

1þ jf=2:709� 109
ðmethanolÞ

e� ¼ 4:44þ
20:84

1þ jf=0:826� 109
ðethanolÞ

ð9Þ

Frequency-dependent characteristics of complex biological
materials, including moist foods, cannot be described with
simple mathematical expressions.

2.2. Temperature Effect

Temperature of a material has a significant effect on the
dielectric properties. Generally, the loss factor increases
with increasing temperature at low frequencies due to
ionic conductance and decreases with increasing temper-
ature at high frequencies due to free-water dispersion
(Fig. 2). In multidispersion materials, for example, the
transition is gradual because of the combined effects of
relaxation and the ionic conduction and there is a U-shape
frequency response in e00 (Fig. 6). Debye related the relax-
ation time for the spherical molecule to viscosity and tem-
perature as the result of randomizing agitation of the
Brownian movement [5]

t¼V
3n
kT

ð10Þ

where n is the viscosity, T is the absolute temperature, V is
the volume, and k is a constant. For nonspherical water
molecules, we may have the following relation

t1
n
T

ð11Þ

while the viscosity of all fluid decreases with increasing
temperature [16]

v¼ v0eEa=RgT ð12Þ

where Ea is activation energy and Rg is the universal gas
constant. Therefore, as temperature rises, relaxation time
for water decreases. The shifting of the relaxation time
toward a lower value (thus the frequency at the maximum
e00 shifts toward a higher value as temperature increases)
reduces the value of e00 for water at a fixed microwave fre-
quency (Fig. 5). For example, as the relaxation time t
decreases with increasing temperature, the dispersion
peak moves to higher frequencies and the loss factor of
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Figure 3. Dielectric constant ðe0Þ and loss factor ðe00Þ as a function
of frequency for packed lysozyme samples containing nearly two
layers of bound water at 251C [10].
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pure water at 2450 MHz decreases with increasing tem-
perature. The dielectric constant e0 of free water also de-
creases with increasing temperature as the result of
increased Brownian movement.

The dielectric loss factor e00s due to conduction decreases
with increasing frequency as shown in Eq. (2). The

contribution of e00s to the overall loss factors is smaller at
2450 MHz than at 915 Hz (Fig. 6). The electric conductiv-
ity s in ionic solutions increases with temperature due to
decreased viscosity and hence increased ion mobility [17].
Therefore, based on Eq. (2), e00s also increases with temper-
ature (Fig. 6). At 915 MHz the dielectric constant of ionic
solutions generally increases with temperature.

The dielectric properties of high-moisture-content sub-
stances change with temperature [19]. An example of the
dielectric loss factor ðe00Þ of fifth-instar codling moths mea-
sured at five temperatures is shown in Fig. 7. The loss
factor decreases with increasing frequency, reaching
about 12 at 1800 MHz. The loss factor of codling moth lar-
vae increases with temperature, especially at low frequen-
cies. This is due mainly to the increase in ionic conduction
at high temperatures [12]. Increasing dielectric loss factor
with temperature often results in a well-known phenom-
enon, commonly referred to as ‘‘thermal runaway’’ [7], in
which a preferentially heated subject in an EM field ac-
celerates heating as its temperature rises.
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Figure 5. Effect of temperature on dielectric constant ðe0Þ and
loss factor ðe00Þ of free water (o¼2pf, where f is frequency in Hz)
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Figure 8 shows the loss factor of a typical dry nut (wal-
nut kernels) over the frequency range from 1 to 1800 MHz
at five temperatures. The e00 values are less than 1 at fre-
quencies below 50 MHz. The e00 values peak in the range
between 500 and 1000 MHz. The peak value of e00 for wal-
nut kernels decreases with increasing temperature, while
the frequency corresponding to the peak e00 shifts to a
higher value. This temperature-dependent trend is typical
of polar molecules [20]. At any selected frequency in the
tested range, the loss factor of the walnut kernel generally
decreases with increasing temperature; that is, for a given
EM field intensity, higher temperature walnuts will ab-
sorb less energy than cooler ones, resulting in improved
heating uniformity.

Ice is almost transparent to microwaves (Table 1).
When a lossy material is frozen, both dielectric constant
and loss factor are significantly reduced; the degree of re-
duction depends, to a large extent, on the amount of water
in the unfrozen state and the ionic conductivity of the free
water.

2.3. Moisture Effect

Moisture content is one of the major components of most
biological materials. In general, the higher the moisture
content, the larger the dielectric constant and loss factor
of the materials [20, 22, 23]. Water in moist dielectric ma-
terials can be divided, in descending mobility, into (1) wa-
ter held in intercellular space or capillaries, (2) multilayer

water, and (3) monolayer water that is tightly bound to the
polar sites. The free-water molecules have dielectric prop-
erties similar to those of liquid water, while the bound
water exhibits icelike dielectric properties. Dielectric
properties of biomaterials, in general, decrease rapidly
with decreasing moisture content to a critical moisture
level. Below this moisture level, the reduction in loss fac-
tor is less significant because of the bound water (Fig. 9).
During microwave drying, the wetter parts of biomaterials
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Figure 8. Dielectric loss factor of walnut ker-
nels as a function of frequency at five temper-
atures [19].

Table 1. Dielectric Properties of Water and Ice at
2450 MHz

Relative Dielectric Loss Factor Loss Tangent
State of Water Constant ðe0Þ ðe00Þ ðtan dÞ

Water (251C) 78 12.5 0.16
Ice 3.2 0.0029 0.0009

Source: Ref. 21.
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Figure 9. Rate of evaporation and dielectric loss factor as affect-
ed by food moisture content [7].
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absorb more microwave energy and tend to level off the
uneven moisture distribution.

3. MEASUREMENT PRINCIPLES AND METHODS

3.1. Open-Ended Coaxial Probe Method

Open-ended coaxial probe (OCP) method is currently one
of the most popular techniques for measuring of complex
dielectric permittivity of many materials. Nondestructive,
broadband (RF and microwave ranges), and high-temper-
ature (r12001C) measurements can be preformed with
this method using commercially available instrumenta-
tion. Its well-developed theory makes it possible to obtain
sufficiently accurate results for both medium-loss and
high-loss media [24–26].

Figure 10 illustrates an OCP system used at Washing-
ton State University. It consists of an automatic network
analyzer (ANA) with a calibration kit, custom-built test
cell, a programmable circulator, a coaxial cable, and a per-
sonal computer connected to the ANA through a special
bus. The material under study is placed in a stainless steel
pressureproof test cell. The probe is kept in close contact
with the sample during the measurements via a stainless
steel spring and piston. A thin rigid stainless steel ther-
mocouple probe passes onto the center of the sample to
measure sample temperature. The programmable circula-
tor pumps a temperature-controlled liquid (90% ethylene
glycol and 10% water by volume) through the water jacket
of the test cell, allowing the sample inside to be heated and
cooled.

The sensing element of an OCP system is an open-end-
ed cylindrical coaxial line that is excited by transverse
electromagnetic (TEM) wave. Parameters (amplitude and
phase) of incident and reflected signals are detected by the
ANA. The complex dielectric permittivity is determined
according to the reflected coefficient ðG¼G0 � jG00Þ as fol-
lows [27]

e0 ¼ ðAef Þ�1 �2G00

ð1þG0Þ2þG002

� �
;

e00 ¼ ðAef Þ�1 1� G02 � G002

ð1þG0Þ2þG002

� � ð13Þ

where Ae is the empirical coefficient dependent on char-
acteristic impedance of the probe and sample size. In order
to eliminate the influence of reflections caused by trans-
mission-line discontinuities, a calibration procedure is uti-
lized. The EM characteristics of the measurement system
are analyzed using three standard terminations (open,
short, and 50O). Then any material with well-known di-
electric properties such as deionized water, for example, is
tested. The actual reflection coefficient differs from reflec-
tion coefficient measured using ANA (Gm) [25]

G¼
Gm � a11

a22ðGm � a11Þþa12
ð14Þ

where a11 is the directivity error, a12 is the frequency re-
sponse error, a22 is the source match error. Taking into
account propagation constant (g) and distance from the
connector to the probe head (z) we can calculate aij in
terms of S parameters of the connector:

a11¼S11;a12¼S12 S21e�2gz;a22¼S22e�2gz ð15Þ

In the inverse coaxial probe model, it is assumed that a
sample has a semiinfinite size. A few additional conditions
must be satisfied to avoid measurement error in the OCP
method:

* Minimize thermal expansion of both conductors of
coaxial line at high temperatures.

* Intimate contact between the probe and the sample;
liquid sample may flush the probe and the surface
roughness of solid sample should be less than 0.5 mm
[28].

* Minimize disturbance caused by temperature, vibra-
tion, or any other external factors after calibration
and during measurement.

The OCP method is very well suited for liquids or soft solid
samples. It is accurate, fast, and broadband (from 0.2 to up
to 20 GHz). The measurement requires little sample prep-
aration. A major disadvantage of this method is that it is
not suitable for measuring materials with low dielectric
property (plastics, oils, etc.).

Coaxial cable

Thermometer

Sample

Probe

Jacket

Impedance analyzer Temperature sensor Spring Water bath

Figure 10. Schematic diagram of experimen-
tal setup realizing open-ended coaxial probe
method [19].

3698 PERMITTIVITY AND MEASUREMENTS



3.2. Transmission-Line Method

The transmission-line method (TLM) belongs to a large
group of nonresonant methods of measuring complex di-
electric permittivity of different materials in a microwave
range [7,51]. Several modifications to this method exist,
including the free-space technique [29], the open-
circuit network method (see previous section), and the
short-circuited network method. Usually three main types
of transmission lines are used as the measurement cell in
TLM: rectangular waveguide, coaxial line, and microstrip
line.

Consider the distribution of the TEM wave in a short-
circuited coaxial line partially filled with a lossy material
under study (Fig. 11). Analyzed sample is placed near the
short-circuited end of the transmission line. The dielectric
properties of the sample are determined using the follow-
ing expressions

e0 ¼
l

2pd

� �2

ðx2 � y2Þþ
l
lqc

� �2

;

e00 ¼
l

2pd

� �2

2xy

ð16Þ

where l is the free-space wavelength, lqc is the quasicutoff
wavelength, d is the sample thickness (Fig. 11), x¼ReðZinÞ

and y¼ ImðZinÞ, and Zin is the input impedance of the
short-circuited line

Zin¼
K2

t þ tg2ð2p=lalÞ

Kt½1þ tg2ð2p=lalÞþ jð1� K2
t Þtgð2p=lalÞ�

ð17Þ

where l is the distance between the dielectric surface and
the first minimum of the standing wave, la is the wave-
length in unloaded part of transmission line, and Kt is the
traveling-wave coefficient that is calculated when KtZ0.4

as

Kt¼

ffiffiffiffiffiffiffiffiffiffiffi
Emin

Emax

s

ð18Þ

and when Kto0.4 as

Kt¼
sinð2pDx=laÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ððE=EminÞ � 1Þ sinð2pDx=laÞ
p ð19Þ

where Emin and Emax are the minimum and maximum
values of electric field amplitude (see Fig. 11) and 2Dx is
the distance between two points along transmission line
on both sides of minimum where measured data are equal
and determined from E¼m2Emin (2omo10 is the empir-
ical coefficient found from the calibration procedure).

Dielectric permittivity of lossy media may be also suc-
cessfully measured employing a two ports coaxial cell with
a sample placed in the middle of transmission line, so that
the TEM wave could propagate from the input port to the
output port. Impedance changes and propagation charac-
teristics (S parameters) of the TEM wave measured by
means of ANA in empty and partially loaded transmission
line lead to determination of the dielectric properties of
lossy material. Basic principles of this technique are given
in Ref. 30.

In general, a TLM measurement system is more ex-
pensive for the same range of frequency than the open-
ended coaxial probe system, and the measurements are
more difficult and time-consuming. The method described
above gives a good accuracy for high-loss materials. But it
has rigid requirements on sample shape and sizes. In par-
ticular, the sample shape needs to precisely fit the cross
section of the transmission line. In some cases, in order to
increase accuracy, it is necessary to measure several sam-
ples of various thicknesses. Despite these drawbacks,
TLM is still widely used in microwave measuring engi-
neering because of its simplicity. Using coaxial line as a

Short
circuit
end

Lossy sampled

E

l ∆l �g

�g

Coaxial line

Emax

z

Emin Figure 11. Electric field pattern of TEM wave
in empty (solid lines) and partially loaded
(lines with circles) short coaxial waveguide.
Equations (16)–(19) explain all parameters
used in this figure.
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basic unit of measurement cell makes this method suffi-
ciently broadband. The accuracy of this method is gener-
ally between that of the OCP method and that of the
resonance cavity method.

3.3. Resonant Cavity Method

Resonant cavity methods are also widely utilized in mea-
suring complex dielectric permittivity of lossy materials.
The most popular resonant cavity method is the pertur-
bation method (PM), which is based on a comparative
analysis of certain EM characteristics between empty and
a partially loaded rectangular or cylindrical resonance
cavity [31]. A schematic diagram of an experimental set-
up of PM is shown in Fig. 12.

According to PM theory [32,33], dielectric permittivity
and losses of a sample under study are determined as fol-
lows:

e0 ¼ 1þA�1 Vc

Vs

Df

f0
; e00 ¼B�1 Vc

Vs

1

Q1
�

1

Q0

� �
ð20Þ

where f0 and Q0 are the resonance frequency and Q factor
of the empty cavity, f1 and Q1 are the resonance frequency
and Q factor of the cavity with a sample, Vc is the cavity
volume, Vs is the sample volume; and Df¼f0� f1 A and B
are the coefficients that depend on several parameters:
shape, sizes, and location of the sample in the cavity, and
configuration and excited operating mode of the cavity.
In some cases, A and B may be found analytically for a
lossy sheet material placed in a rectangular cavity with

operating mode TE103 [31], or they may be determined
empirically with calibration of the experimental setup.
Equation (20) is valid when three main assumptions are
satisfied [32]:(1) the dielectric sample does not disturb the
general distribution of the EM field in the cavity, (2) me-
tallic wall losses do not influence the resulting losses in
the cavity, and (3) Q0 and Q1 are measured at the same
frequency. Appropriate location of the sample is also a
very important factor that affects the accuracy of the mea-
surement. Preliminary numerical modeling of the micro-
wave setup with lossy dielectric material inside the cavity
may be a useful approach for determining an optimum
sample position in this case [31]. Sometimes, measure-
ment errors are possible when there are airgaps between
the specimen and the conducting parts of the metallic res-
onator.

There are also some restrictions in using conventional
resonance PM for measuring the dielectric loss tangent of
low-loss media. If conduction losses in cavity walls are
higher than (or comparable to) the dielectric losses of the
specimen, the resonator Q factor may change and one will
not obtain the correct values of e00. In this case, application
of hybrid high-order modes called whispering-gallery
modes [34] or a special calibration procedure of Q factor
characterization as a function of frequency [32] can help to
eliminate the drawbacks of this method.

PM is more accurate than the waveguiding methods. It
is particularly suited for medium-loss and low-loss mate-
rials and substances. Precisely shaped small-sized sam-
ples are usually used with this technique. But PM pro-
vides dielectric properties measurements only at a fixed
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Figure 12. (a) Microwave system for mea-
suring dielectric properties of lossy materials:
microwave generator (1), attenuator (2),
wavemeter (3), cavity resonator (4), and sam-
ple (5); (b) closeup view of a sample, cavity,
and related principles for the measurement.
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frequency. Commercial systems from Hewlett-Packard are
more expensive than the open-end coaxial probe system.

4. PERMITTIVITY OF ORGANIC AND INORGANIC
MATERIALS

4.1. Foodstuff and Agricultural Products

Numerous data are reported in the literature on the di-
electric properties of biomaterials, especially food materi-
als. This section only summarizes the dielectric properties
for some typical materials commonly used in food process-
ing. Table 2 lists electrical property data for different salt
solutions, fruits, and codling moth larvae at 27 MHz RF
and 915 MHz microwave. Air and deionized water do not
absorb much electromagnetic energy at these two frequen-
cies due to near-zero dielectric loss factors. Dielectric and
conductivity properties increase with increasing salt con-
tent. However, dielectric constant decreases both with fre-
quency and salt content at 915 MHz.

Dielectric properties of dry food solids, fats, and oils are
very low and are relatively independent of frequency and
temperature. The dielectric properties of selected oils and
low-moisture-content food solids are listed in Table 3.

Figure 13 shows the effect of temperature on the di-
electric loss factor of selected foods at 3000 MHz [37]. The
high salt content in the ham makes the dielectric proper-
ties of this product quite different from those of the re-
maining materials in the graph. Due to ionic polarization,

the dielectric loss factors increase with temperature above
the freezing point, which is contrary to the trend of di-
electric properties of other foods in which loss mechanisms
are determined mostly by the dipole polarization of free
water. One advantage of the decreased loss factor with
increasing temperature is the so-called temperature lev-
eling effect. When a certain portion of a food is overheated,
the loss factor of that part is reduced, which results in less
conversion of microwave energy to heat at that part of the
food and helps reduce nonuniform spatial temperature
distribution.

When thawing frozen foods at relatively high microwave
power levels, one often experiences the thermal runaway
phenomenon, in which certain areas of the food are over-
heated while the other areas are still frozen. This is be-
cause faster thawing of a portion of food due to uneven
heating dramatically increases the loss factor of that part of
the food due to the high loss factor of free water (Fig. 13),
which in turn increases microwave absorption, causing
more uneven heating. In practice, a low microwave power
level is often used in microwave thawing so that heat con-
duction can reduce nonuniform temperature distribution.
In industrial tempering (a process that brings deep-frozen
products from � 301 or � 101C to a few degrees below
freezing point for further processing) of large blocks of meat
or fish, convective surface cooling at below freezing tem-
perature is often used to reduce thermal runaway.

Figure 14 shows the dielectric properties of Red Deli-
cious apples as a function of frequency at three selected

Table 2. Electrical Conductivity (r) and Dielectric Properties at 27 and 915 MHz of Lossy Materials at Room-Temperature
Conditions

s�100
At 27 MHz RF At 915 MHz

Materials (S/m) e0 e00 e0 e00

Air B0 1.0 B0 1.0 B0
Water

Distilled/deionised 0.5–1.1�10� 2 80.1 0.03 78.4 3.6
Fresh (tapwater, Pullman, WA, USA) 3.25 79.6 18.9 78.8 4.5
þ0.05% salt (common salt, Nail) 13.3 80.3 75.1 78.9 6.4
þ0.10% 23.1 80.6 126.6 79.0 8.2
þ0.15% 32.0 81.5 178.5 78.7 9.9
þ0.20% 40.5 82.1 226.3 78.6 11.5
þ0.25% 49.8 83.6 276.0 78.6 13.3
þ0.50% 92.5 88.0 524.3 78.1 21.8
þ1.0% 173 99.2 985.8 77.3 37.2
þ2.0% 333 126.1 1866 75.7 67.1

Sea 400 — — — —
Apples:

McIntosh/Winesap 1.05–1.33 — — — —
Fuji 0.86–1.3 — — — —
Red Delicious (juice) 18.5 79.5 138.9 74.7 9.9
Apples (flesh) — 64.3 80.8 56.9 8.9
Immature apple (juice) 43.0 87.5 248.9 77.2 13.5

Cherries:
Bing, Rainier (flesh) — 87.6 185.4 69.7 14.3
Sweetheart (juice) 42.0 — — — —

Vegetables pieces 6–10 — — — —
Fruit pieces 5–15 — — — —
Insect: codling moth (5th instars) 31.0 125.2 458.3 59.9 22.4

Source: Ref. 35.
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moisture contents and two measured temperatures. At a
high moisture content (70% wet basis), e0 decreases with
increasing frequency, while e00 decreases to a minimum
value and then increases with frequency (Figs. 14a and
14d). The gradual reduction in e0 of high-moisture-content
samples with increasing frequency is likely caused by the
dispersion of water molecules. In a single dispersion sys-
tem (e.g., pure water), this transition takes place in a nar-
row frequency range and follows the Debye equation

[Eq. (8)]. In multidispersion food systems, the transition
is gradual because of the combined effects of relaxation
and ionic conduction. A minimum e00 is observed at
1000 MHz (Fig. 14a) at 221C. The frequency correspond-
ing to the minimum e’’ shifts to about 2000 MHz at 601C
(Fig. 14d). This shift can be related to the temperature
response of both the free-water dispersion and the ionic
conduction.

Figure 15 shows the dielectric constant e0 and loss fac-
tor e00of apples at 915 and 2450 MHz as a function of mois-
ture content (MC). In general, e0 and e00 decreases with
decreasing moisture content. In a drying process, as the
drying progresses, water dipole becomes less mobile, re-
sulting in reduced loss factor. Reduced moisture content
during drying also reduces ionic conductivity, as a small
amount of free water is available as the solvent. In addi-
tion, air voids in apple samples as a result of dehydration
contribute to the low values of both e0 and e00.

Salty products (e.g., macaroni and cheese) have, on
the other hand, much larger loss factors than do fresh
fruits (Table 4). In addition, the loss factor of fresh
fruits and macaroni and cheese increases sharply with
increasing temperature, especially at low frequency (e.g.,
27 MHz).

There has been increasing interest in using RF and
microwave energy as a new thermal treatment method for
postharvest insect control in agricultural commodities
[36–40]. Knowledge of dielectric properties of insects and
commodities is necessary in guiding development, im-
provement, and scaleup of RF and microwave treatment
protocols. Table 5 summarizes the mean values of the
dielectric constant and the loss factor of apples, almond,
cherry, grapefruit, orange, and walnut as a function
of temperature at 27 and 915 MHz. The dielectric con-
stant and the loss factor of fresh fruits at 27 MHz are sig-
nificantly higher than those at 915 MHz. The loss factor of
fresh fruits increases with increasing temperature at
27 MHz and remains nearly constant at 915 MHz, similar
to the pattern shown in Fig. 7. However, the temperature
effect on dielectric properties of almond and walnut is
different from that on fresh fruits as shown in Fig. 8. The
peak value of the loss factor decreases and correspon-
ding frequency shifts to larger values with increasing
temperature.

Mean values of the dielectric constant and the loss fac-
tor of selected insect larvae as a function of temperatures
at 27, 40, 915, and 1800 MHz are listed in Table 6. Both
the dielectric constant and the loss factor for insects in-
creased with increasing temperature at 27 MHz, but re-
mained almost constant at 915 MHz. This is due mainly to
the increase in ionic conduction at high temperatures [12].
The loss factor of insects at 27 MHz decreased in order at
all temperatures: Mexican fruitfly, navel orangeworm,
codling moth, and Indian meal moth.

Compared to codling moth larvae, the loss factor values
of walnuts are much smaller because of high oil content
and less moisture in walnut kernels. It is clear from Figs. 7
and 8 that the difference in the value of the e00 between
codling moth larvae and walnut kernels is much larger at
lower frequencies than at microwave frequencies, suggest-
ing a better potential for preferential heating of insects

Table 3. Dielectric Constant ðe0Þ and Loss Factor ðe00Þ of Oil
and Selected Food Solids

Frequency (Hz)

Products T (1C) 106 107 108 109

25 e0 2.85 2.62
e00 0.159 0.168

Soybean salad oil 49 e0 2.88 2.71
e00 0.138 0.174

82 e0 2.86 2.72
e00 0.092 0.140

25 e0 2.83 2.64
Cotton oil e00 0.174 0.175

49 e0 2.87 2.70
e00 0.134 0.174

0 e0 2.8 2.8
Flour e00 0.184 0.184
(Mc¼3.2%) 40 e0 3.5 2.7

e00 0.196 0.235
70 e0 4.0 3.2

e00 0.160 0.275
0 e0 2.1 1.9

e00 0.038 0.040
Skimmed milk 40 e0 2.1 1.8
powder e00 0.044 0.054

70 e0 2.4 2.0
e00 0.067 0.072

Source: Ref. 36.
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in walnuts when using lower-frequency treatments. A
theoretical model and experimental evidence have been
provided [18] to support the hypothesis that insect larvae
can be preferentially heated in dry nuts by 27 MHz RF

heating for pest control. This differential heating makes
possible in the development of practical RF pest control
treatments that the walnut industry can use to replace
chemical fumigation.
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4.2. Biological Tissues

High-frequency EM energy is widely used in medical
treatments, including physiotherapeutic, diagnostics, rap-
id rewarming of cryopreserved tissues, pharmacology, re-
flex therapeutic, blood sterilization, and hyperthermal
treatment of cancer [42–45].

The main mechanism for the interaction between EM
waves and biological tissues is the same as in foodstuffs:
oscillation of polar water molecules (H2O) and ions. Part
of water in biological tissues is linked with albumen
(0.3–0.4 g of water on 1 g of albumen), and at relaxation
frequencies specific electrical conductivity (s) of ‘‘linked’’
water sometimes is higher than s of pure water.

Biological tissues (biotissues) are divided into two main
groups: materials with high and low water contents; mus-
cles (73–78%), liver (75–77%), kidneys (76–78%), brain
(68–73%), skin (60–76%), lung (80–83%), eye (r89%) com-
pile the first group. Fat (5–10%) and bone (8–16%) tissues
may be included in the second group. Moisture content in
blood is higher than in other tissues (r83%).

Complex dielectric permittivity of some biological ma-
terials at room temperature and 2450 MHz taken from
Refs. 46 and 47 is represented in Table 7. Bloodflow sel-
dom influences their dielectric properties, excluding tis-
sues with high blood volume (kidneys) or low moisture
content (fat). Experimental results [48] have shown that
measured data of e0 and e00 of biotissues in vivo (directly in
organism) and in vitro (in the test tube) almost coincide at
frequencies higher 100 MHz.

A new technology of microwave diagnostics based on
measurement of e0 � je00 of normal and invalid tissues has
been proposed [49]. Permittivity of infected gall (e0 ¼ 63–
65; e00 ¼ 17–19) is higher than that of normal gall (e0 ¼ 60;
e00 ¼ 15).

4.3. Wood and Fibrous Materials

Most fibrous materials are organic cellulose–based sub-
stances; such as wood, paper, cartoon, fabric, and fibers.
Wood is highly hygroscopic and anisotropic. The dielectric
properties of wood depend on type of wood, density, mois-
ture content, and temperature [50,51]. Normal moisture
content of wood is between 8 and 12%.

According to generalized electrophysical model of wood
samples proposed [51], one can consider a second-order
tensor for evaluation of its complex dielectric permittivity

jje0 � je00jj

¼

e0LL � je00LL e0LR � je00LR e0LU � je00LU

e0RL � je00RL e0RR � je00RR e0RU � je00RU

e0UL � je00UL e0UR � je00UR e0UU � je00UU

�����������

�����������

ð21Þ

where L, R, and U are the longitudinal, radial and tan-
gential axes of anisotropy, respectively. Rotation of electric
field vector ð �EEÞ on a 1801 angle does not change the di-
electric properties of wood materials; that is L, R, and U
are the principal axes of anisotropy, and the tensor in Eq.
(21) may be simplified as follows:

jje0 � je00jj ¼

e0L � je00L 0 0

0 e0R � je00R 0

0 0 e0U � je00U

��������

��������
ð22Þ

When �EE is arbitrarily oriented in space and forms an angle
W1 with L, angle W2 with R and angle W3 with U closed-form

Table 4. Dielectric Properties of Macaroni and Cheese

T (1C) 27 MHz 40 MHz 915 MHz 1800 MHz

20 e0 70.9078.96 65.2778.29 40.2373.71 38.7775.41
e00 400.03755.18 273.47737.76 21.3373.81 17.4073.39

30 e0 72.4079.09 66.5378.52 40.8773.18 39.0775.35
e00 486.57766.47 331.40745.06 23.4774.26 17.9073.46

40 e0 72.8778.22 66.6377.65 40.9072.88 39.3075.10
e00 593.50763.65 403.13743.11 27.3075.51 19.0373.21

50 e0 72.6778.87 66.2778.20 40.5373.07 38.9075.16
e00 688.70767.08 466.53745.38 29.7775.55 19.7073.03

60 e0 73.0778.55 66.1377.91 40.0373.00 38.5375.08
e00 800.30757.46 541.43738.88 32.8775.21 20.9372.71

70 e0 74.0378.03 66.6777.51 40.0772.70 38.1774.89
e00 921.37762.49 622.73742.61 36.2374.76 22.2372.49

80 e00 73.8378.13 65.6777.43 39.5372.39 37.5774.92
e0 1060.27755.75 716.17737.55 39.7074.75 23.6772.44

90 e0 76.6778.37 67.1777.34 40.6774.88 37.1774.60
e00 1208.60767.57 815.70745.29 43.2373.30 25.2371.40

100 e0 80.9375.59 69.9074.75 40.6774.38 37.1374.52
e00 1382.237117.32 932.73778.84 48.1772.55 27.5770.84

110 e0 83.2374.91 71.1373.60 40.3774.48 36.7774.67
e00 1536.137164.25 1035.877110.15 52.3773.04 29.5771.36

121.1 e0 84.3375.26 71.0774.17 38.9374.82 35.5774.84
e00 1712.807172.76 1154.577115.96 57.4073.64 31.8771.75

Source: Ref. 11.
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expressions for calculation of e0 and tan de are derived as
follows [51]:

e0 ¼ e0L cos2 W1þ e0R cos2 W2þ e0U cos2 W3 ð23Þ

tan de¼ tgdeL cos2 W1þ tgdeRN cos2 W2

þ tgdeU cos2 W3

ð24Þ

The measured dielectric constant of Douglas fir at
2450 MHz as a function of moisture content [MC (%)]
and temperature (1C) is shown in Fig. 16 [50]. Here �EE is
oriented parallel to wood fibers. Dependencies e0 (MC) and
e00 (MC) at 9210 MHz for the same type of wood and soft-
wood hembal when T¼231C and 0rMC%r28 are pre-
sented in Ref. 52.

Density of wood [r (g/cm3)] may also influence e0 � je00.
Experimentally obtained functions e0 (r, MC, T) and e00 (r,
MC, T) for 0.3rrr0.8, 0rMCr60, 20rTr90 for various

RF and microwave frequencies are given in Ref. 51. These
functions are valid for the cases when �EE is perpendicular
to wood fibers.

4.4. Resins and Plastics

According to the classification proposed in Ref. 53, resins
and plastics are divided into three main groups: (1) no
polar high-frequency (HF) dielectrics, including polyeth-
ylene, polypropylene, and polyester (2) weak polar and
polar HF and low-frequency (LF) dielectrics, including
polyformaldegid, rubbers, and polybutadiene; and (3) po-
lar LF dielectrics such as polyamide, epoxide, and polyvi-
nylchloride.

Rubber-based resins are multimolecular substances de-
scribed by the formula (C5H8)m, where m is the number of
molecular chains. Vulcanization (heating of rubber after
mixing with sulfur containing matters) of crude rubber
allows improving its heatproof properties. The dielectric

Table 5. Dielectric Properties (Mean7STD) of Fruits and Nuts at Five Temperatures and Four Frequencies

Dielectric Constant Loss Factor

Temperature
Frequency (MHz) Frequency (MHz)

Material (1C) 27 40 915 1800 27 40 915 1800

Apple 20 72.570.6 72.670.7 74.370.8 67.470.9 120.472.1 80.571.5 8.570.8 9.970.1
(GDa) 30 71.370.8 71.370.8 72.370.7 66.070.9 143.972.0 96.471.4 8.571.1 8.770.0

40 69.770.8 69.670.8 70.070.8 64.170.9 171.872.6 115.371.7 8.270.9 7.670.0
50 68.170.8 67.970.8 67.871.0 62.171.0 202.273.3 135.872.2 8.370.6 6.970.1
60 66.570.8 66.470.9 65.671.0 60.171.0 234.174.3 157.472.7 8.770.3 6.770.1

Apple 20 74.670.6 74.770.5 77.070.0 70.470.5 92.070.9 61.170.8 10.071.4 10.870.2
(RDa) 30 72.770.8 72.870.7 74.570.2 68.370.4 109.170.6 72.870.6 9.471.8 9.470.7

40 70.670.8 70.870.8 71.570.1 66.170.5 130.771.1 87.570.8 10.072.5 8.3þ0.7
50 68.770.9 68.770.8 68.970.2 64.070.5 153.871.6 103.171.3 9.872.8 7.470.8
60 66.871.0 66.870.8 67.170.5 62.070.8 178.672.3 119.971.6 8.971.9 6.770.7

Almond 20 5.970.1 5.970.1 1.770.9 5.870.2 1.27 0.2 1.570.2 5.770.5 2.970.8
30 5.771.7 5.971.8 3.272.3 3.472.3 0.670.2 1.170.6 6.471.8 3.470.9
40 5.871.6 6.17 1.9 3.372.0 3.672.1 0.670.1 1.070.5 6.071.3 3.570.7
50 5.871.6 6.271.8 3.470.5 4.271.6 0.670.3 1.170.6 5.770.1 3.470.2
60 6.071.5 6.371.8 3.171.4 3.972.3 0.770.1 1.170.4 6.471.3 3.071.2

Cherry 20 91.270.1 85.070.4 73.770.1 70.970.1 293.074.3 198.572.9 16.470.0 16.070.2
30 91.470.9 84.070.8 72.070.3 69.770.3 363.1711.2 245.777.6 17.270.5 15.170.6
40 91.072.0 82.471.6 69.670.7 67.870.6 44.01726.6 297.5718.0 18.371.0 14.670.9
50 89.673.6 79.972.7 66.771.6 65.271.5 501.9737.2 338.9725.1 19.371.4 14.271.1
60 89.875.5 78.573.8 64.171.8 62.871.6 565.4754.0 381.8736.6 20.471.9 14.171.4

Grape 20 89.075.1 82.771.8 72.772.5 72.171.2 202.479.3 137.877.0 12.170.0 12.670.1
Fruit 30 90.376.8 81.972.7 70.872.3 70.271.1 242.678.9 165.276.9 12.570.2 11.570.2

40 91.979.2 81.474.0 68.572.1 68.271.1 291.479.0 198.477.3 13.370.4 10.970.2
50 93.8711.3 80.975.2 66.172.1 66.070.9 345.377.8 235.276.9 14.270.3 10.770.2
60 96.5714.0 80.876.6 63.772.0 63.770.8 401.175.8 273.375.8 15.570.3 10.770.2

Orange 20 84.070.1 81.070.1 72.971.9 72.570.1 223.370.6 151.670.3 16.572.8 14.870.5
30 82.270.3 78.570.3 70.671.8 70.770.3 267.971.8 181.671.1 17.872.7 13.970.5
40 80.270.7 75.770.6 68.072.1 68.670.4 318.075.3 215.373.4 18.773.0 13.170.5
50 78.070.5 72.770.4 66.1þ0.6 65.670.2 367.775.0 248.673.4 17.571.2 12.370.2
60 75.870.9 69.970.6 63.270.7 62.770.3 418.476.5 282.874.3 18.471.2 12.270.2

Walnut 20 4.970.0 4.870.0 2.271.6 2.170.7 0.670.0 0.770.1 2.970.1 1.870.2
30 5.070.1 4.970.1 2.170.3 2.770.2 0.570.1 0.670.1 2.670.1 1.670.2
40 5.170.1 5.170.1 3.070.1 3.270.0 0.470.0 0.670.1 2.370.1 1.370.2
50 5.270.1 5.170.0 3.470.0 3.570.0 0.370.1 0.570.1 2.070.0 1.170.1
60 5.370.0 5.270.0 3.870.0 3.770.0 0.470.1 0.570.0 1.870.0 1.070.1

aGD, Golden Delicious; RD, Red Delicious

Source: Ref. 41.
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constant of rubbers in a microwave range has been studied
in several works [5,53,54]. For example, temperature de-
pendencies of e0ðTÞ and e00ðTÞ of stearine butadiene rubber
(SBR) at 2800 MHz are represented in Ref. 7. These de-
pendencies may be approximated with polynomial expres-
sions:

e0 ¼ 0:1172� 10�9T5 � 0:6167� 10�7T4þ 0:121� 10�4�T3

� 0:001088T2þ 0:03727Tþ 8:821

e00 ¼ � 0:27561� 10�11T6þ 0:163672� 10�8T5

� 0:38772� 10�6T4þ 0:46581� 10�4T3�

� 0:0029782�T2þ 0:096531�T � 0:971 ð25Þ

Similar functions for cured and vulcanized nitrile but-
adiene rubber (NBR) at 2450 MHz have been measured
[54] (see Fig. 17). Experimental data of the complex di-
electric permittivity of some rubbers at various frequen-
cies have also been given [5].

Resins such as polyamide and polyimide have wide
practical applications in modern microelctronics electri-
cal, and airspace engineering. The dielectric properties of

some of these materials at microwave frequencies have
been studied closely. In particular, e0ðTÞ and e00ðTÞ of Nylon-
6 at 2450 MHz have been obtained [55]. These results are
represented in Fig. 18.

Plastic dielectrics have weak interaction with EM fields
because of their nonpolar molecular structure. Plastics are
often used as package material for foods treated by mi-
crowaves. Most of plastics have a very weak linear depen-
dence on temperature at RF and microwave frequencies.
For example, the dielectric permittivity and loss factor of
plastic materials have been analyzed in by Von Hippel [5]
at 10,000 MHz: 2:5 � e0 � 6; tan de � 0:05. Table 8 lists the
dielectric permittivities of selected plastic materials at
2450 MHz.

4.5. Ceramics

Ceramics are widely applied in many areas of science and
engineering because of their unique features such as high
temperature stability of physical properties, low wearabil-
ity, thermal conductivity, and weight. Dielectric properties
of selected ceramics as a function of temperature and fre-
quency have also been studied [5]. The dielectric constant
of ceramic may be sufficiently low (Mullite, e0o10), average

Table 6. Dielectric Properties (Mean7STD) of Four Insect Larvae at Five Temperatures and Four Frequencies

Dielectric Constant Loss Factor

Temperature
Frequency (MHz) Frequency (MHz)

Material (1C) 27 40 915 1800 27 40 915 1800

Codling 20 71.570.9 64.970.9 47.970.2 44.570.1 238.17 0.1 163.37 0.4 11.770.1 12.070.2
moth 30 71.570.1 63.970.2 45.970.9 42.970.9 277.87 8.5 190.27 5.4 12.570.4 11.770.3

40 73.870.1 64.570.1 44.670.6 41.670.4 332.4716.3 227.5710.5 13.970.5 11.970.3
50 79.371.1 68.571.6 45.671.5 42.771.5 422.57 5.9 288.67 4.4 16.570.3 13.270.3
60 84.572.5 71.572.9 45.072.4 41.972.2 511.3726.6 349.1718.3 19.171.0 14.270.7

Indian- 20 81.371.9 69.170.9 39.970.4 37.570.5 210.97 4.8 149.07 3.7 13.471.4 10.670.6
meal 30 85.872.7 72.071.4 39.270.0 36.970.1 244.17 3.7 172.47 3.0 14.371.4 10.670.8
moth 40 94.471.5 77.370.9 37.670.8 35.570.9 268.7725.1 190.9716.9 15.272.1 10.671.2

50 103.770.8 83.770.5 37.271.3 35.371.4 314.0742.8 223.1728.1 16.972.4 11.471.5
60 113.073.3 90.472.2 37.871.6 35.671.7 397.4757.8 280.7737.9 19.972.8 12.871.7

Mexican 20 90.3713.6 71.270.3 48.573.4 47.070.7 343.9715.1 230.97 5.9 17.572.0 13.371.7
fruitfly 30 105.1721.5 87.2712.1 47.373.5 45.570.4 384.7715.2 272.2718.2 21.373.9 13.971.9

40 117.4728.2 95.4716.6 46.472.9 44.770.8 446.1719.0 316.5722.4 24.275.1 14.572.2
50 128.7733.6 102.9720.0 45.772.3 44.171.4 521.8732.1 370.7733.0 26.875.7 15.472.5
60 141.2737.5 111.5722.8 44.572.0 43.071.6 582.2728.1 414.5731.7 29.475.9 16.572.7

Navel 20 80.270.3 68.670.4 44.571.3 42.271.4 307.87 4.9 212.67 3.1 16.170.1 12.770.0
orange 30 83.671.5 70.471.0 43.670.4 41.570.7 359.7710.5 248.07 7.5 17.570.6 12.970.4
worm 40 87.772.1 72.771.6 42.870.1 40.770.1 419.4717.3 288.8712.0 19.270.9 13.470.6

50 92.871.6 75.971.2 42.370.4 40.270.1 480.3724.5 330.8716.5 21.271.0 14.170.6
60 99.470.0 80.170.0 42.270.1 40.070.0 562.77 3.3 386.77 2.2 24.070.1 15.570.0

Source: Ref. 41.

Table 7. Dielectric Permittivity (e0) and Loss Factor (e0) of Biotissues at 2450 MHz and Room Temperature

Tissue Eye Brain Fat Muscle Kidneys Skin Blood

e0 � je00 30� j8 32� j15.5 5� j0.99 46� j13.5 44.5� j14.9 43� j14 65� j19.5

Sources: Refs. 46 and 47.
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Table 8. Dielectric Permittivity (e0) and Loss Factor (e0) of Plastics [5,7] at 2450 MHz

Material China Ultem Polyetilene Polystirol Teflon Glass

e0 � je00 5.7� j0.05 3.5� j0.0013 2.2� j0.004 2.5� j0.00 l 2.05� j0.002 7.6�0.156
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(titanic ceramics N1400-110, N750T, 30� e0 � 150) or high
(TiO2, CaTiO3 and LaAlO3, e04200) .

The complex dielectric permittivity of ceramics Hilox-
882, which consists of Al2O3, SiO2, MgO, CrO2, and CaO at
two microwave frequencies and three temperatures, is
shown in Table 9 [56]. An analytical model that describes
the behavior of e0 and e00 of composite ceramics in tempera-
ture range 0ooCo2500 at 2450 MHz has been derived [57]

e¼ einþ 10�4ðT � 25Þ � j . 10�3ðT � 25Þ ð26Þ

Where ein¼ 3:9� j0:46 is the initial value at T¼ 251C.
Several types of ceramics—aluminosilicate and zircona

fibre board, alumina, Ni–Zn–ferrite, and PZT ceramics—

were analyzed at 2422 MHz by Hamlin et al. [58], who
treated these materials by microwave in a cylindrical ap-
plicator with operating mode TM010.

Measured values of e0ðTÞ � je00ðTÞ at 3000 MHz for soda
lime glass (Corning 0080), borosilicate glass, Mullite
MV20, cupric oxide, aluminum nitride, zeolite Fig. 19,
alumina cement AC56, zirconia cement, and felt can be
found in Ref. 59. Some of these dependencies (zeolite) may
be approximated by expressions:

e0 ¼ 0:250933T0:499713;

e00 ¼ 0:383887e0:0047014 �T R2¼ 0:962
ð27Þ

Table 9. Dielectric Permittivity (e0) and Loss Factor (e0) of Ceramic Materials

T¼5001C T¼10001C T¼12001C

f (MHz) e0 e00 e0 e00 e0 e00

915 9.13 0.022 10.47 0.66 13.32 3.83
2450 9.13 0.087 10.86 0.53 12.66 2.01

Source: Ref. 56.

Table 10. Dielectric Permittivity (e0) and Loss Factor (e0) of Some Soils

MC¼4% MC¼12% MC¼20%

Soil 1 GHZ 3 GHZ 1 GHZ 3 GHZ 1 GHZ 3 GHZ

Sand ðe0 � je00Þ 3.33� j0.13 3.05� j0.26 11.6� j0.78 10.8� j1.04 20.3� j1.17 19.4� j1.96
Clay ðe0 � je00Þ 3.05� j0.78 2.88� j0.73 12.5� j4.30 11.4� j2.35 22.2� j8.87 19.2� j4.43

Source: Ref. 64.
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Figure 19. Dielectric permittivity ðe0Þ and
loss factor ðe00Þ of zeolite ceramics: experiment
(solid lines) and approximation (black circles)
[59].

Table 11. Dielectric Permittivity (e0) and Loss Factor (e0) of Selected Minerals [66] at 2450 MHz

T¼251C T¼1001C T¼2001C T¼3001C

Mineral e0 e00 e0 e00 e0 e00 e0 e00

Chalcocite 16.72 1.64 17.14 1.76 15.46 1.52 11.82 1.12
Chalcopyrite 11.01 8.02 11.41 10.20 11.20 12.5 9.01 1.41
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Where R2 is the coefficient of determination. Both
equations are valid when 300o�Co500. The dielectric
constant of Mullite MV20 e0ðTÞ¼ 5:3 � 7:8; e00ðTÞ¼
0:05 � 1:3; 400 � �C¼ 1300 at 915 MHz has been investi-
gated [60].

4.6. Soils and Minerals

Moisture dependent dielectric constants of many soils
(sandy, high-clay, loami and etc.) over RF and microwave
frequency ranges have been published by several authors
[61–64]. Most of these studied have been carried out in the
temperature range (5��C � 25) for fixed values of soils
density. As an example in Table 10, complex dielectric
permittivity of two types of soils is listed for different
moisture content at two microwave frequencies [64].

At 2450 MHz all dry sandy soils may be classified on
three groups according to the value of loss factor: sands
with low losses ðe00 ¼ 0:0075Þ, sands with average losses
(0:011 � e00 � 0:031), and sands with high losses ð0:05 �
e00 � 0:1Þ [65]. Dry clay soils are characterized by 3:91 �
e0 � 4:21 and 0:14 � e00 � 0:32. Dielectric properties of loami
soils with moisture content: 2 �MC � 50% and 3:49 � e0 �
32:53 and 0:22 � e00 � 1:3.

EM fields are used today in mining industry, geology,
road building technologies, and so on. Determination of
dielectric properties of minerals allows more accurate
mathematical modeling of physical processes of EM waves
interaction with lossy media. The open-end-coaxial line
method has been utilized [63] for measuring e0ðf ;TÞ �
je00ðf ;TÞ of over 60 minerals in the temperature range
25–3251C and frequency range 300 � f ;MHz � 3000.
Some of these experimental data at 2450 GHz are given
in Table 11. Most minerals exhibit increasing values of e0

and e00 versus temperature, except for minerals presented
in Table 11 which have complicated dependencies e0ðTÞ and
e00ðTÞ [66].

5. CONCLUSION

Wide applications of dielectric materials require the
knowledge of their dielectric properties. We have repre-
sented data about dielectric permittivity for some of these
materials in RF and microwave ranges. Many of the ex-
perimental results given in Section 4 have been imple-
mented in mathematical models of RF and microwave
technological applicators developed at Washington State
University.

Three main factors—frequency, temperature and mois-
ture content—which significantly influence the value
of e0 � je00 are analyzed in details. In many cases, the non-
linear characteristic of temperature dependences of
dielectric permittivity dictates that the physical process-
es in RF and microwave systems are highly coupled
EM and heat conduction problem. A major challenge in
RF and microwave heating research and development
is to design RF applicators and microwave cavities that
provide uniform E-field patterns in treated materials.
With precise measurements of dielectric and thermal

properties for different materials, great success of new de-
signs in industrial implementations will be expected in the
future.
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1. INTRODUCTION

Since the early 1990s, we have witnessed wide prolifera-
tions and acceptance of wireless communication technol-
ogies in society. Coupled with this major technological
development, the rapid decrease in the prices of wireless
technologies is paving the way for new networking para-
digms such as wireless local-area networking and wireless
personal-area networking. Wireless personal-area net-
working, the focus of this article, enables a user-centered
network concept where an individual user, surrounded by
a collection of devices (cellphone, laptops, palm pilot, etc),

communicates wirelessly with them and through them
with external networks and devices. The wireless person-
al-area network (WPAN) communication infrastructure
should enable a variety of personal communication-
enabled devices to be connected to networks anytime, any-
where, and (through) any media [8]. The idea of network-
ing within the personal space exists in different solutions,
including body-area network (BAN) [2,3], Picoradio [4],
IrDA [5], and HomeRF [6]. The central concepts that led to
the convergence of these solutions are wireless connectiv-
ity, cable replacement, and embedded low-power and low-
cost radio.

Many wireless systems and devices such as cellular
phones, personal digital assistants, pagers, and other por-
table devices have proliferated in contemporary society.
However, they are often used separately and their appli-
cations do not interact. One of the goals of PANs [7,8] is to
enable such a diverse set of devices to exchange informa-
tion in a seamless, friendly, and efficient way. One of the
emerging short-range wireless networking technologies
that shows promise as an enabling technology for realiz-
ing PANs is the more recent industry-standard Bluetooth
[9]. Bluetooth evolved from the need to replace wires in
short-range communications (e.g., serial cable between
computers and peripherals) with short-range wireless
links among small form factor mobile devices. Bluetooth
has a transmission range of approximately 10 m in a free
propagation environment and operates in the unlicensed
2.4-GHz ISM (industrial, scientific, medical) band. To in-
crease robustness to interference, Bluetooth uses a fre-
quency-hopping technique where the carrier frequency is
changed for every packet transmission. To minimize com-
plexity and reduce the cost of transceivers, the signals are
modulated using Gaussian frequency shift keying (GFSK)
and transmitted in one of 79 channels by a pseudorandom
sequence hopped through the 79 channels at a rate of 1600
hops per second.

2. BLUETOOTH TECHNOLOGY AND WIRELESS
PERSONAL-AREA NETWORKING STANDARDS

2.1. Bluetooth Technology

Bluetooth enables the creation of ad hoc networks based
on the concept of master/slave devices and provides full-
duplex transmissions using a slotted time-division duplex
(TDD) scheme. Master-to-slave transmissions always
start in an even-numbered slot, whereas slave-to-master
transmission starts in an odd-numbered timeslot. The
master controls data transmission of up to seven slaves
using a polling mechanism. Slaves cannot communicate
with each other in Bluetooth. Transmission is only be-
tween a slave and a master or vice versa. Slaves are al-
lowed to transmit only after being polled. The device that
initiates the connection is defined as the ‘‘master’’. Three
configurations are supported by Bluetooth: point-to-point
connection, point-to-multipoint (known as a piconet), and
multiple interconnected piconets with overlapping areas
forming a scatternet. A Bluetooth unit can simultaneously
be a slave of multiple piconets, but a master in only one,
and can transmit and receive data in one piconet at a time,
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which implies that time-division multiplexing is needed
for participation in multiple piconets. All these character-
istics make Bluetooth a strong candidate for establishing
PANs. Figure 1 illustrates the Bluetooth protocol stack.
Bluetooth is based on a high-performance, low-cost inte-
grated radio transceiver.

Baseband is the physical layer that manages functions
such as error correction, packet handling, paging and in-
quiry to access Bluetooth devices, and Bluetooth security.
The baseband transceiver supports a TDD scheme. The
Link Manager Protocol (LMP) performs link setup and
configuration, authentication, encryption management,
and other functions. The Logical Link and Control Adap-
tation (L2CAP) layer hides the functionalities of Bluetooth
lower layers. L2CAP supports protocol multiplexing, pro-
vides connection-oriented and connectionless data servic-
es to upper layers, and performs segmentation and
reassembly operations to and from smaller baseband
packets. In addition, L2CAP also supports point-to-multi-
point links. The Service Discovery Protocol (SDP) allows
Bluetooth applications to discover services available in a
Bluetooth environment. Higher-layer protocols such as
RFCOMM, OBEX, and TCP/IP can also be used for

Bluetooth to support legacy applications. The Host Con-
troller Interface (HCI) layer provides an interface to ac-
cess the hardware capabilities of Bluetooth.

Bluetooth supports two types of links between the mas-
ter and the slave(s): the synchronous connection-oriented
(SCO) link and the asynchronous connectionless (ACL)
link. The SCO link is a symmetric point-to-point link be-
tween a master and a single slave and is typically used for
sensitive traffic such as voice. The SCO link (such as be-
tween a headset and a cellular handset) reserves two con-
secutive timeslots: one for transmission and one for
reception at fixed intervals. A master can support up to
three SCO links to one or different slaves outside its pico-
net. The slave can support three SCO links from the same
master or two links from different masters in their respec-
tive piconets. SCO links are symmetric and yield a max-
imum of 64 kbps (kilobits per second) in both directions.
L2CAP supports only ACL links and packet sizes up to
64 kB (kilobytes). The ACL link is point-to-multipoint be-
tween a master device and up to seven slaves. ACL links
can support both symmetric and asymmetric connections,
and ACL packets can be broadcast to all slaves in a pico-
net. ACL links offer speeds up to 723.2 kbps downlink and

Figure 1. Bluetooth protocol stack.

Table 1. ACL Packet Types

Payload Header User Payload Symmetric Maximum
Asymmetric Maximum Rate (kbps)

Type (bytes) (bytes) FEC CRC Rate (kbps) Forward Reverse

DM1 1 0–17 2/3 Yes 108.8 108.8 108.8
DH1 1 0–27 No Yes 172.8 172.8 172.8
DM3 2 0–121 2/3 Yes 258.1 387.2 54.4
DH3 2 0–183 No Yes 390.4 585.6 86.4
DM5 2 0–224 2/3 Yes 286.7 477.8 36.3
DH5 2 0–339 No Yes 433.9 723.2 57.6
AUX1 1 0–29 2/3 No 185.6 185.6 185.6
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simultaneously 57.6 kbps uplinks for ACL. All ACL pack-
ets shown in Table 1 use CRCs (cyclic redundancy checks),
and in the presence of errors they are retransmitted. The
Bluetooth standard offers a range of data packet types:
DHx and DMx. The H-type packets have higher payloads
whereas the M-type packets support medium payloads but
include forward error correction (FEC) for error recovery
in noisy operating conditions. The baseband controller can
be configured to select the packet type. Actually, the strat-
egy is if a higher-layer (i.e., L2CAP layer and above) pack-
et exceeds the size of the DH or DM packets, the next DH
or DM packet of the minimum size is chosen. This method
improves link utilization and also reduces overhead.

2.2. WPAN Standards

Future WPANs will require innovative system solutions
and appropriate network design architectures to provide
mobile users local and global access with high availability,
low power, and minimal infrastructure requirement. To
achieve these objectives, the IEEE has created the IEEE
802.15 [10] working group, which concentrates on devel-
oping consensus standards for WPANs or short-distance
wireless networks. The activities within the IEEE 802.15
working group are divided into various task groups, each
of which focuses on a different issue; task group 1 deals
with Bluetooth, task group 2 deals with coexistence issues
between WPANs (802.15) and wireless local-area net-
works (WLANs) (802.11), task group 3 deals with high-
rate (Z20-Mbps) WPANs, task group 3a is chartered to
work on higher-speed (Z110-Mbps) WPANs, and task
group 4 is investigating a low-data-rate solution
(o0.25 Mbps) with multimonth to multiyear battery life,
and very low complexity. We summarize the IEEE 802.15
standards in Table 2.

It is worthwhile pointing out also that IEEE has also
approved four projects concerning IEEE 802.15 WPAN
standards. These projects deal with a wireless mesh to-
pology standard for WPAN devices and modifications to
the high-rate WPAN standard so that it supports wireless
multimedia applications more effectively. The task groups
include IEEE 802.15.5, which will develop an architectur-
al framework for interoperable, stable, and scalable wire-
less mesh topologies for WPAN devices. The mesh
topologies are expected to extend network coverage with-
out increasing transmission power or receiver sensitivity.

These topologies also aim to improve reliability through
route redundancy, simpler network configuration, and
longer battery life. The 802.15.3b group deals with mod-
ifications of IEEE 802.15.3 to improve ease of implemen-
tation and interoperability while maintaining backward
compatibility. The 802.15.4a group is expected to design
alternate WPAN physical-layer specifications to meet the
evolving needs of ultra-low-complexity, ultra-low-cost, ul-
tra-low-power WPAN communications. It will provide for
precision to one meter or less, improved communications
range, improve link robustness, and the ability to support
mobility. The IEEE 802.15.4 standard will be revised by
the 802.15.4-REVb group to remove ambiguities and will
be extended to support shared time base distribution and
new frequency allocations in Europe, China, and Japan.

3. SEAMLESS CONNECTIVITY OF BLUETOOTH TO
IP-BASED NETWORKS

The proliferation of IP over all kinds of networks today
makes it necessary to support Bluetooth applications over
IP-based networks. However, an IP-over-Bluetooth profile
was not specified in the Bluetooth specifications. There are
currently two ways of running IP-based applications over
Bluetooth; one approach is to use the LAN profile [11], and
the other approach is to use the PAN profile [12].

3.1. LAN and PAN Profiles

The LAN profile defines how Bluetooth-enabled devices
can access services of a LAN using the IETF Point-to-Point
Protocol PPP [13] as shown in Fig. 2. A frequent topology
used consists of a LAN access point (LAP), which is a
Bluetooth device that provides the services of a PPP serv-
er, and a data terminal (DT), which is a Bluetooth device
that acts as a PPP client. Using appropriate PPP mecha-
nisms, a suitable IP address is negotiated between the
LAN access point and the data terminal.

The PAN profile describes how two or more Bluetooth-
enabled devices can form an ad hoc network and how the
same mechanism can be used to access a remote network
through a network access point [12]. It uses the Bluetooth
Network Encapsulation Protocol (BNEP) [14] to provide
networking capabilities for Bluetooth devices. BNEP en-
capsulates packets from various networking protocols,

Table 2. IEEE 802.15 Standards

IEEE Standard Area Covered Data Rate Potential Applications

802.15.1 Bluetooth 1 Mbps Speakers, microphones, headsets, printers, cellphones,
PDAs, sensors, etc.

802.15.2 Coexistence between
Bluetooth and 802.11

N/A N/A

802.15.3 High-rate WPAN 420 Mbps Low-power, low-cost solutions for portable consumer
digital imaging and multimedia applications

802.15.3a Higher-rate WPAN 4110 Mbps Streaming and other multimedia applications
802.15.4 Low-rate WPAN 2.4 GHz—250 kbps;

868/915 MHz—20/10 kbps
Sensors, smart badges, interactive toys, remote con-

trols, home automation

Source: Ref. 1.
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which are transported directly over L2CAP. BNEP in-
cludes support for common networking protocols such
as IPv4, IPv6, IPX, and other existing or emerging net-
working protocols supported by IEEE 802.3/Ethernet
encapsulation. BNEP removes and replaces the Ethernet
header with the BNEP header, leaving the Ethernet pay-
load unchanged. Both the BNEP header and the Ethernet
payload are encapsulated by L2CAP.

3.2. IPv6-Enabled Bluetooth Devices

Depletion of IPv4 addresses is one of the reasons for the
development of IPv6. IPv6 also defines stateful and state-
less autoconfiguration [15]. Stateful autoconfiguration is
the IPv6 equivalent of DHCP. DHCPv6 is used to pass out
addressing and service information in the same way as
DHCP is used in IPv4. The stateless configuration works
as follows. Appending the interface’s identifier to the
well-known link-local prefix forms a link-local address.
The node then verifies that this tentative address in
unique by sending neighbor solicitation messages. The
next phase of autoconfiguration involves obtaining a rout-
er advertisement or determining that no routers are
present. If routers are present, they will send router ad-
vertisements that specify what sort of autoconfiguration a
host should do.

We need to exploit the IPv6 feature of autoconfigura-
tion to enable Bluetooth devices to automatically connect
to an IPv6-based Internet. This facility enables seamless
connectivity as users of Bluetooth-enabled devices such as
handheld PDAs and cellphones can roam around a variety
of networks—ad hoc networks network hotspots and tra-
ditional fixed networks in the home and the office. Most
users of these handheld devices will not have the expertise
to reconfigure IP parameters. Another incentive for Blue-
tooth device manufacturers to support IPv6 is the upcom-
ing support for Bluetooth in Windows XP, which will have
native Bluetooth support. From a home networking point
of view, the IPv6 autoconfiguration feature is also desired
[16,17].

3.3. Effect of LAN and PAN Profiles with IPv4, and IPv6
Protocol Stacks on Latency

Our experimental testbed consists of an IPv6 network.
The Bluetooth device that acts as a master consists of two
interfaces—one is an Ethernet interface that connects it to
an IPv6 local-area network and the other is a Bluetooth
interface. The Bluetooth master is configured as a router.
When a Bluetooth device (slave) establishes a connection
to the Bluetooth master, an interface is created on the
slave side. The Bluetooth slave is autoconfigured over this
interface. The slave can access the IPv6 network without
requiring any further configuration from the user. A single
Bluetooth piconet consists of one master and up to seven
slaves. If such a configuration is performed, all the slaves
can access the IPv6 network and can communicate with
each other.

We used various performance metrics to explore the
impact of PAN and LAN profiles, IPv4, and IPv6 on data
and voice transmissions to IP-enabled Bluetooth devices.
It is useful for application designers and developers of IP-
based Bluetooth applications to know whether the LAN or
the PAN profile gives optimal Bluetooth performance. We
used latency (measured using Netperf [18]) as the perfor-
mance metric. Our testbed consisted of two identical lap-
tops (each with an Intel Pentium III, 789–MHz processor,
512 MB of RAM) and one iPAQ pocket PC, all running
BlueZ [19] protocol stack, with the laptops running Red
Hat 9 Linux operating system, and the pocket PC running
Familiar v0.7 Linux operating system. Both laptops and
the pocket PC were equipped with BL-500 Bluetooth net-
work adapters (from Brainboxes) and they all had support
for both IPv4 and IPv6 protocol stacks as well as PAN and
LAN profiles. For the latency tests, we used the two lap-
tops and experimented with packet sizes in the range
64–1600 bytes. The reason for this choice for the packet
size range stems from observations that most packet sizes
on networks and the Internet are within this range [20].

Figure 3 shows one-way latency results (round-trip la-
tency test measures how long it takes a packet to travel
from one host to another and back to the originating host.

Figure 2. PAN profile using Bluetooth Network Encapsulation Protocol (BNEP) (a) versus LAN
access profile (using PPP and RFCOMM) (b).
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One-way latency is half of the round-trip latency) obtained
with raw data for LAN and PAN over IPv4 and IPv6. For
both IPv4 and IPv6, we obtained better (i.e., lower) laten-
cies with PAN compared to LAN. In fact, a close look at the
results shown in Fig. 3 reveals that latency of PAN trans-
mission ranges from 14% to 21% and 8% to 32% lower than
LAN transmission in the case IPv4 and IPv6, respectively.
The serial bit transmission characteristic associated with
PPP probably accounts for the higher delays obtained with
LAN packetized transmissions.

3.4. Voice Delivery to IPv4 and IPv6-Enabled
Bluetooth PDAs

There has been a lot of interest recently (as of 2004) in
delivering voice over IP-based networks. For Voice over IP
(VoIP) to become reality and widely deployed, we need to
support voice transmission and delivery on an end-to-end
basis. It is no longer sufficient to support VoIP over wired
networks only. In fact, the wide proliferation of wireless
networks require VoIP support to extend to wireless net-

work segments frequently connected to wired LAN and
the Internet. In addition, we should also be capable of de-
livering voice a range of popular devices such as PDAs and
cellular phones. Only when these conditions are satisfied
will a true end-to-end VoIP deployment be possible to mo-
bile, handheld devices associated with mobile users. We
investigate the deployment of a VoIP implementation that
supports these goals—the wireless network under consid-
eration being the Bluetooth network, and the iPAQ pocket
PC running, the familiar v0.7 Linux operating system. In
addition, we exploit IPv6 in our VoIP implementation to
achieve seamless connectivity (i.e., with zero configura-
tion) and delivery of voice to Bluetooth handheld devices
connected to IP-based networks.

We experimented with various CODECS, namely G721
(yielding a bit rate of 32 kbps), G723 (yielding a bit rate of
24 kbps) and G723 (yielding a bit rate of 40 kbps). We ex-
perimented with two different voice packet sizes (40 and
20 ms) in our voice tests. The 20-ms voice packet size
translates to 120, 160, and 200 bytes with G723 (yielding a
bit rate of 24 kbps), G721 (yielding a bit rate of 32 kbps),
and G723 (yielding a bit rate of 40 kbps), respectively. It is
worthwhile explaining how the 20-ms voice packet size
used translates to 120 bytes with a G723 CODEC. For a
voice recording of 20 ms, a sampling rate of 8000 samples
per second, stereo (two channels), a sample size of 16 bits
(linear PCM) we get an uncompressed voice packet size of
640 (20 � 8000 � 2 � 16/8 � 1000) bytes. This yields an
encoded (compressed) voice packet size output of 120 bytes
with the G723 CODEC. In the case of the 40 ms voice
packet size translates to 240 bytes, 320 bytes, and 400
bytes with G723, G721, and G723, respectively. To assess
the voice quality delivered by the iPAQ running IP and
connected to a Bluetooth network, we used end-to-end de-
lay and jitter of the voice delivered.

3.4.1. End-to-End Voice Delay with IPv4 and IPv6. The
results shown in Fig. 4 demonstrate that on average we
obtained an end-to-end delay of about 60–70 ms in the
voice delivery. This is well below the recommended end-to-
end delay by ITU Recommendation G.114 [21], which rec-
ommends that the maximum one-way end-to-end delay
acceptable by most users should be within 150 ms [22,23]
to achieve the same speech quality as a normal telephone
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conversation. Interestingly, the end-to-end delay results
over IPv6 are also very similar to those obtained with IPv4
despite extra overheads (such as larger addresses) with
IPv6. Furthermore, from these results, we also note that
the execution of the IPv6 stack on the iPAQ does not really
introduce any performance degradations in voice perfor-
mance. These latency results demonstrate the feasibility
of delivering high-quality voice over Bluetooth to IPv6-en-
abled handheld devices such as iPAQs. Another observa-
tion worth noting is that the smaller of the voice packet
size (i.e., 20 ms) yields the lowest end-to-end delay. As far
as the CODECs are concerned, we found that the G723
(yielding a bit rate of 24 kbps) yields the best (i.e., lowest)
voice delay performance among the CODECs tested.
In the case of jitter, we obtained on average 28–30 ms
and 51–54 ms with voice packet sizes of 20 and 40 ms, re-
spectively, with the three CODECs tested. The 20 ms voice
packet size yields the lowest jitter, which is well below the
recommended jitter for excellent voice quality. Karam and
Tobagi [24] found that for best voice quality, the jitter ex-
perienced by voice should be at most 50 ms so that the
playback at the receiver end remains smooth.

4. COEXISTENCE OF BLUETOOTH AND
IEEE 802.11 WLANs

Various radiofrequency technologies such as Bluetooth
and IEEE 802.11 WLANs are being adopted at a rapid
pace in academic office spaces, buildings, and campuses.
One of the major issues arising out of the coexistence of
these radiofrequency (RF) systems is the possibility of in-
terference on each other. Various performance studies [25–
28] have been conducted by several research groups, in-
cluding the IEEE 802.15 working group to investigate the
impact of IEEE 802.11 on Bluetooth transmissions. Go-
lmie et al. [28] investigated the effect of several factors,
such as transmitted power, offered load, packet size, hop
rate, and error correction on performance. They found
that power control may have limited benefits in an inter-
ference environment. Increasing the Bluetooth transmis-
sion power even 10 times is not sufficient to reduce
Bluetooth packet loss. They also found that short packets
lead to less packet loss for Bluetooth at the cost of causing
more interference on wireless LANs. Sriskanthan et al.
[29] propose an application of Bluetooth technology in
home automation and networking environment. Initially,
due to lack of Bluetooth products, most, if not all empirical
analyses were based solely on simulations that do not
really capture the problems often arising in typical real,
physical networking environments. To address this issue
and distinguish our efforts from those previously under-
taken, we present practical performance results using real
Bluetooth and 802.11 networks. We conducted several
tests to explore the influence of IEEE 802.11 interference
on Bluetooth communication performance using raw data
transfers and audio/video streaming. We used perfor-
mance metrics such as time taken to stream audio/video
and throughput in the case of raw-data transfers. We mea-
sured the raw application-to-application TCP/IP through-
put using Netperf. For the interference measurement

tests, we used TCP/IP data transmission as the interfer-
ing traffic and we ensured that the interfering traffic re-
mained present until the end of the test under
consideration. This ensures that we do measure the actu-
al performance in the presence of interference.

The testbed we used in our experiments includes four
identical laptops (each with an Intel Pentium III,
789-MHz processor, 512 MB of RAM), one 802.11 wireless
Ethernet access point, and one AXIS 9010 Bluetooth ac-
cess point. Two laptops were each equipped with a Xircom
Credit Card Bluetooth adapter. The other two laptops
were each equipped with a Dell TrueMobile 1150 Series
wireless PCI adapter. Thus, on the Bluetooth network, we
used two Bluetooth laptops connected to each other via the
Bluetooth access point. We used the other two laptops on
the 802.11 network connected via the 802.11 access point.
It is worthwhile pointing out that in our tests we used a
link rate of 1 Mbps for the 802.11 network. We could have
used 11 Mbps link speed but we wanted to have compara-
ble link speed with Bluetooth to avoid introducing further
parameters that could affect our results and their inter-
pretations. The Bluetooth specification specifies a maxi-
mum throughput of about 720 kbps [9].

4.1. Application Throughput without Interference

We first investigated the best performance achievable
with Bluetooth and IEEE 802.11 technologies under con-
ditions when each is operating on its own (i.e., without any
interference from the other technology). We varied the
distance between the two laptops and measured the effect
of distance on the application throughput. The Bluetooth
technology is expected to deliver uniform performance
within 10 m range. Our experiment indeed reveals negli-
gible changes in the throughput with increasing distance
between the Bluetooth nodes (as shown in Fig. 5). We ob-
tained similar results with increasing distance between
the 802.11 wireless nodes. However, we obtained around
680 kbps (68% link utilization) with 802.11 transmissions
compared to Bluetooth transmissions where we obtained
around 200 kbps (only B28% link utilization).
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Figure 5. Variation of throughput of Bluetooth and 802.11 nodes
with distance. The throughput of each was measured on its own
(without interference).

3716 PERSONAL AREA NETWORKING WITH BLUETOOTH



4.2. Application Throughput with Interference

Figures 6 and 7 show variations in throughput using Blue-
tooth and 802.11 nodes. It is interesting to note from Fig. 7
that in the presence of interfering Bluetooth traffic, there
is almost no impact on the 802.11 wireless transmission
rate, which yields almost the same application throughput
for different distances between the Bluetooth nodes. How-
ever, the converse is not true for the performance observed
with Bluetooth in the presence of competing 802.11 LAN
traffic. In this case, as Fig. 6 illustrates, we obtained much
lower performance (B50 kbps) with Bluetooth compared to
the case with no interference. This translates to almost a
fourfold degradation in Bluetooth throughput in the pres-
ence of 802.11 LAN interference traffic.

4.3. Audio/Video Streaming

We investigated the impact of interference on Bluetooth
devices performing audio/video streaming. The streaming
test used different file sizes between two Bluetooth nodes.
One node (at the client side) had Windows Media Player
for audio/video streaming and playback. The other Blue-
tooth node (the server side) was configured as a Web serv-
er using Microsoft Information Services). Audio and video
were streamed from one Bluetooth node to the other via
the Bluetooth access point (connected to the local LAN).

Figures 8 and 9 show the audio/video streaming re-
sults. For both audio and video, we report the time taken to
stream and play the audio (using Windows Media Audio
format) or video (using Windows Media Video format).

Figures 8 and 9 show that the time taken to stream
continuous media increases by almost 3 times for video
and almost 2 times for audio in the presence of 802.11
traffic interference. The closer the 802.11 wireless nodes
are to the Bluetooth devices, the higher the interference
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leading to slightly higher times for a distance of one meter
compared to a distance of two meters.

It is clear from the experimental results that the
interference caused by 802.11 traffic on Bluetooth
transmissions is significant and seriously impedes perfor-
mance of the latter. We speculate some possible explana-
tions for the Bluetooth performance degradation. A
Bluetooth channel is divided into timeslots, each 625ms
in length. Bluetooth packets may extend up to five time-
slots depending on the packet type in use, and the fre-
quency remains fixed for the duration of the packet. In the
presence of 802.11 traffic, Bluetooth shares the same fre-
quency band, and a static packet format may lead to low
efficiency since multislot packets are more likely to face
interference for longer durations, thereby decreasing
Bluetooth throughput. This is a direct result of the fact
that Bluetooth lacks the ability to automatically adapt to
meet changing channel conditions. Another possible
explanation could be due to increased retransmissions
by the sender because of frequent timeouts for not receiv-
ing acknowledgments since these acknowledgments also
compete with 802.11 traffic for channel access.

We explored the performance of individual DHx and
DMx (where x can have values 1,3,5) packet types in the
presence and absence of IEEE 802.11 interference. We
used the results (shown in Fig. 10) obtained as the basis
to change the packet type in the design of a novel dynamic
implementation that will improve Bluetooth performance
in the presence of 802.11 traffic. We observe from the re-
sults of Fig. 10, in the absence of IEEE 802.11 interference,
DH5 and DM5 yield maximum throughput and in the pres-
ence of IEEE 802.11 interference, DM5 gives a maximum
throughput of 269 kbps (L2CAP MTU is 2016 bytes).

The L2CAP MTU field represents the largest L2CAP
payload, in bytes, that the originator of a request can ac-
cept for that channel. The default MTU value is 672 bytes.
This default MTU is selected based on the payload carried
by two DH5 packets (2 � 341¼ 682 bytes), excluding the
baseband ACL headers (2 � 2¼ 4 bytes) and L2CAP head-
er (6 bytes). Each Bluetooth profile specifies a particular
L2CAP MTU. For example, the PAN profile requires a
minimum L2CAP MTU of 1691 bytes [12]. We performed
another preliminary experiment between two Bluetooth

devices to study the optimal L2CAP maximum transmission
unit (MTU) value. The L2CAP MTU value was varied and
we calculated the corresponding throughput by measuring
using the time taken to transfer a fixed number of packets
for an L2CAP client–server socket program. The results are
shown in Fig. 11. In the absence of interference, the
throughput increases with increase in MTU. In the pre-
sence of interference, an L2CAP MTU of 2016 bytes (3 times
the default value of 672 bytes) yields the best throughput
(120 kbps) and shows a 140% increase in throughput over
the default L2CAP MTU value of 672 bytes (50 kbps).

4.4. Novel Dynamic Approach to Improve Bluetooth
Performance in the Presence of Interfering 802.11 LAN
Traffic

We designed and implemented a scheme that enables ro-
bust Bluetooth transmissions that is minimally affected by
802.11 interference traffic. Our proposed design works at
the L2CAP layer of Bluetooth and dynamically adapts the
ACL packet type to improve Bluetooth performance. It is
worthwhile pointing out that we also investigated several
other parameters such as the L2CAP flush timeout, ACL
MTU, and transmission window size, but none of them
really showed significant performance improvements
that mitigate the interference effects of 802.11 traffic. Two
parameters, namely, the L2CAP MTU and the ACL packet
type, yield considerable improvement in the performance of
Bluetooth even in the presence of interference. We there-
fore exploited these parameters in our implementation.

4.4.1. Implementation. To implement a design that dy-
namically adapts the Bluetooth transmission parameters
according to dynamic conditions requires access to the
Bluetooth stack or the underlying Bluetooth hardware.
Since we are using commercially available Bluetooth
hardware adapters, we do not have access to the link
manager, baseband layer, or the radio layer. Other re-
searchers and designers also face similar constraints. Con-
sequently, if we were to modify Bluetooth, we could do so
only at the application layer or at the kernel layer. We
chose a kernel implementation (at the L2CAP layer) for
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our proposed scheme since it allows us to modify the Blue-
tooth stack and secondly, the modified stack can be used
by others without modifying their Bluetooth applications.
Furthermore, the implementation could have also been
implemented using higher-layer sockets such as
RFCOMM, but such a layer would not be used by all the
other Bluetooth profiles, and any improvements obtained
would be limited to that profile only.

We used the BlueZ Bluetooth protocol stack running on
Red Hat Linux version 9. The Host Controller Interface
(HCI) provides a uniform command method for accessing
the underlying Bluetooth hardware capabilities. HCI link
commands provide the host with the ability to control link
layer connections to other Bluetooth devices. These com-
mands enable the link manager (LM) to exchange LMP
commands with remote Bluetooth devices. The HCI firm-
ware implements the HCI commands for the Bluetooth
hardware by accessing the baseband/link manager com-
mands, hardware status registers, control registers, and
event registers. Several layers may exist between the HCI
driver on host system and the HCI firmware on the Blue-
tooth hardware. These intermediate layers (such as the
Host Controller Transport Layer) provide the ability to
transfer data. Bluetooth ACL packet types and sizes are
selected by the baseband layer which, as mentioned pre-
viously, is not accessible to the user or host device driver
software. However, it is possible to force the baseband
layer to use to particular packet type by using the link
command Change_Connection_Packet_Type.

Our implementation relies on the dynamic adaptation
of packet sizes during a Bluetooth transmission subjected
to interference caused by IEEE 802.11 LAN traffic. We es-
tablished a connection between a Bluetooth slave and a
Bluetooth master on L2CAP connection-oriented sockets.
Using the previous results illustrated in Figs. 10 and 11,
our implementation of the proposed dynamic approach
works as follows. In the initial phase, our implementation
chooses the ACL packet size to avoid overheads due to
padding. For instance, if the user payload is less than 10
bytes, our implementation chooses a DM1 packet. If the
user payload is greater than 177 bytes, our implementation
chooses DM5 rather than DM3 since better performance is
obtained with DM5 in the presence of interference.

At various stages during transmission, our implemen-
tation periodically calculates the throughput delivered
and simultaneously obtains the link quality (an indicator
of how much interference is taking place). To obtain the
link quality, we exploit the HCI command Get_Link_Qual-
ity, which returns a value for the current link quality (in
the range 0–255) of the ACL link between the two Blue-
tooth devices. The higher the value returned, the better is
the link quality. From the preliminary experiments, we
found that the value of the link quality is above 230 in the
absence of IEEE 802.11 interference traffic but below 215
in the presence of 802.11 traffic.

Our implementation periodically checks the link qual-
ity and the actual throughput value obtained for that sig-
nal quality. Depending on the value of the throughput
obtained, the packet size chosen by the baseband layer is
varied accordingly using the HCI command Change_Con-
nection_Packet_Type (as explained earlier) to yield the

highest throughput. Basically, the dynamic implementa-
tion changes the ACL packet type to DM5 if the user pay-
load is greater than 120 bytes or if the user payload
is between 20 and 120 bytes, DM3 is chosen. If the user
payload is less than 20 bytes, DH1 is selected (rather than
DM1 since in the presence of interference DH1 yields high-
er performance). One issue that we faced during the im-
plementation is the rate at which we check the link
quality and measure the actual throughput experienced.
We have implemented a timer function to perform the pe-
riodic sampling at small enough intervals to ensure a
smooth adaptation based on actual channel conditions.

4.4.2. Evaluation of Dynamic Approach. To evaluate our
implementation, we conducted file transfer performance
tests that measured the time taken to perform file trans-
fers with and without interference, with and without us-
ing the dynamic implementation. For the interference
measurement tests, we used TCP/IP data transmission
as the interfering traffic. We ensured that the interfering
traffic remained present for the duration of the test under
consideration thereby making sure that we measure the
actual performance in the presence of interference.

The testbed used in our experiments included four
identical laptops (each with an Intel Pentium III, 789-
MHz processor, with 512 MB of RAM) running Linux Red
Hat 9 operating system, and one 802.11 wireless Ethernet
access point. Two of the laptops were each equipped with a
Brainboxes BL-500 Bluetooth adapter using the BlueZ
(the official Bluetooth protocol stack for Linux). The other
two laptops were each equipped with a Dell TrueMobile
1150 Series wireless PCI adapter. Thus, on the Bluetooth
network, we used two Bluetooth laptops connected to each
other via ACL link. The Bluetooth specification specifies a
maximum throughput of B720 kbps. We used the other
two laptops on the 802.11 network connected via the
802.11 access point. We performed experiments with link
speed of 1 Mbit/s for the 802.11 network to have compa-
rable link speed to Bluetooth transmissions.

4.4.3. File Transfer Performance. We executed a file
transfer application and measured the time taken to
transfer different file sizes. The results we obtained are
shown in Fig. 12. In the absence of interference, we found
that the time taken when the dynamic implementation is
used is close to the case when it is not used. This demon-
strates that the dynamic implementation does not really
introduce significant overheads to the overall performance
delivered to users. When Bluetooth is subjected to 802.11
traffic interference, for the different file sizes tested, we
obtained a performance improvement (in terms of time
taken to transfer files) of 51–85% over the case when our
dynamic implementation is not used.

As mentioned previously, the experimental tests were
conducted by transferring a fixed number of packets. The
time measured is the time taken to transfer all the pack-
ets. For the L2CAP program (without our dynamic packet
size adaptation implementation), more time is taken in
the presence of interference. However, our implementa-
tion improves the performance of Bluetooth in the pres-
ence of interference, and therefore the time taken to
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transfer the same number of packets is smaller. It is
worthwhile noting that our proposed dynamic packet
size adaptation needs to be implemented at the L2CAP
layer. Our approach is designed using L2CAP sockets as
we had no access to Baseband. However, Bluetooth ACL
packets are defined at the Baseband layer. We dynamically
configure the Baseband layer to use a particular packet
type by using HCI Commands. Given direct access to the
Baseband layer, the dynamic packet size adaptation can be
implemented at the Baseband layer.

5. MULTIMEDIA SUPPORT OVER BLUETOOTH

Audio/video streaming applications have become increas-
ingly popular. Advances in hardware and software tech-
nologies are making it possible to support these
applications types on a wide range of devices. We expect
future deployment of devices such as Bluetooth-enabled
personal digital assistants (PDAs) and pocket PCs will
support a wide variety of streaming applications involving
audio and video [30].

5.1. Audio/Video Distribution Transport Protocol (AVDTP)

The Audio/Video (A/V) Distribution Protocol [31] defines
the transport protocol and procedures that enable the dis-
tribution of advanced audio and video content of high
quality on ACL channels. The basic audio functionality in
Bluetooth only supports uncompressed voice connection
with pulse-code modulation (PCM), and a bandwidth of
64 kbps is assigned to each voice connection. The term
‘‘advanced audio’’ should be distinguished from ‘‘Bluetooth
audio,’’ which indicates distribution of narrowband voice
on SCO channels as defined by the Bluetooth Baseband
specification [9]. A typical usage case for AVDTP is the
streaming of music content from a stereo music player to
headphones or speakers. The audio data are compressed
in an appropriate format for efficient use of the limited

bandwidth. The SCO link allocates a fixed bandwidth be-
tween the master and the slave. The master maintains the
SCO link by using reserved slots at regular intervals. The
basic unit of reservation is two consecutive slots (one in
each transmission direction). The reservation of slots by
SCO links leaves very limited piconet bandwidth for the
other ACL links in the piconet. Furthermore, it is worth-
while noting that the transmission of audio/video over the
Internet requires the support of an audio encoding/decod-
ing scheme and a packet-switched network connection—
which is not offered by the SCO connection. Therefore, in
order to support the transfer of high-quality A/V data us-
ing limited bandwidth and a packet transfer mode, ACL
channel is a better alternative.

The Audio Video Working group has defined a Blue-
tooth profile that allows streaming of high-quality mono or
stereo audio directly over L2CAP from another device.
This profile, the Advanced Audio Distribution Profile
(A2DP) [32], is based on the Generic Audio/Video Profile
Distribution Profile (GAVDP) [33], which in turn uses
Audio/Video Distribution Transport Protocol (AVDTP).
AVDTP specifies the transport protocol for audio and
video distribution and streaming over the Bluetooth air
interface using ACL links. AVDTP provides rules and pro-
cedures to provide high-quality isochronous communica-
tion (required for the transmission of clock-dependent
processes) for the transfer of A/V data. Figure 13 shows
the protocol stack model for AVDTP. The transport mech-
anism and message formats of the AVDTP are based on
the Real-time Transport Protocol (RTP).

AVDTP defines the signaling mechanism between
Bluetooth devices for stream setup and media streaming
of audio or video using ACL links. A/V streaming and sig-
naling setup messages are transported via L2CAP pack-
ets. A dedicated Protocol/Service Multiplexer (PSM) value
(the PSM value for AVDTP is 25) is used to identify L2CAP
packets that are intended for AVDTP. AVDTP applies
point-to-point signaling over connection-oriented L2CAP
channel set up in advance between two devices partici-
pating in A/V streaming.

Before A/V applications transport A/V streams over a
Bluetooth link, AVDTP performs A/V parameter negotia-
tion. Based on the result of this negotiation, applications
transfer A/V content. Figure 14 shows the AVDTP architec-
ture (as defined by the AVDTP specification). We summa-
rize the major functions of the AVDTP components below:

* Stream manager—provides the following functions:
streaming, media framing, timestamp management,
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Figure 12. Time taken for file transfers using and without using
the dynamic implementation in the presence and absence of
802.11 traffic interference. (This figure is available in full color
at http://www.mrw.interscience.wiley.com/erfme.)

Figure 13. AVDTP protocol model and the Bluetooth protocol stack.
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media packet sequence numbering, reporting of pack-
et loss to higher layers, and calculation of jitter

* Recovery component—provides no FEC and equal
FEC

* Adaptation layer—performs header compression and
multiplexing to allow several transport sessions to be
multiplexed onto one transport channel

* Signaling—provides the discovery of application and
transport service capability, stream negotiation,
stream connection establishment, stream connection
teardown, stream suspension and resumption

AVDTP represents a scalable architecture with differ-
ent support levels of services provided to the upper layer.
The services provided to the application layer are defined
as the application service capabilities. This comprises of
negotiation and configuration of source CODECs, content
protection systems, and support of media synchronization.
The transport service capabilities correspond to more spe-
cifically transport related ‘‘services’’ inside the A/V trans-
port layer. These comprise framing and segmentation,
encapsulation, reporting of delivery performance, packet
loss detection, packet recovery, robust header compres-
sion, and multiplexing transport sessions to transport

channels. Transport services are broadly classified into
following services: basic, recovery, reporting, and adapta-
tion (multiplexing and robust header compression).

We have designed and implemented the AVDTP pro-
tocol for multimedia support in Bluetooth. However, in
this article, we focus on the delivery of audio only.
Our design supports the specification of the AVDTP
protocol as defined by Bluetooth SIG and implements
the following:

* A means to discover the capabilities of the devices, as
well as the means to negotiate for A/V stream setup
as well as the establishment and tearing down of a
stream

* Mechanisms that associate data with timing infor-
mation required for playback of media streams at the
receiver side

* Capability to report ‘‘quality of service’’ and status of
transport of media packets to the application layer
(i.e., reporting the status of transport of media pack-
ets to the application)

* Mechanisms to optimize the use of available band-
width

* Mechanisms to minimize the transmission delay for
real-time streams

* Independent functions for use on devices of limited
complexity (although this feature is not yet fully sup-
ported; only MP3 CODEC is supported in our current
implementation)

Our current AVDTP implementation does not yet pro-
vide recovery mechanisms and functions to reduce the
overhead of the headers in the transport protocol.

5.2. Implementation of AVDTP for Bluetooth

We have implemented only the signaling and the stream
manager (shown in Fig. 15) components, which together
constitute the basic service transport functionality of AV-
DTP for Bluetooth devices. When AVDTP is configured for
basic services, two main functions are performed: stream
discovery and negotiation and media streaming using
signaling and the stream manager. The signaling proce-
dure requires ACL link between a pair of interconnected

Figure 14. AVDTP architectural components in the Bluetooth
protocol stack.

Figure 15. Implementation of the AVDTP
basic service components.
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devices. Transactions are performed on a connection-
oriented channel established between communicating de-
vices, and consist of bidirectional asynchronous message
exchanges. To establish a stream, the upper layer requests
the signaling component to discover, configure, and estab-
lish streams. After establishing the stream (a Bluetooth
A/V stream represents the logical end-to-end connection of
media data (audio or video) between two A/V devices), the
upper layer can send or receive streaming media.

In our design, the stream manager is the core compo-
nent of AVDTP, and it performs the following functional-
ities: setting up application service capability of the
service endpoint based on the upper layer description of
audio data, initiating the signal interface, setting up
transport service parameters, framing of the audio data,
media packet sequence numbering, buffering of the data at
receiver end, reporting of packet loss to upper layer, jitter
calculation, and timestamp management. In addition to
the components we have implemented for the basic ser-
vice, we have also included an L2CAP interface compo-
nent, which can be used to set L2CAP and Host Controller
Interface (HCI) layer parameters based on the transport
service capability. The L2CAP interface component initi-
ates the L2CAP layer commands to connect, listen, send,
and receive audio data. Establishment of the connection-
oriented L2CAP channels, used for media streaming, is
initiated by the application layer. These channels are set
up and released by AVDTP. Once the stream has been es-
tablished, the application layer starts A/V streaming.

The application layer initiates the streaming procedure
by registering itself with AVDTP as a stream endpoint
(SEP). A SEP is a concept used to expose the available
application capabilities. The application registers its SEP
in AVDTP to allow other devices to discover and connect to
it and is assigned a unique SEID (the SEID represents the
cross device reference to a specific stream). This reference
is used in the signaling transactions between peer AVDTP
entities. The application also specifies the role of acceptor/
initiator (ACP/INT) and the mode Source/Sink (SRC/SNK)
of communication while registering with AVDTP. AVDTP
returns a stream handle (represents a top-level reference
to a stream), which is exposed to the application layer and
represents the stream context associated with that stream.
The application then provides the application service ca-
pability information to the A/V transport layer (AVDTP).
This information typically comprises of the audio CODEC
type supported by the application and its properties. The
application on one Bluetooth device initiates streaming by
setting up a connection-oriented link, established by a sig-
naling procedure, to another Bluetooth device over the
L2CAP layer. As illustrated in Fig. 16, the stream end-
point discovery command (optional) retrieves the type and
the identifier (SEID) for one stream endpoint, or jointly
multiple stream endpoints present in the particular Blue-
tooth device. Since SEID is needed as a reference in sub-
sequent procedures, the stream endpoint discovery must
be first invoked. However, the discovery procedure is not
needed for repeated configuration attempts. The ‘‘stream
get capabilities’’ (optional) procedure is also optional, as
an initiator can guess the capabilities of the acceptor and
directly invokes the stream configuration procedure. The

‘‘stream get capabilities’’ procedure can be triggered by
any of the devices with no effect on the stream endpoint
states. Either or both devices may initiate a stream by
calling the stream configuration procedure, stream estab-
lishment procedure, and the stream start procedure. The
stream configuration procedure constitutes a dedicated
connection between peer stream endpoints in both devic-
es. The stream configuration procedure also establishes
the set of application and transport service parameters to
be used during the transfer of audio/video content. These
parameters include the audio CODEC capability—the me-
dia CODEC supported by source and sink. The most suit-
able audio CODEC parameter is selected and based on the
audio CODEC capability; the media packet header re-
quirements and the media payload format are defined by
the AVDTP entity. Only the initiator of a stream configu-
ration procedure may be the initiator of the stream estab-
lishment and stream start procedures and performs
streaming over the configured SEP. After the start proce-
dure has completed, both the devices may trigger any of
the ‘‘stream suspend,’’ ‘‘stream reconfigure,’’ or ‘‘stream re-
lease’’ procedures. The use of ‘‘stream suspend’’ and
‘‘stream reconfigure’’ procedures depends on the applica-
tion. The AVDTP state diagram is illustrated in Fig. 17.

Once the signaling procedure is executed, a streaming
session will be established via AVDTP between the source
and sink devices, ready to send and receive data respec-
tively. The source device starts sending the audio data to
the A/V transport layer where data are encapsulated in a
frame with a media header (based on the RTP format), and
sent to the L2CAP layer for the transmission over the air
interface using an ACL link. The L2CAP layer adds
an L2CAP header, one of the fields of which has a PSM
to identify the connection at the receiving end. At the
receiver side, the A/V transport layer retrieves media

Figure 16. Signaling procedure implemented in our AVDTP de-
sign. Stream configuration, establishment, start, and release
functions are mandatory, but the others optional.
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packets from the L2CAP layer and checks the validity of
the data received. If the packet received is a media packet,
then the receiver-specific information (such as packet loss,
jitter calculation, payload received, etc.) is updated. The
media header part is stripped off and audio data are
sent to the application layer for playback. After audio
streaming is performed, a signaling command is sent from
source to the sink to indicate the stream end and close the
streaming connection.

6. BLUETOOTH SECURITY

The ad hoc nature and wireless characteristic of Bluetooth
make authentication, authorization, and privacy impor-
tant issues that need to be dealt when deployed in WPANs.
Proper resource access and usage, reliable user identifi-
cation, and accounting functionalities all need to be effi-
ciently supported in WPANs.

Four different entities (shown in Table 3) are used to
implement security at the link layer [34] in Bluetooth: a
public address that is unique for each user, two secret
keys, and a random number different for each new trans-
action are used. The secret keys are derived during ini-
tialization and are never disclosed. Normally, the

encryption key is derived from the authentication key
during the authentication process. Each time encryption
is activated, a new encryption key is generated.

However, the Bluetooth security architecture, although
relatively simple, suffers from several weaknesses. Sever-
al authors [35–37] have identified and demonstrated sev-
eral security flaws, including:

Spoofing through Keys. A simple attack, although not
so simple to implement in practice, is a ‘‘man-in-the-
middle attack’’ to steal identification and encryption
keys before the start of a session [37]. The identifica-
tion and keys can then be used to impersonate and/or
eavesdrop on communications. This problem is, of
course, not specific to Bluetooth as most key exchange
systems are prone to this type of attack. One way to
mitigate such an attack in all systems is to include
support for a digital certificate-based authentication
system. Another approach, applicable to Bluetooth, is
to make it difficult for an attacker to lock onto the
frequency used for communication. Making the fre-
quency hopping intervals and patterns reasonably
unpredictable can help to prevent an attacker from
locking onto the device’s signal.

Spoofing through a Bluetooth Address. Each Bluetooth
device has a unique address, allowing users to have
some trust in the identity of the device at the other
end of the transmission. Once a device identifier is
associated with a user of the device, an intruding de-
vice can change its address to match the device ad-
dress of the user. The intruder can then impersonate
the user with the spoofed address.

PIN Length. Another vulnerability relates to the PIN
(personal identification number) itself [37]. Most de-
vices have extremely short (usually four decimal dig-
its) PINs. This is itself is a security weakness,

Configured StreamingOpen Closing

Aborting

Idle

Idle :  AVDTP has been initialized Configured :  Initiator has successfully configured an
Acceptor's Stream End Point

Open :  INT and ACP have opened stream end-point Streaming : INT and ACP have established a Streaming
Session on a stream end point.

Closing : INT and ACP are closing stream end-point.   Aborting : INT and ACP have requested to abort the
 stream establishment.

Figure 17. The AVDTP state diagram.

Table 3. Entities Used in Authentication and Encryption
Procedure in Bluetooth

Entity
Number of

bits (bits)

Bluetooth address 48
Private user key, authentication 128
Private user key, encryption configurable length

(bytewise)
8–128

Random number for each transaction 128
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although it is a property of the implementation and
not the specification. Attackers can exhaustively
search through the set of short PINs to determine a
key.

Location Attacks. If a device is in discoverable mode,
then it will respond to inquiries unless other base-
band activity prohibits it. When responding to an in-
quiry, a slave transmits its identity on the baseband.
Therefore, an attacker can determine the location
and movements of victim devices by maintaining geo-
graphically distributed devices that continuously in-
quire all devices entering within their reach, and
recording the identities given in the responses. Since
devices use the same identities all the time, this al-
lows the attacker to determine their movements [37].

Clearly, if Bluetooth technology is to be widely deployed
as a strong enabler for WPANs, we need to improve the
current security features to make it more robust to various
kinds of intruder attacks.

7. CONCLUSIONS

The WPAN networking paradigm, coupled with IP as an
integration mechanism, will play a fundamental role in
supporting a user-centered network concept that provides
seamless access to local and global networking capabili-
ties. In this article, we focused on Bluetooth as an enabler
for WPANs. We described and discussed mechanisms and
novel approaches that enable Bluetooth to provide effi-
cient WPAN support. Our focus areas dealt with crucial
issues such as seamless IP connectivity to other IP-based
networks, coexistence with IEEE 802.11b WLANs, and
support for high-quality audio transmission over new pro-
tocols such as AVDTP. However, major drawbacks of the
Bluetooth technology such as poor scalability, adaptabili-
ty, and weak security, along with the dynamic nature of
WPANs, present further research design challenges that
need to be addressed before the WPAN networking para-
digm can be fully integrated into widely deployed network
solutions. Novel technical solutions are required for low-
cost, low-power system architectures, physical-layer ac-
cess techniques, middleware and adaptive protocols, and
security, as well as human aspects (dealing with friendly
communication with devices using face recognition or
voice recognition technologies and health issues with the
various wireless technologies) [8].
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1. INTRODUCTION

Electromagnetic field problems can be expressed and
solved mathematically in differential or integral equation
forms. The differential form leads to an exact solution of
the mathematical problems. But this approach cannot be

applied effectively to many cases. Electromagnetic prob-
lems expressed in integral form are particularly useful for
obtaining approximate solution and developing general
theory. Two techniques usually used for integral equations
are (1) the variational method and (2) the perturbation
method. The variational procedure gives an approximate
value to the desired quantity rather than the changes in
the quantity. The formula is relatively insensitive to the
variations in an assumed field for which there is an exact
or correct field.

2. PERTURBATION METHODS

The meaning of the term perturbation is the disturbance
or a slight change. Perturbation methods are simple and
accurate for calculating changes in some quantity due to
small changes in the problem. Many of the electromag-
netic field problems can be very effectively solved by this
simple method. The method involves two situations,
namely, the ‘‘unperturbed’’ and ‘‘perturbed’’ states. In the
unperturbed problem the solution is known. The per-
turbed problem is slightly different from the unperturbed
one. There are two cases of perturbation: perturbation of
cavity walls and cavity material perturbation. Although
many researchers [1–4] handled the perturbation prob-
lems in many different ways, it was R. F. Harrington [5]
who made a systematic and almost exhaustive theoretical
study on the perturbation problem.

2.1. Perturbation of Cavity Walls

A cavity resonator can be formed by a conductor carrying a
surface S and enclosing a lossless region t, as shown in
Fig. 1a. A deformation of the original cavity changes the
cavity surface to S0 and volume to t0 (Fig. 1b) such that DS
¼S–S0 and Dt¼ t–t0. The change in the resonant frequen-
cy due to the change in the cavity wall can be determined
by analyzing Maxwell’s integral equations [6]. Let E0, H0,
and o0, represent the electric and magnetic fields and the
resonant frequency of the original cavity, respectively, and
E, H, and o represent the corresponding quantities of the
perturbed cavity. The field equations are satisfied in both
cases:

�r�E0¼ jo0mH0 �r�E¼ jomH ð1Þ

r�H0¼ jo0eE0 r�H¼ joeE ð2Þ

E, H
S'

n


'

∆


∆S
E0 , H0

S

n




(a) (b)

Figure 1. Perturbation of cavity walls in an original cavity (a)
and a perturbed cavity (b).
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The permittivity and permeability of the medium are
assumed to be lossless.

Multiplying Eq. (2) scalarly by E�0 and the conjugate of
E0 and the conjugate of Eq. (1) by H as

E�0 .r�H¼ joeE�0 .E ð3Þ

�H .r�E�0¼ � jo0mH�0 .H ð4Þ

applying the identity

r . ðM�NÞ¼N .r�M �M .r�N

and adding Eqs. (3) and (4), we get

r . ðH�E�0Þ¼ joeE .E�0 � jo0mH�0 .H ð5Þ

Similarly, we obtain

r . ðH�0 �EÞ¼ jomH .H�0 � jo0eE�0 .E ð6Þ

Adding Eqs. (5) and (6) and integrating the sum through-
out the volume of the perturbed cavity, we obtain

ZZZ

t
½r . ðH�E�0Þ þr . ðH

�
0 �EÞ�dt

¼ jðo� o0Þ

ZZZ
ðeE .E�0þ mH .H�0Þdt

ð7Þ

Applying the divergence theorem on left-hand-side (LHS)
terms, the resulting equation is

a
S1
ðH�E�0Þdsþa

S1
ðH�0 �EÞds

¼ jðo� o0Þ

ZZZ
eE .E�0þ mH .H�0Þdt

ð8Þ

Since n�E¼ 0 on S0, second term on the LHS is reduced
to zero.

Therefore

a
S1
ðH�E�0Þds

¼ jðo� o0Þ

ZZZ
ðeE .E�0þ mH .H�0Þdt

ð9Þ

Since n�E0¼ 0 on S, we have

a
S
ðH�E�0Þds¼ 0

and hence the LHS of the equation can be written as

a
S1
ðH�E�0Þds�a

S
ðH�E�0Þds

¼ a
S1�S

H�E�0 .ds¼ �a
DS

H�E�0 .ds

ð10Þ

Negative sign is taken to indicate that ds is extended out-
ward. Thus the Eq. (9) can be rearranged as follows:

�a
DS

H�E�0 .ds¼ jðo� o0Þ

ZZZ

t1

ðeE .E�0þ mH .H�0Þdt

o� o0¼

ja
DS

ðH�E�0Þ .ds
ZZZ

t1

ðeE .E�0þ mH .H�0Þdt
ð11Þ

This expression gives the change in resonant frequency
due to an inward perturbation of the cavity walls.

An approximation to the perturbation equation is to be
made by replacing E and H by the unperturbed fields E0

and H0. If the perturbation of the field due to the defor-
mation of the cavity is shallow and smooth, the approxi-
mation is very reasonable and won’t affect the accuracy of
the result substantially. Thus

a
DS

ðH�E�0Þ .ds 	 a
DS

ðH0�E�0Þ .ds

Applying the Poynting theorem for the conservation of
complex power, this expression leads to

a
DS

ðH0�E�0Þ .ds¼ jo0

ZZZ

Dt
ðe E0j j

2
�m H0j j

2
Þdt ð12Þ

Substituting E0, H0 for E, H in the denominator in Eq.
(11), the perturbation equation becomes

o� o0

o0
	

ZZZ

Dt
ðm H0j j

2
�e E0j j

2 dt
ZZZ

t
ðm H0j j

2
þ e E0j j

2
Þdt

ð13Þ

The numerator represents the electric and magnetic en-
ergies removed by perturbation, while the denominator is
proportional to the total energy stored in the cavity. In
terms of energy, the perturbation equation is changed to

o� o0

o0
	

D �WWm � D �WWe

W
ð14Þ

where D �WWm and D �WWe are time-average magnetic and elec-
tric energies originally contained in Dt and W is the total
energy stored in the original cavity. If Dt is small, the D �WW
values can be approximated to Dt times the energy den-
sities. Similarly the W can be written as t times the space
average energy density ŵw

o� o0

o0
¼
ð �wwm � �wweÞDt

ŵwt
¼C

Dt
t

ð15Þ

where C is a constant depending on the geometry of the
cavity and the position of perturbation. Thus an inward
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perturbation will increase the resonant frequency if it is
made at a point of large H (high value of �wwm) and lower the
resonant frequency if it is made at a point of large E (high
�wwe). The opposite behavior will occur from an outward
perturbation. The greatest resonant frequency will result
when the perturbation is at a position of maximum E and
zero H. Vice versa for minimum resonant frequency shift.

2.2. Cavity Material Perturbation

This case is more significant than the previous one as far
as the practical applications are concerned. The resonant
frequency of the cavity is changed due to the perturbation
of the material within the cavity. Figures 2a and 2b rep-
resent the situation before and after the perturbation of
the cavity. m and e respectively are the permeability and
permittivity of the medium of the original cavity. In the
perturbed cavity the parameters of the medium are chan-
ged to mþDm and eþDe. The field equations in the two
cases are

�r�E0¼ jo0mH0 � r�E¼ joðmþDmÞH

r�H0¼ jo0eE0 r�H¼ joðeþDeÞE ð16Þ

Take the conjugate of the first equation and multiply it
scalarly by H and the last equation scalarly by E�0. Add
these resulting equations to give rise to

r . ðH�E�0Þ¼ joðeþDeÞE .E�0 � jo0mH�0 .H

Similarly we get

r . ðH�0 �EÞ¼ joðmþDmÞH .H�0 � jo0eE�0 .E

Add the two equations above and integrate throughout the
cavity to get

ZZZ

t
½r . ðH�E�0Þþr . ðH

�
0 �EÞ�dt¼

ZZZ

t
jf½oðeþDeÞ � o0e�E .E�0

þ ½oðmþDmÞ � o0m�H .H�0gdt

ð17Þ

with n�E and n�E0 on S, both equal to zero. Then apply
the divergence theorem to the LHS, and it vanishes to zero

as

0¼

ZZZ

t
f½oðeþDeÞ � o0e�E .E�0

þ ½oðmþDmÞ � o0m�H .H�0gdt

0¼ ðo� o0Þ

ZZZ

t
½eE .E�0þ mH .H�0�dt

þo
ZZZ

t
½DeE .E�0þDmH .H�0�dt

o� o0

o
¼ �

ZZZ

t
ðDeE .E�0þDmH .H�0Þdt

ZZZ

t
ðeE .E�0þ mH .H�0Þdt

ð18Þ

In the limit, as De! 0 and Dm! 0, we can approximate E,
H, o by E0;H0;o0 to obtain

o� o0

o0
	 �

ZZZ
ðDejE0j

2þDmjH0j
2Þdt

ZZZ
ðejE0j

2þ mjH0j
2Þdt

ð19Þ

This equation states that a small increase in e and/or m
decreases the resonant frequency. In terms of energy
stored in the fields, the above perturbation equation be-
comes

o� o0

o0
	 �

1

W

ZZZ
De
e
�wweþ

Dm
m
�wwm

� �
dt

where �ww is the energy density and W is the total energy
stored in the original cavity.

Let us take De¼ e� e0 and Dm¼ m� m0:

o� o0

o
¼ �

ZZZ

t
½ðe� e0ÞE .E�0þ ðm� m0ÞH .H�0�dt
ZZZ

t
ðe0E .E�0þ m0H .H�0Þdt

¼ �

ZZZ

t
½ðe� e0ÞE .E�0þ ðm� m0ÞH .H�0�dt

2

ZZZ

t
e0E .E�0dt

ð20Þ

If the element is introduced into an of E-field region,
then

o� o0

o
¼ �

ZZZ

t
½ðe� e0ÞE .E�0dt

2

ZZZ

t
e0E .E�0dt

ð21Þ

The approximation applied for the fields under original
and perturbed conditions are that De, Dm, and Dt all be
small. But the restrictions on De and Dm can be removed by
applying certain procedures at the expense of further com-
plication. We have to apply constraint to the shape of the

E, H

S

n

�′ + ∆�′, � + ∆�

E0 , H0

S

n

�′ �

(a) (b)

Figure 2. Perturbation of matter in an original cavity (a) and a
perturbed cavity (b).
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sample and location. We assume that the internal field of
Dt is related to the field external to Dt in the same manner
as for static fields. This assumption is justifiable as the
Helmholtz equation can be approximated by Laplace’
equation in a small region compared to wavelength [7].
Four special cases of dielectric samples are considered for
relating the internal and external fields. Thus Eint for a
slab with E normal to it is given by

Eint¼
1

er
Eext

and for a long thin cylinder with E along the axis, the re-
lation is Eint¼Eext; for E normal to the axis of the circular
cylinder, we obtain

Eint¼
2

1þ er
Eext

Finally for E normal to a small sphere, we have

Eint¼
3

2þ er
Eext

where er is the relative permittivity given by ere0¼ e.
The modified field in the quasistatic approximations

can be substituted for E in the numerator of the general
equation. The denominator remains unaltered as the con-
tribution from Dt is small compared to that from the rest
of t. For Dm¼ 0 (pure dielectric), the quasistatic correction
to the perturbation formula is

o� o0

o0
	 �

ZZZ
DeEint .E

�
0dt

2

ZZZ
ejE0j

2dt
ð22Þ

This equation is most valuable for solving problems for
which the exact solution is not known. The validity of the
above equation can be checked by applying to problem for
which an exact solution is known. Perturbation method in
conjunction with the quasistatic approach gives excellent
accuracy to the solution of the problem. By simply mea-
suring the shift in resonant frequency caused by the in-
troduction of a dielectric sample in the cavity resonator,
the constituent parameters of matter can be determined.

2.3. Waveguide Perturbations

Cavity perturbation equations are efficient tools to deter-
mine the dielectric and magnetic parameters of materials.
The techniques developed for the evaluation of these pa-
rameters based on the perturbation theory are called cav-
ity perturbation techniques. From the analysis of the
perturbation equation it is clear that the knowledge about
the frequency shift and resonant frequency as well as the
information of the field are necessary for the determina-
tion of the parameters. This necessitates the use of stan-
dard resonant cavities such as waveguide (rectangular or
circular cross section) or coaxial cables. Let us consider
cylindrical waveguides first and then rectangular wave-

guide which are widely used as cavity resonators. The
cross section along the Z axis is constant. At the cutoff
frequency a waveguide is a two-dimensional resonator. We
can apply perturbation formula to waveguides at cutoff.
The waveguide cavity resonator is constructed with a sec-
tion of a waveguide bounded by two z¼ const (constant)
planes with conducting sheets. Since the fields are inde-
pendent of z axis, the surface integrals over these two
cross sections cancel each other. For the integral equation
a ðH�E�0þH�0 �EÞ .ds, the surface integral only over the
wall is needed. Hence the cutoff frequency oc and the
change in cutoff frequency Doc due to an inward pertur-
bation of the waveguide cavity wall are related as

Doc

oc
	

ZZ

DS

ðmjH0j
2 � ejE0j

2Þds

ZZ

S

ðmjH0j
2þ ejE0j

2Þds
ð23Þ

The approximation is due to the fact that the perturbed
fields E and H are replaced by unperturbed fields E0 and
H0 for small perturbations. An inward perturbation of the
waveguide walls at a position of high E will lower the cut-
off frequency, while that at a position of high H will raise
the cutoff frequency. An example of waveguide cavity wall
perturbation is the ridge waveguide [8], formed from the
rectangular waveguide by adding ridges along the center
of the top and bottom walls. Such ridges will lower the
cutoff frequency of the dominant mode and will raise the
cutoff frequency of the next-higher mode. The ridges also
decrease the characteristic impedance of the guide, and
hence they are used for impedance matching.

Likewise, the material perturbation in a waveguide
cavity at cutoff can be treated in a similar way to develop
the formula. We can obtain the exact formula for the
change in cutoff frequency due to a change of parameters
of matter enclosed by the waveguide cavity resonator. It is

Doc

oc
¼ �

ZZ
ðDeE .E�0þDmH .H�0Þds

ZZ
ðeE .E�0þ mH .H�0Þds

ð24Þ

It is clear that an increase in e or m decreases the cutoff
frequency of a waveguide. If De and Dm are small, we can
replace the perturbed field by the original field:

Doc

oc
	 �

ZZ
ðDejE0j

2þDmjH0jÞds
ZZ
ðejE0j

2þ mjH0j
2Þds

But for large values of De and Dm but of small spatial ex-
tent, the quasistatic approximation can be made. For a
nonmagnetic case

Doc

oc
	 �

ZZ
DejE0j

2ds
ZZ
ðejE0j

2þ mjH0j
2Þds
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So far the perturbed waveguide cavity is assumed to be
homogeneous. When the cavity is filled with a nonhomo-
geneous medium, the perturbation formula for a wall per-
turbation and material perturbation is given by

b� b0¼ � j

I

DC

ðÊE�0� ĤHÞ .n .dl

Z Z

S1

ðÊE�0� ĤHþ ÊE� ĤH�0Þ .uZds

ð25aÞ

b� b0¼o

Z Z

S

ðDeÊE . ÊE�0þDmĤH . ĤH�0Þds
Z Z

S

ðÊE�0� ĤHþ ÊE� ĤH�0Þ .uZds
ð25bÞ

where b0 and b are phase shift constants in the two cases.
The field configuration within the waveguide depends on
the cross section of the waveguide, which can easily be
found from the dimension of the waveguide. The deriva-
tion for the material perturbation equation in a waveguide
is given in the Appendix.

Many experimental techniques have been developed
based on the theory of perturbation for the determination
of the dielectric and magnetic properties of materials. Of
the two types of cavity perturbation the latter has more
practical applications. The work of R. A Waldron [9] is
worth mentioning in the development of perturbation the-
ory in this direction. According to his concept, it is as-
sumed that the fields in the perturbed case due to a
sample is the sum of the unperturbed fields E0, H0 and
additional fields E1, H1 with a frequency change do. Start-
ing from the fundamental equations of Maxwell and ap-
plying the vector identity, we have

Curl E0¼ �
dB0

dt
¼ � joB0

Curl ðE0þE1Þ¼ � jðoþ doÞðB0þB1Þ

Subtracting, we obtain

Curl E1¼ � j½oB1þ doðB0þB1Þ�

Similarly

Curl H1¼ j½oD1þ doðD0þD1Þ�

Following the same procedure of Harrington, we get

ðE0 .r�HÞþ ðH0 .r�EÞ ¼ jo½E0 .D1 �H0 .B1�

þ jdo½ðE0 .D0 �H0 .B0Þ

þ ðE0 .D1 �H0 .B1Þ�

ð26Þ

For the sample outside

B0¼ m0H0; B1¼ m0H1

D0¼ e0E0; D1¼ e0E1

and for the sample inside

B1¼m0½mrðH0þH1Þ �H0�

D1¼ e0½erðE0þE1Þ � E0�

For gyromagnetic material, inside the sample B1 becomes

B1¼ m0f½mr�ðH0þH1Þ �H0g

Use the vector identity

r . ½ðH0�E1Þþ ðE0�H1Þ�

¼E1 .r�H0 �H0 .r�E1

þH1 .r�E0 � E0 .r�H1

Substituting for curl E and curl H in this expression and
rearranging, we get

H0 .r�E1þE0 .r�H1

¼ joðE1 .D0 �H1 .B0Þ

� r . ½ðH0�E1Þþ ðE0�H1Þ�

ð27Þ

Equating (27) to the LHS of Eq. (26), we obtain

joðE1 .D0 �H1 .B0Þ � r . ½ðH0�E1Þ

þ ðE0�H1Þ�¼ joðE0 .D1 �H0 .B1Þ

þ jdo½ðE0 .D0 �H0 .B0Þ

þ ðE0 .D1 �H0 .B1Þ�

Let V0 be the volume of cavity and V1 the volume of the
sample. Thus (V0�V1) is the part of the cavity not occu-
pied by the sample. Integrate equation over the volume V0

jo
ZZZ

V0

ðE1 .D0 �H1 .B0ÞdV

�

ZZZ

V0

r . ½ðH0�E1Þþ ðE0�H1Þ�dV

¼ jo
ZZZ

V0

ðE0 .D1 �H0 .B1ÞdV

þ jdo
ZZZ

V0

½ðE0 .D0 �H0 .B0Þ

þ ðE0 .D1 �H0 .B1Þ�dV

ð28Þ

If the inner surface of the cavity is perfectly conducting,
the divergence integral on the LHS is zero. The contribu-
tion from the region (V0�V1), the region of the cavity out-
side the sample, to the first term of LHS and the right-
hand side (RHS) is the same.

Thus we only require the contribution to these inte-
grals from the region V1. When do5o, E1 and H1 are
small compared with E0 and D0 and in the neighborhood of
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the sample, the contribution to the integral will be small.
So there is no harm to neglect the second integral of the
RHS of the equation above. Thus Eq. (28) becomes

do
o
¼

ZZZ

V1

½ðE1 .D0 � E0 .D1Þ � ðH1 .B0 �H0 .B1Þ�dV

ZZZ

V0

ðE0 .D0 �H0 .B0ÞdV

ð29Þ

Knowing the field and measuring the frequency shift, di-
electric parameters are determined assuming that the in-
fluence of the sample at the magnetic field is negligible.
Thus the general expression for the frequency shift is giv-
en by

do
o
¼

ZZZ

V1

ðE1 .D0 � E0 .D1ÞdV

2

ZZZ

V0

E0 .D0dV
ð30Þ

The sample size should be uniform over a volume large
compared to that of the sample.

Sample size will be selected to have small do/o value.
This is particularly important for high-loss materials. In
order to use the perturbation theory for the evaluation of
dielectric and magnetic parameters, the concept of com-
plex frequency shift was introduced. A waveguide cavity
resonator is equivalent to a resonant circuit, and the com-
plex resonant frequency shift dO and resonant frequency
o0 are related to the quality factor Q of the resonator by
the expression [10,11]

dO
o0
¼

do
o0
þ

j

2

1

Q1
�

1

Q0

� �
ð31Þ

Q0 and Q1 are quality factors of empty cavity and cavity
with perturbing sample. Thus in the perturbation theory
do/o0 is replaced by dO/o0.

3. MEASUREMENT TECHNIQUES

A block diagram of the experimental set up for the mea-
surement of dielectric and magnetic parameters of mate-
rials is shown in Fig. 3. The experimental setup consists of
a cavity resonator, HP8510C/8714ET network analyzer
assembly and an interfacing computer.

3.1. Rectangular Waveguide Cavity Resonator

The closed section of a rectangular waveguide constitutes
a cavity resonator. The cavity resonator can be of trans-
mission or reflection type. A transmission-type cavity res-
onator [12] is shown in Fig. 4. Electromagnetic energy is
coupled to the cavity through coupling irises at the ends of
the cavity. A nonradiating slot is provided at the broadwall
of the cavity for the introduction of the sample. On excit-
ing the cavity resonator in the TE10p mode, a typical res-
onant frequency spectrum is obtained. The cavity
resonates at different frequencies depending on its dimen-
sions. The basic principle involved in the technique is that
the field within the cavity resonator is perturbed by in-

HP 9000/300 series
Instrumentation

computer

HP 8514 B
S-Parameter test

set

HP 8341 B
Sweep oscillator

HP 8510 B
Network analyser

Temperature
controller

Resonator

Figure 3. Block diagram of experimental setup.

Port 2

Port 1

Spacer
Sample rod

Movable chamber

Coupling hole

Coaxial to wave guide adapter

Figure 4. Schematic diagram of rectangular cavity resonator.
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troduction of the dielectric sample through the nonradi-
ating slot. The resonant frequency and the quality factor
of the cavity get shifted because of perturbation. The de-
termination of the complex permittivity and conductivity
is based on the theory of perturbation. When the sample is
introduced into the cavity, the relative complex frequency
shift of the resonator is given as [5]

�
dO
o0
	

ð�eer � 1Þe0

Z

VS

E .E�0 dV þ ð �mmr � 1Þm0

Z

VS

H .H�0 dV

Z

VC

ðD0 .E
�
0þB0 .H

�
0ÞdV

ð32Þ

where E0 is the electric field in the unperturbed cavity, E
is the electric field in the perturbed cavity, D is the dis-
placement current density, and H0, H, and B the respec-
tive magnetic quantities. �eer is the relative complex
permittivity of the sample. But �eer¼ �e0re0r � j �e0re0r where e0r the
real is part of the complex permittivity and e0r is the imag-
inary part of the complex permittivity. m is the permeabil-
ity. The numerator of Eq. (32) represents the total energy
stored in the sample and the denominator represents the
total energy stored in the cavity.

3.1.1. Dielectric Parameters. When a dielectric material
is introduced in a cavity resonator at the position of max-
imum electric field, the contribution of magnetic field for
the perturbation is minimum. The field perturbation due
to the introduction of dielectric sample at the position of
maximum electric field is related as

�
dO
o0
	

ð�eer � 1Þ

Z

VS

E .E�0 max dV

2

Z

VC

jE0j
2dV

ð33Þ

where dO is the complex frequency shif; Vs and Vc are the
volumes of the sample and the cavity resonator, respec-
tively. The complex frequency shift is related to the quality
factor as

dO
o0
¼

do
o0
þ

j

2

1

Qs
�

1

Qc

� �
ð34Þ

where Qs and Qc are the quality factors of cavity resonator
with and without the sample.

Quality factor Q is given by Q¼ f/Df, where f is the res-
onant frequency and Df is the corresponding 3 dB band-
width. For a small sample, we assume that E¼E0, which
is one of the assumptions taken in the theory of pertur-
bation. For dominant TE10p mode in rectangular wave-
guide [6], we have

E0¼E0 max sin
px

a
sin

ppz

d
; p¼1; 2; 3; . . . ð35Þ

E0 max, a, and d are the peak values of E0, the broader di-
mension and the length of the waveguide cavity resonator,
respectively.

From Eqs. (33)–(35), we get

e0r � 1¼
fc � fs

2fs

Vc

Vs

� �
ð36Þ

e00r ¼
Vc

4Vs

Qc �Qs

QcQs

� �
ð37Þ

The real part, e0r of the complex permittivity is usually
known as the dielectric constant. The imaginary part, e00r of
the complex permittivity is associated with dielectric loss
of the material. The effective conductivity, se is given as

se¼oe00 ¼ 2pf e0e00r ð38Þ

The dielectric loss of a material will be usually expressed
by a term loss tangent or tan d as

tan d¼ e00=e00: ð39Þ

3.1.2. Magnetic Parameters. When a magnetic material
is introduced at the position of maximum magnetic field
[12], the perturbation equation becomes

dO
o0
¼ �

Z

VS

DmðH .H�0Þdv

2m0

Z

VC

jH0j
2dv

ð40Þ

where VS and VC are the volumes of the sample and cavity
respectively, Dm¼ �mm� m0 and �mm¼ �mmrm0. But �mmr¼ m0r � jm00r .
Thus Eq. (40) becomes

dO
o0
¼ �

Z

VS

ð �mmr � 1ÞH .H�0dv

2

Z

VC

jH0j
2dv

ð41Þ

The components of the magnetic field for the TE10n modes
are

Hx¼ � C
ba

p
sin

px

a

	 

sinðbzÞ

Hz¼C cos
px

a

	 

sinðbzÞ

The denominator of Eq. (41) becomes

Z

VC

jH0j
2dV ¼

Z

VC

H2
x dV þ

Z

VC

H2
z dV

¼
C2V0

4

l2
gþ 4a2

l2
g
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The numerator of Eq. (41) is reduced to

ð �mmr � 1Þ

Z

VS

H .H�0dV ¼ ð �mmr � 1Þ
4C2a2Vs

l2
g

Thus

dO
o0
¼ � �mmr � 1

� � 8a2

l2
g þ 4a2

	 
Vs

Vc
ð42Þ

Equating the real and the imaginary parts of (42), we ob-
tain

ðm0r � 1Þ¼
ðl2

gþ 4a2Þ

ð8a2Þ

fc � fs

fs

V0

Vs
ð43Þ

m00r ¼
ðl2

gþ 4a2Þ

16a2

Vc

Vs

1

Qs
�

1

Qc

� �
ð44Þ

Qs and Qc are the quality factors of the cavity with and
without the sample in the cavity, and fs and fc are the res-
onant frequencies of the cavity with and without the sam-
ple on the sample holder. lg is the guided wavelength. For
the TE10n, mode, lg¼ 2d/n, where d is the length of the
cavity and n ¼ 1, 2, 3y.

3.2. Coaxial Transmission-Line Resonator

The experimental procedure is the same as that explained
in Section 3.1. The coaxial transmission-line resonator
consists of a circular waveguide that operates below cutoff
for the TM01 mode. A typical coaxial transmission-line
resonator is shown in Fig. 5. Along the waveguide axis
there is a removable center conductor. Thus the TEM
mode can propagate up to the end of the center conductor.
The standing-wave field components of the resonant
TEM mode are obtained by combining the forward and
backward propagating waves (in cylindrical coordinate

system fr;f; zg)

E0
rs¼

Aejbz

r
þ

Be�jbz

r
ð45Þ

H0
fs¼ �

Aejbz

Zr
þ

Be�jbz

Zr

where Z is the free-space impedance and A and B are con-
stants. The boundary conditions require that E0

rs vanish at
z¼ 0, which is the fixed end of the center conductor. At z¼
L (where L is the length of the center conductor), the
maximum field corresponding to resonance occurs. The
first condition gives A¼ �B, while the second gives the
resonance condition. Now the preceding equations become

E0
rs¼ 2j

A

r
sin bz¼ jEav sin bz

H0
fs¼ � 2

A

Zr
cos bz¼ �

Eav

Z
cos bz ð46Þ

Since r varies from a to b (from the surface of the center
conductor to the inner radius of the resonator), the aver-
age field acting on the sample may be considered. Thus
Eav is the average electric field. The electrical energy
stored in the cavity is

We¼
e0

2

Z

VC

E02

rsdV

On substituting the value of E0
rs from (46), we get

We¼
e0

2

Z 2p

0

Z b

a

Z L

0
E2

av sin2 bzrdrdfdz ð47Þ

Here b is the inner radius of the outer conductor and a is
the radius of the center conductor.

Non radiating slot Sample

Input port

Feed loop

Center conductor
Figure 5. Schematic diagram of coaxial cavity
resonator.
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When the dielectric sample is introduced at the position
of maximum electric field, the relative frequency shift is
given by [13,14]

�
dO
o0
	

ð�eer � 1Þ

Z

VS

e0Ers max .E
0�
rs max dV

4We
ð48Þ

Substituting for We, we obtain

�
dO
o0
	

ð�eer � 1Þ

Z

VS

Ers max .E
0�
rs max dV

2

Z 2p

0

Z b

a

Z L

0
E2

av sin 2 bzrdrdfdz

	
ð�eer � 1ÞVs

pLðb2 � a2Þ

ð49Þ

For a small volume of the sample, Ers max¼E0
rs max¼

Eav .Vs¼ prr2ðb� aÞ, where r is the inner radius of the
capillary tube. However, �eer¼ e0r � je00r :

dO
o0
	 �
ðe0r � 1Þr2

LðbþaÞ
þ

je00r r2

LðbþaÞ
ð50Þ

Equating the real and imaginary part of (50), we
obtain

ðe0r � 1Þ¼
LðbþaÞ

r2

ðfc � fsÞ

fs
ð51Þ

e00r ¼
LðbþaÞ

2r2

1

Qs
�

1

Qc

� �
ð52Þ

4. SOURCES OF ERROR AND ACCURACY
CONSIDERATION

In general cavity resonator techniques based on pertur-
bation theory offer an accurate method of measurement
for the study of dielectric and magnetic properties of ma-
terials. The main sources of experimental error are high
relative resonant frequency shift, decrease in Q factor of
the cavity, and irregular shape of the materials. Study
shows that the perturbation condition is satisfied mostly
when the relative frequency shift is of the order of 1 in
1000 and, the decrease in the quality factor due to the in-
troduction of the sample by a factor of 10–15%. This shows
that the sample size will vary for different materials (low,
medium, and high loss). The assumption that the fields in
the cavity under perturbed and unperturbed conditions
are the same [14–17] will be valid only when the sample
size satisfies the conditions mentioned above. A compara-
tive study of the dielectric parameters of water using per-
turbation technique and other rigorous technique is given
in Table 1 [12].

5. PRACTICAL APPLICATIONS OF PERTURBATION
THEORY

Perturbation theory finds application in industrial, scien-
tific, and medical (ISM) research. For the development of
new materials for various applications, especially in mi-
croelectronics and MMICs, thorough knowledge about the
dielectric and magnetic properties of the test materials is
essential. Low- and medium-frequency measurements are
rather simple and well established. Measurements in
UHF and microwave frequency ranges need special atten-
tion. Cavity perturbation techniques are assumed to be
most accurate. This technique is very important in the
case of samples (solid, liquid, or gaseous), which are avail-
able in extremely small quantities. Biological samples
such as bile and pancreatic juice are examples [18,19].
More recent study reveals that imaging of materials using
perturbation technique [20] has been effectively applied in
medical imaging.

6. APPENDIX: DERIVATION FOR MATERIAL
PERTURBATION EQUATION IN A WAVEGUIDE

The unperturbed fields in a waveguide can be written as
follows:

E0¼E0 max ejot�g0z

H0¼H0 max ejot�g0z

E¼Emax ejot�gz

r�E0¼ � jom0H0

r�H0¼ joe0E0

r�E¼ � jom0H ðexterior to the sampleÞ

¼ � jomH ðinterior to the sampleÞ

r�H¼ joe0E ðexterior to the sampleÞ

¼ joeE ðinterior to the sampleÞ

Table 1. Comparison of Dielectric Parameters of Water
Obtained with Cavity Perturbation Technique and the
Rigorous Method

Rectangular Cavity Rigorous Method

Frequency
Perturbation Technique (Wei and Sridhar) [21]

(GHz) er0 er00 er0 er00

2.44 78.58 7.01 78.14 7.12
2.68 76.56 7.90 75.46 8.24
3.29 74.47 11.98 74.12 11.27
3.63 74.06 14.89 73.88 15.12
3.98 72.88 16.20 73.22 16.56
5.10 72.13 16.45 72.27 16.89
5.63 70.61 17.69 71.94 17.45
6.93 67.53 21.57 69.56 22.17
8.57 64.10 24.35 65.09 25.44

10.14 60.29 27.97 61.50 29.18
10.97 58.47 29.23 59.72 30.25
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The same procedure for derivation of the frequency shift
in the preceding cases is employed here also. It can be
easily shown that

gp � gu¼

o
Z

DS

½ðm� m0ÞH .H�0 þ ðe� e0ÞE .E�0�ds

Z

S

m0H .H�0 þ e0E .E�0ds

If the sample is a lossy medium

gp¼ bp � jap

gu¼ bu for free space

gp � gu¼ ðbp � buÞ � jap

For a nonmagnetic material m¼ m0 and

e� e0¼ �eere0 � e0¼ e0ð�eer � 1Þ; �eer¼ e0r � je00r

bp � bu¼

o
Z

DS

ðe0r � 1ÞE .E�0ds

2

Z

S

E .E�0ds

ap¼

oe00
Z

DS

E .E�0ds

2

Z

S

E .E�0ds

Putting E¼E0, we obtain

bp � bu¼

oðe0r � 1Þ

Z

DS

jE0j
2ds

2

Z

S

jE0j
2ds

ap¼

oe00
Z

DS

jE0j
2ds

2

Z

S

jE0j
2ds

Thus the insertion of a nonmagnetic dielectric material in
to a uniform waveguide will produce a phase shift and at-
tenuation between the incoming and outgoing waves. This
property is utilized in the design of phase shifters and
strip attenuators.

Cavity perturbation theory can be modified to obtain an
expression for the frequency shift for a ferrite material. It
is assumed that a ferrite is sufficiently small to cause only
a small perturbation in the resonant cavity. Thus the fre-
quency shift

do
o
¼

Z

sample
ðE1 .D0 � E0 .D1þH0 .B1 �H1 .B0Þdv

Z

cavity
ðE0 .D0 �H0 .B0Þdv

will be modified as

do
o
¼

Z

sample
½ðwe .HÞ .H � we

eE .E�dv

Z

cavity
ðe0E0 .E� m0H0 .HÞdv

where we and we
e are the external forms of the tensor sus-

ceptibility and dielectric susceptibility, respectively.
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1. INTRODUCTION

Although the first description of the phase-locked loop
(PLL) was published by Appleton [1] in 1923, the PLL did
not attract widespread attention until much later. Today
PLLs of various types are used extensively in electrical
engineering, from telecommunication systems to measure-
ment equipment.

Depending on the loop components, especially on the
operation of the phase detector, analog, digital, and hybrid
PLLs are distinguished. The behavior of these circuits is
described by differential, difference, and mixed integro-
difference equations.

Even though applications of PLLs require a variety of
circuit configurations, and the mathematical models
mentioned above require different kinds of mathemati-
cal treatment, their behavior can be approximated and
studied by means of a simple feedback structure. Unfor-
tunately, the behavior of this structure is complicated to
analyze because it is nonlinear, may contain edge-
triggered digital circuits, and is driven by random noise.
In many cases, analytical results are not available in
closed form; they are often buried in complicated math-
ematics that cannot be assimilated easily by the circuit
designer. On the other hand, the design of PLLs for many
applications can be performed successfully on the basis of
a simple linearized model and by means of a few rules of
thumb. In this article the essential elements and second-
ary effects of loop behavior are clearly differentiated, the
key assumptions and approximations involved in the
analysis are highlighted, and the conditions under which
the approximations are valid are collected. The main
goals are to provide a survey of PLL theory and applica-
tions and to summarize the most important design rules
and equations.

If the PLL must operate in a noisy environment,
then an analog multiplier has to be used as phase detec-
tor (PD) to get the best noise performance. The PLL built
with an analog multiplier is called an analog phase-locked
loop (APLL). The other phase detectors such as digital or

edge-triggered circuits have much worse performance in a
noisy environment. This is why APLLs are used to build
amplifiers, demodulators and carrier recovery circuits.

The other important PLL application is frequency syn-
thesis, where the reference signal has very high spectral
purity. In frequency synthesis the edge-triggered phase
detectors such as sample-and-hold and phase-frequency
detectors offer the best system parameters.

The article is organized according to these applications.
Section 1 is devoted to APLL theory. First the baseband
model is developed, then the linear theory of APLL (track-
ing, modulation, and noise) is discussed. Finally, the most
important nonlinear effects (acquisition, cycle slips, hang-
up) are surveyed. Section 2 discusses the most common
PLL applications. Section 3 is devoted to frequency syn-
thesis, where both the sampling (sample-and-hold-type
PD) and charge-pump (phase-frequency detector with
charge pump) PLLs are considered. These phase detec-
tors are edge-triggered circuits; the discrete-time opera-
tion makes the analysis of these PLLs very complex. The
problem of discrete-time operation arising from the appli-
cation of edge-triggered circuits is discussed and design
methods are given.

2. ANALOG PHASE-LOCKED LOOP

In an APLL, all loop components are analog circuits and
the phase detector is an analog multiplier. The APLL op-
eration is modeled by an ordinary differential equation.

The APLL was the first, and is the most widely studied,
version of the PLLS. Many excellent books [2–11], two
IEEE special issues [12,13], and a tutorial [14] have been
devoted to the theory and applications of the APLL.

In many applications, the block diagram of an APLL
has to be completed with extra loop components such as
frequency divider and mixer. That is why the results de-
veloped for the APLL cannot be used directly in many
cases. However

* APLL theory is very well developed and is relatively
easy to understand.

* Equations describing the loop behavior in different
applications can be developed in closed form.

* Having understood the operation of the APLL, it is
easy to study more complex PLL configurations.

* If the closed-loop bandwidth [defined later by
Eq. (37)] is at least 10 times less than the frequency
of the input signal, then the theory of any kind of
PLLs even including edge-triggered circuits may be
approximated by the APLL theory.

This section presents a concise treatment of the APLL.
First, the baseband model for the APLL is developed.
Then the linear APLL theory is discussed. In the major-
ity of applications, the APLL operates in its linear region.
The linear theory can be applied only if the phase-locked
condition has been achieved and is maintained. Under
phase-locked condition the average input and voltage-
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controlled oscillator (VCO) frequencies are exactly equal
and the VCO phase tracks the input phase.

The phase-locked condition is achieved as a result of a
highly nonlinear, acquisition process. In the last part of
this section, the most important aspects of nonlinear
APLL theory are surveyed.

2.1. Basic Loop Configuration

A PLL is a feedback system that continuously tries to
track the phase of an input signal. It contains a phase de-
tector, a time-invariant linear loop filter, and a voltage-
controlled oscillator the oscillator to be synchronized. As
shown in Fig. 1, the phase detector compares the phase of
input signal against the phase of VCO output and pro-
duces an error signal. This error signal is then filtered, in
order to remove noise and other unwanted components of
the input spectrum, and the filter output controls the in-
stantaneous VCO frequency.

A nonzero output voltage must be provided by the PD
in order to change the VCO frequency if the input fre-
quency differs from the VCO center frequency. Conse-
quently, the PLL tracks the phase of input signal with
some phase error. However, this phase error can be kept
very small in a well-designed PLL.

Figure 1 shows a few important telecommunication ap-
plications of a phase-locked loop; it may be used to de-
modulate both phase- (PM) and frequency- (FM)
modulated signal, to implement an FM modulator, or for
recovery of carrier signal.

2.1.1. Acquisition and Tracking. In every application,
the PLL tracks the phase of an input signal. However, be-
fore a PLL can track, it must first reach the phase-locked
condition.

In general, the VCO center frequency o0 differs from
the frequency oi of input signal. Therefore, first the VCO
frequency has to be tuned to oi by the loop. This process is
called frequency pull-in. Then the VCO phase has to be
adjusted according to the input phase. This process is
known as phase lock-in.

In connection with acquisition and tracking, three im-
portant loop characteristics are defined.

2.1.1.1. Pull-in Range. DoP¼ joi � o0j is the maximum
initial frequency difference between the input and VCO
center frequencies in both positive and negative direc-
tions, for which the PLL eventually achieves the phase-
locked condition. The pull-in range is related to the dy-
namics of the APLL.

2.1.1.2. Lockin Range. DoL¼ joi � o0j is the frequency
range over which the PLL achieves the phase-locked con-
dition without cycle slips. Cycle slips will be defined later.

2.1.1.3. Holdin Range. Suppose that the phase-locked
condition has been achieved in the PLL. Now vary the in-
put frequency oi slowly, and the VCO frequency will follow
it. The holdin range DoH¼ oi � o0j j is determined by the
lower and upper values of oi for which the phase-locked
condition is lost. The holdin range represents the maxi-
mum static tracking range and is determined by the sat-
uration characteristics of the nonlinear loop elements in
the PLL.

2.2. Loop Equation and Nonlinear Baseband Model

The block diagram of the APLL to be studied is shown in
Fig. 2, where F(p) denotes the transfer function of the loop
filter. In the equations developed in this article, the time
variable t is suppressed for conciseness where it does not
cause misunderstanding. In order to write the differential
equations in compact form, the differentiation d/dt in the
time domain is denoted by the multiplication of Heaviside
operator p. If the transfer function F(s) of a linear network
is given in the complex frequency domain s, then
FðpÞ¼FðsÞjs¼p. For more details on the Heaviside opera-
tor, see p. 73 in Ref. 6.

It is assumed in the APLL analysis that the loop com-
ponents are linear; the only source of nonlinearity is the
phase detector. The instantaneous VCO frequency may be
varied about its center value o0 by the VCO control volt-
age vcðtÞ.

Almost all signals and random processes appearing in
electrical engineering may be considered narrowband
[15]. Let the input signal

sðt;FÞ¼
ffiffiffi
2
p

A sin F ð1Þ

be a narrowband signal, where A(t) describes the ampli-
tude modulation produced at the transmitter on purpose

Demodulated
PM output

Demodulated
FM output

+
+

Input
signal

Recovered 
carrier signal

Acquisition
voltage or
FM input

VCO

Loop filterPhase
detector

Figure 1. APLL block diagram showing inputs and outputs for
various telecommunication applications.

PD

+

+

+

+

r (t, Φ)

x(t )

ni (t )

vd(t ) vf (t )

ve(t )

vc(t )

F (p)

VCO

s (t,Φ)

∧

Figure 2. APLL block diagram indicating the additive input
noise that corrupts the input signal.
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and/or caused by the time-varying channel through which
the signal is transmitted. Let the phase of the incoming
signal be expressed with respect to the VCO center fre-
quency as

F¼o0tþ yi ð2Þ

where yi(t) is the input phase modulation produced at the
transmitter and/or caused by the channel. Note that yi(t)
also incorporates the input frequency error Doi¼oi � o0.

As shown in Fig. 2, the incoming signal s(t,F) is cor-
rupted by additive input noise ni(t). In almost all applica-
tions, the additive input noise is a narrowband random
process centered about o0. By means of the analytic signal
approach [15], narrowband random processes or signals
can be expressed as a product of a slowly varying complex
envelope and a sinusoidal carrier. For example, an arbi-
trary narrowband signal wðtÞ centered about o0 can be
expressed in terms of a complex envelope ~wwðtÞ as

wðtÞ¼Ref ~wwðtÞ expðjo0tÞg ð3Þ

Since the carrier frequency component has been removed,
the complex envelope is a slowly varying function

~wwðtÞ¼wIðtÞþ joQðtÞ ð4Þ

where wI(t) and wQ(t) are the low-frequency in-phase and
quadrature components of the narrowband signal w(t).

Let ni(t) be modeled by a narrowband Gaussian random
process of zero mean and symmetric power spectral den-
sity. Then the sample function of the narrowband noise
can be expressed from Eqs. (3) and (4) in canonical form
[6,15] as

ni¼
ffiffiffi
2
p
½nI cosðo0tÞ � nQ sinðo0tÞ� ð5Þ

The in-phase and quadrature components are

nI¼
1ffiffiffi
2
p ½ni cosðo0tÞþ n̂ni sinðo0tÞ� ð6Þ

and

nQ¼
1ffiffiffi
2
p ½n̂ni cosðo0tÞ � ni sinðo0tÞ� ð7Þ

where n̂niðtÞ is the Hilbert transform of ni(t) [15].
The VCO output is also a narrowband signal

rðt; F̂FÞ¼
ffiffiffi
2
p

Vo cos F̂F ð8Þ

where F̂FðtÞ is the loop estimate of F(t) that can be ex-
pressed, with respect to the VCO center frequency, as

F̂F¼o0tþ yo ð9Þ

In Eqs. (8) and (9) Vo and yo(t) denote the RMS amplitude
and phase of the VCO output, respectively.

The PD multiplies the input signal xðtÞ¼ sðt;FÞþniðtÞ
and VCO output rðt; F̂FÞ and produces both difference- and
sum-frequency terms. The PD always contains a lowpass
filter that eliminates the sum-frequency component. By
means of simple trigonometric identities the PD output is
obtained

vd¼AVo sin yeþVoðnI cos yoþnQ sin yoÞ

¼Kd½A sin yeþNðt; yoÞ�
ð10Þ

where the phase error is defined by

yeðtÞ¼FðtÞ � F̂FðtÞ¼ yiðtÞ � yoðtÞ ð11Þ

and Kd¼Vo, a dimensionless quantity, is the gain of PD.
The equivalent phase noise process is defined by

Nðt; yoÞ¼nI cos yoþnQ sin yo ð12Þ

For the statistical properties of Nðt; yoÞ, refer to the fol-
lowing subsection.

From Eqs. (10) and (12), two conclusions may be drawn:

* Even in the noise-free case, the PD output depends
not only on the phase error ye(t) but also on the am-
plitude A(t) of incoming signal.

* The equivalent noise process Nðt; yoÞ is independent
of yeðtÞ; it appears as an additive term in the PD out-
put.

The instantaneous VCO frequency
.
yoðtÞ¼dyoðtÞ=dt ref-

erenced to o0 is related to its input through

.
yo¼Kvvcþ

.
C2¼Kvðvf þ veÞþ

.
C2 ð13Þ

where vcðtÞ¼ vf ðtÞþ veðtÞ denotes the VCO control voltage,
vf ðtÞ¼FðpÞvdðtÞ is the output voltage of the loop filter, veðtÞ
denotes the external control voltage, Kv is the VCO gain in
rad/V . s, and C2ðtÞ denotes the VCO jitter, that is, the VCO
phase noise.

Taking into account the transfer function of the loop
filter, the output phase is obtained from Eqs. (10) and (13)
as

yo¼
KFðpÞ

p
½A sin yeþNðt; yoÞ� þ

Kv

p
veþC2 ð14Þ

where K ¼KdKv defines the loop gain in rad/V . s. Substi-
tuting Eq. (14) into Eq. (11), the following nonlinear sto-
chastic integro-differential equation is obtained

ye¼ yi �
KFðpÞ

p
½A sin yeþNðt; yoÞ� �

Kv

p
ve �C2 ð15Þ

which describes the operation of APLL. In general, the
input phase modulation yiðtÞ consists of three terms

yi¼dþMþC1 ð16Þ
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where d(t) describes the Doppler effect appearing in the
channel, M(t) is the digital or analog phase/frequency
modulation, and C1(t) denotes the jitter, that is, phase
noise of the transmitter oscillator.

The loop equation given by Eq. (15) has two important
features. Due to the introduction of a phase error, the
high-frequency terms have been dropped and all signals
involved in the loop equations have become low-frequency
signals, that is, slowly varying functions. This means that
instead of angle-modulated signals, only their modulation
has to be considered and in computer simulation the low-
est sampling frequency may be used. A further advantage,
the phase error approach simplifies the problem to be
studied in many cases. For example, Eq. (15) becomes an
autonomous differential equation during acquisition that
is relatively easy to study.

Note that, in an implemented APLL, the phase error
does not exist as an explicit variable; it has been intro-
duced only to derive a simple mathematical model for the
APLL. However, if ye(t) is known, then all signals appear-
ing in a built APLL can be expressed easily by the equa-
tions developed above.

The baseband model of the APLL can be developed
from Eq. (15) as shown in Fig. 3. The sinusoidal nonlin-
earity in Eq. (15) is due to the particular type of PD and
the sinusoidal VCO and input waveforms. However, other
kinds of PD and signals may be also applied. Fortunately,
the unified baseband model shown in Fig. 3 remains valid
for each loop configuration if the loop nonlinearity g( . ) is
selected according to the actual PD characteristics and
ng(t) describes the equivalent noise process for the case to
be studied. If an analog multiplier is used as the PD and
the signals are sinusoidal, then g( . )¼ sin( . ) and ng(t)¼
N(t,yo). Lindsey and Chie have collected g( . ) and ng(t) for
many other loop configurations [11].

Note that the input and output of baseband model are
not measurable signals but are the input and output phase
modulations, respectively. If the real input and output
signals have to be determined, then s(t,F) and rðt; F̂FÞ are
obtained from Eqs. (1) and (8).

2.3. Statistical Properties of Equivalent Noise

In order to use the baseband model in PLL analysis
and design, the statistical properties of equivalent noise

process N(t,yo) must be known. This subsection summa-
rizes the properties of the in-phase and quadrature
components of ni(t) and gives the statistical properties
of N(t,yo)

The additive input noise is modeled by a narrow-
band Gaussian random process with zero mean. It may
be expressed either in canonical form or as a sinusoidal
signal

ni¼
ffiffiffi
2
p

nI cosðo0tÞ � nQ sinðo0tÞ
 �

¼
ffiffiffi
2
p

NnðtÞ cosðo0tþ ynÞ

ð17Þ

where the envelope Nn(t) and phase yn(t) processes are
defined by

NnðtÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

I ðtÞ þn2
QðtÞ

q
and

ynðtÞ¼ tan�1 nQðtÞ

nIðtÞ

� � ð18Þ

Note that the envelope Nn(t) differs from the complex en-
velope defined by Eq. (3). If the power spectral density of
ni(t) is symmetric about o0, then a very simple relation-
ship exists between the autocorrelation functions of ni(t)
and Nn(t)

RnðtÞ¼ 2rðtÞ cosðo0tÞ ð19Þ

where Rn(t) and r(t) denote the autocorrelation functions
of ni(t) and Nn(t), respectively.

If ni(t) has a symmetric power spectral density about
o0, then the most important properties of the in-phase
nI(t) and quadrature nQ(t) components of ni(t) are as fol-
lows [10,15]:

1. If ni(t) is a Gaussian process, then both nI(t) and
nQ(t) are also Gaussian.

2. If ni(t) has zero mean, then both nI(t) and nQ(t) have
zero-mean values. Note that ni(t) is a bandpass sig-
nal, consequently, it always has zero mean.

3. The in-phase and quadrature components have the
same variance as the narrowband noise ni(t).

4. The correlation functions of nI(t) and nQ(t) may be
expressed [6] as

nIðtÞnIðtþ tÞ¼nQðtÞnQðtþ tÞ¼ rðtÞ

nIðtÞnQðtþ tÞ¼�nQðtÞnIðtþ tÞ¼ 0
ð20Þ

5. where overbar symbolizes the time-averaging oper-
ation. The first equation shows that the autocorre-
lation functions of Nn(t), nI(t), and nQ(t) are equal to
each other, while the second one means that nI(t)
and nQ(t) are independent.

�e

�0

Ψ2

�i
+ +

+

+

+

+

+
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Figure 3. Unified baseband model of APLL.
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6. Both the in-phase and quadrature noise components
have the same power spectral density that is related
to the power spectral density SN(f) of ni(t) as

SIðf Þ¼SQðf Þ¼

1

2
½SNðf � f0ÞþSNðf þ f0Þ�; �B � f � B

0; elsewhere

8
>><

>>:

ð21Þ

where SN(f) occupies the frequency band f0 � B � f
�� �� �

f0þB and f0 > B.
To complete the APLL baseband model, the statistical

properties of N(t, yo) have to be determined. The problem
is that the equivalent noise depends not only on ni(t) but
also on yo(t). Due to the closed loop, the noise modulates
the VCO and yo(t) also becomes a random process. Because
the PD is nonlinear, the fluctuations in yo(t) intermodulate
with the incoming signal and additive input noise ni(t).

The nonlinear operation of the PD makes exact analy-
sis impossible, so some kind of approximation must be
used. Viterbi [3] introduced two assumptions in order to
get a simple but useful result:

1. The additive bandpass noise ni(t) has a symmetric
power spectral density.

2. The bandwidth of ni(t) is much wider than that
of yo(t).

The bandwidth of yo(t) is determined by the noise band-
width of the loop, which will be defined later. Since the
APLL noise bandwidth is always much less than the band-
width of ni(t), the correlation time [6] of the additive input
noise is much less than that of the output phase. Conse-
quently, yo(t) can be thought of as a slowly varying func-
tion compared to ni(t) and the two processes are
approximately independent [3].

Under these assumptions the equivalent noise process
can be approximated by white noise. The process N(t,yo)
shall be treated as though it were white so that yo(t) em-
bedded in N(t,yo) does not enter into the APLL analysis,
either linear or nonlinear. Thus, if the additive input noise
ni(t) is white with spectral density N0/2, then the power
spectral density of the equivalent noise ng(t) indicated in
Fig. 3 is uniform with value N0/2.

Fortunately, the assumptions listed above are valid for
almost all practical APLL applications and the design of
different circuit configurations operating in either the lin-
ear or nonlinear region can be performed on the basis of a
simple baseband model.

2.4. Linear Operation of the APLL

Linear APLL theory is used extensively in designing
APLLs for different applications from telecommunication
to measurement engineering. Many system parameters
used in circuit development and characterization are in-
troduced and defined in the linear theory.

The linear operation of APLL assumes that

* The phase-locked condition has been achieved and is
maintained.

* The phase error remains in the neighborhood of its
quiescent value, that is, one may write

gðyeÞ 	 gðyssÞþ
dgðyeÞ

dðyeÞ
yss

�� Dye;

where yss is the quiescent value of ye(t) and Dye(t) denotes
its perturbation.

In this section the linear baseband model for the APLL
is developed and then the APLL transfer functions are
defined. After evaluating the stability properties, the
tracking (transient and modulation) behavior and noise
performance of the APLL are studied using the linear
baseband model.

2.4.1. Linear Baseband Model. As shown above, the be-
havior of the APLL is described by a nonlinear stochastic
differential equation

ye¼ yi �
KFðpÞ

p
AgðyeÞþng

 �
�

Kv

p
ve �C2 ð22Þ

where g( . ) describes all nonlinearities of the loop and ng(t)
denotes the equivalent noise process. Recall that the lin-
ear approximation may be used only if the APLL operates
under phase-locked condition.

First the quiescent value of the phase error must be
determined. Let ngðtÞ¼C2ðtÞ¼ 0, and let the input phase
modulation be

yi¼ ðoi � o0Þtþ yi0¼Doitþ yi0

where Doi is the initial frequency detuning and yi0 denotes
the phase of the incoming signal. Taking into account that
under steady-state conditions all signals are constant and
that the Heaviside operator p means d/dt in the time do-
main, the quiescent value yss of ye(t) may be obtained from
Eq. (22) as

yss¼ g�1 Doi �Kvve0

KFð0ÞA

� �
ð23Þ

where ve0 denotes the external DC VCO control voltage
and F(0) is the DC gain of the loop filter.

If the phase error remains in the neighborhood of yss,
then gðDyeÞ 	 dgðyeÞ=dyejyss

Dye, where Dye¼ ye � yss. Let
Kg¼dgðyeÞ=dyejyss

be lumped with Kd. To show explicitly
the dependence of APLL transfer functions on the ampli-
tude of input signal, A is not lumped with Kd.

From Eq. (22) the linear loop equation for phase error is
obtained as

ye¼ yi �
KFðpÞ

p
Ayeþ

ng

Kg

� �
�

Kv

p
ve �C2 ð24Þ

where, in order to have a compact notation, ye(t) is not
distinguished from its perturbation Dye(t), and the new
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value of loop gain is K¼Kg Kd Kv. Note that Kg is mea-
sured in rad–1 and the new value of loop gain K is given in
(V . s)–1. The output phase is obtained as

y0¼
KFðpÞ

p
Ayeþ

ng

Kg

� �
�

Kv

p
ve �C2 ð25Þ

The linear baseband model is constructed from Eqs. (24)
and (25). Although every built APLL is nonlinear, the lin-
ear model shown in Fig. 4 is valid in many applications,
where after acquisition the APLL must operate in the lin-
ear region in order to avoid distortion.

2.4.2. Transfer Functions. The transfer function concept
gives a simple tool to express the output signal(s) of a lin-
ear system in the complex frequency domain. Let the La-
place transform variable be denoted by s and let the
Laplace transform of a signal be denoted by a capital let-
ter.

In order to describe the behavior of APLL by means of
transfer functions, Eq. (24) has to be rearranged as

YeðsÞ¼ ½1�HðsÞ� YiðsÞ �
Kv

s
VeðsÞ �C2ðsÞ

� �

�HðsÞ
NgðsÞ

AKg

ð26Þ

and substituting Eq. (11) into Eq. (25) the output phase
has to be expressed as

YoðsÞ¼HðsÞ YiðsÞþ
NgðsÞ

AKg

� �

� ½1�HðsÞ�
Kv

sVeðsÞ
�C2ðsÞ

� � ð27Þ

where C2(s) denotes the Laplace transform of C2(t).
Note that only two transfer functions are required to

characterize the APLL completely, namely, the closed-loop
transfer function

HðsÞ¼
AKFðsÞ

sþAKFðsÞ
ð28Þ

and error function

1�HðsÞ¼
s

sþAKFðsÞ
ð29Þ

The closed-loop transfer and error functions have
lowpass and highpass characteristics, respectively. The
parameters of H(s) and [1�H(s)] are determined by the
loop filter F(s), the loop gain K, and the RMS amplitude
of the input signal. If A(t) varies as a result of either
amplitude modulation or a time-varying channel, then
both H(s) and [1�H(s)] also vary with time. In the
majority of applications, this time dependence is not
allowed; consequently, an AGC circuit preceding the
APLL must be used in order to fix the amplitude of the
input signal.

APLLs are classified according to the type and order of
the loop. Let

GðsÞ ¼
AKFðsÞ

s
ð30Þ

denote the open-loop transfer function. The loop type is
determined by the number of poles at the origin, that is, by
the number of perfect integrators in G(s), while the loop
order is equal to the number of poles in G(s).

The derivation of closed-loop APLL parameters is
shown here to the two most important loop filter configu-
rations. The closed-loop parameters for other loop filter
configuration are given in Table 1.

First-Order, Type 1 Loop. In the simplest case F(s)¼ 1,
that is, no loop filter is used. The first-order APLL is
very rarely used in real applications but plays an im-
portant role in understanding the APLL operation.
Substituting F(s)¼ 1 into Eqs. (28) and (29), the
closed-loop transfer function

HðsÞ¼
1

1þ
s

AK

ð31Þ

and error function

1�HðsÞ¼

s

AK

1þ
s

AK

ð32Þ

are obtained. The transfer function H(s) has a low-
pass characteristic with a well-defined 3 dB band-
width, called the closed-loop bandwidth. Note that
the closed-loop bandwidth o3 dB¼AK varies with the
amplitude A of the input signal. The disadvantage of
a first-order APLL is that only one free design pa-
rameter is available. The loop gain K determines all
parameters of the APLL. For example, the quiescent
phase error yss given by Eq. (23) and the closed-loop
bandwidth appearing in Eq. (31) may not be selected
independently of each other; a small yss results in a
large closed-loop bandwidth. It is not possible to
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Figure 4. Linear baseband model of APLL.
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implement simultaneously a small tracking error and
a small closed-loop bandwidth.

Second-Order, Type 2 Loop. The circuit diagram of the
most frequently used active loop filter is shown in
Fig. 5. Because of the finite DC gain, the transfer
function of the loop filter

FðsÞ¼
1þ st2

st1
ð33Þ

may not be implemented, but is approximated closely
by an operational amplifier. The time constants in
Eq. (33) are t1¼R1C and t2¼ (R1þR2)C. A loop im-
plemented with an active loop filter is often referred
to as an ideal second-order APLL. After substituting
Eq. (33) into Eqs. (28) and (29), the closed-loop trans-

fer function

HðsÞ¼
2zonsþo2

n

s2þ 2zonsþo2
n

ð34Þ

and the error function

1�HðsÞ¼
s2

s2þ 2zonsþo2
n

ð35Þ

are obtained, where the natural frequency on and the
damping factor z of loop are given by

on¼

ffiffiffiffiffiffiffiffi
AK

t1

s

and z¼
t2on

2
ð36Þ

The closed-loop bandwidth can be expressed as

o3 dB¼on

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2z2
þ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2z2
þ 1Þ2þ 1

qr
ð37Þ

The magnitudes of the APLL frequency response and
error response are plotted in Figs. 6 and 7, respectively,
for several values of damping factor. Note that H(s) and
[1—H(s)] really have lowpass and highpass characteris-
tics, respectively, as claimed.

The quiescent value of the phase error, the APLL tran-
sient behavior, and the closed-loop bandwidth are in the
three basic APLL parameters that have to be selected in

Table 1. Parameters of Linerized APPLs (BL Denotes APPL Noise Bandwidth)

Loop
Order Type Loop Filter F(s) Key Parameters H(s)

First 1 1 o3 dB¼AK
BL¼AK/4 4BL

sþ4BL

Second 1 Passive lag filter o2
n¼AK/t1

1

1þ st1

2zon¼1/t1 o2
n

s2þ2zonsþo2
n

BL¼AK/4
Passive lag–lead filter o2

n¼AK/t1

1þ st2

1þ st1
2zon¼

1þAKt2

t1
2
zon �o2

n

AK

� �
sþo2

n

s2þ2zonsþo2
n

BL¼
on

2
z 1�

on

2AKz

� �2

þ
1

4z

" #

2 Active filter o2
n¼AK/t1

1þ st2

st1
2zon¼

AKt2

t1

2zonsþo2
n

s2þ2zonsþo2
n

BL¼
on

2
zþ

1

4z

� �

Third 3 B3
0þ2B2

0sþ2B0s2

AKs2
BL¼

5

6
B0

B3
0þ2B2

0sþ2B0s2

B3
0þ2B2

0sþ2B0s2þ s3

R1

R2 C

+

−

Figure 5. Circuit diagram of the most widely used active loop
filter.
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design of every APLL. The main advantage of the ideal
second-order APLL is that these parameters may be cho-
sen independently of each other:

* The high DC gain of the operational amplifier en-
sures that yssE0; furthermore, yss does not depend on
A.

* Equation (37) shows that on may be calculated from
the required closed-loop bandwidth and damping fac-
tor. Then AK/t1 is calculated from on using Eq. (36).

* The transient behavior of the loop is controlled by the
damping factor. From Eq. (36), t2 may be calculated.

A further advantage of second-order loop is that it is
unconditionally stable for all values of loop gain. However,
note that all closed-loop parameters depend on the RMS
amplitude of the input signal.

Other loop filters are also used in built APLL circuits. A
short summary of loop parameters and closed-loop trans-

fer functions is given in Table 1 for different loop filter
configurations.

2.4.3. Stability Considerations. So far, stability of the
APLL has been assumed. A necessary and sufficient con-
dition for stability is that all the poles of the closed-loop
transfer function given by Eq. (28) lie in the left half-
plane. As shown by Eq. (28), the positions of the poles vary
as the loop gain is changed.

The poles of the first- and second-order APLLs always
lie in the left half-plane; that is, these circuits are uncon-
ditionally stable. However, the third-order APLL may be-
come unstable for low values of AK [10]. Because A(t) is
the RMS amplitude of the input signal, a third-order
APLL may become unstable for weak signals, even if it
is stable under normal operating conditions. The uncon-
ditional stability of the second-order APLL makes it pop-
ular in situations where the amplitude of the input signal
is not constant.

A complete APLL analysis may be performed graphi-
cally by means of Bode plots [10]. Its features are as fol-
lows:

* All the important closed-loop parameters appear as
distinctive points on the Bode plot.

* Loop stability and stability margin may be checked.
* Effect of variation in loop parameters such as loop

gain, and pole and zero frequencies of loop filter on
closed-loop APLL parameters may be tracked easily.

The Bode plot consists of a pair of graphs, where both
the magnitude and phase of the open-loop transfer func-
tion are plotted. The frequency oB, where the open-loop
gain becomes 0 dB, is a good approximation of the closed-
loop bandwidth. The Bode criterion for stability is that the
absolute value of the phase of G(jo) at oB must be less
than 1801, in case of the APLLs the typical phase shift is
1351 that gives a phase margin of 451.

The open-loop transfer function for the most commonly
used second-order APLL implemented with the active loop
filter is

GðsÞ¼AK
FðsÞ

s
¼AK

1þ st2

s2t1
ð38Þ

Figure 8 shows the Bode plot, where pole and zero fre-
quencies and the most important closed-loop parameters
are also indicated. Note that the absolute value of the
phase shift never exceeds 1801; that is, this loop is uncon-
ditionally stable. The Bode plot shows that the damping
factor is controlled by the zero frequency of the loop filter.
Placing the zero at the unity-gain point oB yields a dam-
ping factor z¼ 0:5. The natural frequency on is assigned by
the frequency at which the extension of the � 40 dB/
decade line segment crosses the unity-gain ordinate.

Since

HðsÞ¼
GðsÞ

1þGðsÞ
ð39Þ
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Figure 6. Frequency response of APLL implemented with an
active loop filter for several values of damping factor: (a) z¼0.3;
(b) z¼0.707; (c) z¼1; (d) z¼2.
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the closed-loop transfer function may be also determined
graphically from the Bode plot. For o5onjGðsÞjb1 and
H(s)¼ 1, while for obonjGðsÞj51 and H(s)¼G(s).

The open-loop transfer function depends on the ampli-
tude of incoming signal, as shown by Eq. (38). If A varies,
then the Bode plot has to be shifted up or down along the
vertical axis. In these cases both on and z vary, but the
second-order APLL remains stable for any amplitude of
input signal.

2.4.4. Linear Tracking. The phase of input signal must
be tracked with a small phase error. To evaluate the track-

ing properties of APLL, the phase error response to dif-
ferent input phases yi(t) has to be determined. Three cases
are considered here:

1. Transient response to phase step, frequency step,
and frequency ramp

2. Sinusoidal modulation

3. Modulation with an arbitrary stationary process

From Eq. (26) we obtain the phase error response to the
input phase

YeðsÞ¼ ½1�HðsÞ�YiðsÞ¼
s

sþAKFðsÞ
YiðsÞ ð40Þ

Recall that this linear approximation is valid for per-
turbations of variables about their quiescent values and
requires ye(t) to remain small enough both during the
transient and under steady-state conditions. For the sinu-
soidal PD and if yss¼ 0, the magnitude of phase error has
to be less than 1 radian. Then the approximation sin yeEye

may be used.
The excitations described by phase step, frequency step,

and frequency ramp are of the form

yiðtÞ¼ DyiþDoitþD .oi
t2

2

� �
uðtÞ ð41Þ

where u(t) is the unit step function. The steady-state value
of phase error may be expressed by means of the final
value theorem of Laplace transform

lim
t!1

yeðtÞ¼ lim
s!0

s½1�HðsÞ�YiðsÞ ð42Þ

The steady-state value of phase error for different loop
filter configurations are summarized in Table 2. Note that
the overall phase error is the sum of yss and the phase er-
ror is given in Table 2.

A heuristic derivation of the steady-state phase re-
sponse to a frequency step input helps to understand bet-
ter the APLL operation. In steady-state, the input and
VCO frequencies are equal. The control voltage needed to
retune the VCO by Doi is Doi=Kv. Since the DC gain of the
loop filter is F(0), the steady-state value of the PD output
is Doi=KvFð0Þ. The phase error required to produce this
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Figure 8. Bode plot of ideal second-order APLL.

Table 2. Steady-State Values of Phase Error Response to a Few Commonly Encountered Excitations

Loop Steady-State Phase Error Response in radions to

Order Type Loop Filter F(s) Phase Step Frequency Step Frequency ramp

First 1 1 0 Do
AK

N

Second 1 1þ st2

1þ st1

0 Do
AK

N

2 1þ st2

st1
0 0

D .o
o2

n
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output voltage is

ye¼
Doi

AKdKvFð0Þ
¼

Doi

AKFð0Þ
ð43Þ

Table 2 shows the most important advantage of the ideal
second-order APLL. In real applications, the frequency of
the input signal always differs from the VCO center fre-
quency. Even if an ideal integrator cannot be implement-
ed, the high DC gain of the operational amplifier used in
the active loop filter keeps the steady-state phase error
extremely small, regardless of the magnitude of frequency
error. Because of the constant and almost zero phase error,

* PD gain becomes constant and the closed-loop APLL
parameters do not depend on the frequency error.

* sin ye 	 ye, and the widest linear region of the analog
multiplier can be exploited.

The error responses of APLL to different inputs may be
calculated by taking the inverse Laplace transform of Eq.
(40) or may be found in the literature. For a good survey,
see Ref. 11, Table III, p. 19.

Next the error response to angle-modulated inputs is
determined. For sinusoidal input phase modulation

yiðtÞ¼Dy sinðomtÞ ð44Þ

where Dy is the peak phase deviation and om denotes the
modulation frequency.

The steady-state phase error response may be calcu-
lated from Eq. (40) as

yeðtÞ¼ 1�HðomÞ
�� ��Dy sinðomtþYÞ ð45Þ

where the gain |1�H(om)| and phase shift Y are given
by

1�HðomÞ
�� ��ejY 
 1�HðsÞ½ � s¼ jom

�� ð46Þ

For input frequency modulation

yiðtÞ¼

Z t

0
Do sinðomtÞdt¼

Do
om

cosðomtÞ ð47Þ

where Do denotes the peak frequency deviation. The
phase error is

yeðtÞ¼ 1�HðomÞ
�� �� Do

om
cosðomtþYÞ ð48Þ

where |1�H(om)| and Y are given by Eq. (46).
The normalized error response to the input frequency

modulation is shown in Fig. 9 for the first-order [where
F(s)¼ 1] and ideal second-order loops. The high-frequency
asymptote is the same for both loops, but the responses are
completely different below on, namely, the second-order
APLL ensures a much smaller tracking error than the
first-order loop. Recall that if the APLL is used to process

angle-modulated signals, then a smaller phase error re-
sults in less distortion.

Inspection of Figs. 7 and 9 shows that the tracking er-
ror becomes very large at on in the second-order loop for
small damping factors. Recall that the linear approxima-
tion can be used only if the phase error remains small
enough, even at on.

It has been assumed above that the input angle mod-
ulation is produced by a single sinusoidal signal. In gen-
eral, the modulating signal is a random process and all
that may be known are its mean and covariance function.
In this case the aim is to determine the power spectral
density and variance of the phase error process caused by
the input PM and FM.

Let the input phase modulation process yi,PM(t) be a
wide-sense stationary process with zero mean and power
spectral density Si,PM(o). As shown in Ref. 3, the power
spectral density of the phase error process in steady-state
may be expressed as

Se;PMðoÞ ¼ 1�HðoÞ
�� ��2Si;PMðoÞ ð49Þ

and its variance is

s2
e;PM¼

1

2p

Z 1

�1

Se;PMðoÞdo ð50Þ

The variance of ye(t) represents the mean-square value
of the phase error process, which must be kept small for
almost all t in order to make the linear model valid. If the
input of the phase modulator generating yi(t) is a station-
ary random process of zero mean and power spectrum Sm

(o), then

Si;PMðoÞ¼K2
PMSmðoÞ ð51Þ
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Figure 9. Phase error generated by sinusoidal FM in a (a) first-
order and ideal second-order APLL for (b) z¼1 and (c) z¼0.3. The
modulation frequency om and the peak frequency deviation Do
are normalized to AK in the first-order loop and to on in the sec-
ond-order loop. To make the figures comparable, AK¼on.
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where KPM is the modulator gain. Substituting Eq. (51)
into Eq. (49), the parameters of the phase error process
may be expressed.

In the case of FM, the input phase modulation is

yiðtÞ¼KFM

Z t

0
mðtÞ dt ð52Þ

where KFM denotes the modulator gain. Even if the mod-
ulating process m(t) is stationary, its integral will not nec-
essarily be, so that the relationship between the power
spectral densities of the input frequency modulation pro-
cess and the phase error process may not be expressed.
However, Viterbi [3] has shown that the power spectrum
of the phase error process may be obtained as

Se;FMðoÞ¼K2
FM

1�HðoÞ
�� ��2

o2
SmðoÞ ð53Þ

where Sm(o) is the power spectrum of m(t). The variance
of the phase error process is

s2
e;FM¼

1

2p

Z 1

�1

Se;FMðoÞdo ð54Þ

2.4.5. Noise Performance for High SNR. A narrowband
additive input noise ni(t) can be modeled by an equivalent
noise process ng(t) entering the baseband model after the
PD nonlinearity g( . )as shown in Fig. 3. If an analog mul-
tiplier is used as the PD, then ng(t)¼N(t, yo). The statis-
tical properties of N(t, yo) have been summarized earlier: if
ni(t) has a symmetric power spectral density of N0/2 and
the bandwidth of yo(t) is much less than that of ni(t), then
the equivalent noise ng(t) is a Gaussian process with uni-
form spectral density N0/2. Furthermore, if the variance of
phase error caused by noise and input angle modulation, if
any, is sufficiently small, then the linear baseband model
shown in Fig. 4 may be used to evaluate the noise perfor-
mance of the APLL. Provided that the linear model is val-
id, the superposition theorem holds and the effect of noise
and input angle modulation may be determined indepen-
dently of each other.

The equivalent-noise process having a power spectral
density SN(o)¼N0/2 is stationary in the wide sense with
zero mean. Let the point where ng(t) is applied to the loop
be considered as input, and let ye(t) and yo(t) be considered
as outputs. The magnitude of the two frequency responses
is obtained as

KdKvFðoÞ
joþAKdKvFðoÞ

����

����¼
jHðoÞj

A
ð55Þ

Consequently, the power spectral densities of the phase
error Se,N(o) and the output phase So,N(o) processes be-
come

Se;NðoÞ¼So;NðoÞ¼ jHðoÞ
2
j

N0

2A2
ð56Þ

from which is obtained the variances of the phase error
and the output phase

s2
e;N¼ s2

o;N¼
N0

2A2

1

2p

Z 1

�1

jHðoÞj2 do ð57Þ

Let the noise bandwidth BL of the loop be defined as the
bandwidth of an ideal lowpass filter, whose output vari-
ance is s2

e,N when it is driven with Gaussian white noise of
power spectral density N0/2A2:

BL¼
1

2p

Z 1

0

jHðoÞj2 do ð58Þ

Then Eq. (57) becomes

s2
e;N¼ s2

o;N¼
N0BL

A2
ð59Þ

To suppress noise, BL has to be chosen as small as pos-
sible. The noise bandwidths for the most important loop
filter configurations are given in Table 1.

Noise bandwidth for the ideal second-order loop is plot-
ted against damping in Ref. 9,10 (see Fig. 3.3 on p. 32). The
minimum BL is achieved for z¼ 0.5, but the noise band-
width does not exceed the minimum by more than 25% for
any damping between 0.25 and 1.0.

Since the input additive noise and angle modulation
are independent processes, the total variance of phase er-
ror is the sum of Eqs. (50) and (57) for PM and the sum of
Eqs. (54) and (57) for FM. For PM

s2
e ¼s2

e;PMþs2
e;N¼

1

2p

Z 1

�1

j1�HðoÞj2 Si;PMðoÞdoþ
N0BL

A2

ð60Þ

The linear approximation can be used only if the total
variance of ye(t) is small enough. For the ideal second-or-
der loop, s2

e has to be less than 0.2 [10]. If, in addition to
the input noise and angle-modulation, other random pro-
cesses such as VCO noise or frequency modulation of the
VCO output signal are present then the effects of these
processes must also be accommodated in s2

e by applying
the technique described above.

Since there is no real signal in the baseband model of
the APLL, an unambiguous definition of the signal-to-
noise ratio (SNR) in the loop may not be given. The vari-
ance of the phase error is used by Viterbi [3] and Lindsey
[6] to define the SNR in APLL:

SNRL¼
A2

2BLN0
ð61Þ

2.5. Nonlinear Operation of the APLL

The linear theory of the APLL has been very well devel-
oped and is easy to use. In the majority of circuit design
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and development, the linear APLL model is applied and
the nonlinearity is considered only as an unwanted effect.

However, there are situations where the nonlinear
APLL model has to be considered, for example, if the
lock limits or acquisition properties have to be deter-
mined, if the APLL operates at low SNR, and so forth.

In contrast to the linear APLL theory, a unified theory
describing the nonlinear operation of APLL in closed form
does not exist. Many times heuristic arguments are used
to solve a nonlinear problem. The details of nonlinear
mathematical analysis are beyond the scope of this article.
In this section only the most important aspects of nonlin-
ear APLL theory will be discussed; the interested reader
should refer to the literature for further details. The latest
results on nonlinear analysis may be found in three IEEE
publications [11–13], while the nonlinear APLL theory is
given in many excellent books [3–10].

2.5.1. Nonlinear Tracking in the Absence of Noise. It is
assumed in this subsection that the phase-locked con-
dition has been achieved, but the frequency or phase of
input signal is changed. First the hold-in range is deter-
mined; then the nonlinear transient response to a phase
or/and frequency step is determined by means of the
phase-plane portrait. Only the noise-free case is consid-
ered here.

The input frequency error was defined by Eq. (2) as
Doi¼oi � o0. The hold-in range is equal to the input fre-
quency error, which can be tracked by the APLL, that is,
for which the phase-locked condition is maintained. Math-
ematically the hold-in range is equal to the maximum fre-
quency error for which Eq. (15) has a steady-state solution

sin ye¼
Doi �Kvve0

AKFð0Þ¼

L0

AKFð0Þ
ð62Þ

where ve0 is a DC voltage, L0¼Doi � Kvve0 denotes the
initial equivalent frequency detuning, and F(0) is the DC
gain of loop filter. Because the sine function cannot exceed
unit magnitude, the hold-in range is

jDoH � Kvve0j ¼AKFð0Þ ð63Þ

The physical meaning of ‘‘hold-in range’’ is that the PD
output voltage is bounded and so the maximum VCO fre-
quency detuning is also bounded.

Equation (63) states that the holdin range can be made
arbitrarily large by using very high loop gain K. Of course,
this is not entirely correct because some other loop com-
ponent will then saturate before the phase detector. In the
ideal second-order loops, generally saturation of the loop
amplifier limits the hold-in range. Note that the hold-in
range is a static parameter; that is, its value does not de-
pend on the order of APLL.

Consider next the nonlinear tracking properties, that
is, the dynamics of a first-order APLL in the absence of
noise. Substituting FðpÞ¼ 1; Nðt; yoÞ¼C2¼ 0 and dyi=dt¼
Doi into Eq. (15), a nonlinear differential equation is

obtained:

dye

dt
¼Doi �Kvve0 � AK sin ye¼L0 � AK sin ye ð64Þ

Solution of this autonomous nonlinear differential equa-
tion gives the transient response of APLL.

Assume that the APLL is operating in steady-state
when the input phase is suddenly changed. To get the
nonlinear transient response to the input phase step
yi01(t), Eq. (64) must be solved. The initial value ye0 of
phase error depends on the phase error measured under
the previous steady-state conditions and yi0.

The APLL dynamics may be determined graphically in
the phase plane shown in Fig. 10 for the first-order APLL,
where the frequency error

.
ye¼dye=dt is plotted as a func-

tion of ye. A plot of a single solution in the phase plane is
called a trajectory. The trajectory starts from the initial
value ye0 of the phase error and goes to its steady-state
value for which dye=dt¼ 0. An ensemble of trajectories
emerging from different initial conditions is known as
phase-plane portrait or flow. A trajectory shows the dy-
namics of a loop against time as it settles (or fails to settle)
toward an equilibrium.

As shown in Fig. 10, all trajectories of a first-order
APLL coincide with each other. Let the trajectory start
from an initial phase error ye0. If dye/dt is positive for that
value of ye0, then the phase error increases as a function of
time. In fact, the APLL follows the trajectory plotted in
Fig. 10 and moves toward the right until it reaches the
steady-state for which dye/dt¼ 0. Similarly, if dye/dt is
negative for ye0, then the phase error decreases until it
reaches the steady-state conditions. A point belonging to
steady-state is stable, if after a small perturbation of ye in
either direction, the system tends to return to the steady-
state. The stability of steady-state phase errors is also
shown in Fig. 10.

Since almost all phase detectors have a periodic char-
acteristic, they cannot distinguish a phase step of Dyiþ

2pn, n¼1,2,3y from one of Dyi. Therefore, the APLL nev-
er loses lock when it is driven by a pure phase step, irre-
spective of the magnitude of the loop order.

Unstable
�ss
ˆ

Stable
�ss

Unstable
�ss
ˆ

Stable
�ss

Λ0
AK

2��−�

�e
ˆ

AK
Λ0
AK

− sin �e

�e

Figure 10. Phase-plane portrait for first order APLL, where the
stability of steady-state phase errors yss is also shown.
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In the first-order APLL, a frequency step breaks the
lock if, and only if, the frequency error exceeds the holdin
limit. In this case, the phase-locked condition cannot be
recovered and the APLL remains unlocked.

To obtain the phase-plane trajectories for the ideal sec-
ond-order APLL, first the time variable has to be elimi-
nated in Eq. (15). Substitution of FðpÞ¼ ðpt2þ 1Þ=pt1 and

yiðtÞ¼Doitþ yi

into Eq. (15) gives

d2ye

dt2
þ AK

t2

t1
cos ye

� �
dye

dt
þ

AK

t1
sin ye¼ 0 ð65Þ

Letting t¼ t/[AK(t2/t1)] so that (dye/dt)¼AK(t2/t1)(dye/
dt), and taking into account that AK(t2/t1)a0, Eq. (65)
may be rewritten as

d2ye

dt2
þ cos ye

dye

dt
þ

t1

AKt2
2

sin ye¼ 0 ð66Þ

Dividing Eq. (66) by
.
ye¼dye=dt and recognizing

that ðd2ye=dt2Þ ¼ ðd2
.
ye=dtÞ, the first term in Eq. (66) be-

comes ÿe=ye¼ ðdÿe=dtÞ=ðye=dtÞ¼d
.
ye=dye. Eliminating t in

Eq. (66), the phase error ye and the normalized frequency
error

.
ye may be treated as independent variables:

d
.
ye

dye
¼ � cos ye �

t1

AKt2
2

sin ye.
ye

ð67Þ

To get the phase-plane portrait, the solution of Eq. (67)
must be determined for different initial conditions. The
phase-plane trajectories for an ideal second-order APLL
are shown in Fig. 11.

The phase-plane portrait of an APLL with periodic
phase detector characteristic is also periodic with the
same period in variable ye, but is aperiodic in

.
ye. Trajec-

tories proceed as a function of time clockwise only as
marked by arrows in Fig. 11. Intersection of trajectories
may occur only at singular points, which assign the pos-
sible steady-state solutions of loop equation. Both stable
and unstable singular points appear; equilibrium occurs
at stable singularities. In a second-order APLL, an equi-
librium is called a stable node or stable focus if the loop is
overdamped (z41) or underdamped (zo1), respectively.
The steady-state phase-locked conditions which are
reached asymptotically are called equilibria.

The unstable singularity is called a saddle point. Even
if the loop state gets just into a saddle point, where it is in
equilibrium, it cannot remain there, because any distur-
bance, such as noise, will displace it slightly and then the
saddle point repels the loop state.

A trajectory that terminates on a saddle point is called
separatrix.

Consider a stable singular point and the two separat-
rices that terminate on the two adjacent saddle points. If
the initial conditions lie between these separatrices and
the initial phase error is in the 2p interval centered about
the stable equilibria to be achieved, then the trajectories
emerging from these initial conditions will terminate at
that equilibrium point without cycle slip. If the initial
conditions lie outside these separatrices, then the loop
slips one or more complete cycles before achieving the
phase-locked condition.

We are now ready to evaluate the nonlinear transient
graphically for a second-order APLL. First, the initial con-
ditions have to be determined from the input phase and
frequency steps, and the previous steady-state conditions.
Then the initial conditions have to be plotted on the phase-
plane portrait, and the trajectory emerging from them
gives the actual transient response of APLL.

The phase-plane portrait is a very useful tool for
the determination of APLL dynamics. Phase-plane por-
traits for other loop configurations can be found in Refs. 3
and 6.

2.5.2. Acquisition Behavior in the Absence of Noise.
Before a PLL can track, it must first acquire the phase-
locked condition. In general, the PLL quiescent frequency
differs from the frequency of the incoming signal. There-
fore, first the VCO frequency has to be tuned to the in-
coming frequency by the loop. This process is called
frequency pull-in. Then the VCO phase has to be adjust-
ed according to the input phase. This process is known as
phase lock-in.

The two parts of acquisition process may be identified
by checking the cycle slips between the input and VCO
phases. During phase lock-in, cycle slips do not occur.

Acquisition is inherently a highly nonlinear phenome-
non. It starts from given initial conditions (initial phase
and frequency errors), and no external excitation is ap-
plied. This means that acquisition may be described by an
autonomous nonlinear differential equation and it may be
studied by the phase-plane portrait introduced in the pre-
vious subsection.

If the loop acquires lock by itself, the process is called
self-acquisition. If it is assisted by extra circuits, it is
called aided acquisition. Since self-acquisition is relatively

�e

2�
Focus

�ss

0
Focus

�ss

−�
Saddle

�ssˆ

�
Saddle

�ssˆ

3�
Saddle

�ss
ˆ

�e
ˆ

AK

Figure 11. Phase-plane trajectories of the ideal second-order
APLL for z¼0.707.
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slow and unreliable, acquisition-aids are often used. For a
good survey of different aided acquisition techniques, see
Ref. 10.

The acquisition behavior of a first-order APLL is mod-
eled by Eq. (64). Under steady-state conditions dye/dt¼ 0
and the phase error becomes

yss¼ sin�1 L0

AK

� �
� 2np; n¼ 0;1; 2; :::

ŷyss¼ � sin�1 L0

AK

� �
þ ð1� 2nÞp; n¼ 0;1; 2; :::

ð68Þ

provided jL0j � AK. Figure 10 shows that the equilibrium
points denoted by yss and ŷyss are stable and unstable, re-
spectively. If the phase error is equal to ŷyss, then any per-
turbation in either direction, caused by noise, for example,
will cause ye to move until it reaches the next stable equi-
librium. If jL0j > AK, no stable equilibrium exists and the
loop never reaches the phase-locked condition, but ye(t)
moves along a sinusoidal trajectory.

Figure 10 and Eq. (68) show that an infinitely large
number of equilibrium points exist. Since every cycle of
the trajectory has a stable equilibrium, ye(t) cannot
change by more than one cycle before phase-locking.
Thus the pull-in and lock-in ranges are equal; consequent-
ly, cycle slipping never occurs during acquisition in the
first-order loop.

The phase transients of the first-order APLL during
acquisition are shown in Fig. 12 for different values of the
initial phase error yi0. Note that for small yi0, the loop op-
eration remains near the equilibrium and the phase tran-
sient is almost exponential, as expected from the linear
theory of the APLL. However, if yi041351, the waveforms
diverge considerably from exponential and the acquisition
time becomes very long. The acquisition parameters of the
first-order loop are given in Table 3.

The first-order loop always achieves the phase-locked
condition without cycle slips. The same is not valid for the
second- and higher-order loops; for these, the lock-in range
is smaller than the pull-in range.

The acquisition behavior of ideal second-order APLL is
described by Eq. (67). The trajectories and steady-state
phase error ðyss¼ � 2pn;n¼ 0; 1; 2; :::Þ may be determined
from the phase-plane portrait shown in Fig. 11.

Gardner has proposed a simple method to estimate the
lock-in range of higher order PLLs [10]. Let F(N) denote
the high-frequency asymptotic gain of loop filter, for a sec-
ond-order loop Fð1Þ¼ t2=t1. If the deviation of the input
frequency from the VCO center frequency is greater than
1/t2, then the second-order loop behaves like a first-order
one, with loop gain K ¼KdKvFð1Þ. As a useful engineer-
ing approximation, the lock-in range of higher-order loops
is approximated by the lock-in range of the first-order one
with equivalent gain F(N). If ve0¼ 0, then

oL 	 �AKFð1Þ ð69Þ

The frequency pull-in, or simply pull-in, is much slower
than the lock-in process. The acquisition problem cannot
be solved in closed form; some approximation must be
used. Richman has developed a model [16] for the analysis
of the pull-in process.

Consider an ideal second-order APLL. The loop filter
can be divided into two parallel paths

FðsÞ¼
1þ st2

st1
¼

1

st1
þ

t2

t1
ð70Þ

as shown in Fig. 13. Note that there is a high-frequency
AC path from the PD output to the VCO input with flat
gain of t2/t1 and a DC path that contains a perfect inte-
grator.

The pull-in process may be understood easily by plot-
ting the relevant spectra in the loop. Initially, the input
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Figure 12. Acquisition behavior of first-order APLL. The fre-
quency detuning L0¼0 and the initial values of phase error yi0

are (a) 451, (b) 1351, (c) 1701, (d) 178.861, and (e) 179.8861.

Table 3. Acquistion parameters of First- and
Second-Order APPLs

Loop Order
Loop Filter

F(s)
Pull-in Range

(rad/s)
Pull-in

Time (s)

First 1 AK 8

AK
Second 1þ st2

1þ st1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AKzon

p
L2

0

2zo3
n

1þ st2
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N L2
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n
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Figure 13. Pullin model for the ideal second-order APLL.
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and VCO frequencies are oi and ôo0, respectively, as shown
by the upper two traces of Fig. 14. Let ôo0ðtÞ denote the
instantaneous VCO frequency, which is a slowly varying
function, and which is determined by the integrator out-
put vI. The frequency difference Do¼ ôo0 � oi is called the
beatnote.

The analog multiplier used as phase detector generates
the beatnote, which gets through the AC path and mod-
ulates the VCO, generating FM sidebands as shown in
the lower trace of Fig. 14. Observe that the FM sideband
ðôo0 � DoÞ coincides with oi and produces a negative DC
voltage at the PD output denoted by vp in Fig. 13. This DC
voltage is integrated by the DC path and the slowly vary-
ing output vI(t) of integrator pushes ôo0 toward oi. The
pull-in process is terminated when ôo0¼oi.

Many approximate formulas for pull-in limits and pull-
in time have been developed by different authors for var-
ious loop configuration. For a good survey, see Sect. 5.3 of
Ref. 10. Formulas giving the acquisition parameters of
first- and second-order loops are given in Table 3.

2.5.3. Hangup Phenomenon. APLLs occasionally have
extremely long acquisition time that cannot be tolerated
in many applications. In these cases, the loop seems to
stick for a long time at a certain value of phase error be-
fore moving toward the phase-locked condition. This phe-
nomena is known as the hangup effect [17].

Due to the periodicity of PD characteristic, the loop
equation has two steady-state solutions in every period.
The locations of steady-state solutions have been called
the normal equilibrium null (stable steady-state) and re-
verse null (unstable steady-state) by Gardner [10].

Consider an APLL implemented with an analog multi-
plier and assume that L0¼ 0, that is, that the steady-state

phase error is zero. The phase trajectories originating
near 1801 remain in that vicinity for a long time before
decaying toward equilibrium at 01.

Figure 12 shows the hangup phenomenon for a first-
order APLL. It must be emphasized that the hangup effect
appears in every APLL, independently of the loop order.

It is obvious from Fig. 13 that the rate of VCO control
voltage is proportional to the DC output vp of the phase
detector. The slowly varying vp may be considered as a
restoring force. If vp is very small, as occurs near the re-
verse null, the restoring force is also small and the loop
converges extremely slowly toward the phase-locked
condition.

2.5.4. False Lock to Data Sidebands. The recovery of
suppressed carriers is also performed by PLLs. The most
commonly used circuit configurations will be discussed la-
ter. Since the carrier is completely suppressed in these
systems, the carrier recovery circuit must regenerate a
harmonic of the carrier (squaring loop) or, equivalently,
must generate a phantom carrier (Costas loop). In both
solutions, the loop operation may be modeled by a nonlin-
ear operation followed by a CW tracking loop.

In addition to the regenerated signal, discrete frequen-
cy components spaced by integer multiples of half the
symbol rate also appear about the desired frequency be-
cause of the nonlinear operation [18,19]. If the quiescent
frequency of the VCO is close enough to one of these side-
bands, then the loop will lock onto that spectral compo-
nent instead of the desired frequency. This phenomenon is
called false lock to data sidebands. The probability of false
lock is especially high when the SNRL is high.

2.5.5. APLL Behavior in the Presence of Noise. When a
built APLL is tested in the presence of noise and the SNRL

is reduced below B7 dB, the fluctuation in phase error,
called ‘‘phase jitter’’, becomes greater than predicted from
Eq. (60). In this section, the behavior of the APLL for low
SNRL when the linear approximation is no longer appli-
cable is briefly discussed and the most important conclu-
sions for circuit designers are drawn1.

We have seen that PLLs have an infinitely large num-
ber of stable equilibrium points. At low SNRL, the phase
error migrates among the different stable equilibrium
points; that is, the probability density function (pdf) of ye

appears as a multimodal function with each mode cen-
tered about a stable equilibrium point. Consequently, the
phase error process is nonstationary and the pdf of phase
error has an unbounded variance. Unfortunately, the
phase error process cannot be treated mathematically.

The migration among different equilibrium points caus-
es cycle slipping in the built APLL, which is not allowed in
many applications such as coherent communication.

Tikhonov [20,21] and Viterbi [22] have shown that the
phase error process reduced by modulo-2p is stationary

�

�VCO

without FM

�Input

signal

VCO

with FM

∆�

�i

�0
∧

�0
∧

Figure 14. Pullin spectra. The instantaneous center VCO fre-
quency is denoted by ôo0.

1The loop operation can be described in the presence of noise by a
nonlinear stochastic differential equation [see Eq. (15)]. An exact
nonlinear theory for APLL may be developed by means of Fokker–
Planck theory [6]. The solution of the Fokker–Planck equation
gives the pdf for the reduced phase error process in closed form.
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and possesses a bounded variance. The APLL behavior for
low SNRL may be analyzed by considering the cycle slip-
ping as an independent problem and by calculating the pdf
of reduced phase error process.

The reduced phase error process has a Tikhonov pdf as
shown in Fig. 15 for the first-order APLL [3]. Lindsey has
shown in [6] that pdf of reduced phase error process of
higher-order loops may also be approximated by the Ti-
khonov distribution. For a comparison of measured and
calculated distributions, refer to Ref. 7.

Cycle slips in the carrier recovery circuit are very
important since they destroy the performance of digital
telecommunication systems. Cycle slips may occur either
in isolated form or in bursts [23].

Consider a first-order APLL with zero detuning. Using
the Fokker–Plank technique, Lindsey [6] has shown that
the mean time between cycle slips is

t¼
p2aI0ðaÞ

2BL
ð71Þ

where a¼ 4A/(N0K) and I0(a) denotes the zeroth-order
modified Bessel function. Observe that t is inversely
proportional to the noise bandwidth of the APLL; that is,
for efficient carrier recovery a narrowband loop must be
used.

Equation (71) can approximate the mean time between
cycle slips in higher-order APLLs if the parameter a is
modified appropriately [6]. A better theory, giving more
accurate results, has been published in Ref. 24; for mea-
sured data, refer to Ref. 23.

3. PLL APPLICATIONS

The PLL is one of the most commonly used circuits in
electrical engineering. This section discusses the most im-
portant PLL applications and gives guidelines for the de-

sign of these circuits. A detailed discussion of different
applications is beyond the scope of this article; for a com-
prehensive survey, see Refs. 11 and 14.

The baseband model of the analog phase-locked loop
and its linear theory were discussed in the previous sec-
tions. In all PLL applications, the phase-locked condition
must be achieved and maintained. In order to avoid dis-
tortion, many applications require operation in the linear
region; that is, the total variance of the phase error pro-
cess resulting from noise and modulation must be kept
small enough. If the PLL operates in the linear region
then the linearized baseband model may be used in circuit
design and development.

Recall that only the PD output, VCO control voltage,
input phase yi(t), and output phase yo(t) appear in the PLL
baseband model. All these signals are low-frequency sig-
nals. The RF input and output signals may be expressed
from yi(t) [see Eqs. (1) and (2)] and yo(t) [see Eqs. (8) and
(9)], respectively.

Amplitude-modulated (AM) signals may not be gener-
ated or processed by PLLs; even more, the PLL may be
used to reject input AM.

In order to achieve the best circuit performance, differ-
ent phase detectors are used in the different applications,
and many of them are edge-triggered. A PLL may contain
other edge-triggered circuits, such as a frequency divider,
for example. The operation of PLLs including edge-trig-
gered circuits may not be described exactly by the simple
APLL model. However, Gardner has shown that the APLL
theory may be used as a good approximation of the real
operation if the closed-loop bandwidth is less than one-
tenth of the input frequency [25].

Sampling involved in edge-triggered operation and
non-linearity always increase the noise level. Consequent-
ly, if the input SNR is low, then an analog multiplier has to
be used as PD to get the best noise performance.

In addition to the conventional applications, new ap-
plications for the various PLLs have been published.
It has been shown that both the analog [26] and sampling
[27] PLLs may exhibit chaotic behavior. Bernstein and
Lieberman have proposed the application of an ideal sam-
pling PLL for random number generation [28]. The quality
of generated random numbers has been evaluated by the
run test in Ref. 29.

3.1. Tracking Bandpass Filter for Angle-Modulated Signals

Because of their temperature dependence, narrowband
bandpass filters cannot be implemented by conventional
analog filters. In other applications, the carrier frequency
of angle-modulated signals to be selected varies. These
problems may be overcome if a PLL tracking the carrier is
used as a bandpass filter. The PLL separates the spectrum
of the angle-modulated signal from other interfering sig-
nals, or limits the transmitted spectrum to within speci-
fied bounds. The relationship between the input and
output phase modulation is determined by the closed-
loop transfer function

YoðsÞ ¼HðsÞYiðsÞ ð72Þ
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The filter characteristic is determined by the closed-loop
transfer function. A further advantage of the PLL band-
pass tracking filter is that it rejects the amplitude modu-
lation; that is, it may also be used as a limiter.

The block diagram of a bandpass tracking filter is
shown in Fig. 16. If the loop parameters depend on the
amplitude of the input signal, an AGC (automatic gain
control) circuit must precede the PD in order to keep the
filter parameters constant. Note that the problems of and
the difficulties associated with the design and implemen-
tation of a high-frequency bandpass filter are reduced to
the design and implementation of a baseband loop filter.
The design of PLL bandpass filters is discussed in detail in
Ref. 30.

3.2. CW Carrier Recovery

In every coherent receiver, the carrier has to be recovered
from the noisy input signal [15]. Here, it is assumed that
the carrier is present all the time in the received spec-
trum; the recovery of a suppressed carrier will be consid-
ered later. The aim of CW carrier recovery is to retrieve
the carrier and to suppress as much noise, modulation,
and interference as possible. The CW carrier recovery
circuit is a narrowband bandpass tracking filter imple-
mented by a PLL as shown in Fig. 16.

The noise-free recovery of a carrier in a noisy environ-
ment requires a very narrowband PLL [see Eq. (59)]. As
shown in Table 3, the acquisition properties of narrow-
band PLLs are very poor. This problem may be eliminated
by using two different loop bandwidths: a wide one during
acquisition and a narrow one in steady-state, after the
phase-locked condition has been achieved [10].

The Doppler effect must also be considered in many
carrier recovery circuits. The ideal second-order PLL may
track a frequency ramp, but the reduction of tracking er-
ror requires a wide loop bandwidth (see Table 2). Unfor-
tunately, the noise-rejection performance of a PLL is
inversely proportional to the loop bandwidth. For low
SNR, this contradiction may be solved by using third- or
higher-order loop configurations [31].

3.3. PLL Frequency Divider and Multiplier

The PLL may be used as a frequency divider if a frequency
multiplier is placed into the feedback path as shown in
Fig. 17, where M denotes the frequency multiplier ratio.

Let oi denote the frequency of input signal s(t,F). Un-
der phase-locked conditions the PLL divides the input fre-
quency by M:

rðt;FoÞ ¼
ffiffiffi
2
p

Vo cos Fo¼
ffiffiffi
2
p

Vo cos
oi

M
tþ yo

	 


When the carrier frequency of an angle modulated signal
is divided, its modulation frequency fm does not change,
but its phase/frequency deviation is divided by M:

YoðsÞ¼
1

M
HðsÞYiðsÞ

The closed-loop transfer function H(s) is given by
Eq. (28), but the frequency multiplier in the feedback
path increases the loop gain:

K ¼MKgKdKv

The PLL may be used as a frequency multiplier if, in-
stead of the multiplier, a frequency divider with division
ratio of N is placed into the feedback path in Fig. 17.
Again, the modulation frequency of an angle modulated
signal does not change, but the carrier frequency and the
phase/frequency deviation is multiplied by N:

YoðsÞ¼NHðsÞYiðsÞ

where the loop gain is

K ¼
KgKdKv

N

3.4. PLL Amplifier for Angle-Modulated Signals

The high-gain amplifiers operating in the extremely high-
frequency bands are very expensive. The PLL may be used
for amplification of angle-modulated signals, the signal to
be amplified is applied to the PLL input and the VCO
output is the amplified signal. The gain is determined by
the ratio of VCO output and PLL input powers. Note that
the amplification is performed in the baseband. In addi-
tion to amplification, the PLL also operates as a limiter
and filter for the incoming angle-modulated signals.

Filtered
signal

VCOPDAGC

Input
signal + +

Noise
ni (t )

x (t )

s(t, Φ) F (s)
r (t, Φ)ˆ

Figure 16. PLL configuration for bandpass tracking filter and
CW carrier recovery. The AGC circuit is used to keep the input
amplitude, that is, the loop parameters, constant.

Signal to be
frequency-divided

by M
Divided
signal

VCO

Frequency
multiplier

M

PD F (s)
r (t, Φo)

s (t, Φ)

Figure 17. Block diagram of a PLL frequency divider.
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Sometimes it is cheaper to implement the VCO and
power amplifier below the input frequency band, as shown
in Fig. 18. Due to the frequency multiplier placed in the
feedback path, the VCO output frequency is fi/M, where fi
is the input frequency. The input phase/frequency devia-
tion is also divided by M; however, the modulating fre-
quency remains unchanged. The frequency multiplier
following the power amplifier restores the original carri-
er frequency and its phase/frequency deviation.

3.5. Frequency Synthesis and Angle Modulation by PLL

Signals with high-frequency stability and high spectral
purity are often required in electrical engineering. In
many applications, the frequency of generated signal
must be varied by a digital code.

The PLL is widely used in frequency synthesis to gen-
erate spectrally pure signals and, if necessary, to operate
as an analog or digital frequency or phase modulator. Fre-
quency multiplication or division and frequency addition
or subtraction may be performed using a PLL in conjunc-
tion with programmable frequency dividers and mixers as
shown in Fig. 19. As a result, the output frequency fo de-
pends on the reference fR and offset fS frequencies, and
moreover, on the division ratios of frequency dividers. In
frequency synthesis, the PLL input is called reference sig-
nal and its frequency is denoted by fR. To optimize the
system performance, a multiloop circuit configuration [32]
is frequently used.

In frequency synthesis, the dominant noise sources are
the VCO, frequency dividers, mixers, and phase detectors.
The main design goals are to minimize the output phase
noise, to avoid the generation of spurious output signals,
and to minimize the unwanted output FM caused by the
periodic output of the phase detector. These requirements

can be satisfied with special PD configurations, such as a
sample-and-hold phase detector or a phase–frequency de-
tector with a charge-pump circuit. The operation of these
edge-triggered PDs will be discussed later.

Many system-level aspects must be considered during
the development of frequency synthesizers, a detailed dis-
cussion of these questions may be found in Refs. 32–35.

In addition to frequency synthesis, PLLs may be also
used as an FM or PM modulator. The corresponding trans-
fer functions for FM and PM are

sYoðsÞ¼ ½1�HðsÞ�KvVFMðsÞ

YoðsÞ¼HðsÞ
N

AK
VPMðsÞ

ð73Þ

where Kv and N/(AK) are the gains of the FM and PM
modulators, respectively. The closed-loop error [1�H(s)]
and transfer H(s) functions are given by Eqs. (29) and (28),
respectively. The only difference is that the frequency syn-
thesizer has a frequency divider in the feedback path;
consequently, the loop gain becomes

K ¼
KgKdKv

N
ð74Þ

3.6. Coherent Demodulation by APLL

The noise performance of coherent demodulators is better
than that of their noncoherent counterparts [15]. A circuit
configuration that is suitable for coherent PM, FM, and
AM demodulation is shown in Fig. 20.

3.6.1. PM Demodulator. Assume first that the input
signal s(t,F) is phase-modulated and a(t)¼A¼ constant.
The demodulated PM signal appears at the output of the
phase detector

VdðsÞ ¼ ½1�HðsÞ�AKdYiðsÞ ð75Þ

where Yi(s) denotes the input PM and AKd is the gain of
the PM demodulator. The demodulated PM signal is mul-
tiplied by the closed-loop error function, which has a high-
pass characteristic. Distortion is avoided if the closed-loop

Signal
to be

amplified
s (t, Φ)

Amplified
signal

PD VCO M

M

F(s)
r (t, Φ)ˆ

Figure 18. Amplification of angle-modulated high-frequency sig-
nals by PLL.
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ƒo = ƒR + ƒS
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FM modulation
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N
1

P
N

+ +
+ +

Figure 19. Frequency synthesis by phase
lock.
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bandwidth is less than the lowest modulation frequency.
The other source of distortion is the PD nonlinearity. This
type of distortion does not appear if the total variance of
the phase error given by Eq. (60) remains small enough.

3.6.2. FM Demodulator. Assume that a frequency-mod-
ulated input signal is applied to the PLL input. Due to the
phase-locked condition, the VCO frequency follows the in-
coming frequency. Since the instantaneous VCO frequen-
cy is proportional to the VCO control voltage, the FM
modulation may be recovered from the VCO control volt-
age. By means of the transfer function concept, the de-
modulated signal is obtained

VcðsÞ¼HðsÞ
1

Kv
sYiðsÞ ð76Þ

where 1/Kv is the gain of the FM demodulator. This equa-
tion shows that the FM demodulator output, that is, the
VCO control voltage, is proportional to the input FM if the
closed-loop bandwidth exceeds the highest modulation fre-
quency.

The distortion caused by the PD nonlinearity is re-
duced by feedback; consequently, the PD distortion is not
critical. However, the VCO transfer function must be lin-
ear in order to get an FM demodulator with low distortion.

3.6.3. AM Demodulator. Let the input signal be ampli-
tude-modulated

xðtÞ¼ ½1þmðtÞ�
ffiffiffi
2
p

A sinðoitþ yi0Þ ð77Þ

where m(t) carries the information, and A, oi, and yi0 are
constants. The PLL demodulator contains a carrier recov-
ery circuit (see the PLL in Fig. 20) and an AM demodu-
lator (see the analog multiplier and lowpass filter in
Fig. 20). Since the PLL needs an input signal to be tracked

continuously, the spectrum of the AM signal must contain
a carrier component.

The carrier is recovered by the PLL, its VCO output is

rðt; F̂FÞ¼
ffiffiffi
2
p

Vo cosðoitþ yi0Þ ð78Þ

This signal is multiplied by the AM input signal. The
lowpass filter selects the difference-frequency output of
multiplier and the DC blocking capacitor removes its DC
component. The demodulated signal is obtained as

AVomðtÞ ð79Þ

where AVo is the gain of the AM demodulator.

3.7. Suppressed Carrier Recovery Circuits

In digital telecommunications, the optimum detection of
transmitted data requires that both carrier and clock sig-
nals be available at the receiver [15]. The carrier and clock
recovery circuits are used to retrieve these signals from
the noisy digitally modulated received waveform.

In order to maximize the power efficiency, modern dig-
ital modulation techniques suppress the carrier complete-
ly; consequently, all transmitted energy resides in the
data sidebands. Narrowband PLLs cannot be used for car-
rier recovery, because the carrier frequency is missing
from the input spectrum.

The missing carrier can be regenerated by nonlinear
circuits called regenerators. The regenerator may be
placed before the narrowband PLL as an entirely sepa-
rate circuit, or it may be included in the loop. Examples for
the first and second solutions are the squaring and Costas
loops, respectively.

Many factors have to be considered during the selection
and development of a suppressed carrier recovery circuit
[36]. Here, only the basic operating principles of these cir-
cuits are surveyed. Interested readers should refer to the
literature [7,10,36–39].

For the sake of simplicity, only binary phase shift key-
ing (BPSK) modulation is considered here. In BPSK, the
binary information to be transmitted is mapped to the
phase of a sinusoidal carrier. If the data bit is a ‘‘1,’’
the phase of the carrier is zero; while if the data bit is a
‘‘0,’’ the carrier phase becomes –1801. If the probabilities of
‘‘1’’s and ‘‘0’’s are equal, then the carrier is completely
suppressed. In the noise-free case, the received signal may
be expressed in the form

viðtÞ¼mðtÞ sinðoitþ yiÞ ð80Þ

where oi is the carrier frequency and the carrier phase yi

is arbitrary but constant. The binary datastream is given
by m(t)¼71. Three basic types of carrier recovery circuits
are discussed in the next subsection: the squaring loop,
the Costas loop and the inverse modulator.

3.7.1. Squaring Loop. In this case, the nonlinear oper-
ation is performed by a square-law device, that is, a fre-
quency doubler circuit. As shown in Fig. 21, the nonlinear
operation precedes the narrowband APLL. From Eq. (80)

Demodulated
PM output

∼ �i (t )

∼ m (t )

Input
signal

PD

2
�

VCO

F (s)
a (t ) s (t,Φ)

Demodulated
FM output

Demodulated
AM output

∼
d�i
dt

Figure 20. Coherent PM, FM, and AM demodulation by APLL.
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the output of frequency doubler circuit is obtained:

vxðtÞ¼ v2
i ðtÞ¼

1

2
m2ðtÞ½1� cosð2oitþ2yiÞ ð81Þ

Since m(t)¼71, then m2(t)¼ 1 and

vxðtÞ � cosð2oitþ2yiÞ ð82Þ

Equation (82) shows that, after the frequency doubler, a
conventional narrowband PLL can be used to recover the
second harmonic of the carrier. Finally, the double-fre-
quency output of the PLL is frequency divided by 2, in or-
der to recover the original carrier.

3.7.2. Costas Loop. In the squaring loop the nonlinear
operation is performed in the RF band. The Costas loop
offers an alternative solution, where the BPSK modulation
is removed in the baseband.

The block diagram of Costas loop is shown in Fig. 22.
The circuit contains in-phase (I-arm) and quadrature (Q-
arm) channels and an analog multiplier, that is, a phase
detector that precedes the loop filter. The I and Q arms
consist of an analog multiplier and a lowpass filter.

To understand the operation of the Costas loop, assume
that the phase-locked condition has been achieved and

that the VCO output is

2 cosðoitþ yoÞ ð83Þ

The outputs of lowpass filters in the Q and I arms are m
(t)sin(yi� yo) and m(t) cos(yi� yo), respectively. Taking into
account that m2(t)¼ 1, the output of the baseband multi-
plier is obtained as

1

2
m2ðtÞ sin½2ðyi � yoÞ� ¼

1

2
sinð2yeÞ ð84Þ

By comparing Eqs. (10) and (84) we conclude that, except
for a constant multiplier, the output of the baseband mul-
tiplier in a Costas loop is equal to the PD output of a con-
ventional APLL in the noise-free case. Consequently, the
Costas loop behaves like an APLL.

In addition to carrier recovery, the Costas loop demod-
ulates the incoming BPSK signal. If the phase error is
small, then the output of the lowpass filter in the I arm
becomes

mðtÞ cosðyi � yoÞ 	 mðtÞ ð85Þ

3.7.3. Inverse Modulator. Two slightly different ver-
sions of the inverse modulator or remodulator may be
found in the literature [10]. The terms inverse modulator
and remodulator are used interchangeably and in-
discriminantly. As an example, the operation of an inverse
modulator is discussed here.

The block diagram of an inverse modulator contains
demodulator and modulator circuits, as shown in Fig. 23.
Assume that the PLL involved has achieved the phase-
locked condition and that the VCO output is

2 cosðoitþ yoÞ ð86Þ

Then the output of the demodulator is obtained as

mðt� tdÞ cosðyi � yoÞ ð87Þ

where (yi� yo) is the phase error of the PLL and td denotes
the time delay of the lowpass filter involved in the demod-
ulator. This demodulated signal modulates the recovered
carrier in the modulator and produces an output

2mðt� tdÞ cosðyi � yoÞ cosðoitþ yoÞ ð88Þ

which is multiplied in the phase detector by the delayed
input signal mðt� tdÞ sinðoitþ yiÞ. The input signal has to
be delayed in order to cancel the effect of delay in the de-
modulator.

Neglecting the sum frequency component, the PD out-
put is obtained:

m2ðt� tdÞ cosðyi � yoÞ sinðyi � yoÞ 	 sinð2yeÞ ð89Þ

As in Eq. (84), this signal can be considered as the PD
output of an equivalent PLL. Observe that if the phase
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signal

Frequency
doubler

Recovered carrier
�i

(⋅)2

m(t ) sin(�it + �i)

2�i

2
1

F(s)

VCO

m2(t ) cos(2�it + 2�i)

Figure 21. Suppressed carrier recovery by squaring loop.
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Figure 22. Demodulation of BPSK signal by a Costas loop.
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error is small enough, then the demodulator output is
equal to m(t� td).

3.8. Clock Recovery Circuit

The timing information, that is, the clock signal, also has
to be recovered in a digital telecommunication system
[7,36]. There are two basic classes of clock recovery cir-
cuits, but a PLL can be recognized behind both solutions.

The clock frequency component is regenerated from the
incoming signal via some nonlinear operation in the first
class of clock recovery circuits. These approaches offer the
simplest solution, but their performance is only subopti-
mal. These solutions are analogous to the squaring loop
used in suppressed carrier recovery. Examples for these
circuits are the cross-symbol synchronizer [40] and the
squaring loop symbol synchronizer [41].

The other class of clock recovery circuits is based on
maximum a posteriori estimation (MAP) techniques
[7,42]. Many variants of this technique are currently

used; they differ mainly in the phase detector (also called
clock error detector) characteristics. The operation of the
early–late gate clock recovery circuit [43], as an example,
is discussed here.

The block diagram of the early–late gate clock recovery
circuit is shown in Fig. 24. The circuit contains a pair of
gated integrators called early and late gates, each per-
forming its integration over a time interval of T/2. The
input bitstream is

X

n

anpðt� nTÞ ð90Þ

where T is the symbol duration and p(t) denotes a rectan-
gular pulsewidth duration T. Integration by the early and
late gates are performed during the T/2, just before and
after, respectively, the estimated location of data transi-
tion. Gate intervals adjoin each other, but do not overlap.

Waveforms are shown in Fig. 25 to clarify the operation
of the clock recovery circuit. If the timing error is zero,

VCO

Modulator

To bit 
detector

F(s)

m(t ) sin(�i t + �i)

m(t −td) cos(�i −�o)

m(t −td) sin(�i t + �i) 2m(t −td) cos(�i t + �o) cos(�i − �o)

−2 sin(�i t + �o)
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Input signal

Demodulator

�
2

Figure 23. Block diagram of an inverse
modulator.
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Figure 24. Block diagram of the early–late gate clock recovery circuit.
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then the data transition falls just on the boundary be-
tween the operation of the early and late gates. In this
case, the estimated and incoming data transitions coincide
with each other, and the output of the two integrators,
stored in the hold capacitors CH, are equal. As a result, the
error voltage vd(t) becomes zero.

Because the error voltage is produced from the absolute
values of the integrator outputs, it is also zero if the data
transition is missing.

If a transition of input data does not coincide with the
estimated time instant of a transition, then a timing error
denoted by t in Fig. 25 appears. In this case, the data
transition does not fall on the boundary of operation of the
early and late gates, but occurs within the operation in-
terval of one of gates as shown in Fig. 25. Since the input
signal changes its polarity during the gate operation, the
associated integration reaches a magnitude smaller than
that for the other gate, where a transition does not occur.
Comparing the magnitudes of the two integrators gives
the error voltage vd(t), which is used after lowpass filter-
ing to control the VCO frequency.

4. FREQUENCY SYNTHESIS BY PHASE LOCK

In addition to the desired DC voltage, a periodic signal
appears at the output of phase detectors in steady-state.
This periodic signal is attenuated, but cannot be complete-
ly suppressed by the lowpass filter included in the phase
detector, and the loop filter. The periodic signal getting
through the loop filter to the VCO input causes unwanted
frequency modulation of the output signal; that is, side-
bands appear around the generated signal.

A frequency synthesizer has to generate a signal with
very high spectral purity; consequently, both phase noise
and unwanted sidebands must be extremely low. The un-
wanted output FM, or sidebands, caused by the periodic
PD output may not be reduced by the feedback since the
digital frequency divider used in the feedback path elim-
inates this FM under steady-state conditions [35]. More
exactly, due to the edge-triggered operation of frequency
dividers, feedback does not exist for the output FM if the
modulation frequency is equal to lfR, where l¼ 1, 2, 3,y
and fR denotes the reference frequency.

The sampling and charge-pump PLLs offer the best
system performance in frequency synthesis. A sample-

and-hold-type phase detector is used in the sampling, as
well as a phase–frequency detector with charge-pump cir-
cuit in the charge-pump PLLs. These are edge-triggered
circuits, where the information is transmitted only at
discrete-time instants.

Another source of discrete-time operation is the edge-
triggered digital frequency dividers.

If a PLL contains edge-triggered circuit(s), then its
mathematical model becomes an integrodifferential equa-
tion. These loops are called ‘‘hybrid PLLs’’ in the litera-
ture. Unfortunately, the integrodifferential equations may
be solved only very rarely in closed form. This is why the
analysis of these mixed-signal circuits is a very difficult
problem.

In the development of sampling and charge-pump
PLLs, intuitive extension of APLL theory, which may be
used if the closed-loop bandwidth of PLL is less than one-
tenth of reference frequency, and heuristic considerations
are frequently used. However, these approximations ob-
scure the special benefits and problems arising from the
mixed-signal operation.

4.1. Sampling Phase-Locked Loop

The sampling phase-locked loop (SPLL) is used mainly in
frequency synthesis [33–35]. The unique feature of the
SPLL is that the sample-and-hold phase detector produces
a pure DC output in steady-state [35]. The only source of a
periodic signal at the PD output is the feedthrough of the
digital signal, which controls the sampling switch. SPLL
frequency synthesizer offers the following features:

* The loop filter may be omitted; consequently, a very
short frequency switching time can be achieved.

* The unwanted output FM, that is, the sidebands, are
extremely low.

4.1.1. Sample-and-Hold Phase Detector. The sample-
and-hold PD shown in Fig. 26 is an edge-triggered circuit,
that is, a sequential phase detector. Let fR denote the fre-
quency of the reference signal. The first stock generates
block generates the sampled signal vR(t), which is synchro-
nized with the reference signal. The sampled signal may
have any shape; assume that it is a sawtooth waveform in
our case. Since the PD is edge-triggered, this sawtooth
waveform converts the time interval elapsed between the
transitions of the reference and sampling signals into a
voltage. The sampling switch is driven by the feedback
signal, that is, by the divided VCO output. The switch is
closed at the sampling time instants tk, k¼ 0,1,2,y and

T T

No transition
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vd < 0

Perfect timing
vd = 0
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t ttt
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Figure 25. Typical waveforms in the early–late gate clock recov-
ery circuit.
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Figure 26. Simplified circuit diagram of sample-and-hold phase
detector.
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the voltage of the hold capacitor CH becomes equal to the
instantaneous value of the sampled signal. Note that the
voltage vd(t) of the hold capacitor, which is the PD output,
is linearly proportional to the time elapsed between tran-
sitions of the reference and sampling signals, that is, to
the phase error. The capacitor CH holds this voltage until
the next sampling time instant.

The sampling switch may be implemented by an inte-
grated CMOS or discrete FET switch. In both cases, the
switch has a series resistance modeled by RS in Fig. 26.
Due to RS, a finite sampling time is required to charge up
or discharge the hold capacitor. The sampling switch is
closed at the sampling time instant tk and remains closed
during the sampling time tS.

The sampled signal vR(t) and PD output vd(t) are plot-
ted by solid and dashed lines, respectively, in Fig. 27.
When the sampling switch is closed, the PD output voltage
vd(t) varies exponentially from its previous value to the
new one. The time constant RSCH of the sampling switch
has to be much less than the sampling time tS. Note that
the sampled signal is kept constant during the finite
sampling time tS. This must be done in order to avoid
the appearance of a periodic signal at the PD output in
steady-state.

Figure 28 shows the waveforms of sample-and-hold
phase detector in steady-state. Since the sampled signal
(solid line) is kept constant during the finite sampling
time, the PD output (dashed line) becomes a pure DC volt-
age under phase-locked conditions.

More details on the sample-and-hold phase detector
and its design are given in Refs. 34 and 35.

4.1.2. SPLL Loop Equation. A block diagram of the SPLL
is shown in Fig. 29. The sinusoidal reference signal s(t)
corrupted by noise ni(t) synchronizes a sawtooth waveform
in the phase detector. The sampled signal vR(t) is kept
constant during the finite sampling time tS, as shown in
Fig. 27. The PD output vd(t) is an analog signal that is
processed by an analog loop filter F(s). The instantaneous
VCO frequency is controlled by vc(t) and is divided by a
frequency divider; the division ratio is N. The sampling
time instants tk are determined by the frequency divider
output.

The waveforms of sample-and-hold PD are shown in
Fig. 27. Let xk denote the value of the sampled signal at tk

and assume that RSCH5tS. When the sampling switch is
closed, the PD output voltage vd(t) changes from xk� 1 to
xk. In the time interval ½tkþ tS; tkþ 1Þ the sampling switch
is open, that is, vd(t)¼ xk.

Due to sampling, subharmonic locking is also possible
in the SPLL. In subharmonic locking, one sample is taken
every Mth reference period; that is, in steady-state the
output frequency becomes

fo¼
N

M
fR

To derive the governing equation, first the sampling
time instants have to be expressed as a function of VCO

vR(t )
TR

tS

tk

vd (t )

xk+1

tk+1

t 

Tk+1

xk−1

xk

TR

vR(t )

vd (t )

Figure 27. Waveforms in the sample-and-hold phase detector,
TR¼1/fR.
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Figure 28. Steady-state waveforms in the sample-and-hold
phase detector. [Note: If the sampled signal vR(t) (solid line) is
kept constant during tS, then the PD output vd(t) (dashed line)
becomes a pure DC voltage.]
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Figure 29. Block diagram of SPLL. A frequency divider with a division ratio of N is placed in the
feedback path to control the output frequency.
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output phase. Let Tkþ 1¼ tkþ 1 � tk denote the time elapsed
between two adjacent sampling time instants. Due to the
edge-triggered operation of frequency divider, the phase of
VCO signal increases by 2pN radians between two adja-
cent sampling time instants. If t0¼ 0, then the time in-
stant of the kth sampling may be expressed by means of
the steady-state output frequency as

N

M
oR tk
þ yok

¼ 2pNk ð91Þ

where yok¼ yoðtÞjt¼ t
k
¼ yoðtkÞ is the phase modulation of the

VCO output at tk. The sampling time instants are obtained
from Eq. (91)

tk¼ k�
yo k

2pN

� �
MTR; k¼ 1; 2; 3; . . . ð92Þ

Next the synchronization of the sampled signal with the
reference signal has to be modeled. Let oR, jR0, and ŷyRðtÞ
denote the frequency, phase, and phase modulation, re-
spectively, of the reference signal:

sðtÞ¼
ffiffiffi
2
p

VR sin½oRtþjR0þ ŷyRðtÞ� ð93Þ

The synchronization of the sampled signal is edge-trig-
gered; that is, a new voltage ramp is started at each pos-
itive zero crossing of the noisy reference signal. Because
the signal-to-noise ratio is extremely high at the PD input,
false triggering does not occur and the synchronization
process may be described by

sðtnÞþniðtnÞ¼ 0 and
dsðtÞ

dt
t¼ tn

�� > 0 ð94Þ

where tn, n¼ 0,1,2,... denotes the starting time instants of
voltage ramps. To get tn, Eq. (94) has to be solved. In the
general case, this synchronization and the sampling at tk

are independent of each other. This means that the value
of the sampled signal at tk depends on two variables, n and
k, where n describes the synchronization, while k appears
as a result of sampling. A governing equation in closed
form can be developed only if a relationship between k and
n is found.

It has been shown [44] that if cycle slipping does not
occur, then n¼Mk, and the independent variable n may
be eliminated from the equations. Henceforth, we assume
that cycle slipping does not occur in the SPLL.

Knowing tn, we may express the sampled signal as

vRðtÞ¼
X1

n¼ 0

ĝgðt� tnÞ ð95Þ

where the nonlinear periodic function ĝgð . Þ describes the
shape of the sampled signal.

The time instants tn are influenced by both the additive
noise ni(t) and the phase modulation ŷyRðtÞ of the reference
signal. Both effects may be incorporated in the equivalent
input phase modulation [44] if the signal-to-noise ratio is
high at the PD input and if the phase deviation of ŷyRðtÞ is

small:

yRk¼jR0þ ŷyR kMTR �
jR0

oR

� �

þ
1ffiffiffi
2
p

VR

ni kMTR �
jR0

oR

� � ð96Þ

Then, by linearizing Eq. (94), the starting time instants of
the voltage ramps may be expressed as

tn¼MkTR �
jRk

oR
ð97Þ

Let the phase error yek be defined according to conven-
tional PLL terminology

yek¼ yRk �
M

N
yok ð98Þ

By substituting Eqs. (92) and (97) into Eq. (95), the sam-
pled signal is obtained at the kth sampling time instant:

xk¼ vRðtkÞ¼ ĝgðtk � tnÞ¼ gðyekÞ ð99Þ

Finally, using Eqs. (91) and (98) and the definition of Tkþ 1,
the phase error is obtained as

yek¼ yRk � oR
z�1

1� z�1
ðMTR � Tkþ 1Þ ð100Þ

Equation (100) is the governing equation of the SPLL. Its
main advantage is that it contains only those variables
that are well known from the PLL baseband models [14].
However, the baseband model can be determined only if
Tkþ 1 is found in closed form.

According to Fig. 27, the time interval Tkþ 1 may be di-
vided into two distinct periods; from tk to (tkþ tS) the sam-
pling switch is closed, while from (tkþ tS) to tkþ 1 the
switch is open. This means that the topology of the
SPLL is changed at tk and at (tkþ tS); consequently, the
SPLL is a time-varying circuit. A time-varying circuit may
be analyzed by the event-driven approach, where the next
sampling time instant tkþ1 is predicted from the state of
the SPLL measured at tk.

Since the VCO output is a sinusoidal signal and the
frequency divider is edge-triggered, the variation in the
VCO phase is 2pN between tk and tkþ 1. Let o0 denote the
VCO center frequency. The variation in the VCO phase
between tk and tkþ 1 is

Z tkþ 1

tk

½o0þKvvcðtÞ�dt¼o0Tkþ 1

þKv

Z tk þ tS

tk

vc

�
ðtÞdtþ

Z tkþ 1

tk þ tS

vcðtÞdt

�

 2pN

ð101Þ

Calculation of the (kþ1)th sampling time instant requires
the solution of this integro-difference equation.

In general, Eq. (101) cannot be solved in closed form.
The solution is available only if Eq. (101) is separated into
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a pure difference and a pure differential equation. This
separation may be done in the following cases [44]

* If the dominant time constant of the open-loop trans-
fer function is much less than tS.

* If the dominant time constant of the open-loop trans-
fer function is much greater than Tk.

* If the SPLL remains in the neighborhood of its qui-
escent point during the operation.

Fortunately, at least one of these conditions is almost
always valid in practical situations.

For the sake of simplicity, only the SPLL implemented
without loop filter is considered in this article. For more
complex SPLL configurations (passive lag–lead filter, dou-
ble sampling SPLL), refer to Ref. 44.

When the loop filter is omitted, F(s)¼A0 and the dom-
inant time constant is RSCH, which is much less than tS.
The time elapsed between two adjacent sampling time in-
stants is obtained as follows:

Tkþ 1¼
2pNþA0Kvðxk � xk�1ÞRSCH

o0þA0Kvxk
ð102Þ

4.1.3. Nonlinear Baseband Model. The SPLL outputs
are analog signals. Equations (100) and (99) give the sig-
nals at the sampling time instants only, the analog signals
have to be expressed in terms of xk. Inspection of Fig. 27
shows that the PD output voltage vd(t) may be generated
from xk by means of a zero-order hold circuit followed by
an RC lowpass filter. Note that the sampling is not uni-
form in the SPLL; consequently, the hold time of zero-or-
der hold circuit varies during the operation.

The discrete part of the nonlinear baseband model is
constructed from Eqs. (100) and (99) as shown in Fig. 30.

To get the signals in the continuous-time domain, the dis-
crete-time signal xk has to be converted to an analog signal
by a zero-order hold circuit. The time constant of sample-
and-hold circuit is accounted by a lowpass filter (see RS

and CH in Fig. 30) and the analog PD output vd(t) appears
at the output of this lowpass filter. The time interval Tkþ1

may be calculated from Eq. (102) if the loop filter is omit-
ted. Recall that expressions for Tkþ1 are given in Ref. 44
for other loop configurations.

Recall that yRk is the equivalent input phase modula-
tion in Fig. 30, which, according to Eq. (96), incorporates
both the phase modulation ŷyRðtÞ of reference signal and
additive input noise ni(t). The phase modulated reference
signal was given by Eq. (93).

Because of the systematic application of conventional
PLL terminology, the nonlinear baseband model of SPLL
shown in Fig. 30 is very similar to the baseband models
that have been developed for analog and digital PLLs in
the literature. The most important properties of the SPLL
baseband model are

* Due to the edge-triggered operation of sample-and-
hold PD and frequency divider, the feedback operates
in the discrete-time domain.

* The signals measured in a built SPLL are analog sig-
nals; consequently, each signal is expressed in the
continuous-time domain.

4.1.4. Linear SPLL Theory. To get the linear SPLL base-
band model, first the quiescent value of phase error has to
be determined. In phase-locked condition Tkþ 1¼MTR,
and the phase error is obtained from Eqs. (102) and (99) as

yss¼ g�1 1

A0Kv

N

M
oR � o0

� �� �

Zero-order
hold circuit

Discrete-time domain Continuous-time domain

N�R

RS
A0

CH

xk Tk+1(⋅)
Tk+1

MTR

g (⋅)
+

−

+
−

vd (t ) vc(t ) �o(t )

�ok
�Rk �ek

M
z −1

1−z −1

�0
Kv

+
+

N
M

Kv
s

Figure 30. Nonlinear baseband model of SPLL for F(s)¼A0. The dashed line separates the dis-
crete- and continuous-time domains.
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One of the most important design parameters of an SPLL
is the loop gain that appears in many design equations. In
the case of the SPLL, it is defined by the following equa-
tion:

G0¼
dgðyeÞ

dye

����
ye ¼ yss

A0Kv

NfR
ð103Þ

The SPLL implemented without a loop filter is stable
[44] if

M2G0o
2

1� 2B1
ð104Þ

where

B1¼
RSCH

MTR

If the phase error remains in the neighborhood of yss,
then the nonlinear baseband model may be linearized. For
the sake of simplicity, assume that jR0¼ 0 in Eq. (96).
Then

yRk¼ ŷyRðkMTRÞþ
1ffiffiffiffi

2
p

VR

niðkMTRÞ

¼ ŷyRkþ
1ffiffiffiffi

2
p

VR

nik

ð105Þ

From Eq. (105) and Fig. 30, the linear SPLL baseband
model may be constructed as shown in Fig. 31. In the
figure

GðzÞ¼
ð1� B1Þ zþB1

z

is the transfer function of sample-and-hold phase detector
and

KvMTR
z�1

1� z�1

gives the VCO transfer function in the discrete-time do-
main. To have compact notations in Fig. 31 and in the lin-
ear SPLL analysis, the variables are not distinguished
from their perturbations. Note that besides the equivalent
input phase modulation yRk, both the phase modulation
ŷyRk¼ ŷyRðkMTRÞ of the reference signal and noise
nik¼niðkMTRÞ corrupting the reference signal are shown
explicitly in the linear SPLL baseband model.

The SPLL transfer functions are derived from the lin-
ear baseband model. The equations shown here are valid
for the SPLL built without a loop filter; for more complex
SPLL configurations, refer to Ref. 44.

Similar to the APLL theory, the output phase modula-
tion of SPLL at the sampling time instants may be ex-
pressed as

YoðzÞ¼HðzÞŶYRðzÞ

where H(z) is the closed-loop transfer function, ŶYRðzÞ and
YoðzÞ denote the z-transform of input ŷyRk and output yok,
respectively, phase modulation. Since the SPLL is a feed-
back system, its closed-loop transfer function is obtained
by applying the rules of block diagram algebra to Fig. 31:

HðzÞ ¼
N

M
M2G0

ð1� B1ÞzþB1

z2 � 1�M2G0ð1� B1Þ
 �

zþM2G0B1

ð106Þ

In many applications, the output phase modulation
must also be expressed in the continuous-time domain.
Transforming xk from the discrete- to the continuous-time

�̂Rk
�Rk �ek

�ok
xk

nik

RS

CH

Discrete-time domain

Zero-order
hold circuit

Continuous-time domain

A0
vd (t ) vc(t )

�o(t )Kv
s

G(z )A0

+
+

+ −
�ss

dg (�e)
d�e

KvMTR
z −1

1−z −1

M
N

2VR

1
√

Figure 31. Linear baseband model of SPLL for F(s)¼A0.
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domain by a zero-order hold circuit as shown in Fig. 31,
and taking into account the effect of the phase detector,
loop-amplifier, and VCO, the Fourier transform of the out-
put phase modulation is obtained [45] as

YoðoÞ¼ 1�
M

N
HðzÞ z¼ ejoMTR

��
� �

AðoÞ

X1

n¼�1

ŶYR o� n
oR

M

	 
 ð107Þ

where A(o) gives the relationship between xk and the Fou-
rier transform of the output phase modulation

AðoÞ¼
N

M

M2G0

joMTR

sin
oMTR

2

� �

oMTR

2

1

1þ joRSCH
e�jðoMTR=2Þ

ð108Þ

Assume that the SPLL reference signal is an angle-
modulated signal where the modulation frequency is low.
Since in Eq. (107)

lim
o!0

1�
M

N
HðzÞ z¼ ejoMTR

��
� �

AðoÞ¼
N

M
ð109Þ

the SPLL multiplies the input phase/frequency deviation
by N/M, but leaves the modulation frequency o un-
changed. Recall that this effect was also observed in the
APLL frequency multiplier.

A harmful consequence of edge-triggered PD operation
is that the output phase noise is increased by overlapping.
To examine this effect, assume that the noisy reference
signal is bandlimited by an ideal lowpass filter with cutoff
frequency of

oL¼ Lþ
1

2

� �
fR

M

where L is an arbitrary integer. This filter passes the ref-
erence signal without any distortion but limits the band-
width of additive Gaussian white noise ni(t) characterized
by its power spectral density N0/2. The power spectral
density of output phase process is obtained from Eq. (107):

So;NðoÞ¼ ð2Lþ 1Þ 1�
M

N
HðzÞ z¼ ejoMTR

��
����

����
2

jAðoÞj2
N0

4V2
R

ð110Þ

Inspecting Eqs. (110) and (109), two important conclu-
sions are drawn that are valid to every frequency synthe-
sizer using edge-triggered phase detector:

1. Sampling causes overlapping, and this effect multi-
plies the power spectral density of input noise by a
factor of (2Lþ 1). Consequently, a filter must be used

before each edge-triggered PD to limit the band-
width of ni(t).

2. If a frequency divider is used in the feedback path,
then it multiplies the power spectral density of input
noise by a factor of N/M in the vicinity of output
frequency.

To illustrate that the APLL theory may not be used for
the design of an SPLL if the closed-loop bandwidth is not
much less than fR, the frequency response of a built SPLL
to input phase modulation was predicted from Eq. (107)
and measured. The parameters of SPLL under test were
RS¼ 100O, CH¼ 1 nF, tS¼ 1.4ms, N¼ 3000, and fR¼

33.33 kHz.
Since the deviation of output phase modulation was

kept low to make the linear approximation valid, the side-
band-to-carrier ratio J1/J0 at the VCO output was calcu-
lated and measured. Recall that the levels of sidebands
are given by the Bessel functions in PM and that for small
values of phase deviation Dy

J0ðDyÞ 	 1; J1ðDyÞ 	
Dy
2

and

JnðDyÞ 	 0 for n � 2

The calculated (solid, dashed, and dotted lines) and
measured (marked by crosses) frequency responses of
the SPLL implemented without a loop filter to the phase
modulation ŷyRðtÞ of the reference signal are shown in
Fig. 32. The results are compared for three values of
loop gain: G0¼ 0.67 (solid line), G0¼ 1.0 (dashed line),
G0¼ 1.5 (dotted line). J1/J0 denotes the sideband-to-carri-
er ratio at the VCO output. The frequency axis f0¼ fo=
fR �N shows the frequency detuning from the carrier nor-
malized to the reference frequency.

Figure 33 shows the calculated (solid line) and mea-
sured (marked by crosses) frequency response of an SPLL

J 1
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Figure 32. Frequency response of the SPLL implemented with-
out loopfilter to the input phase modulation. The phase deviation
of input PM was 6.67�10� 5 rads.
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implemented with a passive lag–lead filter

FðsÞ¼
1þ sR2C

1þ sðR1þR2ÞC

to ŷyRðtÞ. The parameters of the loop filter were R1¼ 6.8 kO,
R2¼ 680O and C¼ 220 nF. The loop gain defined by
Eq. (103) was G0¼ 16.5.

Figures 32 and 33 show clearly that a simple extension
of APLL theory cannot be used for the design of a sam-
pling phase-locked loop. For example, first- and second-
order APLLs have a lowpass frequency response to the
input phase modulation. If the APLL is implemented
without a loop filter, then the loop gain G0 controls the
closed-loop bandwidth. These effects cannot be observed in
Figs. 32 and 33. Even more, high-attenuation poles ap-
pearing in the SPLL frequency response at the entire
multiples of the reference frequency (see Figs. 32 and 33),
do not occur in analog PLLs. The real SPLL frequency re-
sponses are even qualitatively different from that one pre-
dicted from the APLL theory.

It was also shown that the stability properties of the
SPLL may not be predicted from classical APLL theory
[44]. For example, it is obvious from Eq. (104) that even an
SPLL implemented without a loop filter may become
unstable.

4.2. Charge-Pump Phase-Locked Loop

The PLL acquisition incorporates the frequency pullin and
phase lockin processes. In higher-order PLLs, the pullin
time may be extremely long; worse still, for many loop
configurations there is no guarantee that the phase-locked
condition will be ever reached. This problem may be over-
come by means of a phase–frequency detector (PFD) [46]
that operates as a phase detector under phase-locked con-
dition, but provides a frequency-sensitive signal to aid
frequency pullin when the loop is out of lock.

As shown in Table 2, a type 2 PLL is required to elicit a
zero steady-state phase error response to a frequency step
input. Unfortunately, an integrator cannot be implement-
ed if the input of loop filter is a voltage.

In the charge-pump phase-locked loop (CP-PLL)
[10,35,47], a charge-pump (CP) circuit converts the PFD
output into current that charges up or discharges the loop
filter capacitor. The current sources of charge pump and
the capacitor of loop filter together constitute an integra-
tor, the CP-PLL is the only phase-locked loop that imple-
ments a type 2 feedback loop.

The CP-PLL is the most frequently used PLL configu-
ration in frequency synthesis because:

* The pull-in and hold-in ranges of CP-PLL are identi-
cal.

* Theoretically, the output of charge pump circuit is
zero in steady-state (an explanation will be given in
sec. 4.2.2), consequently, it does not generate unwant-
ed output FM.

* The PFD characteristic has the widest linear region
(4p rad) among the phase detectors.

4.2.1. Phase–Frequency Detector With Charge Pump
The simplified block diagram of a phase–frequency detec-
tor with charge pump is shown in Fig. 34. It contains an
edge-triggered logic circuit (the phase–frequency detector)
and a charge pump, which includes two controlled current
sources IU and ID. The PFD and charge-pump circuit to-
gether constitute the PFD-CP phase detector. Note, that
the output of PFD-CP phase detector is not a voltage but a
current id(t).

Assume that the state of the sequential-logic PFD cir-
cuit is controlled by the rising edges of reference s(t) and
frequency-divided VCO output r(t) signals connected to
the R and F inputs, respectively. The PFD has two outputs
U and D; if one of them is high, then the other is low.

If the edge of the R input leads that of the F input, then
the edge of R input sets the U output high unless the
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Figure 33. Frequency response of the SPLL implemented with a
passive lead–lag filter to the input phase modulation. The phase
deviation of input PM was 6.67�10� 5 rads.

Reference 
signal s(t )

Frequency-divided
VCO output r (t )

id (t )

Phase-frequency detector Charge-pump

ID

IU

Logic circuit
(PFD)

R U

F D

Figure 34. Simplified circuit diagram of the PFD-CP phase de-
tector. Recall that the phase-frequency detector and charge-pump
circuit together constitute the PFD-CP phase detector.
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U-output is already high, in which case the R input has no
effect. The next edge of the F input resets the U output
low. As long as the R input leads the F input, the D output
is low. If the F input leads the R input, then the edge of the
F input sets the D output high and the next edge of the R
input resets the D output low. As long as the F input leads
the R input, the U output remains low.

The current sources IU and ID are controlled by the U
and D outputs of PFD. Note that both current sources may
never be switched on simultaneously. The input and out-
put waveforms of the PFD-CP phase detector are shown in
Fig. 35, where tON denotes the width of current pulses
generated by the charge-pump circuit.

Based on Fig. 35, the operation of PFD with charge
pump may be summarized as follows. This phase detector
is an edge-driven circuit, and its output id(t) is a series of
current pulses. The sign of pulses is determined by the
sign of frequency error, while their duration is proportion-
al to the phase error. If the edges of R and F inputs coin-
cide with each other, that is, if the phase error is zero, then
the PFD-CP phase detector has no output id(t).

4.2.2. CP-PLL Operation. The block diagram of CP-PLL
is shown in Fig. 36. Note that an impedance ZF(s) is used
as loop filter; this impedance converts the discrete-time
current output id(t) of PFD-CP phase detector into the
analog VCO control voltage vc(t). The loop filter may be
either passive or active; for the sake of simplicity, the CP-
PLL configuration incorporating a PFD with charge-pump
and a passive loop filter is considered here. For other loop
configurations, refer to Ref. 25. To get a first-order loop
filter and to have a zero2 in the open-loop transfer func-
tion, the impedance ZF(s) is implemented by a series con-
nection of a resistor R and a capacitor C.

Consider the noise-free case and assume that the ref-
erence signal s(t) in Fig. 36 is an unmodulated signal.
Consider the CP-PLL acquisition process and assume that
the reference frequency fR is greater than the frequency-

divided VCO frequency fo/N initially. Figure 35 shows that
the sign of output current pulses id(t) of PDF-CP phase
detector is determined by the sign of frequency error
fR � fo=N. If fR > fo=N, then positive current pulses appear
at the PDF-CP phase detector output that charge up the
loop filter capacitor C, that is, increase the VCO frequency.
In a locked CP-PLL under steady-state, the VCO output
frequency fo and VCO control voltage vc(t) are constant;
consequently, id(t)¼ 0. It means that the steady-state
phase error is zero as claimed in sec. 4.2.

The zero steady-state phase error is extremely impor-
tant in the frequency synthesizer applications. If the
phase error is zero, then id(t)¼ 0 and the VCO input is
free from the periodic signal of period TR that would pro-
duce an unwanted output FM, that is, sidebands in the
output signal. Recall that the unwanted output FM caused
by the periodic PD output may not be attenuated by the
PLL feedback since the digital frequency divider elimi-
nates this FM.

Unfortunately, in an implemented CP-PLL the phase
error must exceed a certain limit to avoid crossover dis-
tortion [35]. The unwanted FM appearing due to the finite
phase error may be attenuated but not fully eliminated by
an additional capacitor connected in parallel with ZF(s)
[25].

Similarly to the SPLL, the CP-PLL is a time-varying
circuit. The PFD-CP phase detector is an edge-triggered
circuit, its discrete-time output is converted into the con-
tinuous-time domain by the impedance ZF(s). An exact
analysis and baseband model must take into account the
variations in the loop topology.

Unfortunately, an exact CP-PLL baseband model has
not yet been published. A time-averaged and linearized
model has been developed by Gardner [25]; that baseband
model, discussed in Section 4.2.3, is an intuitive extension
of APLL theory that may be used successfully in circuit
design if the closed-loop bandwidth calculated from the
model is less than one-tenth of reference frequency fR.

4.2.3. Time-Averaged Linear Baseband Model of the CP-
PLL. To get an approximate but simple CP-PLL baseband
model, Gardner linearized each nonlinear CP-PLL block
independently from one another and removed the dis-
crete-time operation by time averaging.

Assume that the CP-PLL is locked, and let

FðtÞ ¼oRtþ yRðtÞ and

F̂FðtÞ¼
FoðtÞ

N
¼oRtþ

yoðtÞ

N

denote the phases of reference s(t) and frequency-divided
VCO r(t) respectively, signals. According to the PLL ter-
minology, let

ye¼ yR �
yo

N
ð111Þ

define the phase error. Recall that in the CP-PLL shown in
Fig. 36, the quiescent value of phase error is zero.

id (t )

r (t )

s(t )

tON

TR TR

t

t

t
IU

0

ID

Figure 35. Input and output signals of the PFD-CP phase
detector.

2This zero is used to set the stability margin, that is, to control the
loop dynamics.
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The width of PD output current pulses may be approx-
imated by

tON 	
ye

2p
TR¼

1

oR
yR �

yo

N

� �
ð112Þ

Note that the sign of tON depends on the sign of phase
error; if the VCO signal leads the reference one, then
tON > 0; if the edges of two signals coincide with one an-
other, then tON¼0; otherwise tONo0. Equation (112) is
exact if the VCO signal leads the reference one, but oth-
erwise it is an approximation. The approximation arises
out of the fact that the phase of VCO signal varies during
the time interval tON. The error caused by this approxi-
mation is negligible if the closed-loop bandwidth of CP-
PLL calculated from the linear baseband model is much
less than the reference frequency fR.

In the majority of applications, narrowband CP-PLLs
are used. If the closed-loop CP-PLL bandwidth is less than
one-tenth of reference frequency fR, then the state of the
CP-PLL changes by only a very small amount on each
reference cycle. If one is not interested in the CP-PLL be-
havior within a single reference cycle, then the time-av-
eraging technique may be used. As a result, the effect of
time-varying operation is removed and the CP-PLL loop
equation becomes a pure differential equation.

Assume that the absolute values IP of the currents pro-
vided by the two current sources of charge pump are iden-
tical and apply the time-averaging technique to the output
current id(t) of PFD-CP phase detector. The average error
current over a reference cycle is

iAV
d ðtÞ¼

1

TR

Z

TR

idðtÞ¼ IP
tON

TR
ð113Þ

Substituting Eq. (112) into Eq. (113), the following rela-
tionship between average error current and phase error is

found:

iAV
d ðtÞ¼

IP

2p
ye

Let IAV
d ðsÞ denote the Laplace transform of iAV

d (t). Then,
taking into account the transfer functions of loop filter and
VCO, the output phase is obtained as

YoðsÞ¼
Kv

s
VcðsÞ¼

IP

2p
ZFðsÞ

Kv

s
YeðsÞ ð114Þ

From Eqs. (111) and (114) the phase error

YeðsÞ¼ ½1�HðsÞ�YRðsÞ ð115Þ

and the output phase

YoðsÞ¼NHðsÞYRðsÞ ð116Þ

are obtained, where the closed-loop transfer function
takes the form

HðsÞ¼

IP

2p
Kv

N
ZFðsÞ

sþ
IP

2p
Kv

N
ZFðsÞ

ð117Þ

The time-averaged linear CP-PLL baseband model con-
structed from Eqs. (115) and (114) is depicted in Fig. 37.

�R �e �o

�o

+

2�

N
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−

Figure 37. Time-averaged linear baseband model of CP-PLL.
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Figure 36. Block diagram of CP-PLL imple-
mented with an impedance ZF(s). The steady-
state output frequency fo is controlled by the
division ratio N of frequency divider.
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A comparison of Eqs. (115), (116) and (117), respective-
ly, to Eqs. (26), (27) and (28) shows that time-averaged
linear baseband model of CP-PLL is an extension of linear
APLL theory. This relationship may be also recognized by
comparing Fig. 37 to Fig. 4.

A second-order type-two feedback loop is implemented
with the most frequently used passive loop filter shown in
Fig. 36. In this case the closed-loop transfer function be-
comes

HðsÞ¼
2zonsþo2

n

s2þ 2zonsþo2
n

ð118Þ

where the natural frequency on and the damping factor z
are given by

on¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
IP

2p
Kv

N

1

C

r
and z¼

ton

2

and where t¼RC.
The linear baseband model shown in Fig. 37 may be

successfully used in the development of CP-PLL circuits
until the closed-loop bandwidth calculated from Eq. (118)
is less then one-tenth of fR. However, never forget that the
time-averaged model is based on an approximation that
has the most serious consequence on the loop stability.

Equation (118) suggests that the CP-PLL shown in Fig.
36 is unconditionally stable. Unfortunately, this is not
true. Gardner [25] showed that this CP-PLL would go un-
stable for large loop gain.

Let the loop gain be defined by

K ¼
IP

2p
Kv

N
R

The exact characteristic equation, which includes the
effect of edge-triggered operation, takes the form [25]

DðzÞ¼ ðz� 1Þ2þ ðz� 1Þ
2pK

oR
1þ

2p
oRt

� �
þ

4p2K

o2
Rt

The CP-PLL implemented with a passive loop filter is sta-
ble if the roots of characteristic equation lie inside the unit
circle in the z plane.

4.2.4. Crossover Distortion. Timing uncertainties in the
edge-triggered PFD together with the finite risetimes and
fall times cause an error in the amount of charge delivered
by the charge pump to the loop filter capacitor. This error
may be neglected for large phase error, but it changes se-
verely the gain of PFD-CP phase detector about the zero-
phase error. Egan observed more than 720 dB variations
in the PD gain in this crucial small phase error region
[48]. This variation in PD gain has a serious influence on
closed-loop CP-PLL parameters and, even worse, may
cause a stability problem. This effect is called crossover
distortion [35]. To avoid crossover distortion, the phase
error must exceed a minimum value in steady-state. The
phase error region that may not be used is called the dead
zone [47].

The phase error may be increased by connecting a
resistor in parallel with ZF(s) in Fig. 36. But recall that,

because of the nonzero phase error, a periodic signal ap-
pears at the VCO input that causes an unwanted output
FM, that is, sidebands at the CP-PLL output.

4.2.5. Exact Analysis of the CP-PLL. The time-averaging
approach was used in the previous subsection to develop a
baseband model and transfer functions for the CP-PLL.
The transfer functions facilitate the design of a CP-PLL,
but the time averaging neglects the discrete nature of the
loop. Consequently, the validity of that model is limited,
and application of the model may result in a disagreement
between the predicted and measured CP-PLL behavior.

Event-driven models have been published for the CP-
PLL more recently. These models are exact and take into
account the discrete-time operation of CP-PLL. Their dis-
advantage is that a baseband model and transfer func-
tions cannot be developed from these equations;
consequently, these models may be used only in comput-
er simulations. The detailed discussion of the event-driven
models goes beyond the scope of this article, the interested
readers should refer to the papers mentioned below.

Paemel published an event-driven model for the
CP-PLL implemented with a first-order passive loop filter
in 1994 [49]. Based on the order of edges of reference and
frequency-divided VCO signal, Paemel distinguished four
different situations. Two state variables and, according to
the four possible orders of edges, four nonlinear difference
equations were used to describe the behavior of CP-PLL.
The equations developed are also valid for the transient
analysis and, even more, if the loop is out of lock.

Another event-driven model was developed for the CP-
PLL implemented with a first-order passive loop filter by
Hedayat et al. in 1997 [50]. Later the validity of that mod-
el was extended to the second-order passive loop filter [51].
According to the three possible output of the PFD-CP
phase detector (up, down, no output current), a set of
three nonlinear difference equations was used to model
the operation of CP-PLL. These equations may be used to
write a computer program to simulate the behavior of CP-
PLL under various conditions.

5. CLOSING REMARKS

The goal of this article was to survey the theory and the
most important applications of phase-locked loops. The
main emphasis was put on the APLL theory and frequency
synthesis. The former is relatively easy to understand and
is the basis of every other PLL analysis. The latter is cru-
cial in RF engineering since frequency synthesizers are
used everywhere from telecommunication systems to mea-
surement equipment.

While the APLL theory has been very well established,
the theory of the hybrid PLLs including both analog and
edge-triggered circuits is subject to continuous develop-
ment. For example, it has been shown [52] that false lock
limits the pull-in range of SPLL implemented with a first-
order loop filter. For the latest results in the field of PLLs,
refer to Ref. 53.

The majority of PLLs developed recently (as of 2004)
are used in integrated circuits. The discussion of special
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requirements arising from the IC implementation goes
beyond the scope of this article, for a good survey, refer to
Ref. 54.
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mission, Elsevier Science Publishers, Amsterdam, 1989.

37. M. Moeneclaey, Linear phase-locked loop theory for cyclo-
stationary input disturbances, IEEE Trans. Commun.
COM-30:2253–2259 (Oct. 1982).

38. C. L. Weber and W. K. Alem, Demod-remod coherent track-
ing receiver for QPSK and SQPSK, IEEE Trans. Commun.
COM-28:1945–1954 (Dec. 1980).

39. W. R. Braun and W. C. Lindsey, Carrier synchronization
techniques for unbalanced QPSK signals, Parts I and II,
IEEE Trans. Commun. COM-26:1325–1341 (Sept. 1978).

40. R. D. McCallister and M. K. Simon, Cross-spectrum symbol
synchronization, Proc. ICC’81, 1981, pp. 34.3.1–34.3.6.

41. J. K. Holmes, Tracking performance of the filter and square
bit synchronizer, IEEE Trans. Commun. COM-28:1154–
1158 (Aug. 1980).

42. H. L. Van Trees, Detection, Estimation and Modulation The-

ory, Wiley, New York, 1968.

43. M. K. Simon, Nonlinear analysis of an absolute value type of
early-late-gate bit synchronizer, IEEE Trans. Commun.
COM-18:589–596 (Oct. 1970).

44. G. Kolumbán, Design of Sampling Phase-Locked Loops:
Model and Analysis, C.Sc. thesis, Hungarian Academy of
Sciences, Budapest, 1989.

45. G. Kolumbán, Frequency domain analysis of sampling
phase-locked loops, Proc. IEEE-ISCAS’88, Helsinki-Espoo,
June 1988, pp. 611–614.

3766 PHASE LOCKED LOOPS



46. J. I. Brown, A digital phase and frequency-sensitive detector,
Proc. IEEE 59:717 (April 1971).

47. B. Razavi, RF Microelectronics, Prentice-Hall, Upper Saddle
River, NJ, 1998.

48. W. F. Egan, Test your charge-pump phase detectors, Elec-

tron. Design 12:134–137 (June 7, 1978).

49. M. V. Paemel, Analysis of a charge-pump PLL: A new model,
IEEE Trans. Commun. COM-42:2490–2498 (July 1994).

50. C. D. Hedayat, A. Hachem, Y. Leduc, and G. Benbassat,
High-level modeling applied to the second-order charge-
pump PLL circuit, Texas Instrum. Tech. J. 14(2):99–107
(March–April 1997).

51. C. D. Hedayat, A. Hachem, Y. Leduc, and G. Benbassat,
Modeling and characterization of the 3rd order charge-pump
PLL: A fully event-driven approach, Analog Integr. Circ.

Signal Process. 19(1):25–45 (April 1999).
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PHASE LOCKED OSCILLATORS AND
FREQUENCY SYNTHESIZERS

ULRICH L. ROHDE

Synergy Microwave Corporation
Paterson, New Jersey

1. INTRODUCTION

Frequency synthesizers are found in all modern commu-
nication equipment, and signal generators, particularly

wireless communication systems such as cellphones, re-
quire these building blocks [1]. Based on a frequency stan-
dard, the synthesizer provides a stable reference
frequency for the system.

Synthesizers are used to generate frequencies with ar-
bitrary resolution covering the frequency range from au-
dio to millimeter-wave. Today, simple frequency
synthesizers consist of a variety of synthesizer chips, an
external voltage-controlled oscillator (VCO), and a fre-
quency standard. For high-volume applications, such as
cellphones, cordless telephones, walkie-talkies, or systems
where frequency synthesizers are required, a high inte-
gration is desired. The requirements for synthesizers in
cordless telephones are not as stringent as in test equip-
ment. Synthesizers in test equipment use customized
building blocks and can be modulated to be part of arbi-
trary waveform generators [2].

The VCO typically consists of an oscillator with a tun-
ing diode attached. The voltage applied to the tuning diode
tunes the frequency of the oscillator. Such a simple system
is a phase-locked loop (PLL). The stability of the VCO is
the same as the reference. There are single-loop and mul-
tiloop PLL systems. Their selection depends on the char-
acteristic requirements. Figure 1 shows the block diagram
of a single-loop PLL [3].

The PLL consists of a VCO, a frequency divider, a phase
detector, a frequency standard, and a loop filter [4–7].

There are limits to how high the frequency division ra-
tio can be. Typically, the loop where the RF frequency is
divided below 1 kHz, becomes unstable. This is because
microphonic effects of the resonator will unlock the system
at each occurrence of mechanical vibration. At 1 GHz, this
would be a division ratio of one million. To avoid such high
division ratios, either multiloop synthesizers are created
or a new breed of PLL synthesizers called fractional-N di-
vision synthesizers will be considered. At the same time,
direct digital synthesis is being improved. Using direct
digital synthesis in loops can also overcome some of the
difficulties associated with high division ratios. There are

Figure 1. Block diagram of an integrated frequency synthesizer. In this case, the designer has
control over the VCO and the loop filter; the reference oscillator is part of the chip. In most cases
(up to 2.5 GHz), the dual-modulus prescaler is also inside the chip.
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1. INTRODUCTION

Frequency synthesizers are found in all modern commu-
nication equipment, and signal generators, particularly

wireless communication systems such as cellphones, re-
quire these building blocks [1]. Based on a frequency stan-
dard, the synthesizer provides a stable reference
frequency for the system.

Synthesizers are used to generate frequencies with ar-
bitrary resolution covering the frequency range from au-
dio to millimeter-wave. Today, simple frequency
synthesizers consist of a variety of synthesizer chips, an
external voltage-controlled oscillator (VCO), and a fre-
quency standard. For high-volume applications, such as
cellphones, cordless telephones, walkie-talkies, or systems
where frequency synthesizers are required, a high inte-
gration is desired. The requirements for synthesizers in
cordless telephones are not as stringent as in test equip-
ment. Synthesizers in test equipment use customized
building blocks and can be modulated to be part of arbi-
trary waveform generators [2].

The VCO typically consists of an oscillator with a tun-
ing diode attached. The voltage applied to the tuning diode
tunes the frequency of the oscillator. Such a simple system
is a phase-locked loop (PLL). The stability of the VCO is
the same as the reference. There are single-loop and mul-
tiloop PLL systems. Their selection depends on the char-
acteristic requirements. Figure 1 shows the block diagram
of a single-loop PLL [3].

The PLL consists of a VCO, a frequency divider, a phase
detector, a frequency standard, and a loop filter [4–7].

There are limits to how high the frequency division ra-
tio can be. Typically, the loop where the RF frequency is
divided below 1 kHz, becomes unstable. This is because
microphonic effects of the resonator will unlock the system
at each occurrence of mechanical vibration. At 1 GHz, this
would be a division ratio of one million. To avoid such high
division ratios, either multiloop synthesizers are created
or a new breed of PLL synthesizers called fractional-N di-
vision synthesizers will be considered. At the same time,
direct digital synthesis is being improved. Using direct
digital synthesis in loops can also overcome some of the
difficulties associated with high division ratios. There are

Figure 1. Block diagram of an integrated frequency synthesizer. In this case, the designer has
control over the VCO and the loop filter; the reference oscillator is part of the chip. In most cases
(up to 2.5 GHz), the dual-modulus prescaler is also inside the chip.
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also combinations of techniques that I would like to refer
to as ‘‘hybrid synthesizers.’’ They will be covered here.

The quality of the system, or signal generator, is de-
termined by the properties of the synthesizer and, of
course, its building blocks. There are a variety of param-
eters in characterizing the synthesizer. To name a few im-
portant ones, we need to worry about the frequency
stability, spurious suppression, and phase noise charac-
teristics. The frequency resolution of the synthesizer tends
to be covered by the switching speed and its spurious re-
sponse. A lot of research is put into developing the ideal
synthesizer, whatever ideal means. For portable applica-
tions such as cellphones, size and power consumption are
real issues, as well as the cost of the system. As men-
tioned, there are several competing approaches. In partic-
ular, there is a race between the fractional-N division
synthesizer and the direct digital synthesis. The fractional
synthesizer allows for generation of the output frequen-
cies, which are not exact integers of the reference frequen-
cy. This results in an average frequency and problems
with spurious sidebands. The direct digital synthesis uses
a look-up table to construct a sine wave, and the size of the
lookup table and the sample rate determine the quality or
the signal and its output frequency.

2. FREQUENCY SYNTHESIZER FUNDAMENTALS

There are several approaches to ‘‘synthesize’’ a frequency,
as we already mentioned. Probably the first and the oldest
approach is the direct frequency synthesis, where a
bank of crystals, as frequency standards, will be used to
generate output frequencies. Such a system is called
‘‘frequency-incoherent.’’ There is no phase coherency
among the various oscillators [8].

A simple example of direct synthesis is shown in Fig. 2.
The new frequency 2

3 f0 is realized from f0 by using a di-
vide-by-3 circuit, a mixer, and a bandpass filter. In this
example, 2

3 f0 has been synthesized by operating directly
on f0.

Figure 3 illustrates the form of direct synthesis module
most frequently used in commercial frequency synthesiz-
ers of the direct form. The method is referred to as the
‘‘double-mix-divide’’ approach.

An input frequency fin is combined with a frequency f1,
and the upper frequency f1þ fin is selected by the band-
pass filter. This frequency is then mixed with a switch-se-
lectable frequency f2þ f � (in the following, f* refers to any
one of 10 switch-selectable frequencies). The output of the
second mixer consists of the two frequencies finþ f1þ

f2þ f � and finþ f1 � f2 � f �; only the higher frequency
term appears at the output of the bandpass filter. If the

frequencies fin, f1, and f2 are selected so that

finþ f1þ f2¼ 10fin ð1Þ

then the frequency at the output of the divide by 10 will be

fout¼ finþ
f �

10
ð2Þ

The double-mix-divide module has increased the input
frequency by the switch-selectable frequency increment
f �=10. These double-mix-divide modules can be cascaded
to form a frequency synthesizer with any degree of reso-
lution. The double-mix-divide modular approach has the
additional advantage that the frequencies f1, f2, and fin can
be the same in each module, so that all modules can con-
tain identical components.

A direct frequency synthesizer with three digits of res-
olution is shown in Fig. 4. Each decade switch selects one
of 10 frequencies f2þ f �. In this example, the output of the
third module is taken before the decade divider.

For example, it is possible to generate the frequencies
between 10 and 19.99 MHz (in 10-kHz increments), using
the three module synthesizer, by selecting

fin¼ 1 MHz

f1¼ 4 MHz

f2¼ 5 MHz

As

finþ f1þ f2¼ 10 fin ð3Þ

the output frequency will be

f0¼ 10 fin¼ f �3 þ
f �2
10
þ

f �1
100

ð4Þ

As f � occurs in 1-MHz increments, f �1 =100 will provide the
desired 10-kHz frequency increments.

Theoretically, either f1 or f2 could be eliminated pro-
vided that

finþ f1ðor f2Þ¼ 10fin ð5Þ

but the additional frequency is used in practice to provide
additional frequency separation at the mixer output. This
frequency separation eases the bandpass filter require-
ments. For example, if f2 is eliminated, f1þ fin must equal
10fin or 10 MHz. If an f �1 of 1 MHz is selected, the output of
the first mixer will consist of the two frequencies 9 and

Figure 2. Direct frequency generation using the mix-and-
divide principle. It requires excessive filtering.
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11 MHz. The lower of these closely spaced frequencies
must be removed by the filter. The filter required would
be extremely complex. If, instead, a 5-MHz signal f2 is also
used so that finþ f1þ f2 � 10 MHz; the two frequencies at
the first mixer output will (for an f �1 of 1 MHz) be 1 and
11 MHz. In this case, the two frequencies will be much
easier to separate with a bandpass filter. The auxiliary
frequencies f1 and f2 can be selected in each design only
after considering all possible frequency products at the
mixer output.

Direct synthesis can produce fast frequency switching,
almost arbitrarily fine frequency resolution, low phase
noise, and the highest-frequency operation of any of the
methods. Direct frequency synthesis requires consider-
ably more hardware (oscillators, mixers, and bandpass fil-
ters) than do the two other synthesis techniques to be
described. The hardware requirements result in direct
synthesizers being larger and more expensive. Another
disadvantage of the direct synthesis technique is that un-
wanted (spurious) frequencies can appear at the output.
The wider the frequency range, the more likely that the
spurious components will appear in the output. These dis-
advantages are offset by the versatility, speed, and flexi-
bility of direct synthesis.

2.1. PLL Synthesizer

The most popular synthesizer is based on PLL [9]. An ex-
ample of such a PLL-based synthesizer is shown in Fig. 5.
In preparing ourselves for hybrid synthesizers, it needs to
be noted that the frequency standard can also be replaced

by a direct digital synthesizer (DDS). The number of ref-
erences for synthesizers seems endless, but the most com-
plete and relevant ones are given at the end. It’s also very
important to monitor the patents. If any incremental
improvements are achieved there, the inventors immedi-
ately try to protect them with a patent. The following will
give some insight into the major building blocks used for
PLL and hybrid synthesizers. It should be noted that most
designers use a combination of available integrated cir-
cuits, and most of the high-performance solutions are due
to the careful design of the oscillator, the integrated/low-
pass filter, and the systems architecture. All of these items
will be addressed, particularly the fractional-N synthesiz-
er, which requires a lot of handholding in the removal of
spurious products. How does the PLL work? According to
Fig. 5, we have a free-running oscillator, which can oper-
ate anywhere from audio to millimeter wave. The output
is typically sinusoidal. The VCO also is occasionally called
a VTO (voltage-tuned oscillator), which drives an output
stage and a pulseshaping stage to prepare the signal to
drive a frequency divider chain. The frequency divider
chain consists of silicon germanium or GaAs dividers to
reduce the signal below 1000 MHz. At these frequencies,
either silicon-based dividers or CMOS dividers can take
over. The frequency divider, typically part of an integrated
circuit, is a synchronous divider, which is programmable
over a large range. Division ratios as low as four and as
high as one million are possible [10].

The output of the frequency divider is fed to a phase
comparator, which in most cases is actually a phase–fre-
quency detector. The phase–frequency detector compares

Figure 3. Direct frequency synthesizer using a
mix-and-divide technique to obtain identical mod-
ules for high resolution.

Figure 4. Phase-incoherent fre-
quency synthesizer with three-digit
resolution.
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the output of the frequency divider, which typically is
the same magnitude as the reference frequency, with
a reference frequency, which is derived from a fre-
quency standard. Frequency standards come as preci-
sion standards such as atomic frequency standards,
followed by oven-controlled crystal oscillators, to temper-
ature-compensated crystal oscillators. Sometimes even
simple crystal oscillators will do the trick. The output
from the phase comparator is a dc voltage typically
between 1 and 25 V, which is applied to the tuning diode
of the VTO or VCO. This tuning voltage is modulated
by the differences of the two prior to lock. The frequency
detector portion of the phase–frequency comparator
jams the voltage to one extreme, charging the capacitors
and integrator and acquiring frequency lock. After fre-
quency lock is obtained, the control voltage will change
the frequency at the output to have a fixed phase rela-
tionship compared to the reference frequency. The advan-
tage of having a frequency detector in parallel to a phase
detector is that the system always requires frequency
lock [11,12].

2.2. Fractional-N Phase-Locked Loops

The principle of the fractional-N PLL synthesizer has
been around for a while. In the past, implementation of
this has been done in an analog system [13,14]. It would be
ideal to be able to build a single-loop synthesizer with a
1.25-MHz or 50-MHz reference and yet obtain the desired
stepsize resolution, such as 25 kHz. This would lead to the
much smaller division ratio and much better phase noise
performance. Figure 6 shows the block of an analog frac-
tional-N synthesizer.

An alternative would be for N to take on fractional
values. The output frequency could then be changed
in fractional increments of the reference frequency.
Although a digital divider cannot provide a fractional divi-
sion ratio, ways can be found to accomplish the same task
effectively.

The most frequently used method is to divide the out-
put frequency by Nþ 1 every M cycles and to divide by
N the rest of the time. The effective division ratio is then

Nþ 1/M, and the average output frequency is given by

f0¼ Nþ
1

M

� �
fr ð6Þ

This expression shows that f0 can be varied in fractional
increments of the reference frequency by varying M. The
technique is equivalent to constructing a fractional divid-
er, but the fractional part of the division is actually im-
plemented using a phase accumulator. The phase
accumulator approach is illustrated in Section 6. This
method can be expanded to frequencies much higher
than 6 GHz using the appropriate synchronous dividers.
For more details, see Section 6 [15–53].

2.3. Digital Direct Frequency Synthesizer

The digital direct frequency uses sampled data methods to
produce waveforms [54–69].

The digital hardware block provides a datastream of K
bits per clock cycle for DAC. Ideally, the DAC is a linear
device with glitch-free performance. The practical limits of
the DAC will be discussed later in this article. The DAC
output is the desired signal plus replications of it around
the clock frequency and all of the clock’s harmonics. Also

Figure 5. Block diagram of a PLL synthesizer
driven by a frequency standard, DDS, or frac-
tional-N synthesizer for high resolution at the
output. The last two standards allow a rela-
tively low division ratio and provide quasiar-
bitrary resolution.

Figure 6. Simplified block diagram of an analog fractional-N
synthesizer.
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present in the DAC output signal is a small amount of
quantization noise from the effects of finite math in the
hardware block. Figure 7 shows the frequency spectrum of
an ideal DAC output with a digitally sampled sine-wave
datastream at its input. Note that the desired signal, F0 (a
single line in the frequency domain), is replicated around
all clock terms. Figure 8 shows the same signal in the time
domain.

The DAC performs a sample-and-hold operation as well
as converting digital values to analog voltages. The sam-
ple occurs on each rising edge of the clock; the hold occurs
during the clock period. The transfer function of a sample-
and-hold operator is a (sin x)/x envelope response with lin-
ear phase. In this case, x¼ ðpF=FclockÞ.

It should be noted that the sinc function rolloff affects
the passband flatness. A 2.4 dB should be expected at 40%
of Fclock.

Referring to Fig. 9, the output of the DAC is passed
through a lowpass filter (LPF). With proper attention to
design, an LPF may be realized that has linear phase in a
flat passband with width of 0.4Fclock. With this design, the
maximum available bandwidth is achieved. For example,

with Fclock¼ 125 MHz, the useful synthesized bandwidth
of about 50 MHz is attained. The LPF output is the desired
signal without any sampling artifacts. Viewing the LPF
strictly as a device to remove sampling energy, it is obvi-
ous why the output contains only the desired signal. It is
also instructive to view the LPF from the time domain.
From this point, the LPF may be seen as the perfect in-
terpolator. It fills the space between time samples with a
smooth curve to reconstruct perfectly the desired signal.

In the design of a DDS, the following guidelines apply:

* The desired frequency resolution determines the low-
est output frequency fL.

* The number of D/A conversions used to generate fL is
N¼ 4k¼ 4fU=fL provided that four conversions are
used to generate fU (P¼ 4).

* The maximum output frequency fU is limited by the
maximum sampling rate of the DDS, fU �

1
4 T. Con-

versely, T � 1
4 fU.

To generate nfL, the integer n addresses the register, and
each clock cycle kn is added to the content of the accumu-
lator so that the content of the memory address register is
increased by kn. Each knth point of the memory is ad-
dressed, and the content of this memory location is trans-
ferred to the D/A converter to produce the output sampled
waveform.

To complete the DDS, the memory size and length
(number of bits) of the memory word must be determined.
The wordlength is determined by system noise require-
ments. The amplitude of the D/A output is that of an exact
sinusoid corrupted with the deterministic noise due to
truncation caused by the finite length of the digital words
(quantization noise). If an (nþ 1)-bit wordlength (includ-
ing one sign bit) is used and the output of the A/D con-
verter varies between 71, the mean noise from the
quantization will be

r2¼
1

12

1

2

� �2n

¼
1

3

1

2

� �2ðnþ 1Þ

ð7Þ

Figure 7. Ideal DAC output with F0, a sampled-and-held sine
wave, at its output. Notice the (sin x)/x envelope rolloff. As F0

moves up in frequency, an aliased component FC–F0 moves down
into the passband.

Figure 8. Samples/cycle sine wave. This is typical of a single-
tone DAC output. F0¼Fclock=16 after lowpass filtering; only the
sine envelope is present. The LPF removes the sampling energy.
Each amplitude step is held for a clock period.

Figure 9. Direct digital frequency synthesizer.
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The mean noise is averaged over all possible waveforms.
For a worst-case waveform, the noise is a square wave
with amplitude 1

2
1
2

� �n
and r2¼ 1

4
1
2

� �2n
. For each bit added

to the wordlength, the spectral purity improves by 6 dB.
The main drawback of a low-power DDS is that it is

limited to relatively low frequencies. The upper frequency
is directly related to the maximum usable clock frequency;
today, the limit is about 1 GHz. DDS tends to be noisier
than other methods, but adequate spectral purity can be
obtained if sufficient lowpass filtering is used at the out-
put. DDS systems are easily constructed using readily
available microprocessors. The combination of DDS for
fine frequency resolution plus other synthesis techniques
to obtain higher-frequency output can provide high reso-
lution with very rapid setting time after a frequency
change. This is especially valuable for frequency-hopping
spread-spectrum systems.

In analyzing both the resolution and signal-to-noise
ratio (or rather signal-to-spurious performance) of the
DDS, one has to know the resolution and input frequen-
cies. As an example, if the input frequency is approxi-
mately 35 MHz and the implementation is for a 32-bit
device, the frequency resolution compared to the input
frequency is 35E6 232¼ 35E6 4:294967296E9 or
0:00815 Hz 	 0:01 Hz. Given the fact that modern short-
wave radios with a first IF of about 75 MHz will have an
oscillator between 75 and 105 MHz, the resolution at the
output range is more than adequate. In practice, one
would use the microprocessor to round it to the next in-
crement of 1 Hz relative to the output frequency.

As to the spurious response, the worst-case spurious
response is approximately 20 log 2R, where R is the reso-
lution of the digital/analog converter. For an 8-bit A/D
converter, this would mean approximately 48 dB down
(worst case), as the output loop would have an analog fil-
ter to suppress close-in spurious noise. Modern devices

have a 14-bit resolution. Fourteen bits of resolution can
translate into 20 log 214 or 80 dB, worse case, of suppres-
sion. The actual spurious response would be much better.
The current production designs for communication
applications, such as shortwave transceivers, despite the
fact that they are resorting to a combination of PLLs and
DDSs, still end up somewhat complicated. By using
10 MHz from the DDS and using a single-loop PLL sys-
tem, one can easily extend the operation to above 1 GHz
but with higher complexity and power consumption. This
was shown in Fig. 5. Figure 10 shows a multiple loop syn-
thesizer using a DDS for fine resolution.

3. IMPORTANT CHARACTERISTICS OF SYNTHESIZERS

The following sections list the parameters used to describe
the performance of the synthesizer. These are referred to
as figures of merit.

3.1. Frequency Range

The output frequency of a synthesizer can vary over a
wide range. A synthesizer signal generator typically offers
output frequencies from as low as 100 kHz to as high as
several gigahertz. The frequency range is determined by
the architecture of the signal generator as the system fre-
quently uses complex schemes of combining frequencies in
various loops. A standard loop-based synthesizer has a
frequency range typically less than 1–2, as an example,
925–1650 MHz.

3.2. Phase Noise

Oscillators unfortunately are not clean, but the various
noise sources in and outside of the transistor modulate the
VCO, resulting in energy or spectral distribution on both

Figure 10. A multiple-loop synthe-
sizer using a DDS for fine resolu-
tion.
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sides of the carrier. This occurs via modulation and con-
version. The noise, or better, FM noise is expressed as the
ratio of output power divided by the noise power relative
to 1 Hz bandwidth measured at an offset of the carrier.
Figure 11 shows a typical phase noise plot of a synthesizer.
Inside the loop bandwidth, the carrier signal is cleaned up,
and outside the loop bandwidth, the measurement pre-
dicts the performance of the VCO itself.

3.3. Output Power

The output power is measured at the designated output
port of the frequency synthesizer. Practical designs
require an isolation stage. Typical designs require one
or more isolation stages between the oscillator and
the output. The output power needs to be flat. Although
the synthesized generator typically is flat with only 0.1-
dB7deviation, the VCO can vary as much as 72 dB over
the frequency range.

3.4. Harmonic Suppression

The VCO inside a synthesizer has a typical harmonic sup-
pression of better than 15 dB. For high-performance ap-
plications, a set of lowpass filters at the output will reduce
the harmonic contents to a desired level. Figure 12 shows
a typical output power plot of a VCO.

3.5. Output Power as a Function of Temperature

All active circuits vary in performance as a function of
temperature. The output power of an oscillator over a
temperature range should vary less than a specified value,
such as 1 dB.

3.6. Spurious Response

Spurious outputs are signals found around the carrier of a
synthesizer that are not harmonically related. Good, clean
synthesizers need to have a spurious-free range of 90 dB,
but these requirements make them expensive. Although

oscillators typically have no spurious frequencies besides
possibly 60 and 120 Hz pickup, the digital electronics in a
synthesizer generate a lot of signals, and when modulated
on the VCO, are responsible for these unwanted output
products. (See also Fig. 11).

3.7. Stepsize

The resolution, or stepsize, is determined by the architec-
ture.

3.8. Frequency Pushing

Frequency pushing characterizes the degree to which an
oscillator’s frequency is affected by its supply voltage. For
example, a sudden current surge caused by activating a
transceiver’s RF power amplifier may produce a spike on
the VCO’s DC power supply and a consequent frequency
jump. Frequency pushing is specified in frequency/voltage
form and is tested by varying the VCO’s DC supply voltage
(typically 71 V) with its tuning voltage held constant.

3.9. Sensitivity to Load Changes

To keep manufacturing costs down, many wireless appli-
cations use a VCO alone, without the buffering action of a
high reverse-isolation amplifier stage. In such applica-
tions, frequency pulling, the change of frequency resulting
from partially reactive loads, is an important oscillator
characteristic. Pulling is commonly specified in terms of
the frequency shift that occurs when the oscillator is con-
nected to a load that exhibits a nonunity VSWR (such as
1.75, usually referenced to 50O), compared to the frequen-
cy that results with unity-VSWR load (usually 50O). Fre-
quency pulling must be minimized, especially in cases
where power stages are close to the VCO unit and short
pulses may affect the output frequency. Such poor isola-
tion can make phase locking impossible.

Figure 11. Measured phase noise of an 880-
MHz synthesizer using a conventional synthe-
sizer chip.
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3.10. Tuning Sensitivity

This is a VCO parameter also expressed in frequency/volt-
age and is not part of a synthesizer specification.

3.11. Posttuning Drift

After a voltage step is applied to the tuning diode input,
the oscillator frequency may continue to change until it
settles to a final value. Posttuning drift is one of the pa-
rameters that limits the bandwidth of the VCO input.

3.12. Tuning Characteristic

This specification shows the relationship, depicted as a
graph, between the VCO operating frequency and the tun-
ing voltage applied. Ideally, the correspondence between
operating frequency and tuning voltage is linear.

3.13. Tuning Linearity

For stable synthesizers, a constant deviation of frequency
versus tuning voltage is desirable. It is also important to
make sure that there are no breaks in tuning range, for
example, that the oscillator does not stop operating with a
tuning voltage of 0 V.

3.14. Tuning Sensitivity and Tuning Performance

These data, typically expressed in megahertz per volt
(MHz/V), characterize how much the frequency of a VCO
changes per unit of tuning voltage change.

3.15. Tuning Speed

This characteristic is defined as the time necessary for the
VCO to reach 90% of its final frequency on the application
of a tuning voltage step. Tuning speed depends on the in-

ternal components between the input pin and the tuning
diode, including, among other things, the capacitance
present at the input port. The input port’s parasitic ele-
ments determine the VCO’s maximum possible modula-
tion bandwidth.

3.16. Power Consumption

This characteristic conveys the DC power, usually speci-
fied in milliwatts and sometimes qualified by operating
voltage, required by the oscillator to function properly
[70].

4. BUILDING BLOCKS OF SYNTHESIZERS

4.1. Oscillator

An oscillator is essentially an amplifier with sufficient
feedback so that the amplifier becomes unstable and be-
gins oscillation. The oscillator can be divided into an am-
plifier, a resonator, and a feedback system [71]. One of the
most simple equations describes this. It describes the in-
put admittance of an amplifier with a tuned circuit at the
output described by the term YL:

Y�11¼Y11 �
Y12�Y21

Y22þYL
ð8Þ

The feedback is determined by the term Y12, or in practical
terms, by the feedback capacitor. The transistor oscillator
(Fig. 13a) contains a grounded base circuit. For this type of
oscillator, using microwave transistors, the emitter and
collector currents are in phase. That means that the input
circuit of the transistor needs to adjust the phase of the
oscillation. The transistor stage forms the amplifier, the
tuned resonator at the output determines the frequency
of oscillation, and the feedback capacitor provides enough
energy back into the transistor so that oscillation can

Figure 12. Predicted harmonics at the output of a VCO.
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occur. To start oscillation, the condition, relative to the
output, can be derived in a similar fashion from the input:

Y�22¼ ðY22þYLÞ �
Y12�Y21

Y11þYT
ð9Þ

If the second term of the equation on the right side is
larger than the first term on the right of the¼ sign, then
Re(Y*22) is negative and oscillation at the resonant fre-
quency occurs.

This oscillator circuit is good for low-frequency app-
lications, but the Colpitts oscillator is preferred for

Figure 13. (a) A grounded base VHF/UHF
oscillator with a tuned resonator tapped in
the middle to improve operational Q; (b) the
predicted phase noise of the oscillator in
Fig. 13a; (c) the equivalent circuit of the
oscillator configuration of Fig. 13a. For the
grounded base configuration, emitter and col-
lector currents have to be in phase. The phase
shift introduced by Cf is compensated by the
input tuned circuit.
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higher frequencies. The Colpitts oscillator works by
rotating this circuit and grounds the collector instead of
the base. The advantage of the Colpitts oscillator is the
fact that it is an emitter follower amplifier with feedback
and shows a more uniform gain of a wider frequency
range (see Fig. 14). Oscillators with a grounded emitter
or source have more stability difficulties over wider fre-
quency ranges.

Depending on the frequency range, there are several
resonators available. For low frequencies up to about
500 MHz, lumped elements such as inductors are useful.
Above these frequencies, transmission-line-based resona-
tors are microwave resonators, which are better. Very
small oscillators use printed transmission lines. High-per-
formance oscillators use ceramic resonators (CROs), di-
electric resonators (DROs), and surface acoustical wave
resonators (SAWs), to name only a few. The frequency
standard, if not derived from an atomic frequency stan-
dard, is typically a crystal oscillator. Even the atomic fre-
quency standards synchronize a crystal against an atomic
resonance to compensate for the aging of the crystal. Fig-
ure 15a shows a circuit of a crystal oscillator with typical
component values that are based on a 10-MHz third over-
tone AT cut crystal. Q is the ratio of stored energy divided
by dissipated energy. The Q of the crystal can be as high as
one million. The figure of merit Q is defined by oL=R. In
our case, oL=R is

2p� 1Hy� 10E6

50
¼ 1:25 million

Therefore, the resulting Q is 1.25 million. Typical resona-
tor Q values for LC oscillators are 200; for structure-based
resonators like ceramic resonators or dielectric resona-
tors, Q values of 400 are not uncommon.

An oscillator operating at 700 MHz is shown in Fig.
15a, including its schematic. CAD simulation was used to
determine the resonance frequency phase noise and the
harmonic contents, shown in Fig. 15b. The output power

can be taken off either the emitter, the emitter that pro-
vides better harmonic filtering, or from the collector that
provides smaller interaction between the oscillator fre-
quency and the load. This effect is defined as frequency
pulling. The tuned capacitor can now be replaced by a
voltage-dependent capacitor. A tuning diode is a diode op-
erated in reverse. Its PN-junction capacitance changes as
a function of applied voltage.

A two-port oscillator analysis will now be presented. It
is based on the fact that an ideal tuned circuit (infinite Q),
once excited, will oscillate infinitely because there is no
resistance element present to dissipate the energy. In the
actual case where the inductor Q is finite, the oscillations
die out because energy is dissipated in the resistance. It is
the function of the amplifier to maintain oscillations by
supplying an amount of energy equal to that dissipated.
This source of energy can be interpreted as a negative re-
sistor in series with the tuned circuit. If the total resis-
tance is positive, the oscillations will die out, while the
oscillation amplitude will increase if the total resistance is
negative. To maintain oscillations, the two resistors must
be of equal magnitude. To see how a negative resistance is
realized, the input impedance of the circuit in Fig. 16 will
be derived.

If Y22 is sufficiently small ðY2251=RLÞ, the equivalent
circuit is as shown in Fig. 16. The steady-state loop equa-
tions are

Vin¼ IinðXC1
þXC2

Þ � IbðXC1
� bXC2

Þ ð10Þ

0¼ � IinðXC1
Þþ IbðXC1

þhieÞ ð11Þ

After Ib is eliminated from these two equations, Zin is ob-
tained as

Zin¼
Vin

Iin
¼
ð1þ bÞXC1

XC2
þhieðXC1

þXC2
Þ

XC1
þhie

ð12Þ

Figure 14. Colpitts oscillator using
a coil inductor or a transmission line
as a resonator. In this case, all the
physical parameters of the trans-
mission line have to be provided.
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If XC1
5hie, the input impedance is approximately equal to

Zin 	
1þ b
hie

XC1
XC2
þ ðXC1

þXC2
Þ ð13Þ

Zin 	
�gm

o2C1C2
þ

1

jo½C1C2=ðC1þC2Þ�
ð14Þ

That is, the input impedance of the circuit shown in Fig.
17 is a negative resistor,

R¼
�gm

o2C1C2
ð15Þ

in series with a capacitor,

Cin¼
C1C2

C1þC2
ð16Þ

which is the series combination of the two capacitors.
With an inductor L (with the series resistance RS) con-

nected across the input, it is clear that the condition for
sustained oscillation is

RS¼
gm

o2C1C2
ð17Þ

Figure 15. (a) Abbreviated circuit of a
10-MHz crystal oscillator; (b) measured
phase noise for this frequency standard by
HP of Fig. 15a.
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and the frequency of oscillation is

fo¼
1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L½C1C2=ðC1þC2Þ�

p ð18Þ

This interpretation of the oscillator readily provides sev-
eral guidelines that can be used in the design. First, C1

should be as large as possible so that

XC1
5hie ð19Þ

and C2 is to be large so that

XC2
5

1

Y22
ð20Þ

When these two capacitors are large, the transistor base-
to-emitter and collector-to-emitter capacitances will have
a negligible effect on the circuit’s performance. However,
there is a maximum value of the capacitances because

r �
gm

o2C1C2
�

G

o2C1C2
ð21Þ

where G is the maximum value of gm. For a given product
of C1 and C2, the series capacitance is at maximum when

C1¼C2¼Cm. Thus

1

oCm
>

ffiffiffiffi
r

G

r
ð22Þ

Design rule:

C2¼C1�
Y21

Y11

����

���� ð23Þ

This equation is important in that it shows that for oscil-
lations to be maintained, the minimum permissible reac-
tance 1=oCm is a function of the resistance of the inductor
and the transistor’s mutual conductance, gm. Figure 18
shows the resonant and oscillation condition for optimum
performance. The negative real value should occur at
X¼ 0!

An oscillator circuit known as the Clapp circuit or
Clapp–Gouriet circuit is shown in Fig. 19. This oscillator
is equivalent to the one just discussed, but it has the prac-
tical advantage of being able to provide another degree of
design freedom by making Co much smaller than C1 and
C2.

It is possible to use C1 and C2 to satisfy the condition of
Eq. (20) and then adjust Co for the desired frequency of
oscillation oo, which is determined from

ooL�
1

ooCo
�

1

ooC1
�

1

ooC2
¼ 0 ð24Þ

Figure 20 shows the Clapp–Gouriet oscillator. Like the
Colpitts, the Clapp–Gouriet obtains its feedback via a ca-
pacitive voltage divider; unlike the Colpitts, an additional
capacitor series tunes the resonator. The Pierce oscillator,
a configuration used only with crystals, is a rotation of the
Clapp–Gouriet oscillator in which the emitter is at RF
ground [72–75].

4.1.1. Phase Noise. An estimate of the noise perfor-
mance of an oscillator is

L (�m) =
1

8
FkT
Psav

� 2
0

� 2
m

Pin

�0 We
+

1

Qunl
+

Psig

�0 We

2

1 +
�c

�m

Phase perturbation Resonator Q Flicker effect

Input power/reactive
power ratio

Signal power/reactive
power ratio 

(25)

This equation is based on work done by Dieter Scherer of
Hewlett-Packard about 1978. He was the first to introduce
the flicker effect to the Leeson equation by adding the AM-
to-PM conversion effect, which is caused by the nonlinear
capacitance of the active devices [76]. Figure 21 shows
details of the noise contribution. This equation must be

Figure 16. Calculation of input impedance of the negative-resis-
tance oscillator.

Figure 17. Equivalent small-signal circuit of Fig. 16.
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further expanded:

dðfmÞ¼ 10 log

� 1þ
f 2
0

ð2fmQloadÞ
2

� �
1þ

fc

fm

� �
FkT

2Psav
þ

2kTRK2
o

f 2
m

� �

ð26Þ

where

d(fm)¼ ratio of sideband power in 1 Hz bandwidth at fm to
total power in decibels

fm ¼ frequency offset
f0 ¼ center frequency
fc ¼flicker frequency
Qload ¼ loaded Q of the tuned circuit
F ¼noise factor
kT ¼ 4.1�10� 21 at 300 K0 (room temperature)

Psav ¼ average power at oscillator output
R ¼ equivalent noise resistance of tuning diode (typi-

cally 200O–10 kO)
K ¼ oscillator voltage gain

Table 1 shows the flicker corner frequency fC as a func-
tion of IC for a typical small-signal microwave BJT. IC(max)

of this transistor is about 10 mA.
Note that fC, which is defined by AF and KF in the

SPICE model, increases with IC. This gives us a clue about
how fC changes when a transistor oscillates. As a result of
the bias point shift that occurs during oscillation, an os-
cillating BJT’s average IC is higher than its small-signal
IC. KF is therefore higher for a given BJT operating as an
oscillator than for the same transistor operating as a
small-signal amplifier. This must be kept in mind when
considering published fC data, which are usually deter-
mined under small-signal conditions without being qual-
ified as such. Determining a transistor’s oscillating fC is
best done through measurement—operate the device as a
high-Q UHF oscillator (we suggest using a ceramic-reso-
nator-based tank in the vicinity of 1 GHz), and measure its
close-in (10 Hz–10 kHz) phase noise versus offset from the
carrier. fC will correspond to a slight decrease in the slope
of the phase noise versus offset curve. Generally, fC varies
with device type as follows: silicon JFETs, 50 Hz and higher;

Figure 18. The CAD-based linearized currents.
Conditions for oscillation are X¼0 and Ro0.

Figure 19. Circuit of a Clapp–Gouriet oscillator. Figure 20. Clapp–Gouriet oscillator.
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microwave RF BJTs, 1–10 kHz (as above); MOSFETs, 10–
100 kHz; GaAs FETs, 10–100 MHz. Figure 22 shows the
phase noise of oscillators using different semiconductors
and resonators.

The additional term introduces a distinction between a
conventional oscillator and a VCO. Whether the voltage-
or current-dependent capacitance is internal or external
makes no difference; it simply affects the frequency.

For a more complete expression for a resonator oscilla-
tor’s phase noise spectrum, we can write

SfðfmÞ¼

aRF4
0 þ aE

F0

2QL

� �2

f 3
m

þ

2GFkT

P0

� �
F0

2QL

� �2

f 2
m

þ
2aRQLF3

0

f 2
m

þ
aE

fm
þ

2GFkT

P0

ð27Þ

where

G ¼ compressed power gain of the loop amplifier
F ¼noise factor of the loop amplifier
k ¼Boltzmann’s constant
T ¼ temperature in Kelvin
P0¼ carrier power level (in watts) at the output of the loop

amplifier
F0¼ carrier frequency in hertz
fm ¼ carrier offset frequency in hertz

QLð¼ pF0tgÞ¼ loaded Q of the resonator in the feed-
back loop

aR and aE¼flicker noise constants for the resonator
and loop amplifier, respectively [77–86]

4.2. Frequency Divider

The output from the VCO has to be divided down to the
reference frequency. The reference frequency can vary
from a few kilohertz to more than 100 MHz [87–89]. A
smaller division ratio provides better phase noise. Most of
the frequency dividers are either off-the-shelf devices or
custom devices. A typical frequency divider consists of a
CMOS synchronous divider that can handle division ra-
tios as low as 5 and as high as 1 million. The division ratio

is determined by the number of dividers. Typical CMOS
dividers end at 250 MHz. To extend the frequency range
by using an asynchronous divider means to extend the
frequency range up to several gigahertz, but then the fre-
quency resolution is compromised. This prescaler has to be

Table 1. Flicker Corner Frequency fC as a Function of IC

IC (mA) fC (kHz)

0.25 1
0.5 2.74
1 4.3
2 6.27
5 9.3

Source: Motorola

Figure 21. Diagram for a feedback oscillator showing the key
components considered in the phase noise calculation and its con-
tribution.

Figure 22. Phase noise of oscillators using different semiconduc-
tors and resonators.
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a synchronized counter that has to be clocked by the main
divider, but because of propagation delays, this can be-
come difficult to achieve and can introduce phase jitter. A
way around this is to use a dual modulus prescaler that
toggles between two stages, dividing by N and dividing by
Nþ 1. Dual modulus counters are available in numbers
like 5/6, 10/11, and 20/21.

Consider the system shown in Fig. 23. If the P/(Pþ 1) is
a 10/11 divider, the A counter counts the units and the M
counter counts the tens. The mode of operation depends on
the type of programmable counter used, but the system
might operate as follows. If the number loaded into A is
greater than zero, then the P/(Pþ 1) divider is set to di-
vide by Pþ 1 at the start of the cycle. The output from the
P/(Pþ 1) divider clocks both A and M. When A is full, it
ceases count and sets the P/(Pþ 1) divider into the P mode.
Only M is then clocked, and when it is full, it resets both A
and M, and the cycle repeats.

ðM � AÞPþAðPþ 1Þ¼MPþA ð28Þ

Therefore

fout¼ ðMPþAÞfref ð29Þ

If A is incremented by one, the output frequency changes
by fref. In other words, the channel spacing is equal to fref.
This is the channel spacing that would be obtained with a
fully programmable divider operating at the same fre-
quency as the P/(Pþ 1) divider.

For this system to work, the A counter must underflow
before the M counter does; otherwise, P/(Pþ 1) will re-
main permanently in the Pþ 1 mode. Thus, there is a
minimum system division ratio, Mmin, below which the P/
(Pþ1) system will not function. To find that minimum ra-
tio, consider the following.

The A counter must be capable of counting all numbers
up to and including P� 1 if every division ratio is to be

possible, or

Amax¼P� 1 ð30Þ

Mmin¼P because M > A ð31Þ

The divider chain divides by MPþA; therefore, the min-
imum systems division ratio is

Mmin¼MminðPþAminÞ

¼PðPþ 0Þ¼p2
ð32Þ

Using a 10/11 ratio, the minimum practical division ratio
of the system is 100.

In the system shown in Fig. 23, the fully programmable
counter, A, must be quite fast. With a 350-MHz clock to the
10/11 divider, only about 23 ns is available for counter A to
control the 10/11 divider. For cost reasons, it would be de-
sirable to use a TTL fully programmable counter, but
when the delays through the ECL-to-TTL translators
have been taken into account, very little time remains
for the fully programmable counter. The 10/11 function
can be extended easily, however, to give a þN(Nþ 1)
counter with a longer control time for a given input fre-
quency, as shown in Figs. 24 and 25. Using the 20/21 sys-
tem shown in Fig. 24, the time available to control 20/21 is
typically 87 ns at 200 MHz and 44 ns at 350 MHz. The time
available to control the 40/41 (Fig. 25) is approximately
180 ns at 200 MHz and 95 ns at 350 MHz.

Figure 26 shows the block diagram of an advanced dig-
ital synthesizer block, which is produced by analog devic-
es. There are numerous manufacturers of such chips on
the market. Figure 25 gives some insight into the frequen-
cy divider system. The top accepts input from a frequency
standard, also referred to as a reference signal, which is
reduced to a number between 5 kHz and 20 MHz. The use
of a high-frequency reference requires a higher division
ratio, but typically these reference frequencies are also
used for some other mixing processes. The 24-bit input

Figure 23. System using dual-modulus
counter arrangement.
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register controls both the reference divider and the fre-
quency divider. The frequency divider uses a prescaler like
5/6 or 10/11, and its output is applied to the phase fre-
quency detector. The multiplex unit on the right is doing
all the housekeeping and providing information like block,
detect, and others. The divider typically has very little
control over this portion of the synthesizer, and it’s a con-
stant battle to find better parts. Very few high-end syn-
thesizers use custom IC’s. To have those built is typically
very costly and is cost-effective only if the frequency res-
olution required is not provided by any other chip on the
market. Most of the high-end fractional-N synthesizer
chips fall in this category.

4.3. Phase Detector

The phase detector at minimum consists of a phase sen-
sitive circuit such as a double-balanced mixer [90–93].
Such a simple circuit has two disadvantages: (1) it’s not
sensitive to frequency changes and (2) the DC output level
is only 0.7 V per diode in the ring, and therefore, a poor
signal-to-noise ratio can be expected. Today, modern cir-
cuits use a phase discriminator with a charge-pump out-
put. The phase frequency is edge triggered and sensitive
to both phase and frequency changes. Figure 27 shows a
digital phase frequency discriminator with a programma-
ble delay. Under locked condition, the charge pump does
not supply current. Under unlocked condition, the current
at the point CP charges or discharges a capacitor, which is

part of the integrated system and smoothes the output
voltage to become ripple-free. The output from the refer-
ence divider is a pulsetrain with a small duty cycle, and
the input from the frequency divider(/N) is a pulse train
with a very small duty cycle. The duty cycle typically is as
short as a division ratio is high. So, for a division ratio of
1000, the duty cycle is 0.1%, but the repetition frequency
is equal to the output. The charge output, therefore, is also
a very narrow train of pulses that are fed to the loop filter.
The phase detector has to deal with complicated issues
like zero crossings causing instability. The best phase fre-
quency detectors are either TTL or CMOS because they
have a larger voltage output swing. In some cases, the
charge pump is built from discrete components if a very
high performance is required.

4.4. Loop Filter

Loop filters range from a simple lowpass filter to a complex
arrangement of active filters. Figure 28 shows the config-
uration and frequency response of passive and active loop
filters. Figure 29 shows an arrangement of more complex
filters, including their calculations. The charge pumps can
frequently lift with a purely passive filter, as seen in
Fig. 30; however, the DC gain of the active filters provides
better close-in phase noise and tracking. There may be a
penalty if the active circuit is noise; however, the latest
available operation amplifiers have sufficient performance
[94].

Figure 24. Level shifting information for connecting the
various ECL2 and ECL3 stages.

Figure 25. Level shifter diagram to drive
from ECL2 and ECL3 levels.
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5. PHASE LOCKED LOOP DESIGNS

5.1. The Type 2, Second-Order Loop

The following is a derivation of the properties of the type 2,
second-order loop. This means that the loop has two inte-
grators—the diode and the operational amplifier—and it

is built with the order of 2, as can be seen from Fig. 29. The
basic principle to derive the performance for higher-order
loops follows the same principle, although the derivation
is more complicated. Following the math section, we will
show some typical responses [95].

The type 2, the second-order loop uses a loop filter in
the form

FðsÞ¼
1

s

t2sþ 1

t1
ð33Þ

The multiplier 1/s indicates a second integrator, which is
generated by the active amplifier. In Table 1, this is the
type 3 filter. The type 4 filter is mentioned there as a pos-
sible configuration but is not recommended because, as
stated previously, the addition of the pole of the origin
creates difficulties with loop stability and, in most cases,
requires a change from the type 4 to the type 3 filter. One
can consider the type 4 filter as a special case of the type 3
filter, and therefore, it does not have to be treated sepa-
rately. Another possible transfer function is

FðsÞ¼
1

R1C

1þ t2s

s
ð34Þ

with

t2¼R2C ð35Þ

Under these conditions, the magnitude of the transfer
function is

jFðjoÞj ¼
1

R1Co

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ðoR2CÞ2

q
ð36Þ

Figure 26. Shows the block diagram of an advanced digital fractional-N synthesizer.

Figure 27. A digital phase frequency discriminator with a pro-
grammable delay.
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and the phase is

y¼ arctan ðot2Þ � 90� ð37Þ

Again, as if for a practical case, we start off with the design
values on and x, and we have to determine t1 and t2. Tak-
ing an approach similar to that for the type 1, second-
order loop, the results are

t1¼
K

on
ð38Þ

and

t2¼
2z
on

ð39Þ

and

R1¼
t1

C
ð40Þ

and

R2¼
t2

C
ð41Þ

The closed-loop transfer function of a type 2, second-order
PLL with a perfect integrator is

BðsÞ¼
KðR2=R1Þ½sþ ð1=t2Þ�

s2þKðR2=R1Þsþ ðK=t2ÞðR2=R1Þ
ð42Þ

By introducing the terms x and on, the transfer function
now becomes

BðsÞ¼
2zonsþo2

n

s2þ 2zonsþo2
n

ð43Þ

with the abbreviations

on¼
K

t2

R2

R1

� �1=2

rad=s ð44Þ

Figure 28. Circuit and transfer
characteristics of several PLL
filters.

Figure 29. Implementation of different loop filters.
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and

z¼
1

2
Kt2

R2

R1

� �1=2

ð45Þ

and K ¼KyKo=N.
The 3 dB bandwidth of the type 2, second-order loop is

B3 dB¼
on

2p
2z2
þ 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2z2
þ 1Þ2þ 1

q� �1=2

Hz ð46Þ

and the noise bandwidth is

Bn¼
KðR2=R1Þþ 1=t2

4
Hz ð47Þ

Again, we ask the question of the final error and use the
previous error function,

EðsÞ¼
syðsÞ

sþKðR2=R1Þf½sþ ð1=t2Þ�=sg
ð48Þ

or

EðsÞ¼
s2yðsÞ

s2þKðR2=R1Þsþ ðK=t2ÞðR2=R1Þ
ð49Þ

As a result of the perfect integrator, the steady-state error
resulting from a step change in input phase or change of
magnitude of frequency is zero.

If the input frequency is swept with a constant range
change of input frequency ðDo=dtÞ, for yðsÞ¼ ð2Do=dtÞ=s3,
the steady-state phase error is

EðsÞ¼
R1

R2

t2ð2Do=dtÞ

K
rad ð50Þ

The maximum rate at which the VCO frequency can be
swept for maintaining lock is

2Do
dt
¼

N

2t2
4Bn �

1

t2

� �
rad=s ð51Þ

The introduction of N indicates that this is referred to the
VCO rather than to the phase/frequency comparator. In
the previous example of the type 1, first-order loop, we
referred it only to the phase/frequency comparator rather
than to the VCO.

Figure 31 shows the closed-loop response of a type 2,
third-order loop having a phase margin of 101 and with the
optimal 451.

Figure 30. Recommended passive filters for
charge pumps.

Figure 31. Measured spectrum of a synthesizer where the loop
filter is underdamped, resulting in E10 dB increase of the phase
noise at the loop filter bandwidth. In this case, we either do not
meet the 451 phase margin criterion or the filter is too wide, so it
shows the effect of the upconverted reference frequency.
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A phase margin of 101 results in overshoot, which in the
frequency domain would be seen as peaks in the oscillator
noise-sideband spectrum. Needless to say, this is a totally
undesirable effect, and as the operational amplifiers and
other active and passive elements add to this, the loop fil-
ter has to be adjusted after the design is finalized to ac-
commodate the proper resulting phase margin (35–451).
The open-loop gain for different loops can be seen in
Figs. 32 and 33.

5.2. Transient Behavior of Digital Loops Using Tristate Phase
Detectors

5.2.1. Pullin Characteristic. The type 2, second-order
loop is used with either a sample/hold comparator or a
tristate phase/frequency comparator.

We will now determine the transient behavior of this
loop. Figure 34 shows the block diagram.

Very rarely in the literature is a clear distinction be-
tween pullin and lockin characteristics or frequency and
phase acquisition made as a function of the digital phase/
frequency detector. Somehow, all the approximations or
linearizations refer to a sinusoidal phase/frequency com-
parator or its digital equivalent, the exclusive-OR gate.

The tristate phase/frequency comparator follows slight-
ly different mathematical principles. The phase detector
gain is

K 0d¼
Vd

o0
¼

phase detector supply voltage

loop idling frequency

and is valid only in the out-of-lock state and is a somewhat
coarse approximation to the real gain, which, due to non-
linear differential equations, is very difficult to calculate.

However, practical tests show that this approximation
is still fairly accurate. Definitions are

O1ðsÞ¼L½Do1ðtÞ� ðreference input to delta=o detectorÞ

O2ðsÞ¼L½Do2ðtÞ� ðsignal VCO output frequencyÞ

OeðsÞ¼L½oeðtÞ� ðerror frequency at d=o detectorÞ

OeðsÞ¼O1ðsÞ �
O2ðsÞ

N

O2ðsÞ¼ ½O1ðsÞ � OeðsÞ�N

Figure 32. Integrated response for various loops as a function of
the phase margin.

Figure 33. Closed-loop response of a type 2, third-order PLL
having a phase margin of 101.

Figure 34. Block diagram of a digital PLL before lock is
acquired.

3786 PHASE LOCKED OSCILLATORS AND FREQUENCY SYNTHESIZERS



From the circuit above, we obtain

AðsÞ¼OeðsÞK
0
d

BðsÞ¼AðsÞFðsÞ

O2ðsÞ¼BðsÞKo

The error frequency at the detector is

OeðsÞ ¼O1ðsÞN
1

NþKoK 0dFðsÞ
ð52Þ

The signal is stepped in frequency:

O1ðsÞ¼
Do1

s
ðDo1¼magnitude of frequency stepÞ ð53Þ

Active Filter of First Order. If we use an active filter

FðsÞ¼
1þ st2

st1
ð54Þ

and insert this in Equation (51), the error frequency
is

Oe sð Þ ¼Do1N
1

s NþKoK 0d
t2

t1

	 

þ

KoK 0
d

t1

ð55Þ

Utilizing the Laplace transformation, we obtain

oe tð Þ¼Do1
1

1þKoK 0dðt2=t1Þð1=NÞ
exp �

t

ðt1N=KoK 0dÞþ t2

� �

ð56Þ

and

lim
t!0

oeðtÞ¼
Do1N

NþKoK 0dðt2=t1Þ
ð57Þ

lim
t!1

oeðtÞ¼ 0 ð58Þ

Passive Filter of First Order. If we use a passive filter

lim
t!1

oeðtÞ¼ 0 ð59Þ

for the frequency step

O1ðsÞ¼
Do1

s
ð60Þ

the error frequency at the input becomes

OeðsÞ¼Do1N
1

s

1

s½Nðt1þ t2ÞþKoK 0dt2� þ ðNþKoK 0dÞ

�

þ
t1þ t2

s½Nðt1þ t2ÞþKoK 0dt2� þ ðNþKoK 0dÞ

�
ð61Þ

For the first term, we will use the abbreviation A, and
for the second term, we will use the abbreviation B:

A¼
1=½Nðt1þ t2ÞþKoK 0dt2�

s sþ
NþKoK 0d

Nðt1þ t2ÞþKoK 0dt2

�� ð62Þ

B¼

ðt1þ t2Þ

Nðt1þ t2ÞþKoK 0dt2

sþ
NþKoK 0d

Nðt1þ t2ÞþKoK 0dt2

ð63Þ

After the inverse Laplace transformation, our final
result becomes

L�1ðAÞ ¼
1

NþKoK 0d
1� exp �t

NþKoK 0d
Nðt1þ t2Þ þKoK 0dt2

� �� �

ð64Þ

L�1ðBÞ¼
t1þ t2

Nðt1þ t2ÞþKoK 0dt2
exp �t

NþKoK 0d
Nðt1þ t2ÞþKoK 0dt2

� �

ð65Þ

and finally

.

oeðtÞ¼Do1N½L�1ðAÞ þ ðt1þ t2ÞL
�1ðBÞ� ð66Þ

What does the equation mean? We really want to know
how long it takes to pull the VCO frequency to the refer-
ence. Therefore, we want to know the value of t, the time it
takes to be within 2p or less of lock-in range.

The PLL can, at the beginning, have a phase error from
� 2p to þ 2p, and the loop, by accomplishing lock, then
takes care of this phase error.

We can make the reverse assumption for a moment and
ask ourselves, as we have done earlier, how long the loop
stays in phase lock. This is called the pullout range. Again,
we apply signals to the input of the PLL as long as the loop
can follow and the phase error does not become larger
than 2p. Once the error is larger than 2p, the loop jumps
out of lock.

When the loop is out of lock, a beat note occurs at the
output of the loop filter following the phase/frequency de-
tector.

The tristate phase/frequency comparator, however,
works on a different principle, and the pulses generated
and supplied to the charge pump do not allow the gener-
ation of an ac voltage. The output of such a phase/
frequency detector is always unipolar, but relative to
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the value of Vbatt/2, the integrator voltage can be either
positive or negative. If we assume for a moment that this
voltage should be the final voltage under a locked condi-
tion, we will observe that the resulting DC voltage is ei-
ther more negative or more positive relative to this value,
and because of this, the VCO will be ‘‘pulled in’’ to this
final frequency rather than swept in. The swept-in tech-
nique applies only in cases of phase/frequency compara-
tors, where this beat note is being generated. A typical
case would be the exclusive-OR gate or even a sample/hold
comparator. This phenomenon is rarely covered in the lit-
erature and is probably discussed in detail for the first
time in the book by Roland Best [9].

Let us assume now that the VCO has been pulled in to
final frequency to be within 2p of the final frequency, and
the time t is known. The next step is to determine the loc-
kin characteristic.

5.2.2. Lockin Characteristic. We will now determine the
lockin characteristic, and this requires the use of a differ-
ent block diagram. Figure 5, of the section on frequency
synthesizer fundamentals shows the familiar block dia-
gram of the PLL, and we will use the following definitions:

y1ðsÞ¼L½Dd1ðtÞ� ðreference input to d=o detectorÞ

y2ðsÞ¼L½Dd2ðtÞ� ðsignal VCO output phaseÞ

yeðsÞ¼L½deðtÞ� ðphase error at d=o detectorÞ

yðsÞ¼ y1ðsÞ �
y2ðsÞ

N

From the block diagram, the following is apparent:

AðsÞ¼ yeðsÞKd

BðsÞ¼AðsÞFðsÞ

y2ðsÞ¼BðsÞ
Ko

s

The phase error at the detector is

yeðsÞ¼ y1ðsÞ
sN

KoKdFðsÞþ sN
ð67Þ

A step in phase at the input, where the worst-case error is
2p, results in

y1ðsÞ¼ 2p
1

s
ð68Þ

We will now treat the two cases using an active or passive
filter:

Active Filter. The transfer characteristic of the active
filter is

FðsÞ¼
1þ st2

st1
ð69Þ

This results in the following formula for the phase
error at the detector:

yeðsÞ¼ 2p
s

s2þ ðsKoKdt2=t1Þ=Nþ ðKoKd=t1Þ=N
ð70Þ

The polynomial coefficients for the denominator are

a2¼ 1

a1¼ ðKoKdt2=t1Þ=N

a0¼ ðKoKd=t1Þ=N

and we have to find the roots W1 and W2. Expressed
in the form of a polynomial coefficient, the phase error
is

yeðsÞ¼ 2p
s

ðsþW1ÞðsþW2Þ
ð71Þ

After the inverse Laplace transformation has been
performed, the result can be written in the form

deðtÞ¼ 2p
W1e�W1t �W2e�W2t

W1 �W2
ð72Þ

with

lim
t!0

deðtÞ¼2p

and

lim
t!1

deðtÞ¼ 0

The same can be done using a passive filter.

Passive Filter. The transfer function of the passive fil-
ter is

FðsÞ¼
1þ st2

1þ sðt1þ t2Þ
ð73Þ

If we apply the same phase step of 2p as before, the re-
sulting phase error is

yeðsÞ¼ 2p
½1=ðt1þ t2Þ� þ s

s2þ s
NþKoKdt2

Nðt1þ t2Þ
þ

KoKd

Nðt1þ t2Þ

ð74Þ

Again, we have to find the polynomial coefficients, which
are

a2¼ 1

a1¼
NþKoKdt2

Nðt1þ t2Þ

a0¼
KoKd

Nðt1þ t2Þ
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and finally find the roots for W1 and W2. This can be
written in the form

yeðsÞ¼ 2p
1

t1þ t2

1

ðsþW1ÞðsþW2Þ
þ

s

ðsþW1ÞðsþW2Þ

� �

ð75Þ

Now we perform the inverse Laplace transformation
and obtain our result

deðtÞ¼ 2p
1

t1þ t2

e�W1t � e�W2t

W2 �W1
þ

W1e�W1t �W2e�W2t

W1 �W2

� �

ð76Þ

with

lim
t!0

deðtÞ¼ 2p

with

lim
t!1

deðtÞ¼ 0

When analyzing the frequency response for the var-
ious types and orders of PLLs, the phase margin
played an important role. For the transient time, the
type 2, second-order loop can be represented with a
damping factor or, for higher orders, with the phase
margin. Figure 35 shows the normalized output re-
sponse for a damping factor of 0.1 and 0.47. The ide-
al Butterworth response would be a damping factor
of 0.7, which correlates with a phase margin of 451.

5.3. Loop Gain/Transient Response Examples

Given the simple filter shown in Fig. 36 and the param-
eters as listed, the Bode plot is shown in Fig. 37. This
approach can also be translated from a type 1 into a type 2

filter as shown in Fig. 38 and its frequency response as
shown in Fig. 39. The lockin function for this type 2, sec-
ond-order loop with an ideal damping factor of 0.707 (But-
terworth response) is shown in Fig. 40. Figure 41 shows an
actual settling-time measurement. Any deviation from
ideal damping, as we’ll soon see, results in ringing (in an
underdamped system), or, in an overdamped system, the
voltage will crawl to its final value. This system can be
increased in its order by selecting a type 2, third-order
loop using the filter shown in Fig. 42. For an ideal syn-
thesis of the values, the Bode diagram looks as shown in
Fig. 43 and its resulting response is given in Fig. 44.

The order can be increased by adding an additional
low-pass filter after the standard loop filter. The resulting
system is a type 2, fifth-order loop. Figure 45 shows the
Bode diagram or open-loop diagram, and Fig. 46 shows the
locking function. By using a very wide loop bandwidth,
this can be used to clean up microwave oscillators with

Figure 35. Normalized output response of a type 2, second-order
loop with a damping factor of 0.1 and 0.05 for On¼0.631.

Figure 36. Loop filter for a type 1, second-
order synthesizer.
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Figure 37. Type 1, second-order loop
response.

Figure 38. Loop filter for a type 2, second-
order synthesizer.

Figure 39. Response of the type 2, sec-
ond-order loop.
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Figure 40. Lockin function of the type 2,
second-order PLL. It indicates a lock time
of 271ms and an ideal response.

Figure 41. Example of settling-time measurement.

Figure 42. Loop filter for a type 2, third-order
synthesizer.
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inherent comparatively poor phase noise. This cleanup
has a dramatic influence on the performance.

By deviating from the ideal 451 to a phase margin of
331, one obtains the already-mentioned ringing, as is ev-
ident from Fig. 47. The time to settle has grown from 13.3
to 62 ms.

To more fully illustrate the effects of nonideal phase
margin, Figs. 48–51 show the lock-in function of a different
type 2, fifth-order loop configured for phase margins of
251, 351, 451, and 551, respectively.

I have already mentioned that the loop should avoid
‘‘ears’’ (Fig. 31) with poorly designed loop filters. Another
interesting phenomenon is the tradeoff between loop
bandwidth and phase noise. In Fig. 52, the loop band-

width has been made too wide, resulting in a degradation
of the phase noise, but provides faster settling time. By
reducing the loop bandwidth from about 1 kHz to 300 Hz,
only a very slight overshoot remains, improving the phase
noise significantly. This is shown in Fig. 53.

5.4. Practical Circuits

Figure 54 shows a passive filter that is used for a synthe-
sizer chip with constant current output. This chip has a
charge-pump output, which explains the need for the first
capacitor.

Figure 55 shows an active integrator operating at a
reference frequency of several megahertz. The notch filter

Figure 43. Open-loop Bode diagram for the type 2, third-order loop. It fulfills the requirement of
451 phase margin at the 0 dB crossover point, and it corrects the slope down to �10 dB gain.

Figure 44. Lockin function of the
type 2, third-order loop for an ideal
451 phase margin.
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at the output reduces the reference frequency consider-
ably. The notch is about 4.5 MHz.

Figure 56 shows the combination of a phase/frequency
discriminator and a higher order loop filter as used in
more complicated systems, such as fractional division syn-
thesizers.

Figure 57 shows a custom-built phase detector with a
noise floor of better than � 168 dBc/Hz.

6. THE FRACTIONAL-N PRINCIPLE

The principle of the fractional-N PLL synthesizer was
touched previously in Section 2. The following is a numer-
ical example for better understanding.

Example 1. Considering the problem of generating
899.8 MHz using a fractional-N loop with a 50-MHz

reference frequency,

899:8 MHz¼50 MHz Nþ
K

F

� �

The integral part of the division N has to be set to 17, the
fractional part K/F needs to be 996

1000 (the fractional part K/F
is not a integer), and the VCO output has to be divided by
996� every 1000 cycles. This can easily be implemented
by adding the number 0.996 to the contents of an accu-
mulator every cycle. Every time the accumulator over-
flows, the divider divides by 18 rather than by 17. Only the
fractional value of the addition is retained in the phase
accumulator. If we move to the lower band or try to gen-
erate 850.2 MHz, N remains 17 and K/F becomes 4

1000. This
method of using fractional division was first introduced by
using analog implementation and noise cancellation, but
today, it is implemented totally as a digital approach. The
necessary resolution is obtained from the dual modulus
prescaling, which allows for a well-established method for
achieving a high-performance frequency synthesizer op-
erating at UHF and higher frequencies. Dual-modulus
prescaling avoids the loss of resolution in a system com-
pared to a simple prescaler; it allows a VCO step equal to
the value of the reference frequency to be obtained. This
method needs an additional counter, and the dual-modu-
lus prescaler then divides one or two values depending on
the state of its control. The only drawback of prescalers is
the minimum division ratio of the prescaler for approxi-
mately N2. The dual-modulus divider is the key to imple-
menting the fractional-N synthesizer principle. Although
the fractional-N technique appears to have a good poten-
tial of solving the resolution limitation, it is not free of
having its own complications. Typically, an overflow from
the phase accumulator, which is the adder with the output
feedback to the input after being latched, is used to change
the instantaneous division ratio. Each overflow produces a
jitter at the output frequency, caused by the fractional

Figure 45. Bode plot of the fifth-order PLL system for a micro-
wave synthesizer. The theoretical reference suppression is better
than 90 dB.

Figure 46. Lockin function of the fifth-order PLL. Note that the
phase lock time is approximately 13.3ms.

Figure 47. Lockin function of the fifth-order PLL. Note that the
phase margin has been reduced from the ideal 451. This results in
a much longer settling time of 62ms.
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Figure 48. Lockin function of another
type 2, fifth-order loop with a 251 phase
margin. Noticeable ringing occurs, length-
ening the lockin time to 1.86 ms.

Figure 49. Lockin function of the
type 2, fifth-order loop with a 351
phase margin. Ringing still occurs,
but the lockin time has decreased to
1.13 ms.

Figure 50. Lockin function of the
type 2, third-order loop with an ide-
al 451 phase margin. The lockin
time is 686ms.
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division, and is limited to the fractional portion of the de-
sired division ratio.

In our case, we had chosen a stepsize of 200 kHz,
and yet the discrete sidebands vary from 200 kHz for
K=F¼ 4

1000 to 49.8 MHz for K=F¼ 996
1000. It will become the

task of the loop filter to remove those discrete spurious
components. Although in the past the removal of the dis-
crete spurs has been accomplished by using analog tech-
niques, various digital methods are now available. The
microprocessor has to solve the following equation:

N� ¼ Nþ
K

F

� �
¼ NðF � KÞþ ðNþ 1ÞK½ � ð77Þ

Example 2. For Fo¼ 850.2 MHz, we obtain

N� ¼
850:2 MHz

50 MHz
¼ 17:004

Figure 51. Lockin function of the type 2,
fifth-order loop, for a 551 phase margin.
The lock-in time has increased to 915ms.

Figure 52. Comparison between open- and closed-loop noise pre-
diction. Note the overshoot of around 1 kHz off the carrier.

Figure 53. Comparison between open- and closed-loop noise pre-
diction. Note the overshoot at around 300 Hz off the carrier.

Figure 54. Type 1 high-order loop filter used for passive filter
evaluation. The 1-nF capacitor is used for spike suppression as
explained in the text. The filter consists of a lag portion and an
additional lowpass section.
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Figure 56. Phase/frequency discrimi-
nator including an active loop filter ca-
pable of operating up to 100 MHz.

Figure 55. A type 2 high-order fil-
ter with a notch filter to suppress
the discrete reference spurs.

Figure 57. Custom-built phase detec-
tor with a noise floor of better than
�168 dBc/Hz. This phase detector
shows extremely low phase jitter.
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Following the formula above, we further obtain

N� ¼ Nþ
K

F

� �
¼

17ð1000� 4Þþ ð17þ 1Þ� 4½ �

1000

¼
16932þ72½ �

1000
¼ 17:004

Fout¼ 50 MHz�
16932þ 72½ �

1000

¼ 846:6 MHzþ 3:6 MHz

¼ 850:2 MHz

Figure 58. The filter frequency response/phase noise
analysis graph shows the required attenuation for the
reference frequency of 50 MHz and the noise generated
by the sigma–delta converter (three steps) as a func-
tion of the offset frequency. It becomes apparent that
the sigma–delta converter noise dominates above
80 kHz unless attenuated.

Figure 59. Block diagram of the fractional-
N synthesizer built using a custom IC capa-
ble of operation at reference frequencies up
to 150 MHz. The frequency is extensible up
to 3 GHz using binary (C2, C4, C8, etc.) and
fixed-division counters.

Table 2. Modern Spur Suppression Methods

Technique Feature Problem

DAC phase
estimation

Cancel spur
by DAC

Analog mismatch

Pulse generation Insert pulses Interpolation jitter
Phase interpolation Inherent fractional

divider
Interpolation jitter

Random jittering Randomize divider Frequency jitter
Sigma–delta

modulation
Modulate division

ratio
Quantization noise
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By increasing the number of accumulators, frequency res-
olution much below 1 Hz stepsize is possible with the same
switching speed.

There is an interesting, generic problem associated
with all fractional-N synthesizers. Assume for a moment
that we use our 50-MHz reference and generate a
550-MHz output frequency. This means that our division
factor is 11. Aside from reference-frequency sidebands
(750 MHz) and harmonics, there will be no unwanted
spurious frequencies. Of course, the reference sidebands
will be suppressed by the loop filter by more than 90 dB.
For reasons of phase noise and switching speed, a loop
bandwidth of 100 kHz has been considered. Now, taking
advantage of the fractional-N principle say that we want
to operate at an offset of 30 kHz (550.03 MHz). With this
new output frequency, the inherent spurious-signal reduc-
tion mechanism in the fractional-N chip limits the reduc-
tion to about 55 dB. Part of the reason why the spurious-
signal suppression is less in this case is that the phase–
frequency detector acts as a mixer, collecting both the
50-MHz reference (and its harmonics) and 550.03 MHz.
Mixing the 11th reference harmonic (550 MHz) and the
output frequency (550.03 MHz) results in output at
30 kHz; as the loop bandwidth is 100 kHz, it adds nothing
to the suppression of this signal. To solve this, we could
consider narrowing the loop bandwidth to 10% of the off-

set. A 30 kHz offset would equate to a loop bandwidth of
3 kHz, at which the loop speed might still be acceptable,
but for a 1-Hz offset, the necessary loop bandwidth of
100 Hz would make the loop too slow. A better way is to
use a different reference frequency—one that would place
the resulting spurious product considerably outside the
100-kHz loop filter window. If, for instance, we used a 49-
MHz reference, multiplication by 11 would result in
539 MHz. Mixing this with 550.03 MHz would result in
spurious signals at 711.03 MHz, a frequency so far out-
side the loop bandwidth that it would essentially disap-
pear. Starting with a VHF, low-phase-noise crystal
oscillator, such as 130 MHz, one can implement an intel-
ligent reference-frequency selection to avoid these discrete
spurious signals. An additional method of reducing the
spurious contents is maintaining a division ratio greater
than 12 in all cases. Actual tests have shown that these
reference-based spurious frequencies can be repeatedly
suppressed by 80–90 dB.

6.1. Spur Suppression Techniques

Although several methods have been proposed in the lit-
erature, the method of reducing the noise by using a sig-
ma–delta modulator has shown to be most promising. The
concept is to get rid of the low-frequency phase error by
rapidly switching the division ratio to eliminate the grad-

Figure 60. Detailed block diagram of the inner workings of the fractional-N-division synthesizer
chip.
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ual phase error at the discriminator input. By changing
the division ratio rapidly between different values, the
phase errors occur in both polarities, positive as well as
negative, and at an accelerated rate that explains the
phenomenon of high-frequency noise pushup. This noise,
which is converted to a voltage by the phase/frequency
discriminator and loop filter, is filtered out by the lowpass
filter. The main problem associated with this noise shap-
ing technique is that the noise power rises rapidly with
frequency. Figure 58 shows noise contributions with such
a sigma–delta modulator in place.

On the other hand, we can now, for the first time, build
a single-loop synthesizer with switching times as fast as
6 ms and very little phase-noise deterioration inside the
loop bandwidth, as seen in Fig. 58. As this system main-
tains the good phase noise of the ceramic-resonator-based
oscillator, the resulting performance is significantly better
than the phase noise expected from high-end signal gen-
erators. However, this method does not allow us to in-
crease the loop bandwidth beyond the 100-kHz limit,
where the noise contribution of the sigma–delta modula-
tor takes over.

Table 2 shows some of the modern spur suppression
methods. These three-stage sigma–delta methods with
larger accumulators have the most potential.

The power spectral response of the phase noise for the
three-stage sigma–delta modulator is calculated from

Lðf Þ¼
ð2pÞ2

12� fref
� 2 sin

pf

fref

� �� �2ðn�1Þ

rad2=Hz ð78Þ

where n is the number of the stage of the cascaded sigma–
delta modulator. Equation (78) shows that the phase noise
resulting from the fractional controller is attenuated to
negligible levels close to the center frequency, and further
from the center frequency, the phase noise is increased
rapidly and must be filtered out prior to the tuning input
of the VCO to prevent unacceptable degradation of spec-
tral purity. A loop filter must be used to filter the noise in
the PLL loop. Figure 58 showed the plot of the phase noise
versus the offset frequency from the center frequency. A
fractional-N synthesizer with a three-stage sigma–delta
modulator as shown in Fig. 59 has been built. The

Figure 61. Composite phase noise of the fractional-N synthesizer system, including all noise and
spurious signals generated within the system. The discrete spurious of 7 kHz is due to the non-
linearity of the phase detector. Its value needs to be corrected by 20.58 dB to a lesser value because
of the bandwidth of the FFT analyzer.
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synthesizer consists of a phase/frequency detector, an ac-
tive lowpass filter (LPF), a voltage-controlled oscillator
(VCO), a dual-modulus prescaler, a three-stage sigma–del-
ta modulator, and a buffer. Figure 60 shows the inner
workings of the chip in greater detail.

After designing, building, and predicting the phase
noise performance of this synthesizer, it becomes clear
that measuring the phase noise of such a system becomes
tricky. Standard measurement techniques that use a ref-
erence synthesizer will not provide enough resolution be-
cause there are no synthesized signal generators on the
market sufficiently good enough to measure such low val-
ues of phase noise. Therefore, a comb generator is needed
that would take the output of the oscillator and multiply
this up 10–20 times.

Figure 61 shows a simulated phase noise and termina-
tion of spurious outputs for the fraction-N-division syn-
thesizer with SD converter. At the moment, it is unclear if
the PLL with DDS or the fractional-N-division synthesizer
principle with SD converter is the winning approach. The
DDS typically requires two or three loops and is much
more expensive, while the fractional-N approach requires
only one loop and is a very intelligent spurious removal
circuit, and high-end solutions are typically custom built
[96–111].
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PHASE NOISE AND MEASUREMENTS

HENG-CHIA CHANG

RF System, Blue 7
Communications, Inc.

Fremont, California

1. INTRODUCTION TO PHASE NOISE THEORY

In modern communications phase noise has challenged
the wireless communication circuits and systems on the
performance. Phase noise has been known to limit the
operating range, precision, and sensitivity of various
communication systems, such as the radars and satellite
communications. Before characterizing the phase noise
and its limit on the systems, one must know some math-
ematical expressions and terminology of phase noise. Here
we are only interested in phase noise (or phase fluctua-
tion) and neglect amplitude fluctuation. The signal of
interest can be expressed as

uðtÞ¼A cosðyðtÞÞ ¼A cosðy0ðtÞþ dyðtÞÞ

¼A cosð2pf0tþ dyðtÞÞ¼A cosð2pðf0þ df ÞtÞ
ð1Þ

where A is the amplitude of the voltage signal, y0 the
signal phase, and f0 the signal frequency, respectively.
dyðtÞ and df ðtÞ are the phase and frequency fluctuation
of the signal around the nominal phase y0ðtÞ¼ 2pf0t
and frequency f0, respectively. The averaged output
power of the signal expressed in (1) is P0¼A2=ð2RLÞ,
where RL is the output load resistance in the measure-
ment system.

The phase noise of the signal can be characterized in
either frequency or time domain. In the frequency domain,
phase noise is related to the spectral density of the phase
or frequency fluctuation in the signal [2–8]. In the time
domain, the phase noise is characterized by using the
jitter instead, as the zero crossing of the signal is easily
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measured. In the following, we characterize the phase
noise only in the frequency domain.

1.1. Phase Noise Expression

Phase or frequency fluctuations in the signals can be
characterized in frequency domain by using Fourier trans-
form. From (1), one has

dyðtÞ¼ 2pdf ðtÞt ð2Þ

Because such fluctuations are random or stochastic in
nature, one needs to calculate the power spectral density
of the phase fluctuation dyðtÞ [or frequency fluctuation
df ðtÞ]. From the Wiener–Khintchine theorem, the
autocorrelation and power spectral density of dyðtÞ are
defined as

RyðtÞ 
hdy
�
ðtÞdyðtþ tÞi

Syðom¼ 2pfmÞ 


Z 1

�1

RyðtÞe�jomt dt¼Ft½RyðtÞ�
ð3Þ

respectively, where / S is the ensemble average, (*) is the
complex conjugate, and t is the time delay. The Fourier
transform of (2) is defined as

Ft½df ðtÞ�¼ ~dfdf ðfmÞ¼

Z 1

�1

df ðtÞe�|2pfmt dt

¼Ft
1

2p
dðdyðtÞÞ

dt

� �
¼

1

2p
ð|2pf mÞ

~dydyðfmÞ

ð4Þ

where Ft denotes the Fourier transform of t from the time
domain to the frequency domain, (B) the spectral variable,
fm is the noise offset frequency relative to the carrier
frequency f0, and the subscript ‘‘m’’ denotes the modula-
tion caused by the noise source.

The phase fluctuation dy(t) is assumed ergodic random
process, where the time average is equal to its ensemble

average. Thus, one has

RyðtÞ ¼ h dy
�
ðtÞdyðtþ tÞ i

¼

Z 1

�1

dy�ðtÞdyðtþ tÞdt

¼

Z 1

�1

Z 1

�1

~ddy�ðomÞe
�|omegamtdom

� �

Z 1

�1

~ddyðo0mÞe
|o0mðtþ tÞdo0m

� �
dt

¼

Z 1

�1

Z 1

�1

Z 1

�1

~ddy�ðomÞ
~ddyðo0mÞe

|ðo0m�omÞte|o
0
mtdt domdo0m

¼

Z 1

�1

Z 1

�1

~ddy�ðomÞ
~ddyðo0mÞdðo

0
m � omÞe

|o0mtdomdo0m

¼

Z 1

�1

~ddy�ðomÞ
~ddyðomÞe

|omtdom

¼

Z 1

�1

~ddyðomÞ
�� ��2e|omtdom

¼F�1
om
½j~ddyðomÞj

2� ð5Þ

where
R1
�1

e|ðo
0
m�omÞt dt ¼ dðo0m � omÞ and F�1

om
is the in-

verse Fourier transform of om from the frequency domain
to the time domain. Then the power spectral density of the
phase fluctuation dy(t) becomes

Syðom¼ 2pf mÞ ¼ Ft½RyðtÞ�

¼Ft½F
�1
om
½j~ddyðomÞj

2��

¼ hj ~dydyðomÞj
2

i

ð6Þ

In typical phase noise measurements, the power spectral
density of the phase fluctuation (or phase noise) is mea-
sured relative to the averaged signal power P0 at the
carrier frequency o0¼ 2pf 0. One can obtain the spectral
density of the phase fluctuations (i.e., the phase noise or

(a)

L C

Resonator

V

−Gd(|V|)

GL

Load LoadNoise
resistance

Active
device

Noise
Admittance

Ynoise =
Gnoise + jBnoise

+

−

(b)

L C

Resonator

RL

Active
device

Zn

−Rd(|V|)

V

+

−

Figure 1. The oscillator phase noise model with noise admittance or resistance dependent on the oscillator equivalent circuits.
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PM noise) and frequency fluctuations (i.e., FM noise)

Syðf mÞ 
 hj
~ddyðf mÞj

2 i =P0 ð7Þ

Sf ðfmÞ 
hj
~dfdf ðfmÞj

2i=P0¼ f 2
mhj

~ddyðfmÞj
2i=P0

¼ f 2
mSyðfmÞ

ð8Þ

respectively.

1.2. Free-Running Oscillator Result

The oscillator has been the driving force of modern com-
munication systems, and it can be modeled by the equiva-
lent circuits shown in Figs. 1a and 1b to obtain important
phase noise features. The active device is modeled by a
negative conductance or resistance embedded in parallel
or series-resonant circuits, respectively. The negative con-
ductance —Gd(|V|) or resistance —Rd(|V|) is assumed to
be independent of frequency, but dependent on the oscilla-
tion signal amplitude nonlinearly. Here we only use the
parallel-resonant circuit model to derive the noise as
illustration. The noise source of the oscillator can be
modeled by adding the noise conductance or resistance
[7,8]. The same derivation can be applied to series-reso-
nant oscillator model. The circuit equation of parallel-
resonant oscillator model is

C
dV

dt
þ

1

L

Z
V dtþ ðGL �GdðjVjÞ þYnÞV ¼ 0 ð9Þ

The integral of this equation can be approximated by
integration by parts [6] to give

Z
V dt¼ �

2|V

o0
þ

1

o2
0

dV

dt
þ � � � ð10Þ

By substituting (10) into (9), o2
0¼ 1=ðLCÞ, and Q¼o0C=GL

(the Q factor of a parallel-resonant circuit), one can obtain

dV

dt
¼ |o0V �

o0

2Q
1�

GdðjVjÞ

GL

� �
V �

o0Yn

2QGL
V ð11Þ

where the Q factor of the oscillator is high enough so that
the oscillation frequency is close to o0. The output signal
of the oscillator can be expressed as

VðtÞ¼AðtÞe|yðtÞ ð12Þ

where A(t) and y(t) are the amplitude and phase, respec-
tively. Then the imaginary and real parts of (11) with (12)
become the phase and amplitude dynamics

dy
dt
¼o0 �

o0

2Q
Bn ð13Þ

dA

dt
¼ �

o0

2Q
1�

Gd

GL

� �
A�

o0

2Q
GnA ð14Þ

respectively, where Gn¼Gnoise=GL and Bn¼Bnoise=GL.
The amplitude saturation constant a is modeled as

1�
GdðjVjÞ

GL
	 �mp 1�

A2

a2

� �
ð15Þ

and the subscript ‘‘p’’ denotes the parallel-resonant oscil-
lator model.

For noise analysis, the equations above are perturbed
by substituting A! ÂAþ dA and y! ŷyþ dy into (13) and
(14), where ðÂA; ŷyÞ are the steady-state solutions to (13) and
(14) and ðdA; dyÞ are the amplitude and phase fluctua-
tions, respectively. Assuming small fluctuations, the equa-
tions can be linearized around ðÂA; ŷyÞ to become

ddyðtÞ
dt
¼ �

o0

2Q
BnðtÞ ð16Þ

ddAðtÞ

dt
¼ �

o0

2Q
mp 1�

3ÂA2

a2

 !
dAðtÞ

�
o0

2Q
ÂAGnðtÞ

ð17Þ

where o3 dB¼o0=ð2QÞ is the half the full-width half-max-
imum frequency of the oscillator. By Fourier transforming
these equations, one can obtain

|om

o3dB

~ddy¼ � ~BBn ð18Þ

|om

o3 dB
� mp 1� 3

ÂA2

a2

 !" #
fdAdA¼ � ÂA ~GGn ð19Þ

Therefore, from the previous phase noise expressions one
can obtain the PM noise of single free-running oscillator

hj~ddyj2iuncoupled¼
hj ~BBnj

2i

ðom=o3dBÞ
2

ð20Þ

and the AM noise

hjfdAdAj2iuncoupled¼
ÂA2hj ~GGnj

2i

ðom=o3dBÞ
2
þm2

p 3
ÂA2

a2
� 1

 !2
ð21Þ

where a and ÂA are the free-running oscillator amplitude
and the steady-state amplitude after coupling, respectively.

These results have the same form as those in Kuroka-
wa’s and Schlosser’s papers [4,5]. Note that for most
oscillators, noise close to the carrier ðom5o3 dBÞ is domi-
nated by phase noise. This somewhat justifies our neglect
of amplitude noise and AM-to-PM conversion [8].
The result (20) features prominently in the following
derivations.
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1.3. Leeson’s Model and Noise Admittance/Resistance

The noise admittance (or noise resistance) has been used
to model the intrinsic oscillator noise sources, and the
theory matches very well with the experimental results.
However, Leeson’s oscillator model, shown in Fig. 2, has
often been used because it explains the power-law spectral
density of the phase noise in real oscillators. Here we will
compare our oscillator noise admittance (or resistance)
model with Leeson’s oscillator model and determine the
equivalence between these two models.

The Leeson’s model consists of an amplifier with a
feedback loop. The amplifier has a noise figure F, and
the feedback is a tank circuit with a transfer function

LðomÞ¼
1

1þ |
om

o3 dB

� � ð22Þ

where o3 dB¼o0/2Q is the half the 3 dB bandwidth of the
resonator tank circuit, and Q is the Q factor of the
resonator, and o0 is the free-running oscillator frequency
and the center resonance frequency of the resonator. The
power spectral density of the ergodic internal oscillator
phase uncertainty is

~VV2
n ðomÞ¼FkTB ð23Þ

and the phase fluctuation spectral density in Leeson’s
model is

hj~ddy0ðomÞj
2i¼

~VV2
n ðomÞ

1� LðomÞ
�� ��2

¼FkTB 1þ
o3 dB

om

� �2
 ! ð24Þ

where k is the Boltzmann constant, T is the absolute
temperature of the oscillator, and B¼ 1 for a 1 Hz band-
width. Under the standard room temperature, kTB¼ –
174 dBm/Hz. In (23) (-) denotes the time average of the
signal. If the noise offset frequency omoo3 dB, the oscilla-
tor phase noise is ~VV2

n=ðom=o3 dBÞ
2. If the noise offset

frequency om4o3 dB, the oscillator phase noise becomes
the thermal noise floor ~VV2

n, and the feedback inside the
oscillator has no effect.

The phase noise of the single free-running oscillator
from the oscillator noise admittance/resistance model is

hj~ddy0ðomÞj
2i¼ hj~ddyiðomÞj

2iuncoupled

¼
hj ~BBnðomÞj

2i

om

o3 dB

� �2
ð25Þ

After comparing Leeson’s model with our noise admit-
tance model, we have

hj ~BBnðomÞj
2i¼FkTB ð26Þ

In the oscillator admittance/resistance model, the ther-
mal noise floor is not included in the derivation. One can
include the thermal noise floor into the noise expression
by multiplying the correction factor

Correction factor¼

1þ
o3 dB

om

� �2

o3 dB

om

� �2
ð27Þ

with our phase fluctuation spectral density
hj~ddy0ðom¼ 2pfmÞj

2i, and then we have the same results
as Leeson’s model. If 1/f flicker noise contribution is
considered, one can set

hj ~BBnðomÞj
2i¼FkTB 1þ

oc

om

� �
ð28Þ

where oc is the corner frequency for 1/f flicker noise.
In the typical phase noise measurements, the normal-

ized [in 1 Hz bandwidth (BW)] single-sideband noise
power, d in dBc/Hz, is often used, and it is defined as

dðfmÞ¼
Nð1 Hz BWÞ

P0
ð29Þ

where N (1 Hz BW) is the noise power with corrections at
fm (where fm¼om/(2p) is the noise offset frequency in Hz),
and P0 is the carrier power.

The relationship between d (fm) and hj~ddy0ðomÞj
2i can be

written as

dðfmÞ¼
hj~ddy0ðom¼ 2pfmÞj

2i

2P0
ð30Þ

where the factor of 2 is used, because d ðfmÞ is the single-
sideband noise power instead of double sideband, and P0 is
the averaged oscillator power at carrier frequency.
Therefore, the spectral density of phase fluctuation is

L(�m)

Vn(�m)
~

�0(�m)
~

+
+

Figure 2. Leeson’s model for oscillator phase noise.
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defined as

SyðfmÞ¼
hj~ddy0ðom¼ 2pfmÞj

2i

P0

¼ 2dðfmÞ

ð31Þ

where Sy is in the unit of rad2/Hz.
From the preceding definitions, if the 1/f flicker noise

and thermal noise floor are included in our oscillator
model, the measured oscillator phase noise becomes

dðfmÞ¼
FkTB

2P0
1 þ

fc

fm

� �
1þ

f3 dB

fm

� �2
 !

¼
FkTB

2P0|fflffl{zfflffl}
thermal noise floor

þ
FkTB

2P0

fc

fm

� �

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
flicker phase noise

þ
FkTB

2P0

f 2
3 dB

f 2
m

� �

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
thermal phase noise

þ
FkTB

2P0

fcf
2
3 dB

f 3
m

� �

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
upconverted 1=f noise

ð32Þ

where fm is the noise offset frequency in Hz. The first term
in this equation is thermal noise floor, the second term is
flicker phase noise, the third term is thermal phase noise
(which is our main concern), and the fourth term is
upconverted 1/f noise or flicker phase noise in the oscilla-
tor phase noise. The SSB phase noise with different noise
source contributions versus the noise offset frequency is
shown in Fig. 3. Here one can find that the noise admit-
tance/resistance model is consistent with Leeson’s model.

2. MEASUREMENT TECHNIQUES

Phase noise measurement is very important for testing
and verifying the design of circuits and systems. However,
the phase noise measurement often takes much time and
money for the related expensive equipments. Many so-
phisticated techniques are used to obtain the phase noise
results. Here the author only explains several popular
methods and the related basic ideas, including the

spectrum analyzer, frequency discriminator, and double-
balanced mixer methods.

2.1. Spectrum Analyzer

The spectrum analyzer is the most direct way to measure
the phase noise of the device under test. The spectrum
analyzer needs to have enough dynamic range for the
input signal, and its internal local oscillator phase noise of
the spectrum analyzer is less than the device under test
[9–12]. The output frequency of the device under test is
also required to be reasonably stable during the test. The
measured phase noise by spectrum analyzer can be ob-
tained from (29)

dðfmÞ¼ 10 log10ðPSSBÞ � 10 log10ðP0Þ ð33Þ

where PSSB is the single-sidedband noise spectral power
reading and P0 is the carrier spectral power reading from
the spectrum analyzer.

The schematic diagram of the typical spectrum analy-
zer is shown in Fig. 4. Several factors affect the measure-
ment sensitivity. There is an input attenuator in the
spectrum analyzer, and it should be set to minimum (or
zero) in order to increase the signal-to-noise ratio (SNR)
for optimum measurement sensitivity. The resolution
bandwidth (RBW) also affects the SNR, and it should be
set to minimum for optimum SNR of the measurement
system. The RBW is the bandwidth of the intermediate-
frequency (IF) filter following the first gain stage (or the
mixer) of the analyzer. After setting the input attenuation
and RBW to minimum, one can set the video bandwidth
(VBW) to minimum in order to view the signal close to the
noise level, even though the video bandwidth does not
affect the noise level. The video bandwidth is the band-
width of the video filter used to reduce or smooth out the
fluctuation of the input noisy signal displayed on the
screen of the analyzer.

However, Eq. (33) is not complete because several
correction factors are not included. The nonideal IF filter
has a filter rolloff, which affects the IF bandwidth and then
the resolution bandwidth. The correction factor due to the
IF filter rolloff is expressed as �10 log10ðc1 � RBWÞ, where
c1 is the parameter dependent on the specific spectrum
analyzer. The spectrum analyzer has logarithmic IF gain
stage that amplifies the noise peaks less than the rest of
the noise signal. The correction factor due to the logarithm
IF gain stage is c2. Thus, the modified phase noise is

dðfmÞ¼ 10 log10ðPSSBÞ � 10 log10ðP0Þ

� 10 log10ðc1 . RBWÞ

þ c2

ð34Þ

The factors c1 and c2 depend on different spectrum analy-
zer designs and their specifications.

2.2. Frequency Discriminator

The frequency discriminator method is a sensitive techni-
que used to measure Sf(fm). The measurement setup of

£(fm)

1/f 3
m

1/f 2
m

1/f0
m

1/fm

Noise offset frequency (HZ)
fm

SSB Phase noise (dBc/Hz)

Figure 3. The SSB (single-sideband) oscillator phase noise spec-
trum versus the noise offset frequency.
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frequency discriminator method is shown in Fig. 5a and
5b. The signal of the oscillator under test is
V1ðtÞ¼A1 cosðo1tþ dy1ðtÞÞ, and that of the reference oscil-
lator is V2ðtÞ¼A2 cosðo2tþ dy2ðtÞÞ. These two signals are
mixed and passed through the lowpass filter and the
frequency discriminator. Several methods are used to
implement the frequency discriminator. In Fig. 5(a) one

can use the op-amp to implement the frequency discrimi-
nator with transfer function HðsÞ¼ � sRC, and s¼ |o. The
output signal of the discriminator is VfdðtÞ¼K 0ðo1 � o2Þþ

K 0dðdy1ðtÞ � dy2ðtÞÞ=dt. In Fig. 5(b) a delay-line cable,
a phase shifter, a power divider, and a mixer are used as
a frequency discriminator. The output signal of the dis-
criminator is VfdðtÞ¼K 0ðo1 � o2ÞþK 0ðdy1ðtÞ � dy1ðt� tÞþ

Oscillator
under test

Spectrum analyzer

Variable
attenuator

Mixer Mixer Mixer

BPF BPF

IF Amplifier
IF

Filter

Log
amplifier

Display

YIG
Oscillator

Sweep
control

Figure 4. The spectrum analyzer method for phase noise measurement.
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Figure 5. The frequency discriminator method for phase noise measurement.
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dy2ðtÞ � dy2ðt� tÞÞ 	 K 0ðo1 � o2ÞþK 0tdðdy1ðtÞ � dy2ðtÞÞ=dt,
where the approximation dyðt� tÞ 	 dyðtÞ � tdðdyðtÞÞ=dt is
used. The delay t of the delay-line cable can be measured
by the time-domain reflectometer. The signal after
the LNA can be expressed as VLNAðtÞ¼Kðo1 � o2Þþ

Kdðdy1ðtÞ � dy2ðtÞÞ=dt. The parameter K includes the sig-
nal amplitudes of the device under test and the reference
oscillator signal, the mixer, the frequency discriminator
conversion gain, and the LNA gain. The phase noise (or
frequency noise) introduced by the LNA is assumed
negligible as compared to the device under test or the
reference oscillator signal. The signal Kðo1 � o2Þ can be
treated as a DC offset and filtered out, as long as the
output frequencies o1 and o2 are reasonably stable.

The output signal of the LNA, Kdðdy1ðtÞ � dy2ðtÞÞ=
dt¼Kðdf1ðtÞ � df2ðtÞÞ, is applied to a low-frequency spec-
trum analyzer. In the frequency domain, the desired
signal becomes Kð ~dfdf 1ðfmÞ �

~dfdf 2ðfmÞÞ, where (B) is a spectral
variable and fm is the noise offset frequency relative to the
carrier frequency. Since the frequency fluctuations ~dfdf 1ðfmÞ

and ~dfdf 2ðfmÞ are uncorrelated, the combined RMS (root-

mean-squared) ~dfdf RMS¼K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j ~dfdf 1ðfmÞj

2þ j ~dfdf 2ðfmÞj
2

q
. The

spectrum analyzer normally displays the spectral power,
and the display is ð ~dfdf RMSÞ

2
¼ ðKÞ2ðj ~dfdf 1ðfmÞj

2þ j ~dfdf 2ðfmÞj
2Þ.

The phase (or frequency) fluctuation of the reference
oscillator is much less than that of the device under test
[i.e., j ~dfdf 2ðfmÞj5j

~dfdf 1ðfmÞj�, and ð ~dfdf RMSÞ
2
	 ðKÞ2j ~dfdf 1ðfmÞj

2. The
low-frequency spectrum analyzer with more exquisite
embedded functions can calculate the noise sideband
power relative to the carrier power to obtain
dðfmÞ¼SyðfmÞ=2¼Sf ðfmÞ=ð2f 2

mÞ from (8).

2.3. Double-Balanced Mixer

The double-balance mixer method shown in Fig. 6 is also a
sensitive method used to measure the phase noise without
frequency discriminator [1,9]. The frequency difference
error is used to lock the reference oscillator to the device
under test. The reference oscillator frequency can be
tuned as close to the device frequency under test (i.e.,
o1Do2) in order to maintain constant phase difference

between the input signal phase and the reference oscilla-
tor phase. The output signal of the lowpass filter becomes
VLPFðtÞ ¼ � ðKmA1A2=2Þ sin ðdy1ðtÞ � dy2ðtÞÞ 	 �ðKmA1A2=2Þ
ðdy1ðtÞ � dy2ðtÞÞ, where ðdy1ðtÞ � dy2ðtÞÞ is assumed very
small, and Km includes the mixer conversion gain and
the filter gain. The spectrum analyzer normally displays
the spectral power, and the display is ð ~dfdf RMSÞ

2
¼ ðKmA1A2=2Þ

2

ð j ~dfdf 1ðfmÞj
2þ j ~dfdf 2ðfmÞj

2Þ. The phase (or frequency) fluctua-
tion of the reference oscillator is much less than that
of the device under test [i.e., j ~dfdf 2ðfmÞj5j

~dfdf 1ðfmÞj] and
ð ~dfdf RMSÞ

2
	 ðKÞ2j ~dfdf 1ðfmÞj

2. The reference oscillator noise
can track that of the device noise under test inside
the loop bandwidth. The noise of those two oscillators
has no correlation outside the loop bandwidth. However,
the Q factor of the stable reference oscillator is very
high and its phase noise is very low from (20), so its tuning
range is very small. The double-balanced mixer method
is suitable for the device under test only with operating
frequency as close as possible to that of the reference
oscillator.

For the these measurement methods, one can find that
the spectrum analyzer is the most direct method, but
requires some correction factors on the test results. The
frequency discriminator and double-balanced mixer meth-
ods also require good mixers, lowpass filter, bandpass
filters, and LNAs (low-noise amplifiers). The double-ba-
lanced mixer method is more suitable for the input signal
stable frequency as close as possible to the reference
oscillator frequency. Figure 7 is the illustrated measured
phase noise result of the X-band microwave oscillator
fabricated in microstrip circuit, and the frequency discri-
minator method is used.

3. CONCLUSIONS

Phase noise has been a very important design considera-
tion in modern communication systems. The phase noise
in the oscillators has dominated the system performance
and one must characterize the oscillator phase noise by
theory and measurement. The brief phase noise theory

Oscillator under test

V1(t)=A1cos(�1t+�1(t))

V2(t)=A2cos(�2t+�2(t)−�/2)

(KmA1A2/2)cos[(�1−�2)t+�1(t)−�2(t)+�/2]
VLNA(t)

LNA

Mixer LPF £(fm)

Reference oscillator

Adjust
line

Tuning port
Amplifier

Spectrum
analyzer

VoltmeterG1

Figure 6. The double-balanced mixer method for phase noise measurement.
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and measurement techniques are presented in this article.
The oscillator phase noise can be modeled by using either
the noise conductance (or resistance) or Leeson’s model
[2–8], as the consistence between these two models is
illustrated.

Several popular measurement methods are illustrated
and explained, including the Spectrum analyzer, fre-
quency discriminator, and double-balanced mixer method
[9–13]. The advantages and disadvantages of these meth-
ods are explained. One can obtain accurate phase noise
results by using one of the measurement methods de-
scribed above carefully after considering the limits and
requirements of each method. There are many phase noise
model and theory in the literature, and the readers can
find more details and references in the review and tutorial
articles [1,14–18].
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PHASE SHIFTERS

FRANCO DE FLAVIIS

University of California at
Los Angeles

A microwave phase shifter is a two-port device capable of
producing a true delay of a microwave signal flowing
through it. The produced time delay can be fixed or ad-
justable, and the phase shifter is accordingly called fixed
phase shifter or tunable phase shifter. The geometry of the
phase shifter is intimately related to the guiding structure
that is used to design it and is also related to the opera-
tional frequency. Most phase shifters are realized in wave-
guides or in planar structures. Electrically, a phase shifter
can be characterized by its scattering parameters matrix.
The scattering matrix for an ideal phase shifter (see Fig. 1)
takes the form

S¼
0 e�jf1

e�jf2 0

" #
ð1Þ

The signal arriving at port 1 will appear at port 2 with a
phase shift f1 without being reflected at port 1 and with
no attenuation, while the signal arriving at port 2 will
appear at port 1 with phase shift f2 and without reflection
or attenuation.

In general, f1af2 and the phase shifter is called non-
reciprocal, and if f1¼f2 the phase shifter is called recip-
rocal. In practice it is impossible to achieve perfect
matching at the two ports (no reflection) and to avoid
some attenuation while the signal flows through the phase
shifter. For these reasons the scattering matrix of a real
phase shifter can be written in general as

S¼
S11 S21j je�jf1

S12j je�jf2 S22

" #
ð2Þ

The attenuation of the microwave signal due to the pres-
ence of the phase shifter can be calculated from its S pa-
rameters, and it is expressed in decibels as

ðInsertion lossÞ1¼ 20 log S21j j ð3Þ

ðInsertion lossÞ2¼ 20 log S12j j ð4Þ

The subscripts 1 and 2, respectively, refer to the phase
shifter when the input signal is at port 1 or port 2. The
mismatch is expressed as standing-wave ratio (VSWR) at

each port and is given by

ðVSWRÞ1¼
1þ S11j j

1� S11j j
ð5Þ

ðVSWRÞ2¼
1þ S22j j

1� S22j j
ð6Þ

In order to evaluate the performance of a phase shifter, it
is necessary to introduce a quality factor. For a phase
shifter operating at a specific frequency we can define a
figure of merit as the ratio between the maximum phase
shift (in degrees) and the corresponding attenuation in dB
at that frequency. This parameter can be expressed as

figure of merit¼
Dðphase S21Þ

S21j j
ð7Þ

The performance of a phase shifter can be measured using
a standard S parameter setup, including a network ana-
lyzer and a test-set of calibration standards suitable for
the specific guiding structure [1].

1. PHASE SHIFTER CLASSIFICATION

A first classification of a phase shifter can be based on its
phase shifting capability, according to which it can be
identified as fixed or adjustable. A fixed phase shifter will
provide a constant phase change between the two ports,
while an adjustable phase shifter will provide a phase
change between the ports which can be controlled me-
chanically or electrically. Further classification for the ad-
justable type is based on electrical performance and
operational principle. Within the adjustable phase shift-
ers we can distinguish between those where the phase
change is achieved through a mechanical tuning and those
where the change is obtained with an electrical signal.
Furthermore, for the electrically tunable type we can dis-
tinguish between those where the phase can be changed
continuously (analog) and those where the phase can only
be changed by discrete steps (digital). Figure 2 shows a
graphical classification of different types of phase shifters.

2. PHASE SHIFTER PERFORMANCE

In the evaluation of a phase shifter performance, besides
the quantities derived from its S parameters such as in-
sertion loss, quality factor, and VSWR, other quantities
are important for practical design. Below we discuss such
parameters and their corresponding meaning.

* Operational Bandwidth. This is defined as the 3 dB
bandwidth (2), which is expressed as the frequency
range in which the insertion loss is contained within
3 dB change.

* Power-Handling Capabilities. This is expressed as
the maximum power that can flow in the phase shift-
er without overheating its components or without in-
troducing nonlinear phenomena due to the amplitude

b1 = S11a1 + S12a2

a1

Port 1 Port 2

b2 = S21a1 + S22a2

a2

S11 S12

S21 S22

Figure 1. Phase shifter viewed as a two-port device.
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of the microwave field. This second limitation is par-
ticularly important for phase shifters which employ
discrete devices such as field-effect transistors (FETs)
or diodes.

* Switching Speed. This is the time needed by the
phase shifter to switch between two different states,
usually at the two ends of the achievable phase shift
(larger allowable jump).

* Temperature Sensitivity. This expresses the sensitiv-
ity in terms of degree of phase shift degradation
per 1C change. This parameter should be small to
avoid the necessity to adopt thermal compensation.

* Physical Size. This parameter can be very important,
especially when the phase shifter is employed in a
radar system where thousands of units are required.
Physical dimensions and weight must be minimized
even at the cost of other parameters. As an example,
think of a radar system that needs to be mounted on
the frontside of a jet fighter.

3. FIXED PHASE SHIFTERS

A fixed phase shifter must provide a constant phase
change between its two ports. Theoretically any transmis-
sion line would be suitable for producing such a function
as illustrated in Fig. 3. For instance, in the X band [1] a
coaxial cable could be used as a fixed phase shifter, while
in the Ku band a waveguide can be employed for the same
purpose. In many applications, it is desirable to achieve a
differential phase shift between two lines having the same

length. For this purpose, lines with different time delays
must be used. A possible approach to this problem is to
change the propagation constant of the line, loading it
with lumped or distributed elements. So if b1 is the prop-
agation constant of the unloaded line and b2 is the prop-
agation constant of the loaded one, the achieved
differential phase shift will be given by [3]

Df¼ ðb1 � b2Þx ð8Þ

where x is the length of the line. So the basic idea in the
realization of this type of phase shifter is to change the
propagation constant of the transmission line by properly
loading it. As an example, consider the realization of a
fixed phase shifter in circular waveguide geometry. The
waveguide is loaded with metal inserts as shown in Fig. 4.
The equivalent circuits for the loaded and unloaded cases,
assuming that the guide is operating with the fundamen-
tal mode TE11 [4], are reported in Fig. 5. Both lines have
the same length, and the differential phase shift between
the two TE11 modes is related to the normalized suscep-

Phase shifters

Electrical

Tunable

Digital

Fixed

Analog

Mechanical

SemiconductorFerrite SemiconductorFerrite Ferroelectric

Waveguide Coaxial Planar

Waveguide Planar Waveguide WaveguidePlanar Planar PlanarMonolithicPlanar

Waveguide Coaxial Planar

Figure 2. Phase shifter classification chart.

Port 1 Port 2

x

βV1 V2 = V1e – j�x

Figure 3. Transmission line acting as a phase shifter.

Unloaded line Loaded line

45°

E E

Figure 4. Loaded circular waveguide.
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tance of the loads [5] by the following equations:

BB¼
BB

Y0
¼

sin 2bx� sin ð2bxþDfÞ

sin2 bx
ð9Þ

BA¼
BA

Y0
¼

sin Df cos bx� ð1� cos DfÞ sin bx

sin bx sinð2bxþDfÞ
ð10Þ

The use of Eqs. (9) and (10) allows one to design the loads
necessary to achieve a desired phase shift. Using a similar
concept, depending on the transmission line geometry,
different type of loads can be devised as shown in Fig. 6.
A quarter-wave transformer is used to avoid reflection at
the load interface. Figures 6a and 6b show realization in
circular waveguide geometry using dielectric or metallic
loads, while Figs. 6c and 6d are rectangular waveguide
geometry using dielectric loads.

4. MECHANICALLY TUNED PHASE SHIFTERS

Mechanically tunable phase shifters are capable of vary-
ing the signal delay in a transmission line using some

moving parts. The specific geometry depends on the oper-
ational frequency and on the guiding structure. As an ex-
ample, three classical implementations—a coaxial cable, a
waveguide, and a microstrip line, respectively—are out-
lined below.

4.1. Coaxial Cable Phase Shifter

In a coaxial cable the dominant mode is TEM (see ELECTRO-
MAGNETIC FIELD MEASUREMENT) [6], so the phase of the
signal propagating over a length between two cable end-
points is given by

f¼
o

ffiffiffiffi
er
p

c
x ð11Þ

where x is the cable length, o is the operating frequency, er

is the dielectric constant of the inner core of the cable, and
c is the speed of light in free space. A Dx change in its
length will produce a change in phase (Df) between the
two cable endpoints expressed by

Df¼
o

ffiffiffiffi
er
p

c
Dx ð12Þ

Figure 7 illustrates a section view of this type of phase
shifter. To allow for the stretch, the coaxial cable has con-
centric airlines which can slide one into another, main-
taining the characteristic impedance of the cable constant
while changing length.

4.2. Waveguide Phase Shifter

In waveguide geometry, one way of obtaining a tunable
phase shift without changing its length is to change the
effective dielectric constant in some region of the guide,
inserting a movable dielectric slab. Figure 8 illustrates
one version of this mechanical tunable phase shifter. The
insertion of the flap in the center of the waveguide, where
the electric field is maximum assuming that the funda-
mental mode is propagating, will delay the signal, pro-
ducing a phase shift. This type of device is only usable
with some restrictions, since the thickness of the flap and
its dielectric constant must be calculated to avoid the
propagation of higher-order modes (i.e., TE30). A simple
equation for the design of this type of phase shifter, which
avoids higher modes, was proposed by Gardiol [7] and
leads to the following relation:

ffiffiffiffi
er
p

tan½pða� dÞ=lc� ¼ cotðp
ffiffiffiffi
er
p

d=lcÞ ð13Þ

Based on the same concept, it is possible to have a movable
dielectric inside a rectangular waveguide operating with

Port 1 Port 2

Y0

β1 β2
Port 1

Unloaded

x x

Loaded

Port 2

Y0 Y0jBA jBB jBA

Figure 5. Equivalent circuits for loaded and
unloaded circular waveguides operating with
the fundamental mode.

Impedance
transformer

Dielectric
slab

Dielectric
slab

Impedance
transformer

Impedance
transformer

Dielectric load

Metal
plates

(c) (d)

(a) (b)

Figure 6. Different types of loaded transmission line.
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the fundamental mode TE10 as shown in Fig. 9, where the
interaction of the field with the dielectric will be maximum
when the plate is in the center of the guide (maximum
delay corresponding to maximum phase shift) and mini-
mum when it is on the sidewalls. Proper design of the l/4
transformer [8] is necessary to avoid reflections at the
phase shifter interface.

4.3. Microstrip Phase Shifter

For the microstrip geometry a mechanically tuned phase
shifter was proposed by Joines [9]. In this geometry it is
possible to achieve a phase shift by changing the dielectric
constant of the substrate above and below the strip as de-
picted in Fig. 10.

The change in the dielectric constant will induce a
change in the propagation constant, and consequently dif-
ferent phase shifts will be achieved. This structure is at-
tractive because it yields a continuous phase shift while
maintaining the characteristic impedance constant. If we
observe its section view depicted in Fig. 10, we notice that
by a proper design of the thicknesses t1 and t2, accordingly
with the dielectric constant [9], it is possible to keep the
characteristic impedance of the strip constant while
changing its propagation constant.

These are just a few examples of mechanically tunable
phase shifters; of course, many others are possible, but the
basic concept on which they operate is the same and can be
summarized as follows. In order to obtain a phase shift, it
is necessary to delay the electric signal independently
from the type of guiding structure used. This can be
achieved in two ways; one way is to change the physical
length of the transmission line Dx that produces a delay of

the signal at the output port, inducing a phase shift
change given by Df¼ bDx. In the second case, a change
of the wave propagation velocity obtained by changing the
propagation constant of the line Db will produce a phase
shift at the output port given by Df¼Dbx.

5. ELECTRICALLY TUNED PHASE SHIFTERS

In electrically tuned phase shifters the phase change is
controlled by an electric signal (driving signal) such as a
voltage or a current. Since no moving parts are involved in
the phase control process, electrically controlled phase
shifters can achieve faster phase shift compared to me-
chanical ones. They can be subdivided into two major cat-
egories—digital and analog—depending on the type of
control on the phase shift they provide. One of the most
important application of electrically tuned phase shifters
is the so-called phased-array system. A phased-array sys-
tem is an array of antennas of which by electronically
controlling the phase of the electromagnetic signal at each
antenna element one can change its pointing direction. As
an example, let us consider a linear array of antenna as
illustrated in Fig. 11. If all the elements are excited with
the same phase signal, the radiated signal adds coherently
and forms a wave front parallel to the array direction (line
joining all the elements). The beam pointing direction is
perpendicular to the wavefront, so the radiated beam will
point in a broadside direction. In a phased array, this di-
rection is adjustable by acting on the phase of the electro-
magnetic signal at the aperture of each radiating element.
In a linear array with equispaced elements the beam can

Movable slab

Moving screw

Figure 9. Dielectric loaded rectangular waveguide phase shifter.

a

b

t
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Dielectric slab

TE10

t

Figure 8. Mechanically tuned waveguide phase shifter.
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Figure 7. Mechanically tuned coaxial phase shifter.
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be steered by introducing a progressive phase shift be-
tween successive elements. If y0 is the scan angle with re-
spect to the broadside direction, then the phase delay to be
introduced between adjacent antenna apertures can be
calculated from

Df¼
o
c

d sin y0 ð14Þ

where d is the element spacing and c is the free space light
speed. For scanning the beam continuously, Df is varied
by analog phase shifters; and for switching the beam from
one scan angle to another, Df is varied in discrete steps by
digital phase shifters. The same principle applies to pla-
nar array for achieving three-dimensional scanning and
switching.

5.1. Digital Phase Shifters

Digital phase shifters use electronic devices such as pin
diodes or FETs as switching elements; this allows the dig-
ital phase shifter to direct the microwave signal through
paths of different length, obtaining in this way the phase
shift. The use of a pin diode as a switching circuit allows
biasing of the diode forward (to obtain a trough) or reverse
(to obtain a open circuit) by means of a dedicated bias cir-
cuitry. In a similar way, an FET channel can be switched

on or off by proper bias [10]. The use of FETs and diodes
allows four basic designs. The simplest one is shown in
Fig. 12, where the shift is obtained by switching the signal
between two different length transmission lines; Fig. 12
also shows a microstrip implementation of this type. The
phase shift is proportional to the difference between the
length of the two lines and is given by Df¼Dxb. In a sim-
ilar way, as shown in Fig. 13, the use of different loads on
the transmission lines, which are switched on and off by
the diodes, allows a phase change between the biased and
unbiased condition (Df) related to the impedance of the
line (Z0) and to the susceptance of the loads (B) according
to the relation [5]

Df¼2 arctan
Bn

1� B2
n=2

� �
ð15Þ

where Bn¼Z0B. A microstrip implementation of this cir-
cuit is also shown in Fig. 13; the reactive and inductive
loads are obtained using open stubs of different length,
and their values can be calculated for a given susceptance
using [11]

B¼Zs cot
2pf

ffiffiffiffi
er
p

c
ls

� �
ð16Þ
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Figure 10. Microstrip mechanically tuned phase shifter.
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where Zs is the stub impedance, f is the operation fre-
quency, er is the relative dielectric constant, ls is the stub
length, and c is the speed of light in free space. Another
design using a pin diode in combination with a 901 hybrid
circuit is illustrated in Fig. 14. In this case the differential
phase shift obtained between the biased and unbiased
condition is given by

Df¼ b
x

2
ð17Þ

The bias circuit must be designed carefully here, in order
to avoid degradation of performance and direct-current
(DC) leaks. The bias circuit must allow biasing of all the
active devices independently, while insulating the DC bi-
asing signal from the radiofrequency (RF) signal. A simple
design for a microstrip topology is illustrated in Fig. 15.
The two DC blocks are acting as series capacitors for the
RF signal, allowing the RF to go through the diode while
stopping the DC component from the rest of the circuit.
The two l/2 high-impedance microstrip lines are operating
as an open stub [11]. At the microstrip junction they will
result in an open circuit transparent to the microwave

signal while allowing the DC signal to provide the neces-
sary bias for the diode. The high impedance of the open
stub makes it look like an open circuit for a larger band-
width [11].

The use of FETs as a switching element is similar to
that of the pin diode: The source and drain are grounded
(only for the DC signal). In the off state, the gate-source
and the gate-drain capacitances are equal. Because of this,
the drain is not isolated from the gate terminal. In real
circuits, the bias network is configured so as to provide
high impedance for the RF at the gate terminal. This is
achieved by using a lowpass filter such that it presents an
effective RF open at the gate. This arrangement is shown
in Fig. 16.

Because digital phase shifters only allow discrete phase
jumps, a cascade of them must be used when high resolu-
tion in the phase change is desired. Figure 17 shows a
typical arrangement and the corresponding phase shift
states for a 4-bit phase shifter, capable of giving phase
jumps with an increment of 22.51 and a maximum phase
shift of 3601. By increasing the number of phase shifters,
higher resolution is achievable. The maximum achievable
resolution will obviously depend on the number of phase

RF signal
input

Phase
shifter

7∆φ 6∆φ 5∆φ 4∆φ 3∆φ 2∆φ 0°

00θ

∆φ Antenna

d

Equiphase front

Beam direction

Power
splitter

Figure 11. Beamsteering concept using a phase shifter at each radiating element.
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shifters and is expressed by the relation

Dfmin¼
2p
2n

ð18Þ

where n is the number of discrete phase shifters.

5.2. Analog Phase Shifters

Analog phase shifters allow time-delay control of a micro-
wave signal by using an electric driving signal. They differ
from digital phase shifters due to their capability to pro-

RF input

Bias line

x1

x2

x2

x1

RF output

Bias line

Pin diode

RF output

Figure 12. Pin diode type of electrically controlled digital phase shifter.

RF input
−jB jB −jB jB

Common bias

Bias line

Bias line

λ /4

λ /4

Common bias

RF output

RF input Pin diode RF output

Dc blocking
capacitor

Figure 13. Loaded pin diode electrically tuned digital phase shifter.
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vide continuous phase delay control. This characteristic is
very attractive when a fixed phase resolution is impracti-
cal to use. Consider as an example the received signal
coming from a broadcast TV, as illustrated in Fig. 18. Be-
cause a multiple reflection path exist, a double image is
received. One possible solution to overcome the problem is
to use two receiving antennas and by proper adjustment of
the phase difference between them eliminate the reflected
signal. Because of the random nature of the delay, only a
continuous adjustable phase shifter can be employed.

Electrically analog tunable phase shifters can be sub-
divided in three major subcategories as illustrated in
Fig. 2. A description of the operational principle for each
of them is provided below.

5.3. Ferrite Phase Shifters

Ferrite phase shifters are employed in a waveguide or a
planar structure. They operate using the ferrite property
of nonlinear dependence between magnetization (B) and
magnetic field (H). Ferrites are nonlinear and nonrecipro-
cal magnetic materials composed of a mixture of divalent
metal and iron oxide having the general chemical struc-
ture

MOþFe2O3 ð19Þ

where M is a divalent metal such as manganese, magne-
sium, nickel, or iron. They exhibit a hysteresis B–H de-
pendence as reported in Fig. 19. To explain how ferrites
are used in phase shifters, it is not necessary to describe in
detail the material properties, which are well documented
in Refs. 12 and 13. The nonlinear H–m dependence will be
exhibited as shown in Fig. 19. The permeability at specific
magnetization value (H�) can therefore be calculated as

m¼ m0þ
@B

@H

����
H¼H�

ð20Þ

In general the ferrite permeability takes the form of a
tensor because of the nonreciprocal behavior. The ele-
ments of this tensor are a function of the applied magnet-
ic field. When the magnitude or direction of the magnetic
field is changed, the permeability of the ferrite changes,
thereby changing the propagation constant of the electro-
magnetic wave. Phase shift is a consequence of the change
in the propagation constant brought about by electroni-
cally controlling the applied magnetic field. For a more
extensive and complete treatment of ferrite properties at
microwave frequencies, see Refs. 14 and 15. As direct ap-
plication of this concept, a waveguide ferrite loaded phase
shifter is described. The geometry of the device is shown in
Fig. 20, the magnetization of the ferrite is achieved using a

RF input RF output

2 k ΩΩ 2 k ΩΩ

Dc block

Pin diode

Bias

�/2

Figure 15. Bias circuit of pin-diode-type phase shifter.
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RF GNDBias line

3 dB, 90°
Hybrid coupler

0°

0°

90°

90°

x /2

RF output
RF GNDBias line

x /2

Figure 14. Pin diode and 901 hybrid circuit type of electrically controlled digital phase shifter.

PHASE SHIFTERS 3817



current loop around the ferrite slab (with the aid of
a biasing wire). The ferrite is placed in the waveguide in
such a way to maximize the interaction with the existing
magnetic field in the guide. For waveguide operating with
the fundamental mode (TE10), the magnetic field will be
maximum at 1

4 and 3
4 of the longitudinal section of the guide

[6] as illustrated in Fig. 20. Because the magnetic field has
opposite direction at those sections, an asymmetric bias
(see Fig. 20) will be necessary in order to obtain a phase
shift. This is done using a current flowing in the two wires
in opposite directions. Another concept is to use different
geometries as illustrated in Fig. 21. The cross section
depicted in Fig. 21a is an extension of the one shown in

Fig. 20; the difference is that the ferrite is placed where
the maximum magnetic field exists at the bottom and top
of the guide. This allows a reduction of the mismatch with
the empty waveguide, making easier the design of the
matching circuit. Also in this case as illustrated in the
figure, a differential bias of the ferrite must be used.
Figure 21b is also based on a similar concept; but the
asymmetric bias is replaced by an asymmetric geometry,
so the ferrite is only placed on one side of the guide. Fur-
ther improvement toward the matching for this structure
is obtained in the case of Fig. 21c. Several versions of a
planar structure that employ ferrites as tunable elements
have been proposed [16–18]. Even though in principle
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Figure 16. Bias circuit for an FET type of phase shifter.
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those structures work, most ferrite phase shifters current-
ly constructed use waveguide geometry.

Another operational principle for the ferrite reciprocal
phase shifters is to use Faraday rotation to produce time
delay of microwave signal. This type of phase shifter was
at first proposed by Reggia and Spencer [19] and is illus-
trated in Fig. 22. Several modifications of the original form
were proposed later, but the basic operative principle re-
mains the same. In this phase shifter a longitudinal ferrite
toroid is placed in the longitudinal section of a rectangular
waveguide (see Fig. 22). The magnetic biasing field is pro-
duced by an external magnetization circuit. It is well
known that when a linearly polarized wave propagates
in a ferromagnetic rod, the plane of polarization of the
wave in the rod rotates. Now if the rod is placed inside a
rectangular waveguide with one of its dimension at cutoff,
then the rotational effect is suppressed (for small-size rod).
Reggia and Spencer have demonstrated large changes
in insertion phase with external magnetic field bias
for the transmitted power. They also demonstrated that
the phase variations are independent of the propagation

direction. Many other authors investigated the theory
beyond this effect [20,21]. Practical design of the Reggia–
Spencer phase shifter is mostly based on approxi-
mate equations [22] that consider the phase shift as
a consequence of a small perturbation in the effective
permeability.

5.4. Ferroelectric Phase Shifters

In ferroelectric phase shifters the phase shift capability of
ferroelectric materials results from the fact that if we are
below their Curie temperature [23,24] (see FERROELEC-

TRICS), the dielectric constant of such a material can be
modulated under the effect of an electric bias field. Par-
ticularly, if the electric field is applied perpendicularly to
the direction of propagation of the electromagnetic signal,
the propagation constant (b¼ 2p/l) of the signal will de-
pend on the bias field since b¼ 2p

ffiffiffiffi
er
p

=l0 and er¼ erðVbiasÞ.
The total wave delay will become a function of the bias
field, and therefore this will produce a phase shift Df¼
Dbl, where l is the length of the line. Two major imple-
mentations of a ferroelectric phase shifter have been used:
waveguide geometry and planar structures. In waveguide
geometry the ferroelectric material is placed inside a
waveguide as illustrated in Fig. 23. A voltage is applied
to the center conductor, creating a vertical electric field to
the grounded flange. The matching layer must be placed
on either side of the sample to couple the RF energy in and
out of the material. These rectangular layers of dielectric
are needed in the design of the phase shifter because of the
impedance mismatch between air and the high permit-
tivity ferroelectric. One problem in the use of this type of
setup is the high bias required (typically 1–2 kV) due to
the thickness of the material. Ferroelectrics require a bias

Broadcast TV
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Multiple image Single image

Multiple path
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Φ

Figure 18. Phase shift recovering for a multiple-path reflected
signal.
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H H
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µ µ µ δB
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Figure 19. Nonlinear B–H dependence and correspondent
m–H dependence.

Magnetic
field lines

Biasing
wire

Ferrite
slabs

H

Figure 20. Nonreciprocal waveguide ferrite phase shifter.
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voltage of the order 2–4 V/mm in order to significantly
change their dielectric constant [25,26].

Use of the planar type of ferroelectric material in micro-
strip geometry avoids this problem as demonstrated in
Ref. 27. The geometry is illustrated in Fig. 24. The active
part of the device consists of a microstrip line printed on a
ferroelectric substrate whose dielectric constant is chan-
ged by bias. The length of the strip determines the max-
imum phase shift achievable for a fixed change of the
propagation constant (Db), associated with the maximum
bias voltage. The complete design of this type of phase
shifter is reported in Ref. 28. To reduce the required bias,
the ferroelectric material has a thickness of the order of
0.1–0.2 mm, allowing bias voltage of a few hundred volts.
As in the case of the pin-diode phase shifter, attention
must be dedicated to the design of the biasing circuit, to
avoid leakage of the DC voltage in the RF circuit.

5.5. Varactor Diode Phase Shifter

In varactor diode phase shifters a varactor diode is used as
a variable-capacitance element. This variable capacitance
is obtained through a voltage-tuned capacitance of the di-
ode under a reverse-bias condition [24]. The varactor diode
is used in combination with a hybrid coupled circuit as
illustrated in Fig. 25a. The 3 dB 901 hybrid circuit is sym-
metrically terminated with the diodes. If X is the reac-
tance of the diode, the reflection coefficient can be
calculated as [11]

G¼
jX=Z0 � 1

jX=Z0þ 1
ð21Þ

and the corresponding phase of the reflection coefficient is
given by

f¼ p� 2 arctanðX=ZÞ ð22Þ
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Figure 21. Different types of nonreciprocal waveguide ferrite
phase shifter.
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Figure 23. Waveguide ferroelectric type of analog phase shifter.
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where Z0 is the characteristic impedance of the transmis-
sion line (50O typically). We notice that in order to obtain
a phase variation in the range going from 0 to 2p, the re-
actance of the diode must go from �N to 0 to þN and
the maximum change of phase is obtained when X¼ 0.
Hence, in order to obtain a maximum phase shift, the
diode must be connected in series with an inductive load to
allow resonance (X¼ 0); this can be achieved with a stub
as illustrated in Fig. 25b for a microstrip realization. The

impedance of the reflecting termination (diode and stub) is
given by

Z¼Rdþ j Zs tan bls �
1

oCd

� �
ð23Þ

where Rd and Cd are the equivalent parameters of the di-
ode, and Zs and ls are the stub characteristic impedance
and length, respectively. The associated reflection coeffi-
cient is calculated from

G¼
Rd � Z0þ jX

RdþZ0þ jX
ð24Þ

As the bias voltage changes from 0 to a negative value, Cd

goes from Cd,max to Cd,min, giving a change of X expressed
by

DX ¼
1

oCd;min
�

1

oCd;max
ð25Þ

For such change of X the correspondent phase change can
be obtained as

jDfj ¼ 4 arctan
DX

2Z0

� �
ð26Þ

Also at X¼ 0 (resonance condition) a maximum insertion
loss due to Rd will occur. The corresponding attenuation in
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Figure 24. Microstrip ferroelectric type of analog phase shifter.
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this circumstance is

adB¼ 20 log10

1þRd=Z0

1� Rd=Z0

� �
ð27Þ

The figure of merit (F) for the analyzed structure is calcu-
lated as

F¼
jDfjdeg

adB
ð28Þ

A possible improvement of the presented structure can be
obtained using two series varactor diodes as presented in
Ref. 29. the operational principle remains the same, but a
larger change in the capacitance is obtained.

5.6. Active Phase Shifter

Use of FET in an analog phase shifter [30] allows one to
take advantage of the gain of the FET at microwave fre-
quencies, while producing the time delay at the same time.
Figure 26 shows the topology of this kind of phase shifter.
The phase variation in the transmission coefficient (S21) is
achieved by controlling the bias voltage at the gate of the
FET. The bias voltage is applied on the second gate of the
FET, while a fixed inductive load is connected to it. The
bias voltage will change the capacitance between the first
gate (G1) and the source, and this will change the ampli-
tude and phase of the S21. One limitation of this topology
is the narrow bandwidth that is achieved. Use of more
complicated topologies as reported in Ref. 31 will allow
larger bandwidth and larger phase shifting capabilities.
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1. INTRODUCTION

In 1987, E. Yablonovitch suggested that a dielectric me-
dium with a periodic index of refraction in the three di-
mensions would make it feasible to inhibit the
spontaneous emission from an excited atom, provided a
sufficient refractive index contrast was achieved [1]. This
phenomenon occurs because the periodicity of the medium
gives rise to a frequency region where electromagnetic
(EM) radiation is suppressed regardless of the wavevector
(direction of incidence). This frequency region is usually
called the photonic bandgap (PBG) as it is the classical
wave equivalent to the electronic bandgap for electrons in
semiconductors. Since this seminal work, the number of
publications related to PBG materials and applications
has doubled every year.

The first step after the publication of the Yablonovitch’s
work was intended to find a three-dimensional (3D) com-
posite that could allow a complete 3D PBG. The micro-
wave regime was chosen to fabricate the first 3D
structures because they can be more easily manufactured
and tested than their optical counterparts, taking into ac-
count that the fundamental length is on the order of mil-
limeters instead of micrometers. The first choice was a
face-centered cubic (fcc) lattice of air spheres in a high-
index (n¼ 3.5) dielectric material as the rounded shape of
the Brillouin zone of the fcc lattice contributes to the ap-
pearance of a full 3D PBG [2]. Following this approach, a
number of structures with different filling factors and re-
fractive indices were fabricated and tested owing to the
lack of numerical tools that could ease the design. For one
of these structures (86% filling factor), Yablonovitch was

able to identify experimentally a 1-GHz-width 3D PBG
centered at 15 GHz between the first two bands [2], which
validated his own theoretical predictions 2 years earlier.
These experimental results were confirmed by two theo-
retical works in which the photonic band diagram of the
structure measured in Ref. 2 was calculated by employing
a plane-wave expansion (PWE) method with a scalar ap-
proximation of the EM fields [3,4]. However, after this ap-
parent success several authors pointed out that if a full-
vector approximation were used to obtain the photonic
bands by means of the PWE approach, the PBG observed
experimentally would be merely a pseudo-PBG [5,6], due
to degeneracy of the first bands near the W and U sym-
metry points. These disappointing theoretical results gave
rise to some controversy but, at the end of 1990, the first
structure possessing a complete 3D PBG was discov-
ered:the diamond lattice of dielectric spheres [7]. From
this discovery until the present the investigation field re-
lated to PBG materials has experienced such a growing
interest that many authors have pointed out that these
materials could give rise to a technological revolution sim-
ilar to that caused by semiconductors in the mid twentieth
century [8].

2. FUNDAMENTALS OF PHOTONIC BANDGAP

PBG materials can be classified as one-dimensional (1D),
two-dimensional (2D), or (3D) depending on the directions
of periodicity of the index of refraction. A 3D PBG struc-
ture is necessary to achieve a complete PBG. However, 2D
PBG structures such as planar photonic crystals that can
have an in-plane PBG [9] have attained great success as
they are easier to fabricate (use of conventional techniques
employed in microelectronics) and to test than 3D ones
such as inverted opals [10] or woodpile structures [11,12].

As mentioned above, PBG materials can be designed to
work in any spectral regime, from microwaves to infrared
frequencies, due to the scaling properties of the Maxwell
equations [13]. The materials must have only an appro-
priate index of refraction and low absorption losses in the
selected spectral regime. For example, materials such as
silica, silicon, or III–V composites are commonly used to
implement PBG circuits working at optical frequencies [9–
12,14]. On the other hand, in the microwave regime the
most extensive choice has been the use of alumina (Al2O3)
because of its high refractive index and low absorption
losses [15]. 2D and 3D lattices of alumina rods have been
widely used to study PBG-based phenomena [16–20] that
have been demonstrated experimentally first in the mi-
crowave domain and then in the optical domain, for the
reasons explained previously. For example, the existence
of localized modes and the guiding of light through linear
defects were first demonstrated in the microwave regime
using 2D lattices of alumina rods [12,21]. Some years la-
ter, these same phenomena were measured in the optical
domain using more sophisticated procedures [22].

The two most important EM properties of PBG struc-
ture are (1) the existence of the PBG where no propagation
states exist owing to the destructive interaction between
multiple EM waves reflected and refracted in all interfaces
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of the composite and (2) the existence of EM modes that
can propagate without scattering through the periodic
composite despite the high-index contrast at the materials
interfaces. These modes propagate in the form of Bloch
waves [23]: a plane wave modulated by a periodic function
with a periodicity the same as that of the PBG structure.
Because of the property of wavevector conservation, a
Bloch wave can propagate losslessly through a perfectly
periodic dielectric structure. The photonic bands of a PBG
composite show all the Bloch modes that can propagate in
the composite and thus fully characterize the EM behavior
of the PBG structure. The photonic bands of a given PBG
structure can be obtained from the so-called master equa-
tion [13]

r�
1

eðrÞ
r�HðrÞ

� �
¼

o
c

� �2
HðrÞ ð1Þ

where eðrÞ is the permittivity in the region under consid-
eration, H(r) is the magnetic field, o the optical frequency,
and c the light speed in vacuum. A detailed procedure on
how to obtain Eq. (1) can be found in Ref. 13.

To better understand the EM properties of PBG com-
posites, let us analyze a typical PBG structure:a 2D ar-
rangement of high-index cylinders with radius r in air
forming a hexagonal lattice with lattice constant a, such
as that shown in Fig. 1a. The structure is formed by the
periodic repetition of the unit cell (see Fig. 1b) in a plane.
The high-symmetry directions are denoted as GM and GK.
Figure 1c depicts the first Brillouin zone in the reciprocal
space corresponding to the hexagonal lattice, including
the high-symmetry points and the irreducible Brillouin
zone (highlighted triangle). All these concepts are similar
to those employed in solid-state physics to describe the
electronic properties of crystals [24]. In a 2D PBG struc-
ture such as that depicted in Fig. 1a, EM modes can be
classified into transverse electric (TE) and transverse
magnetic (TM) polarizations as the system is invariant
under reflections through the plane perpendicular to the
cylinders’ axes [13]. In general, it is assumed that the
waves are confined in the plane of periodicity, so the wave
vector in the normal direction is zero. For TM (TE) modes
the electric (magnetic) field is parallel to the rods’ axes and
the magnetic (electric) field is in the periodicity plane. The
behavior of TM and TE modes is quite different; a PBG
may exist for TE modes and not for TM ones, or vice versa.
Furthermore, a periodic structure of high-index cylinders
in air (such as that shown in Fig. 1) benefits the appear-
ance of PBGs for TM modes, whereas a 2D lattice of air-
holes in a high-index material has PBGs mainly for TE
modes [13]. Figure 2a shows the photonic bands of the
structure described in Fig. 1 for TM modes. The bands
have been obtained by employing the PWE method to
solve Eq. (1) [7]. The parameters have been chosen as r¼
0.133a and e¼10.3, as in the PBG circuits described be-
low. On the horizontal axis (abscissa) the wavevector at
the boundary of the irreducible Brillouin zone is repre-
sented; on the vertical axis (ordinate) the frequency of the
modes is represented in normalized units of a/l, where l is
the wavelength in vacuum. It is usual to represent the

photonic bands in terms of these normalized dimension-
less units, as this representation is independent of
the frequency regime where the PBG structure works.
From the band diagram and properly selecting a, the PBG

Figure 1. (a) Schematic of a 2D PBG structure consisting of high-
index cylinders in air distributed in an hexagonal arrangement;
(b) hexagonal lattice of the PBG structure, showing the unit cell,
the lattice constant a, and the high-symmetry directions GM and
GK; (c) Brillouin zone of the hexagonal lattice in the reciprocal
space, with the high-symmetry points (G, M, and K) and the irre-
ducible Brillouin zone (highlighted triangle). (This figure is avail-
able in full color at http://www.mrw.interscience.wiley.com/erfme.)
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structure can be designed to have a PBG in a given fre-
quency range (from microwaves to the infrared). Figure 2a
shows a frequency range of 0.37–0.55 [a/l] where no pho-
tonic bands exist regardless of the wavevector. Then, in
this region there exists a PBG for TM-polarized waves.
This can also be demonstrated by obtaining the transmis-
sion spectrum of the proposed PBG structure. To this end,
the finite-difference time-domain (FDTD) method [25] can
be employed. This method allows one to resolve numeri-
cally the Maxwell equations in the time domain in a finite
spatial region. Figure 2b shows the transmission spec-
trum of a PBG structure such as that whose photonic
bands are shown in Fig. 2a. The wave propagates along
the GM direction and the crystal has a thickness of seven
layers in this direction (see inset of Fig. 2b). It can be ob-
served that there is a low-transmission region correspond-
ing to the TM PBG shown in Fig. 2a. The ripple in the
transmission region between 0.55 and 0.63 [a/l] (where
the second photonic band is excited) is due to the reflec-
tivity at both facets of the PBG structure that behaves as a
Fabry–Perot cavity. There are two other low-transmission
regions (0.63–0.76 [a/l] and 0.86–0.95 [a/l]) corresponding
to pseudo-PBGs in the GM direction, that is, PBGs that
exist for wavevectors along GM but not along GK, which
can also be identified in the photonic bands. The total
transmission in a PBG or a pseudo-PBG is not actually
zero because the PBG structure has a finite thickness and
modes with frequencies inside the PBG are evanescent
inside the crystal and their amplitudes decrease exponen-
tially as they enter the crystal. This can be observed in
more detail in Fig. 3, which shows the distribution of the
electric field component parallel to the cylinder axis when
a plane wave impinges on the PBG structure under study.
Two different cases are taken into account; in Fig. 3a the
frequency of the wave is 0.58 [a/l], so there exists an al-
lowed Bloch mode (see Fig. 2a) that is excited when the
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Figure 2. (a) Photonic bands of a 2D hexagonal PBG structure of
cylinders (e¼10:3, r¼0.133a) in air (PWE method); (b) transmis-
sion response of the previous PBG structure along the GM direc-
tion (seven layers) obtained with an FDTD method. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)

Figure 3. Distribution of the vertical component of the electric field (TM polarization) for a 2D hexagonal PBG structure of cylinders
(e¼10:3, r¼0.133a) in air when a monochromatic wave impinges from above and is directed upward along the GM direction: (a) 0.58 [a/l]
(guided band); (b) 0.5 [a/l] (inside the PBG). (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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plane wave enters the crystal; in Fig. 3b the frequency is
0.5 [a/l], inside the PBG, so the incident wave cannot en-
ter the crystal as there is no mode that can be excited and
the wave is mainly reflected backward whereas a expo-
nentially attenuated signal penetrates inside the crystal
in the form of an evanescent wave.

Most of the applications related to PBG composites are
related to the insertion of defects inside the otherwise pe-
riodic structure, as occurs with the doping of impurities in
semiconductors. For example, the insertion of a point de-
fect in a 3D PBG composite breaks the 3D periodicity and
can give rise to the presence of a localized EM mode with
frequency inside the PBG. This phenomenon was first in-
vestigated by Yablonovitch et al., who developed a PBG
structure known as a Yablonovite, which was the first
structure to experimentally demonstrate a complete 3D
PBG [21]. Yablonovitch et al. inserted impurities in this
composite by adding (acceptor modes) and removing (do-
nor modes) a given quantity of high-index material and
noticed that a narrow peak appeared in the transmission
spectrum due to the existence of a localized mode inside
the defect [26]. Such defects can be used as optical micro-
cavities (or photon boxes) and allow the confinement of
light in volumes on the order of (l/2)3.

Linear defects can also be inserted giving rise to EM
modes (which can also be classified as acceptors and do-
nors) confined along a line. This fact can be used to im-
plement optical waveguides with a field transverse width
of about l/2 [13]. In contrast to conventional optical inte-
grated waveguides, in which light confinement is achieved
by index guiding (a dielectric core is sandwiched between
claddings with a refractive index lower than that of the
core material), using PBG linear defects, it becomes fea-
sible to guide light through air waveguides. This has sev-
eral advantages over guiding light through dielectric
materials: reduction of absorption losses, reduction of non-
linear effects, and higher power transmission. However,
the most important characteristic of PBG waveguides is
that they allow bending of light through sharp bends with
negligible losses as the radiation outside the line defect is
suppressed because of the existence of the PBG [17,27]. In
this way, PBG structures are considered as the main can-
didates to miniaturize optical components to the order of
several wavelengths, which could give rise to the develop-
ment of nanophotonics technology, in the same way that
semiconductors made feasible the widely known micro-
electronics technology.

3. PHOTONIC BANDGAP IN THE MICROWAVE REGIME:
PROPERTIES AND APPLICATIONS

As stated previously, PBG composites can be designed to
have a PBG in the microwave regime if the lattice con-
stant (aBl/2) and the dielectric material are properly cho-
sen. A number of PBG structures, components, and
functionalities have been analyzed in the microwave re-
gime, due the relatively easy mode of fabrication (sizes of
the order of centimeters) and test (mature measure in-
struments in the megahertz and gigahertz ranges). The
first experiments were aimed at demonstrating the exis-

tence of a 2D PBG for in-plane wavevectors (as in Ref. 16)
or a complete 3D PBG (as in Ref. 21). The following target
was to demonstrate the existence of localized defect modes,
as done in Ref. 26 for cavities and in Ref. 17 for linear wave-
guides. The demonstration of the feasibility of guiding EM
waves through line defects was a key step as a great num-
ber of devices and components (in both microwave and op-
tical regimes) are implemented making use of waveguides.

Among all the passive components and applications
that have been proposed to implement functionalities of
use in optical devices and networks, the Y junction, the
directional coupler, and the Mach–Zehnder interferometer
(MZI) can be considered as the key building blocks be-
cause they enable almost all the applications necessary in
these networks (filters, routers, demultiplexers, power
combiners/splitters) to be implemented. All these compo-
nents can be created in a PBG lattice of alumina cylinders
and tested using conventional microwave instruments,
such as horn antennas and a network analyzer, in order
to characterize their performance. In the following para-
graphs, these components, as well as two kinds of conven-
tional PBG waveguides that can be used to implement
them, are separately described and analyzed.

3.1. PBG Waveguides

As mentioned above, a waveguide can be created in a PBG
structure by inserting a line defect that alters the other-
wise periodic structure. For example, a GK-oriented row of
rods can be removed in a 2D hexagonal lattice of high-in-
dex cylinders in air, as shown schematically in Fig. 4a.
This kind of waveguide is usually referred to as W1 wave-
guide. In this case, the line defect arises from the removal
of high-index dielectric material, so it gives rise to a de-
creased-index waveguide. Insertion of the defect produces
that a single donor mode appears inside the PBG [13]. On
the other hand, if the defect is created by adding high-in-
dex material, then an increased-index waveguide is ob-
tained, which is inherently multimode. Decreased-index
waveguides are preferred as they are single-mode and
allow a high efficiency in processes such as guiding through
sharp bends or power splitting in Y junctions [27,28]. On
the other hand, increased-index waveguides are inherent-
ly multimode, which gives rise to undesired phenomena
when the translational symmetry of the waveguide is bro-
ken (bends, cavities, Y junctions) because higher-order

(a) (b)

ΓK

Figure 4. Schematics of (a) a W1 waveguide and (b) a CCW in-
serted along the GK direction in a hexagonal lattice of high-index
cylinders in air. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

3826 PHOTONIC BAND GAP (PGB)



modes become excited, degrading the performance of the
structure [29].

A waveguide can also be created by inserting a chain of
evenly spaced strongly confined microcavities, a structure
which is commonly referred to as coupled-cavity wave-
guide (CCW) [18,30,31]. A CCW can be created in a PBG
lattice by removing one of each of two cylinders along a
certain direction, as shown schematically in Fig. 4b. Light
propagation in CCWs can be explained as photon hopping
between nearby cavities, due to overlapping of the tightly
confined modes. The separation d between cavities must
be large enough to ensure that the modes are weakly cou-
pled and the eigenmode of the field in the waveguide re-
mains essentially the same as in an isolated cavity (in Fig.
4b, d¼2a). This picture is exactly the classical wave anal-
ogous of the tight-binding (TB) approach employed in sol-
id-state physics to describe the electronic properties of
solids. From the TB formalism and taking into account
that interaction occurs only between consecutive defects
along the waveguide, the dispersion relation of a CCW can
be expressed as [30]

oðkÞ¼O½1þ k cosðkdÞ� ð2Þ

where o is the angular frequency, k is the wavevector
along the direction of the waveguide, O is the angular
eigenfrequency of an isolated cavity, and k is the hopping
parameter. Owing to the periodicity of the structure along
the waveguide direction, the wavevector k is folded into
the region [0, p/d], so the TB model of the CCW band [Eq.
(2)] depends on only two parameters: O and k. The width of
the CCW band Do may be obtained as Do¼ 2|k|O. The
most promising features of CCWs are the feasibility of
tuning the central frequency of the CCW guided band by
modifying the cavities and the 100% transmission of light
through sharp bends over their entire bandwidth if the
cavity mode has a proper symmetry [30].

Figure 5 shows the measured TM-polarized transmis-
sion response (normalized with respect to free-space

transmission) of a GK-oriented bulk structure composed
of alumina rods (with the same parameters considered
above: e¼ 10:3, r¼ 0.133a, and a¼ 1.5 cm), and both a W1
waveguide and a CCW inserted in such a structure as
shown in Fig. 4. When no defects are inserted, a PBG ap-
pears between approximately 7.4 and 13 GHz for in-plane
propagation and GK incidence. However, if the line defects
are introduced, a passband appears inside the rejected
band. It can be noticed that the passband is wider and has
more amplitude in the case of the W1 waveguide. This is
because the dispersion relation of a W1 waveguide is wid-
er and has a higher slope (which means a higher group
velocity), so the coupling efficiency from free space is high-
er and the insertion loss smaller. When bends are intro-
duced, a CCW shows a better behavior than a W1
waveguide, due to the propagation mechanism. In any
case, 1201 sharp bends can be introduced with high effi-
ciency of power transmission. A more detailed analysis of
the performance of bending in these waveguides can be
found in Refs. 27 and 29 for a W1 waveguide and in Ref. 31
for a CCW. Both kinds of waveguides are used to imple-
ment the structures described below.

3.2. Directional Coupler

A directional coupler (DC) can be created by setting
closely two parallel 2D PBG waveguides [32,33]. The
main advantage of this approach relies on achieving strong
coupling due to the narrow separation between both wave-
guides. Figure 6 shows a scheme of a 1� 2 DC implement-
ed on a 2D hexagonal lattice of alumina rods, as that
considered previously in the study of the PBG waveguides.
Both waveguides are of the W1 kind. Because of the close
proximity between waveguides, the guided mode of an iso-
lated waveguide splits up into two guided modes with even
and odd symmetries with respect to the plane equidistant
from both waveguides [32]. These modes have different
propagation constants beven for the even mode and bodd for
the odd mode respectively, which gives rise to an EM power
interchange between both waveguides as an EM wave
travels along the structure. In order to quantify this
effect, the coupling coefficient of the structure is defined
as k¼|beven� bodd|/2. Thus, a higher mismatch of the
propagation constants produces a higher k, which means
a stronger mode coupling. This also yields a shorter cou-
pling length, which is defined as Lc¼ 2p/|beven�bodd| and
represents the length that light needs to jump from one
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Figure 6. Schematic layout of the directional coupler. The wave-
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ture. The total coupling length is l, and the lattice constant is a.
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waveguide to the other and return back to the first one.
The transmission response of the coupler depends on the
coupling coefficient and the overall length of the coupling
region l (see Fig. 6). The normalized power related to the
power injected into the input port at both output ports can
be written as Po1/Pi¼ cos2(kl) and Po2/Pi¼ sin2(kl), respec-
tively. Figure 7a shows both beven and bodd as a function of
the frequency for the directional coupler shown in Fig. 6
and assuming the parameters previously considered. Both
propagation constants were obtained by employing the
PWE method. Figure 7b shows the calculated normalized
coupling coefficient k �a of the proposed coupler. From
Fig. 7b it is observed that very high coupling coefficients
are obtained mainly in the range between 8.2 and 8.6 GHz,
so very short coupling lengths are achieved [34]. For ex-
ample, at a frequency of 8.5 GHz (l¼ 3.53 cm) the normal-
ized coupling coefficient is k �a¼ 0.38, so the coupling
length becomes as short as 3.5l¼ 12 cm. Since an overall
length of Lc/4 is needed to distribute the signal equally
between both waveguides, it becomes clear that 3-dB pow-
er splitters with a length in the order of the wavelength of
the propagating signal can be achieved using PBG tech-
nology [34]. It should be emphasized that the same prin-
ciples may be used to implement ultrashort couplers at

optical frequencies, so, in principle, it would be feasible
to achieve 3-dB power splitters in the optical domain (l¼
1550 nm) with lengths around 2mm.

The coupler structure was measured and also simulat-
ed using the FDTD method. Figure 8a shows the simulat-
ed and measured transmission responses at output port 1
of the coupler. From Fig. 8a, it can be observed that the
simulated transmission notches inside the guided trans-
mission band appear at 8.7008 and 9.3717 GHz whereas
the measured ones appear at 8.723 and 9.383 GHz, re-
spectively. On the other hand, Fig. 8b shows the simulated
and measured transmission responses at output port 2 of
the coupler. In this case, and from Fig. 8b, the simulation
notches appear at 8.44, 9.04, and 9.718 GHz whereas the
measured notches appear at 8.475, 9.005, and 9.743 GHz,
respectively. A very good agreement between simulation
and experimental results is observed in both cases. In ad-
dition, it can be noticed that the maximum transmission
points in one waveguide correspond to minimum ones in
the other one, as expected from the coupler behavior. The
small differences observed between simulated and mea-
sured results are due mainly to the limitations arising
from the experimental setup (undesired reflections, small
variations of the rod diameter) and the spectral resolution
(4 MHz) of the employed network analyzer. These results
confirm that PBG waveguide DCs in the optical domain
could be used for wavelength-dependent applications such
as demultiplexers or interleavers.

3.3. Y Junction

Power splitters are key building blocks in photonic multi-
functional devices and systems. There are mainly two dif-
ferent approaches to equally split up the power of an
incoming signal into two output ports: using either a DC
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or a Y-junction structure [35]. The performance of both
structures is schematically shown in Fig. 9, which depicts
the distribution of the vertical components of the electric
field (TM polarization) in a 3-dB splitter based on (a) a DC
and (b) a Y junction obtained by means of the FDTD
method. It should be noted that in the first approach (Fig.
9a) the relative phase shift between output signals is 901
whereas in the latter (Fig. 9b) both output signals are in
phase. The performance of a Y junction working as 3 dB
power splitter implemented in a PBG structure (1201 and
1801 between output waveguides) has been demonstrated
in the microwave regime using CCWs [18]. As the mode in
the input waveguide has even symmetry (assuming that
the fundamental mode of this waveguide is excited), the
even supermode of the system formed by the two output
waveguides is excited, so there is no phase shift between
outputs. However, an alternative structure can be imple-
mented that allows a 1801 phase shift between output
ports [34]. Figure 10 shows a schematic of this alternative
power splitter implemented on a hexagonal lattice of al-
umina rods in air, as in the previous examples. The cou-
pler section (dashed rectangle in Fig. 10) consists of two
CCWs as those shown in Fig. 4b. Thereby, this section of
the overall splitter structure can be seen as a CCW cou-
pler. Each CCW forming the coupler consists of N cavities

(in Fig. 10, N¼ 5 cavities) with a d spacing between adja-
cent ones. A single CCW is used to inject signal into one of
the CCWs comprising the coupler, whereas two CCWs are
used as output ports. The proximity between CCWs in the
coupler section gives rise to the splitting of the guided
mode of an isolated CCW into two modes with even and
odd symmetries, as in the case of the DC previously an-
alyzed. The band structures of an isolated CCW and the
CCW coupler obtained by using the PWE method for TM
modes are shown in Fig. 11. The parameters are the same
as the previously considered. From Fig. 11 it can be seen
that the splitting of the isolated mode when the coupler is
created is very strong and the modes of the coupler are
almost completely separated in two frequency ranges,
which can be explained by considering that the coupling
strength in the transverse direction of the waveguides
(GM) is of similar order as the coupling strength in the
longitudinal direction, (GK), due to the propagation
caused by photon hopping between cavities. Periodic pow-
er transfer between waveguides in DCs can be achieved
only for the frequency range where both coupler modes
coexist and have different propagation constants, so in the

(a)

(b)

Pi

Pi

Pi/2

Pi/2

Pi/2

Pi/2

Figure 9. Distribution of the vertical component of the electric
field (TM polarization) in two different PBG structures that allow
3 dB power splitting: (a) DC; (b) Y junction. The results are ob-
tained by means of the FDTD method. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 10. Schematic of the proposed 1801 phase shift power
splitting structure implemented on a hexagonal PBG lattice of
high-index cylinders.

Figure 11. Band structure of the guided modes for an isolated
CCW (dashed curve) and the CCW coupler (solid curves).
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proposed CCW coupler power interchange is achieved only
in a very narrow frequency range around 0.446 [a/l],
which drastically limits its operation as a conventional
DC. However, the behavior of the CCW coupler may be
exploited to implement a power splitter as that shown in
Fig. 10. From Fig. 11 it may be observed that in the fre-
quency range between 0.4076 and 0.4454 [a/l] only the
odd mode can propagate through the CCW coupler. If this
mode is excited by means of an external CCW as shown in
Fig. 10, the frequency working range of the splitter is re-
stricted to the dotted rectangle depicted in Fig. 11. Signals
propagating through the output CCWs have a relative
phase shift of 1801 because of the odd symmetry of the
mode. As both signals travel through the same length,
they are synchronized and there is no time delay between
them, which results in a technique suitable for high-speed
signals.

Figure 12 shows the distribution of the electric field
component parallel to the rods of a monochromatic wave
with frequency 0.44 [a/l] in the proposed structure with N
¼ 6 obtained by means of the FDTD method. In Fig. 12 it
can be seen that there is a 1801 phase shift between the
field in each CCW coupler branch because maxima (white)
in the upper cavities correspond to minima (black) in the
lower cavities, and vice versa. CCWs provide the added
advantage of implementing sharp bends with negligible
losses, which allows spatial separation of the branches of
the coupler. Simulated transmission spectra for different
lengths demonstrated that the power splitting occurs re-
gardless of the coupler length (even for N¼1), although,
for example, for N¼ 2 the response was slightly impaired
because of the strong interaction between input and out-
put CCWs. Anyway, it can be stated that the overall split-
ter length can be very small (e.g., for N¼ 4 the total length
of the coupling section is B4ao2l), resulting in a very
compact structure.

The splitting structure depicted in Fig. 10 was exper-
imentally characterized in the microwave regime using
the same procedure that in the DC case. Figure 13 shows
the measured transmission (a) amplitude and (b) phase for
a splitter with N¼ 4 cavities. Different spectral regions

are separated by vertical dotted lines in Fig. 13. Region 1
highlights the 1801 phase shift power splitting range,
where only the odd mode exists and the input power is
equally split up between the outputs, in good agreement
with the theoretical results and confirming the feasibility
of employing the proposed structure as a 3-dB power split-
ter. In region 2, the difference on transmitted power be-
tween the two output ports is attributed to the interaction
between the odd and the even modes, so the structure does
not work any longer as a splitter. Finally, in region 3 only
the even mode is excited and both outputs are balanced
again, so this structure can also work as a conventional Y-
junction-based 3-dB power splitter. The different power
transmission at the outputs observed in Fig. 13a is due
mainly to external reflections, finiteness of the structure
in the vertical direction, and inaccuracies in the imple-
mentation of the physical structure, as in the DC case. In
Fig. 13b a phase difference near 1801 between output ports
is observed in region 1, confirming the theoretical and
simulation results. The EM splitting covers a spectral
range over 300 MHz, which means a relative splitter op-
erational range of 3.45%. In region 3, around 9 GHz, only
the even mode is excited so the outputs are in phase, as
shown in Fig. 13b. The low transmittance in region 3 com-
pared to region 1 can be explained by taking into account
the flatness of the dispersion relation of the even mode. It
should be highlighted that a 50% power splitting over the
frequency range indicated in Fig. 11 is achieved, which
contrasts clearly with splitters implemented using DCs in
which perfect 50% splitting is possible in only a limited
frequency range, due to the frequency-dependent behavior
of the coupling coefficient (see Figs. 7 and 8).

3.4. Mach–Zehnder Interferometers

Mach–Zehnder interferometers (MZIs) have been widely
used to implement a huge variety of optical devices
such as filters, demultiplexers, switches, and intensity

Input O1

O2

Figure 12. Distribution of the vertical component of the electric
field of a monochromatic wave in the splitter (N¼6) for a fre-
quency 0.44 [a/l] obtained with a 2D FDTD simulation.
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Figure 13. Experimental transmission of the 1801 phase shift
power splitting structure: (a) amplitude and (b) phase for both
output ports 1 (solid curves) and 2 (dashed curves).
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modulators. A MZI makes use of two interfering paths of
different lengths to resolve different wavelengths at the
outputs. The reduction of the overall size of an interfero-
metric structure can be achieved by using PBG wave-
guides and in particular, CCWs because the effective
length of these waveguides can become very large for a
reduced number of cavities because of their small group
velocity [36].

Figure 14a shows a scheme of a 2� 2 MZI consisting of
two 3-dB DCs connected through two optical waveguides
with different lengths, L and LþDL. Assuming that opti-
cal power is injected only into input port 1, the transfer
function of the MZI may be basically expressed as

T11ðf Þ

T21ðf Þ

 !
¼

sin2 bDL
2

cos2 bDL
2

0

@

1

A ð3Þ

where b is the propagation constant of the guided mode in
the waveguides. As mentioned previously, guided modes in
CCWs have very low group velocities, even one or two or-
ders of magnitude lower than in conventional index-guid-
ing waveguides, reaching their maximum at the band
center and decaying to zero at both band edges [37].
This means that light propagates slowly through the
CCW and the effective length of the guide becomes very
large compared to its actual length, so very large phase
shifts between both paths can be attained using very short
CCWs. Furthermore, one can accurately control the trans-
mission properties of these guides by using the TB ap-
proach expressed in Eq. (2), from which the propagation
constant of the guided mode in a CCW may written as

bðf Þ¼
1

d
arccos

f � f0

kf0

� �
ð4Þ

where f0 is the eigenfrequency of an isolated cavity and f is
the frequency.

Figure 14b depicts the scheme of a MZI implemented
using CCWs. Input and output DCs are formed by two
parallel PBG waveguides and should be properly designed
to achieve 3 dB power splitting, using the procedure ex-
plained in Section 3.2. CCWs are implemented as two
chains consisting of N and NþDN d-spaced coupled cav-
ities, respectively. Then the path difference can be written
as DL¼DNd and the MZI transfer function can be ex-
pressed as

T11ðf Þ

T21ðf Þ
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¼

sin2 DN

2
arccos

f � f0

kf0
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cos2 DN

2
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f � f0
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0
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1

CCCA ð5Þ

The transfer function of the CCW-based MZI given by (5)
depends on only three parameters: the eigenfrequency of
an isolated cavity (f0), the hopping parameter (k), and the
difference in the number of cavities (DN). Both f0 and k
depend on the physical structure of the CCW and may be
easily obtained from band structure calculations. Thereby,
DN may be considered as a design parameter of the inter-
ferometric effect that may be chosen to achieve the re-
quirements of a specific MZI-based functionality.

Figure 15 shows the amplitude responses of CCW-
based MZIs with different DN values obtained from Eq.
(5). To emphasize the interferometric effect, the intrinsic
CCW transmission response is not considered in Fig. 15. It
should be noticed that in the frequency region around f0,
the arcos( � ) function has an almost linear response, which
gives rise to evenly spaced channels at the MZI outputs. In
this frequency range the spacing Dv between demulti-
plexed channels may be obtained from (5) as Dv¼ pkf0/DN,
so as the parameters f0 and k depend on the CCW
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Figure 14. (a) Scheme of a 2�2 MZI; (b) scheme of a MZI em-
ploying DCs and CCWs in a 2D PBG structure of alumina cylin-
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structure, the MZI response for demultiplexing applica-
tions may be designed by properly choosing DN.

A CCW-based MZI such as that shown in Fig. 14b was
implemented on the 2D hexagonal lattice of alumina rods
in air and tested, as in the case of the previously men-
tioned structures. Y junctions instead of 3-dB DCs were
used to both divide and combine the input signal due to
the difficulty in implementing DCs in the experimental
structure. In this case, the transfer function of the 1�1
MZI can be expressed as T11(f)¼ cos2(bDL/2). From this
transfer function it can be noticed that DN/2 transmission
notches appear at the MZI output due to the interference
between different paths. Figure 16 shows the experimen-
tal transmission responses for (a) DN¼ 2 and (b) DN¼ 4.
The MZI response is depicted as solid line, whereas the
transmission response of one of the CCWs forming the
corresponding MZI is shown as dotted line. In addition, in
Fig. 16 the frequencies of the transmission notches ex-
pected from theoretical calculations are set in dotted ver-
tical lines. A very good agreement is observed between
theoretical and experimental results. From Fig. 16, for DN
¼ 2 the calculated value of the transmission notch is

8.79 GHz and the measured frequency is 8.802 GHz, while
for DN¼ 4 the theoretical notches are 8.6066 and
8.9734 GHz and the experimental notches appear at
8.594 and 8.978 GHz, respectively. The small differences
observed are also due mainly to the limitations arising
from the experimental setup and the spectral resolution of
the network analyzer.

4. PHOTONIC BANDGAP IN MICROSTRIP LINES

4.1. Brief Introduction to PBG Structures Implemented in
Microstrip Technology

PBG structures have also been demonstrated at micro-
wave frequencies but employing microstrip or coplanar
technologies instead of 2D and 3D lattices of high-index
rods. The first approach to implement PBG structures in
microstrip technology consisted of creating periodic struc-
tures by drilling a periodic pattern of rods through the
substrate [38,39]. In 1998, Radisic et al. demonstrated a
convenient way to implement PBG microstrip structures
by etching a three-rod periodic pattern of circles in the
ground plane of a microstrip line [40]. Later, it was dem-
onstrated that only one-rod of etched circles could be em-
ployed to develop high quality PBG structures due to the
high confinement of the electric field above the microstrip
line [41]. This property allows one to design meander PBG
microstrip structures with improved behavior and re-
duced size as demonstrated in Ref. 42.

A periodic PBG microstrip line can be considered and
studied as a 1D grating. This correspondence allows us to
the employ Bragg condition and coupled-mode theory [43]
to control the physical parameters of the designed PBG
structure in order to obtain a bandgap with desired pa-
rameters in terms of central frequency and bandwidth.
Further equivalencies between physical parameters of the
PBG microstrip line and those of the grating were report-
ed [44]. Furthermore, this equivalency led to novel PBG
microstrip approaches, including apodized [44–46] and
chirped [47] structures. On the other hand, circuital mod-
els based on the modification of the microstrip-line induc-
tance introduced by the periodic patterns can also be
employed to characterize and design periodic PBG struc-
tures in microstrip technology as reported in Ref. 48.

Other etched geometries besides circles have also been
suggested to implement PBG microstrip structures with
better performances and further applications [50–52]. Fur-
thermore, continuous etched patterns in the ground plane
of the microstrip lines were proposed to achieve PBG mi-
crostrip structures, avoiding the formation of spurious
bandgaps that typically appears in PBG structures based
on discrete patterns. In this way, Laso et al. [49] demon-
strated that the combination of several raised sinus pat-
terns etched in the ground plane of a microstrip line could
be employed to obtain PBG microstrip structures with mul-
tiple-frequency-tuned bandgaps at desired frequencies.

Finally, PBG microstrip structures with an unper-
turbed ground plane have been also proposed. In this
kind of structure the bandgap is achieved by varying the
microstrip-line impedance, which is wide relative to the
linewidth [47,53]. These concepts can be easily translated
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to other planar technologies as reported in Ref. 54, where
PBG structures are achieved using coplanar technology.

4.2. Nonperiodic Structures

All the patterns described in Section 4.1, which are em-
ployed for the implementation of PBG microstrip struc-
tures, are periodic. However, it is interesting to analyze
the behavior and properties of nonperiodic patterns. So, in
Ref. 55 nonperiodic patterns of etched circles in the
ground plane of a 50-O microstrip line were proposed in
order to obtain multiple tuned frequency bandgaps and
new PBG microstrip circuit applications. These nonperi-
odic PBG topologies are based on breaking the etched cir-
cles periodicity (defects insertion) as shown in Fig. 17,
which depicts the three nonperiodic structures that were
studied in Ref. 55. When a single defect is inserted in the
periodic pattern, a resonance appears inside the initial
bandgap of the unperturbed PBG structure [56]. The fre-
quency of this resonance depends on the defect size, re-
ferred to as ad in Fig. 17. As this basic structure (defect) is
repeated along the microstrip ground plane, a splitting of
the single defect resonance into n resonances takes place,
where n is the number of introduced defects. This splitting
effect may be explained by using the TB theory, as it can be
considered that there is a CCW formed by n cavities along
the microstrip line [19]. In addition, it may be demon-
strated that this splitting effect depends mainly on the
spacing between defects d in Fig. 17, obtaining a higher
frequency splitting by increasing the coupling between
defect modes when the defects are closely placed.

Figure 18 shows respectively the S21 parameter ob-
tained experimentally (thick line) and by FDTD simula-
tion (thin line) for the three structures depicted in Fig. 17.
As can be observed in Fig. 18, the maximum frequency
splitting (Fig. 18c) corresponds to the closer defect inser-

tion as expected. The results shown in Fig. 18 report on a
verification of the TB theory applied to PBG microstrip
technology, and its application for multiple tuned bandgap
structures has been demonstrated. Other applications of
CCWs in microstrip lines are envisaged, such as bandpass
filters, channelizers, or phase shifters.

4.3. PBG Microstrip Structures Applied to Harmonic
Suppression in Bandpass Filters

PBG-microstrip structures have been employed for spuri-
ous suppression in bandpass filters based on coupled line
sections [52,57–59]. Furthermore, a PBG-microstrip cir-
cuit based on etching a circle pattern in the circuit ground
plane has been proposed to reject second-order harmonics
in multistage coupled ring bandpass filters [60]. As shown
in Fig. 19, two topologies were employed for harmonic
suppression:PBG inside and out of microstrip-coupled
rings. The topology depicted in Fig. 19a incorporates a
PBG microstrip structure at the output feeding line. This
PBG microstrip structure based on etching a periodic pat-
tern of circles in the ground plane was designed to obtain a
bandgap centered at the second harmonic of the coupled
ring bandpass filter. Conversely, Fig. 19b depicts the filter
topology when the PBG structure is etched in the ground
plane of one of the two bandpass filter rings. In such a
structure harmonic suppression is achieved by cascading
two rings, one of which is an embedded PBG ring to obtain
a lower frequency-shifted second-harmonic (slow-wave ef-
fect) in comparison to a simple ring as reported in Ref. 60.
Both filters shown in Fig. 19 were physically implemented
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Figure 17. Microstrip PBG ground-plane topologies with two
defects and (a) weak coupling, (b) medium coupling, and (c) high
coupling between defect modes.
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on a fiberglass substrate with a relative permittivity of
4.41 and a substrate dielectric height of 1.6 mm.

Figure 20a shows the S11 and S21 parameters of the
filter topology depicted in Fig. 19a, obtained by FDTD
simulation (dashed line) and experimental measurements
(solid line). It can be observed that a second-harmonic
suppression of nearly 30 dB is achieved. On the other
hand, Fig. 20b depicts the scattering parameters of the
filter topology shown in Fig. 19b, obtained by FDTD sim-
ulation (dashed line) and measurements (solid line). From
Fig. 20b it can be observed that a second-harmonic sup-
pression ratio higher than 20 dB is now achieved without
any size penalty of the overall composed circuit. In addi-
tion, insertion losses lower than 3 dB (a lower figure may
be obtained by using better dielectric substrates) and re-
turn losses of nearly 12 dB with a flat passband and a
sharp rejection band are also obtained. Finally, it should
be pointed out that other PBG microstrip structures have
also been employed for harmonic suppression in micro-
strip multistage coupled ring bandpass filters [61].

5. PBG STRUCTURES IN THE OPTICAL REGIME

Although extensive work has been done most recently on
PBG structures in the microwave regime, it is in the op-

tical regime (infrared, near infrared, visible) where these
systems can find real applications that justify the interest
that they have received. In this way PBG materials are
expected to be the main candidates for the realization of
high-density photonic integrated circuits. Microscale pho-
tonic integrated circuits are expected to become key com-
ponents in all-optical networks in order to address the
increasing data traffic, which is currently limited by com-
ponents performed in the electronic domain. Most of the
processing functionalities, such as routing and switching,
are still performed in the electrical domain, limiting the
maximum data transmission rate in this kind of network.
Current photonic integrated circuits are limited to replac-
ing microelectronics circuits because of their large size
and relative simplicity. More recent results show that key
components in photonic integrated circuits as directional
couplers and Mach–Zehnder devices have still lengths in
the order of millimeters [62–64]. However, a large variety
of functionalities based on compact PBG structures have
also been reported and experimentally demonstrated,
thus proving its advantages with respect to conventional
photonic devices.

Resonant cavities and waveguides have been the sub-
ject of a significant research effort as they are the basic
components in photonic integrated circuits. On the basis
of these components, different passive functionalities have
been proposed and demonstrated, such as sharp bends
[22,65], Y junctions [66–68], add drop filters [14,69], or
demultiplexers and multiplexers [70,71], and also active
ones, such as all-optical switches [72], ultra-low-threshold
lasers [73,74], or high-efficiency light-emitting diodes
(LEDs) [75,76]. Transmission through CCWs has also
been demonstrated in the optical regime [77] in 2D pla-
nar PBG structures. Figure 21a–21c shows SEM micro-
graphs of a sharp bend, a Y junction, and a CCW
fabricated on an 8-in silicon-on-insulator (SOI) wafer
(220 nm top silicon with 1 mm of silica) using 248-nm-

(a) (b)

Figure 19. Microstrip ring filter layouts with electromag-
netic bandgap (EBG) structures out of the rings (a) and inside a
ring (b).
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deep UV lithography [78], as examples of PBG structures
fabricated to work in the optical regime.

On the other hand, efficient coupling into and out of
PBG circuits is a key step in the way to a definitive com-
mercial deployment of this technology. Coupling losses are
due to the mode mismatch between the PBG and external
waveguides. In PBG waveguides, light propagation is de-
termined by Bloch modes, whereas in conventional dielec-
tric waveguides this method relies on index contrast
guiding. A large variety of coupling techniques and struc-
tures have been proposed for efficient interfacing fiber and
wide-dielectric waveguides to the narrower PBG wave-
guides [79–86]. It is important to highlight the PBG wave-
guide tapers, which are a promising approach because of
their small coupling length and high coupling efficiencies
achieved in a broad frequency range [87–91]. Figure 21d
shows a SEM micrograph of an optimized PBG waveguide
taper where a localized defect is inserted within the taper,
significantly increasing the transmission efficiency
[92,93]. It is also worth mentioning the importance of an
efficient coupling between different blocks or functional-
ities inserted in a PBG optical circuit. Thereby, crosstalk
reduction, particularly in waveguide intersections, are of
interest to reduce the circuit size. Broadband bandwidth
and low crosstalk intersections have been proposed as a
means to effectively utilize the interesting properties de-
rived from PBG structures [94,95]. In addition, efficiency
coupling into and out of CCWs is also mandatory in order
to eliminate the undesired resonances of the transmission
spectrum, which generate ripples in the group velocity
that may distort the transmission of ultrashort pulses
[96–98].

Finally, it is important to mention the role of the third
dimension in 1D and 2D PBG structures. In these struc-
tures, the confinement of light in the vertical direction is
usually achieved by total internal reflection, as in conven-
tional integrated waveguides. However, diffraction losses
appear in practical PBG circuits because of the presence of
roughness and other impairments [99,100]. Therefore, a
thorough understanding of out-of-plane losses as well as
techniques to eliminate them is important for enabling
commercial device applications.
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1. INTRODUCTION

Tunable microwave circuits can be realized in many tech-
niques, but whatever the method of tuning may be, they

must conserve as much as possible their original S-pa-
rameter magnitudes or output characteristics over a tun-
ing range [1]. Most tunable microwave circuits and
antennas described in the literature fall into four basic
types [2]: mechanically [3–5], magnetically [6–10], electri-
cally [11–15], and optically [16,17] tunable circuits. In ad-
dition, the most recently reported are microelectro-
mechanical systems (MEMS) [18,19], providing mechani-
cal tuning with electrically controlled methods using elec-
trostatic forces. The MEMS with movable metal overlays
seems to have a low loss and wide tuning range for limited
circuit applications such as phase shifters and switches. A
new method introduced in this article is also a kind of
electromechanical tuning method using a piezoelectric
transducer (PET) or actuator [20–22]. The PET is a piezo-
electric ceramic, deflected by an applied voltage [23]. A
dielectric or metal perturber attached to the PET can in-
troduce wide tunability, low loss, low cost, and easy fab-
rication for various microwave circuits. Advantages of the
PET tuning method will be demonstrated for the largest
tuning range to date in a bandpass filter, resonator, and
dielectric resonator oscillator (DRO) based on a low-loss
PET-controlled phase shifter concept.

A wideband, low-loss phase shifter is an important
component in a phased array for beamsteering and beam-
forming, timing recovery circuits, phase equalizers for
data channels, and other applications. Published results
[10,14,16] were narrowband, lossy, or providing small
phase shift. A new phase shifter has been presented us-
ing dielectric perturbation on the microstrip line, electri-
cally controlled by the PET [20]. The PET-controlled
dielectric layer perturbs the electromagnetic fields of the
microstrip line. The dielectric perturber attached to the
PET can be easily moved in the z-axis direction, as shown
in Fig. 1a. In this article, an optimized PET phase shifter
will be presented with the largest phase shift and the
lowest loss to date. In addition, from the PET-controlled
phase shifter idea, a new tunable bandpass filter and ring
resonator are presented on the microstrip line with sim-
ulation and measurement data. The dielectric perturber
produces shielding effect on the microstrip line for reduc-
ing the radiation loss [24].

One-dimensional (1D) photonic bandgap (PBG) resona-
tors have been reported using varators for electronic tun-
ing [25]. This resonator is based on the Fabry–Perot
resonator consisting of a center resonant line with two
sides of PBG reflectors. Even though a flip-chip varactor
having very small parasitic effects was used, the quality
(Q) factor was still degraded. In this article a new elec-
tronically tunable 1D PBG resonator is proposed using the
PET-controlled perturber over the resonant line. The di-
electric or metal perturber attached under the PET can
perturb the electromagnetic fields at the center of the res-
onant line. This changes the line capacitance, which pro-
duces exactly the same effect as with a varactor. Thus the
distance of the airgap between the perturber and resonant
line determines the operating frequency. This new method
is successfully demonstrated with wideband tuning of the
resonant frequency with little Q-factor degradation.

The dielectric resonator oscillator (DRO) is widely used
for stable microwave sources because of its good temper-
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1. INTRODUCTION

Tunable microwave circuits can be realized in many tech-
niques, but whatever the method of tuning may be, they

must conserve as much as possible their original S-pa-
rameter magnitudes or output characteristics over a tun-
ing range [1]. Most tunable microwave circuits and
antennas described in the literature fall into four basic
types [2]: mechanically [3–5], magnetically [6–10], electri-
cally [11–15], and optically [16,17] tunable circuits. In ad-
dition, the most recently reported are microelectro-
mechanical systems (MEMS) [18,19], providing mechani-
cal tuning with electrically controlled methods using elec-
trostatic forces. The MEMS with movable metal overlays
seems to have a low loss and wide tuning range for limited
circuit applications such as phase shifters and switches. A
new method introduced in this article is also a kind of
electromechanical tuning method using a piezoelectric
transducer (PET) or actuator [20–22]. The PET is a piezo-
electric ceramic, deflected by an applied voltage [23]. A
dielectric or metal perturber attached to the PET can in-
troduce wide tunability, low loss, low cost, and easy fab-
rication for various microwave circuits. Advantages of the
PET tuning method will be demonstrated for the largest
tuning range to date in a bandpass filter, resonator, and
dielectric resonator oscillator (DRO) based on a low-loss
PET-controlled phase shifter concept.

A wideband, low-loss phase shifter is an important
component in a phased array for beamsteering and beam-
forming, timing recovery circuits, phase equalizers for
data channels, and other applications. Published results
[10,14,16] were narrowband, lossy, or providing small
phase shift. A new phase shifter has been presented us-
ing dielectric perturbation on the microstrip line, electri-
cally controlled by the PET [20]. The PET-controlled
dielectric layer perturbs the electromagnetic fields of the
microstrip line. The dielectric perturber attached to the
PET can be easily moved in the z-axis direction, as shown
in Fig. 1a. In this article, an optimized PET phase shifter
will be presented with the largest phase shift and the
lowest loss to date. In addition, from the PET-controlled
phase shifter idea, a new tunable bandpass filter and ring
resonator are presented on the microstrip line with sim-
ulation and measurement data. The dielectric perturber
produces shielding effect on the microstrip line for reduc-
ing the radiation loss [24].

One-dimensional (1D) photonic bandgap (PBG) resona-
tors have been reported using varators for electronic tun-
ing [25]. This resonator is based on the Fabry–Perot
resonator consisting of a center resonant line with two
sides of PBG reflectors. Even though a flip-chip varactor
having very small parasitic effects was used, the quality
(Q) factor was still degraded. In this article a new elec-
tronically tunable 1D PBG resonator is proposed using the
PET-controlled perturber over the resonant line. The di-
electric or metal perturber attached under the PET can
perturb the electromagnetic fields at the center of the res-
onant line. This changes the line capacitance, which pro-
duces exactly the same effect as with a varactor. Thus the
distance of the airgap between the perturber and resonant
line determines the operating frequency. This new method
is successfully demonstrated with wideband tuning of the
resonant frequency with little Q-factor degradation.

The dielectric resonator oscillator (DRO) is widely used
for stable microwave sources because of its good temper-
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ature stability, small size, compactness, low price, and
other advantages. In addition, the electronically tunable
DRO or voltage-controlled DRO (VCDRO) has many
applications in communication and radar systems, and
frequency-hopping spread-spectrum circuits. Several
methods have been used to tune the resonant frequency
of DR [2] and DRO: mechanical [5], ferrite, varactor
[12,13], PIN diode, and optical [17]. The mechanical meth-
od using a dielectric disk perturbation was able to main-
tain good performance over a wide tuning range [2]. The
DRO oscillation frequency can be tuned by perturbing the
DR’s electromagnetic fields. This tuning can be achieved
by varying the airgap between the DR and the dielectric
(or metallic) disk above the DR, using the PET. The PET-
controlled VCDRO is demonstrated to obtain the largest
tuning range up to date.

2. DESIGN AND EXPERIMENTS

2.1. Tunable Phase Shifter

The new phase shifter of Fig. 1a consists of microstrip-line
substrate (dielectric constant of er1), airgap (er2¼ 1), and
perturber (er3). To calculate the capacitance of perturbed
microstriplike transmission lines, the variational method
was used [26]. The capacitance variations correspond to
variations in effective dielectric constant, characteristic
impedance (Zc), and propagation constant. A dispersion
formula is found from curve fitting [27,28], which is used
for optimizing the PET-controlled phase shifter to reduce
the control voltage with smaller size and larger phase
shift. The substrate optimized for the microstrip line is
RT/duroid 6010.8 with a dielectric constant of 10.8, thick-
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Figure 1. A PET-controlled phase shifter: (a) configuration; (b) S parameters; (c) phase shifts
versus frequencies with different PET voltages, with a substrate of er¼10.8, thickness¼10 mil,
microstrip width¼5 mil, and perturber of er¼10.8 and length¼1.2 in. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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ness of 10 mil, and width of 5 mil. The dielectric perturber
has a dielectric constant of 10.8, height of 50 mil, and
length of 1.2 inch. The microstrip-line width of 5 mil is de-
signed for a high Zc of 64O at 40 GHz to compensate for
the decreased Zc by dielectric perturbation. At maximum
perturbation, when the dielectric perturber is placed on
the microstrip line, Zc is close to 50O. This will maintain
good impedance matching without any external matching
circuit. The PET measures 2.75 in (length)� 1.25 in
(width)�0.085 in (thickness including a supporter) with
a composition of lead zirconate titanate. This size makes a
large capacitance of 290 nF and a relatively slow response
time of 5 ms. Smaller size can be used to make a compact
unit and improve the tuning time.

‘‘Thru reflect line’’ (TRL) calibration was used to re-
move the coaxial connector-to-microstrip-line transition
effect for S-parameter measurement of HP8510. But an
imperfect calibration and/or surface-wave generation caused
a fluctuation in the insertion loss (S21) near 37 GHz, as
shown in Fig. 1b. Except for the fluctuation of S21, the
maximum perturbation-added loss is less than 2 dB, and

thus the total loss is less than 4 dB up to 40 GHz. The re-
turn loss (S11) is less than �15 dB over all frequency range
and about �10 dB near 40 GHz. S-Parameter magnitudes
are not much affected by the dielectric perturbation.

Figure 1c shows measured differential phase shifts
with varying frequencies and PET voltages and how S21

of the microstrip line with a PET-controlled perturber ex-
hibits a phase shift from � 4501 to � 201 at 40 GHz with
respect to the unperturbed condition. The amount of
phase shift depends on PET deflection, which is controlled
by varying the applied voltage from 0 to 30 V. There is no
deflection (or no perturbation) at 0 V and full downward
deflection (or maximum perturbation) at 90 V. This is
called a top–down alignment, the reverse of the bottom–
up alignment used in Refs. 20–22. The calculated phase
shift agrees very well with measured data at each PET-
controlled voltage. Between 30 and 90 V of the control
voltage, the additional phase shifts becomes small. The
phase shift at 90 V is almost saturated and shows � 4801.
Thus the DC bias is required only up to 30 V. This DC
voltage can be further decreased if the alignment is
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Figure 2. A tunable bandpass filter: (a) con-
figuration—top view; (b) simulated S param-
eters; (c) measured S parameters with
different PET voltages, with a substrate of er
¼10.8, thickness¼25 mil, microstrip width
¼22 mil, and perturber of er¼10.8. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

3840 PIEZOELECTRIC TRANSDUCER CONTROLLED CIRCUITS



improved or a narrower microstrip line and thinner sub-
strate are used.

The optimized PET phase shifter has three advantages
compared with the previously reported results [20,22]; the
bias voltage range is reduced from 90 to 30 V, the size is
reduced from 1.8 to 1.2 in, and the phase shift curves are
more linear with respect to frequency, even though the S
parameters and phase shifting performance are similar. In
addition, a phase shift/insertion loss ratio of 2291/dB at
25 GHz and 2871/dB at 35 GHz are achieved. The results
are better than those reported in Refs. 15 and 19.

2.2. Tunablebandpass Filter and Ring Resonator

A seven-section, parallel-coupled microstrip bandpass fil-
ter was designed, as shown in Fig. 2a. The dielectric per-
turber is large enough to cover the whole filter and is
attached under the PET. Details of design parameters for

the filter are not described here but can be found in Ref.
29. The hand-calculated design is confirmed using IE3D, a
moment method full-wave electromagnetic simulator pro-
duced by Zeland Software. In Fig. 2b, multilayer simula-
tion results of S parameters are shown with and without
perturbation, near the center frequency of 10 GHz. A wide
tuning range of 2.315 GHz or 24% was achieved in the
simulation without S-parameter degradation. The mea-
sured results are shown in Fig. 2c and agree very well
with the simulation. The slight difference of filter respons-
es between simulation and measurement may be caused
by fabrication inaccuracy and long, bent 50O input/output
microstrip lines to balance two ports on a test fixture that
were not considered in the simulation. A measured tuning
range is 1.675 GHz or 17.5%, which is slightly smaller
than the simulated result because of nonperfect overlay or
perturbation. The tuning range should be increased if the
filter substrate is designed using a lower dielectric con-
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Figure 3. A tunable ring resonator: (a) con-
figuration—top view; (b) simulated S param-
eters; (c) measured S parameters with
different PET voltages, with a substrate of
er¼2.33, thickness¼20 mil, microstrip width
¼50 mil, ring coupling gap¼5 mil, and per-
turber of er¼10.8. (This figure is available in
full color at http://www.mrw.interscience.
wiley.com/erfme.)
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stant material. This idea is demonstrated in the following
PET-tuned ring resonator.

In Fig. 3, the PET tuning feasibility for the microstrip
ring resonator is demonstrated with simulation and mea-
surement. As mentioned above, a lower dielectric constant
of er¼ 2.33 was used for the microstrip substrate to in-
crease the tuning range. The second resonant frequency of
the ring resonator was designed near 10 GHz and tuned
over 3.1 GHz or 36% with maximum perturbation in the
simulation, as shown in Fig. 3b. The measured results in
Fig. 3c show a tuning range of 2.5 GHz or 28.5%; the range
is greatly improved by using the lower-permittivity-mate-
rial substrate. Although not shown, experiments indicated
a tuning range of 1.35 GHz or 14.7% with a microstrip
substrate of er¼ 10.8. Note that the radiation and mis-
match losses are gradually reduced by overlaying of di-
electric perturber, as shown in Figs. 3b and 3c and as
suggested in Ref. 24.

2.3. Tunable One-Dimensional (1D) Photonic Bandgap
(PBG) Resonator

The 1D PBG structure consists of a 50-O microstrip con-
ductor line and etched square holes on the ground plane,

as shown in Fig. 4a. This has results similar to those ob-
tainable for an alternately high low characteristic imped-
ance line or air holes drilled through the substrate along
the microstrip line [25]. When a varactor is mounted in a
resonant line, the variable capacitance is used to change
the resonant frequency (f0). The substrate used is a RT/
duroid 6010.5 with dielectric constant 10.5, length 2 in.,
thickness 25 mil, and linewidth 22 mil. Slot size (a¼ b)
100 mil, spacing (d) 200 mil, and resonant-line length (LR

¼ 1.5d) of 300 mil are chosen. As a result of the varactor-
tuned PBG resonator, a wideband tuning capability of
B20% near 10 GHz is measured with a maximum loaded
Q(QL) of only 77. The low intrinsic Q of the varactor near
10 GHz is the main reason for the low QL. With the same
structure as that of the 1D PBG resonator, the PET is used
instead of the varactor to change the resonant frequency
by perturbation of the electromagnetic fields on the reso-
nant line, as shown in Fig. 4b. The airgap distance be-
tween the perturber and the resonant line is controlled by
varying the DC bias of the PET from 0 to 90 V.

Both metal and dielectric perturbations can be used to
tune the 1D PBG resonator. To investigate effects of metal
and dielectric perturbers on the resonant frequency, a
variational analysis [26] was developed and compared
with measured results as shown in Fig. 5. A micrometer
head was used for measuring the accurate distance of the
airgap. The resonant frequency depends on the effective
length of resonant line, which can be easily calculated
from the line capacitance and effective dielectric constant
obtained from variational analysis. As can be seen from
Fig. 5, metal perturbation increases the resonant frequen-
cy whereas dieletric perturbation decreases the resonant
frequency. This is because metal perturbation decreases
the effective dielectric constant and dielectric perturbation
increases the effective dielectric constant of the perturbed
resonant. The calculated and measured results of dielec-
tric perturbation agree very well. But metal perturbation
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Figure 4. Tunable 1D PBG resonator configurations: (a) varac-
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results are somewhat different. This discrepancy can be
attributed to the distortion that occurs in the quasi-TEM
field of the microstrip line when the metal perturber is
very close to the resonant line. The above variational
analysis may not be accurately predicting this situation.

Insertion loss (S21) and return loss (S11) are measured
for the PET-controlled metal and dielectric perturbation
on the 1D PBG resonator, as shown in Fig. 6. In order to
avoid short-circuiting the metal perturber and microstrip
line at 0 V, an airgap of B0.1 mm is added for the metal
perturbation. Tuning capability is from � 8.2% to þ 9% at
10.6 GHz. A maximum insertion loss increase is 1.6 dB
and QL is larger than 100 for both perturbations. Mea-
sured QL is 148.5 at 10.6 GHz for the unperturbed condi-
tion under 90 V applied bias.

2.4. Tunable Dielectric Resonator Oscillator (DRO)

As shown in Fig. 7a, the DRO consists of a MESFET feed-
back-type oscillator with a DR. To perturb electromagnetic
fields of the DR and thereby tune the oscillation frequency,
a dielectric or metal perturber disk attached to the PET
moves vertically above the DR puck as the DC bias volt-
ages is varied from 0 to 90 V. A commercial DR (Trans-
Tech) of er¼ 30.09 and a MESFET (Agilent, ATF-26836)
are used. To obtain an optimum power level and a more
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sured S parameters with different PET voltages, with a substrate
of er¼10.8, thickness¼25 mil, microstrip width¼22 mil, perturb-
er of er¼10.8, and thickness¼50 mil. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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stable oscillation, the DR locations between two microstrip
lines and bias conditions are adjusted. DC biases of VGG¼

� 0.8 V, VDD¼ 12 V, and IDS¼ 30 mA are applied. A drain
resistor of 100O is used. The dielectric perturber has a
dielectric constant of 10.8, diameter of 0.3 in, and thick-
ness of 0.1 in. The perturber’s size affects the tuning band-
width. So as not to change the normal circuit operation,
the perturber diameter is chosen very similarly with the
DR puck diameter. Figure 7b shows a photograph of the
PET-controlled VCDRO.

Measured results are shown in Fig. 8. A bottom–up
alignment method was used, which means a minimum
perturbation and deflection at 0 V and a maximum per-
turbation and deflection at 90 V. The use of dielectric and
metal perturbation results in the tuning of the oscillation
frequency from 11.54 to 11.97 GHz or � 2.0 to þ 1.7%
about the center frequency of 11.78 GHz. There is a gap

without tuning from 11.7 to 11.87 GHz as shown in Fig. 8b
because the DRO was not designed for PET tuning and it
was difficult to align the PET exactly on the DR. The metal
perturbation may increase the stored magnetic energy in
the DRO with respect to the electrical energy, which re-
sults in increased oscillation frequency. Increase in reso-
nant frequency can be also explained by a metal cavity
wall movement inward. The dielectric perturbation effect
can, in contrast, also be explained [2]. Material with a di-
electric constant of 410.8 for the perturber may produce a
wider tuning range [5]. Ideally the VCO output power
level remains constant, but all practical purposes the PET
and metal or dielectric perturber cause the output power
level to fluctuate from � 5 to þ2.9 dBm. The output power
level without perturbation is þ1.45 dBm.

For comparison, a mechanical tuning using a microm-
eter head was set up as shown in Fig. 9, and the results
are given in Fig. 10. The micrometer-head-controlled DRO
produces more ideal perturbation results due to better
alignment and the smaller effect on the circuit by the mi-
crometer head movement. A tuning bandwidth ranging
from � 3.1 to þ 1.6% with a power level variation of 4.5 dB
has been achieved. The results are slightly better than
with the electronic tuning.

3. DISCUSSION

Although PET-controlled microwave circuits are a new
technology with much promise, for use in any commercial
systems, certain practical considerations need to be inves-
tigated such as uniformity, reproducibility, survivability,
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temperature stability, and sensitivity to acceleration or
sudden movement (jolts, jerks, etc.).

As in other applications, the piezoelectric material can
be used to actuate antennas [30,31]. In addition, the sin-
gle-line PET phase shifter is easily expanded to a multi-
line PET phase shifter, which will be particularly useful
for simple and low-priced phased-array antenna systems
[22,32]. The coplanar waveguide (CPW). line, instead of
the microstrip line, can be also perturbed to be an another
type of PET phase shifter [33].

4. CONCLUSIONS

New piezoelectric transducer (PET)-controlled tunable mi-
crowave circuits have been successfully demonstrated.
Theoretical results agreed well with measured data. A

new analog PET-controlled phase shifter using perturbed
microstrip line showed the largest phase shift with low
loss over ultrawide bandwidth up to 40 GHz. The new
phase shifter should be helpful for beamsteering and
beamforming of antenna arrays. In addition, new PET-
tuned bandpass filter, ring resonator, one-dimensional
(1D) photonic bandgap (PBG) resonator, and dielectric
resonator oscillator (DRO) have been demonstrated with
the largest tuning range to date. The proposed tuning
method should have many applications in monolithic and
hybrid microwave integrated circuits.
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PIEZOELECTRICITY

YUKIO ITO

KENJI UCHINO

The Pennsylvania State
University

Certain materials produce electrical charges on their sur-
faces as a consequence of applied mechanical stress. The
induced charges are proportional to the mechanical stress.
This is called the direct piezoelectric effect and was dis-
covered by Jacques and Pierre Curie in 1880. Materials
showing this phenomenon also conversely have a geomet-
ric strain proportional to an applied electric field. This is
the converse piezoelectric effect. The root of the word ‘‘pie-
zo’’ means ‘‘pressure’’; hence the original meaning of the
piezoelectricity implied ‘‘pressure electricity’’ [1,2].

Piezoelectric materials provide coupling between elec-
trical and mechanical parameters. The materials used
earliest for its piezoelectric properties was single-crystal
quartz. Quartz crystal resonators for frequency control
appear today at the heart of clocks and are also used in
TVs and computers. Ferroelectric polycrystalline ceramics
such as barium titanate and lead zirconate titanate ex-
hibit piezoelectricity when electrically poled. Since these
ceramics possess significant and stable piezoelectric ef-
fects, that is, high electromechanical coupling, they are
capable of producing large strains/forces and hence are
extensively used as transducers. Piezoelectric polymers,
notably polyvinyliden difluoride and its copolymers with
trifluoroethylene and piezoelectric composites combining
a piezoelectric ceramic with a passive polymer, have been
developed that offer a high potential. More recently, thin
films of piezoelectric materials have received attention
because of their potential utilization in microsensors, mi-
crotransducers, and microactuators.

Piezoelectricity is being extensively utilized in the fab-
rication of various devices such as transducers, actuators,
surface acoustic wave devices, and frequency control. In
this article we discuss the piezoelectric effect, a brief his-
tory of piezoelectricity followed by present-day piezoelec-
tric materials that are used, and finally various potential
applications of piezoelectric materials.

1. PIEZOELECTRICITY

1.1. Relationship between Crystal Symmetry and Properties

All crystals can be classified into 32 point groups accord-
ing to their crystallographic symmetry. These point
groups are divided into two classes; one has a center of
symmetry, and another lacks it. There are 21 noncentro-
symmetric point groups. Crystals belonging to 20 of these
point groups exhibit piezoelectricity. The cubic class 432,
although lacking a center of symmetry, does not permit
piezoelectricity. Of these 20 point groups, there are 10 po-
lar crystal classes containing a unique axis, along which
an electric dipole moment is oriented in the unstrained
condition.
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Pyroelectric effect appears in any material that pos-
sesses a polar symmetry axis. As a result of this the ma-
terial develops an electrical charge on the surface owing to
change in magnitude of the dipole moment with changing
temperature. Among the pyroelectric crystals whose spon-
taneous polarization are reorientable by application of an
electric field of sufficient magnitude (not exceeding
the breakdown limit of the crystal) are ferroelectrics
[3,4]. Table 1 shows the crystallographic classification of
the point groups.

1.2. Piezoelectric Coefficients

Materials are deformed by stresses and the resulting de-
formations are represented by strains (DL/L). When the
stress T (force per unit area) causes a proportional strain
S

S¼ sT ð1Þ

where all quantities are tensors; S and T are second-rank
and s is fourth-rank. Piezoelectricity creates additional
strains by applied field E. The piezoelectric equation is
given by

Sij¼ sijklTklþdijkEk ð2Þ

where E is the electric field and d is the piezoelectric con-
stant which is the third-rank tensor. This equation can be
also expressed in a matrix form such as given for the case
in a poled ceramics:

S1

S2

S3

S4

S5

S6

2
6666666666666666664

3
7777777777777777775

¼

s11 s12 s13

s12 s11 s13 0

s13 s13 s33
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0 s44
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þ
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0 0 0
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2
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3
777775

ð3Þ

Another frequently used piezoelectric constant is g, which
gives the electric field produced when a stress is applied
(E¼gT). The g constant is related to the d constant

through the permittivity e:

g¼d=e ð4Þ

A measure of the effectiveness of the electromechanical
energy conversion is the electromechanical coupling factor
k which measures the fraction of the electrical energy
converted to mechanical energy when an electric field is
applied or vice versa when a material is stressed [5]. The
relationship is in terms of k2

k2
¼

electrical energy converted to mechanical energy

input electrical energy
ð5Þ

or

k2
¼

mechanical energy converted to electrical energy

input mechanical energy
ð6Þ

which can also be expressed by

k2
¼d2= e . sð Þ ð7Þ

k is always less than 1, because k2 is below 1. Typical
values of k are 0.10 for quartz, 0.4 for BaTiO3 ceramic, 0.5–
0.7 for PZT (lead zirconate-titanate) ceramic, and 0.1–0.3
for PVDF [poly(vinylidene difluoride)] polymer. Another
important material parameter is the mechanical quality
factor Qm, which determines the frequency characteris-
tics. The Qm is given by

Qm¼ 2p�
energy stored over one cycle

energy dissipated per cycle
ð8Þ

2. HISTORY OF PIEZOELECTRICITY

As stated already the discovery of piezoelectricity in
quartz (which is not ferroelectric) was done by Pierre
and Jacques Curie in 1880. Ferroelectricity can provide
the creation of useful piezoelectric materials. Rochelle salt
was the first ferroelectric discovered in 1921. Until 1940
only two types of ferroelectrics were known, Rochelle salt
and potassium dihydrogen phosphate and its isomorph.
From 1940 to 1943, unusual dielectric properties such as
the abnormally high dielectric constant of barium titanate
BaTiO3 were discovered independently by Wainer and
Salmon, Ogawa, and Wul and Golman. After the discov-
ery, compositional modifications for BaTiO3 led to im-
provement in the temperature stability or the high-
voltage output. Piezoelectric transducers based on BaT-
iO3 ceramics were becoming well established in a number
of device applications.

In the 1950s Jaffe and coworkers established the lead
zirconate–lead titanate system (called PZT system) as
suitable for inducing strong piezoelectric effects. The max-
imum piezoelectric response was found for PZT composi-
tions near the morphotropic phase boundary, that is,
the composition-dependent and temperature-independent
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rhombohedral–tetragonal phase change. Since then, the
PZT system with various additives has become the dom-
inant piezoelectric ceramics for potential applications.
Other ferroelectric perovskite compounds were also ex-
tensively examined. The discovery of PZT solid solution
systems was rapidly followed by its exploitation in a num-
ber of practical piezoelectric applications.

Kawai et al. discovered in 1969 that certain polymers,
notably polyvinyliden difluoride, are piezoelectric when
stretched during fabrication. Such piezoelectric polymers
are also useful for some transducer applications. In 1978
Newnham et al. improved composite piezoelectric materi-
als by combining a piezoelectric ceramic with a passive
polymer whose properties can be tailored to the require-
ments of various piezoelectric devices.

There is another class of ceramic material which re-
cently has become important; relaxor-type electrostrictors
such as lead magnesium niobate (PMN), typically doped
with 10% lead titanate (PT), which are potentially used for
applications in piezoelectric actuator filed. More recent
breakthroughs in the growth of high quality large single
crystal relaxor piezoelectric compositions have brought
interest in these materials for wide applications ranging
from high strain actuators to high frequency transducers
for the medical ultrasound devices because of their supe-
rior electromechanical characteristics. More recently, thin
films of piezoelectric materials such as zinc oxide (ZnO), or
PZT have been extensively investigated and developed for
use in microelectromechanical device applications.

3. PIEZOELECTRIC MATERIALS

This section summarizes the current status of piezoelec-
tric materials: single crystal materials, piezoceramics,
piezopolymers, piezocomposites, and piezofilms. Table 2

shows the material parameters of some representative
piezoelectric materials described next [6,7].

3.1. Single Crystals

More recently, the piezoelectric ceramics have been widely
used for a large number of applications. However, single
crystal materials retain their utility, being essential for
application fields such as frequency stabilized oscillators
and surface acoustic devices. The most popular single-
crystal piezoelectric materials are quartz, lithium niobate
(LiNbO3) and lithium tantalate (LiTaO3). The single crys-
tals are anisotropic, which gives different material prop-
erties depending on the cut of the materials and the
direction of bulk or surface wave propagation.

Quartz is a well-known piezoelectric material. a-quartz
belongs to triclinic crystal system with point group 32 and
has a phase transition at 5371C to b type, which is not a
piezoelectric. Quartz has the cut with a zero temperature
coefficient. For instance, quartz oscillators using a thick-
ness shear mode of AT-cut are extensively used for clock
sources in computers, and frequency stabilized ones in
TVs and VCRs (videocasette recorders). On the other
hand, an ST-cut quartz substrate with X-propagation
has a zero temperature coefficient for surface acoustic
waves (SAWs) and so are used for SAW devices with
high-stability frequencies. The other distinguishing char-
acteristic of quartz is that it has an extremely high me-
chanical quality factor Qm4105.

Lithium niobate and lithium tantalate belong to an is-
omorphous crystal system and are composed of oxygen oc-
tahedron. The Curie temperatures of LiNbO3 and LiTaO3

are 1210 and 6601C, respectively. The crystal symmetry of
the ferroelectric phase of these single crystals is 3 m and
the polarization direction is along the c axis. These mate-

Table 1. Crystallographic Classification in Terms of Polarity and Centrosymmetry

Inside the bold line are piezoelectrics.

Table 2. Properties of Piezoelectric Materials

Parameter Quartz BaTiO3 PZT 4 PZT 5H (Pb,Sm)TiO3 PVDF-TrFE

d33 (pC/N) 2.3 190 289 593 65 33
g33 (10–3 Vm/N) 57.8 12.6 26.1 19.7 42 380
kt 0.09 0.38 0.51 0.50 0.50 0.30
kp 0.33 0.58 0.65 0.03
eT
33=e0 5 1700 1300 3400 175 6

Qm 4105 500 65 900 3–10
Tc (1C) 120 328 193 355
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rials have high electromechanical coupling coefficients for
surface acoustic waves. In addition, large single crystals
can easily be obtained from their melt using the conven-
tional Czochralski technique. Thus, both materials occupy
very important positions in the surface acoustic wave de-
vice application field.

3.2. Ceramics

3.2.1. Perovskite Structure. Most of the piezoelectric ce-
ramics have perovskite structure ABO3, as shown in Fig.
1. This ideal structure consists of a simple cubic unit cell
with a large cation A on the corner, a smaller cation B in
the body center, and oxygen O in the centers of the faces.
The structure is a network of corner-linked oxygen oct-
ahedra surrounding B cations. Piezoelectric properties of
perovskite-structure materials can be easily tailored de-
pending on their applications by incorporating various
cations in the perovskite structure.

3.2.2. Barium Titanate. Barium titanate (BaTiO3) is one
of the most thoroughly studied and most widely used pi-
ezoelectric materials. Figure 2 shows the temperature de-
pendence of dielectric constants in BaTiO3 demonstrating

the phase transition in BaTiO3 single crystals. Three
anomalies can be observed. The discontinuity at the Cu-
rie point (1301C) is due to a transition from a ferroelectric
to a paraelectric phase. The other two discontinuities are
accompanied with transitions from one ferroelectric phase
to another. Above the Curie point the crystal structure is
cubic and has no spontaneous dipole moments. At the Cu-
rie point the crystal becomes polar and the structure
changes from a cubic to a tetragonal phase. The tetrago-
nal axis is in the direction of dipole moment and thus
along the spontaneous polarization. Just below the Curie
temperature, the vector of the spontaneous polarization
points in the [001] direction (tetragonal phase), below 51C
it reorients in the [011] (orthrhombic phase) and below –
901C in the [111] (rhombohedral phase). The dielectric and
piezoelectric properties of ferroelectric ceramics BaTiO3

can be affected by its own stoichiometry, microstructure,
and by dopants entering into the A and B site solution.
Modified ceramic BaTiO3 with dopants such as Pb or Ca
ions have been used as commercial piezoelectric materials.

3.2.3. Lead Zirconate–Lead Titanate. Piezoelectric
Pb(Zr,Ti)O3 solid solutions (PZT) ceramics have been
widely used because of their superior piezoelectric prop-
erties. The phase diagram of the PZT system (PbZrxTi1–

xO3) is shown in Fig. 3. The crystalline symmetry of this
solid-solution system is determined by the Zr content.
Lead titanate also has a tetragonal ferroelectric phase of
perovskite structure. With increasing Zr content x, tetrag-
onal distortion decreases and when x40.52 the structure
changes from tetragonal 4mm phase to another ferroelec-
tric phase of rhombohedral 3m symmetry. This transition
is rather independent of temperature. The line dividing
the two phases is called morphotropic phase boundary,
that is, the change of symmetry occurs only as a function
of composition. This composition is considered to have
both phases. Figure 4 shows the dependence of several d
constants on composition near the morphotropic phase
boundary. The d constants have their highest values near
the morphotropic phase boundary. This enhancement in
piezoelectric effect is attributed to the increased ease of
reorientation of the polarization under electric field. Dop-
ing the PZT material with donors or acceptors changes the

A

O

B

Figure 1. Perovskite structure ABO3. This ideal structure con-
sists of a simple cubic unit cell with a large cation A on the corner,
a smaller cation B in the body center, and oxygen O in the centers
of the faces.
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Figure 2. Dielectric constants of BaTiO3 as a
function of temperature. Three anomalies accom-
panied with phase transitions can be observed.
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properties dramatically. Donor doping with ions such as
Nb5þ or Ta5þ provides soft PZTs like PZT-5, because of
the facility of a domain motion due to the resulting Pb
vacancy. On the other hand, acceptor doping such as Fe3þ

or Sc3þ leads to hard PZTs such as PZT-8, because oxygen
vacancies will pin the domain-wall motion.

3.2.4. Lead Titanate. Lead titanate has a large crystal
distortion. PbTiO3 has tetragonal structure at room tem-
perature with its tetragonality approximately equal to
1.063. The Curie temperature is 4901C. Densely sintered
PbTiO3 ceramics cannot be obtained easily, because they
break up into a power when cooled through the Curie
temperature. This is due to the large spontaneous strain
that occurs at the transition. Lead titanate ceramics mod-
ified by adding small amounts of additives exhibit a high
piezoelectric anisotropy. Either (Pb, Sm)TiO3 [8] or (Pb,
Ca)TiO3 [9] has extremely low planar coupling, that is,

large kt/kp ratio. Here, kt and kp are thickness-extensional
and planar electromechanical coupling factors, respective-
ly. (Pb, Nd)(Ti, Mn, In)O3 ceramics with a zero tempera-
ture coefficient of surface acoustic wave delay have been
developed as a superior substrate materials for SAW
device applications [10].

3.3. Polymers

Poly(vinylidene difluoride), PVDF or PVF2, is piezoelectric
when stretched during fabrication. Thin sheets of the cast
polymer are then drawn, stretched, in the plane of the
sheet in at least one direction, and frequently also in the
perpendicular direction, to make the material into its mi-
croscopically polar phase. Crystallization from melt forms
nonpolar a-phase, which can be converted into another
polar b-phase by a uniaxial or biaxial drawing operation;
these dipoles are then reoriented through electric poling.
Large sheets can be manufactured and thermally formed
into complex shapes. The copolymerization of vinilydene
difluoride with trifluroethylene (TrFE) results in random
copolymer (PVDF–TrFE) with a stable, polar b phase. This
polymer need not be stretched; it can be poled directly as
formed. The thickness-mode coupling coefficient of 0.30
has been reported. Such piezoelectric polymers are used
for directional microphones and ultrasonic hydrophones.

3.4. Composites

Piezocomposites composed of a piezoelectric ceramic and
polymer are promising materials because of excellent and
tailored properties. The geometry for two-phase compos-
ites can be classified according to the connectivity of each
phase (1, 2, or 3 dimensionally) into 10 structures; 0–0,
0–1, 0–2, 0–3, 1–1, 1–2, 1–3, 2–2, 2–3 and 3–3 (11). A 1–3
piezocomposite or PZT–rod/polymer–matrix composite, is
identified as a most promising candidate. The advantages
of this composite are high coupling factor, low acoustic
impedance, good matching to water or human tissue, me-
chanical flexibility, broad bandwidth in combination with
low mechanical quality factor, and the possibility of mak-
ing undiced arrays by only structuring the electrodes. The
thickness-mode electromechanical coupling of the compos-
ite can exceed the kt (0.40–0.50) of the constituent ceramic,
almost approaching the value of the rod-mode electrome-
chanical coupling, k33 (0.70 to 0.80) of that ceramic (12).
Acoustic impedance is the square root of the product of its
density and elastic stiffness. The acoustic match to tissue
or water (1.5 Mrayls or kg m� 2 s�1) of the typical piezo-
ceramics (20–30 Mrayls) is significantly improved by form-
ing a composite structure, that is, by replacing heavy and
stiff ceramic by light and soft polymer. Piezoelectric com-
posite materials are especially useful for underwater so-
nar and medical diagnostic ultrasonic transducer
applications.

3.5. Thin Films

Both zinc oxide (ZnO) and aluminium nitrate (AlN) are
simple binary compounds with a Wurtzite-type structure,
which can be sputter-deposited in a c-axis-oriented thin
film on a variety of substrates. ZnO has large piezoelectric
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Figure 3. Phase diagram of the PZT system. The crystalline
symmetry of this solid-solution system is determined by the Zr
content. The line dividing the two, tetragonal and rhombohedral
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coupling and its thin films are widely used in bulk acoustic
and surface acoustic wave devices. The fabrication of high-
ly c-axis oriented ZnO films has been extensively studied
and developed. The performance of ZnO devices is, how-
ever, limited due to their small piezoelectric coupling (20–
30%). PZT thin films are expected to exhibit higher piezo-
electric properties. At present, the growth of PZT thin film
is being carried out for use in microtransducers and mi-
croactuators.

3.6. Relaxor-Type Ferroelectric Materials

Relaxor ferroelectrics differ from normal ferroelectrics in
terms of having broad phase transition from paraelectric
to ferroelectric state, strong frequency dependence of di-
electric constant (i.e., dielectric relaxation) and weak re-
manent polarization. Lead-based relaxor materials have
complex disordered perovskite structures with a general
formula Pb(B1, B2)O3 (B1¼Mg2þ , Zn2þ , Sc3þ , B2¼Nb5þ

, Ta5þ , W6þ ). The B site cations are distributed randomly
in the crystal. The characteristic of relaxors is a broad and
frequency dispersive dielectric maximum. Relaxor-type
electrostrictive materials such as lead magnesium niobate
Pb(Mg1/3Nb2/3)O3–lead titanate PbTiO3 solid solution
(PMN–PT) are very suitable for application in actuators.
This relaxor ferroelectrics can also provide an induced pi-
ezoelectric effect. That is, the electromechanical coupling
factor kt varies with the applied dc bias field. As the DC
bias field increases, the coupling increases and saturates.
This behavior is reproducible. These materials would be
applied for ultrasonic transducers that can be tunable by
the bias field [13].

Single-crystal relaxor ferroelectrics have been devel-
oped that show very promising results in ultrasonic trans-
ducers and electromechanical actuators. Single crystals of
Pb(Mg1/3Nb2/3)O3 (PMN), Pb(Zn1/3Nb2/3)O3 (PZN) and bi-
nary systems of these materials combined with PbTiO3

(PMN–PT and PZN–PT) exhibit extremely large electro-
mechanical coupling factors [14,15]. Large coupling coef-
ficients and large piezoelectric constants have been found
for these solid-solution crystals with morphotropic phase
boundary compositions. PZN-8%PT single crystals were
found to possess high k33 value of 0.94 for (001) crystal
cuts. The k33 value of the conventional PZT ceramics is
usually 0.70–0.80.

More recently, it was reported that these relaxor based
ferroelectric single crystals also exhibit ultrahigh strain
levels not available with current piezoelectric ceramics
[16]. Pseudocubic h001i-oriented relaxor based rho-
mbohedral crystals such as (1� x)PZN� xPT (xo0.09)
and (1� x) PMN� xPT (xo0.35) were reported to have
E-field-induced strains up to 0.6% with negligible hyster-
esis. Ultrahigh strain levels more than 1.5%, nearly an
order of magnitude higher than polycrystalline PZTs or
electrostrictive PMN, could be achieved being related to
an E-field-induced phase transformation.

4. APPLICATIONS OF PIEZOELECTRIC MATERIALS

Piezoelectric materials can provide coupling between elec-
trical and mechanical energy and thus have been exten-

sively used in a variety of electromechanical device
applications. The direct piezoelectric effect is most obvi-
ously used in the generation of charge at high voltage such
as for the spark ignition of gas in space heaters, cooking
stoves, and cigarette lighters. Using the converse effect,
mechanical small displacements and vibrations can be
produced for actuators by applying a field. Acoustic and
ultrasonic vibrations can be generated by an alternating
field tuned at the mechanical resonance frequency of a
piezoelectric device, and can be detected by amplifying the
field generated by vibration incident on the material,
which is usually used for ultrasonic transducers. The oth-
er important application field of piezoelectricity include
the control of frequency. The application of piezoelectric
materials ranges over many technology fields including
ultrasonic transducers, actuators and ultrasonic motors,
electronic components such as resonators, wave filters,
delay lines, SAW devices and transformers, and high-volt-
age applications; gas ignitors, ultrasonic cleaning, and
machining. Piezoelectric-based sensors, for instance, ac-
celerometers, automobile knock sensors, vibration sen-
sors, strain gages, and flow meters have been developed,
because pressure and vibration can be directly sensed as
electric signals through piezoelectric effect. Examples of
these applications are given in the following sections.

4.1. Ultrasonic Transducers

One of the most important applications of piezoelectric
materials is based on ultrasonic echo field [17,18]. Ultra-
sonic transducers convert electrical energy into mechan-
ical form when generating an acoustic pulse and convert
mechanical energy into an electrical signal when detect-
ing its echo. Currently, piezoelectric transducers are being
used in medical ultrasound for clinical applications rang-
ing from diagnosis to therapy and surgery. They are also
used for underwater detection, such as sonar and fish
finding, and nondestructive testing.

The ultrasonic transducers often operate in a pulse–
echo mode. The transducer converts electrical input into
acoustic wave output. The transmitted waves propagate
into a body, and echoes are generated which travel back to
be received by the same transducer. These echoes vary in
intensity according to the type of tissue or body structure,
thereby creating images. An ultrasonic image represents
the mechanical properties of the tissue, such as density
and elasticity. We can recognize anatomical structures in
an ultrasonic image since the organ boundaries and fluid-
to-tissue interfaces are easily discerned. The ultrasonic
imaging process can also be done in real time. This means
we can follow rapidly moving structures such as the heart
without motion distortion. In addition, ultrasound is one
of the safest diagnostic imaging techniques. It does not use
ionizing radiation like X rays and thus is routinely used
for fetal and obstetrical imaging. Useful areas for ultra-
sonic imaging include cardiac structures, the vascular
systems, the fetus, and abdominal organs such as liver
and kidney. In brief, it is possible to see inside the human
body by using a beam of ultrasound without breaking the
skin.
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There are various types of transducers used in ultra-
sonic imaging. Mechanical sector transducers consist of
single, relatively large resonators and can provide images
by mechanical scanning such as wobbling. Multiple-ele-
ment array transducers permit discrete elements to be in-
dividually accessed by the imaging system and enable
electronic focusing in the scanning plane to various ad-
justable penetration depths through the use of phase de-
lays. Two basic types of array transducers are linear and
phased (or sector). A linear array is a collection of ele-
ments arranged in one direction, producing a rectangular
display. A curved linear (or convex) array is a modified
linear array whose elements are arranged along an arc to
permit an enlarged trapezoidal field of view. The elements
of these linear type array transducers are excited sequen-
tially group by group in a sweep of the beam in one direc-
tion. These linear array transducers are used for
radiological and obstetrical examinations. On the other
hand, in a phased–array transducer the acoustic beam is
steered by signals that are applied to the elements with
delays, creating a sector display. This transducer is useful
for cardiology applications where positioning between the
ribs is necessary.

Figure 5 shows the basic ultrasonic transducer geom-
etry. The transducer is composed mainly of matching lay-
ers, piezoelectric material and backing [19]. One or more
matching layers are used to increase sound transmissions
into tissues. The backing is added to the rear of the trans-
ducer in order to damp the acoustic backwave and to re-
duce the pulse duration. Piezoelectric materials are used
to generate and detect ultrasound. In general, broadband
transducers should be used for medical ultrasonic imag-
ing. The broad bandwidth response corresponds to a short
pulse length, resulting in better axial resolution. Three
factors are important in designing broad bandwidth trans-
ducers. The first is acoustic impedance matching, that is,
effectively coupling acoustic energy to the body. The sec-
ond is a high electromechanical coupling coefficient of the
transducer. The third is electrical impedance matching,

that is, effectively coupling electrical energy from the driv-
ing electronics to the transducer across the frequency
range of interest. These pulse echo transducers operate
based on the thickness mode resonance of the piezoelectric
thin plate. The thickness-mode coupling coefficient kt is
related to the efficiency of converting electric energy into
acoustic and vice versa. Further, a low-planar-mode cou-
pling coefficient, kp, is beneficial for limiting energies be-
ing expended in non-productive lateral mode. A large
dielectric constant is necessary to enable a good electrical
impedance match to the system, especially with tiny pi-
ezoelectric sizes.

Table 3 compares the properties of ultrasonic transduc-
er materials [7,20]. Ferroelectric ceramics, such as lead
zirconate titanate and modified lead titanate, are today
almost universally used as ultrasonic transducers. The
success of ceramics is due to their very high electrome-
chanical coupling coefficients. In particular, soft PZT ce-
ramics such as PZT-5A and 5H type compositions are most
widely used because of their exceedingly high coupling
properties and because they can be relatively easily tai-
lored, for instance, in the wide dielectric constant range.
On the other hand, modified lead titanates such as sa-
marium doped materials have high piezoelectric anisotro-
py: the planar coupling factor kp is much less than the
thickness coupling factor kt. This absence of lateral cou-
pling leads to reduced interference from spurious lateral
resonances in longitudinal oscillators. This is very useful
in high-frequency array transducer applications. One dis-
advantage to PZT and other lead-based ceramics is their
large acoustic impedance (approximately 30 Mrayls) com-
pared to body tissue (1.5 Mrayls). Single or multiple
matching layers with intermediate impedances needed
to be used in the case of PZT to improve acoustic matching.

On the other hand, piezoelectric polymers, such as
poly(vinyliden)–difluoride–trifluoroethylene, have much
lower acoustic impedance (4–5 Mrayls) than the ceramics
and thus provide better matching with soft tissues. How-
ever, piezopolymers are less sensitive than the ceramics
and they have relatively low dielectric constants, requir-
ing large drive voltage and giving poor noise performance
due to electrical impedance mismatching.

An alternative to ceramics and polymers is piezoelec-
tric ceramic/polymer composites. Piezocomposites having
2–2 or 1–3 connectivity are commonly used in ultrasonic
medical applications. These combine the low acoustic im-
pedance advantage of polymers with the high sensitivity
and low electrical impedance advantages of ceramics.

Input
pulse

Backing

Piezoelectric element

Matching layer

Ultrasonic beam

Figure 5. Prototype transducer geometry. The transducer is
mainly composed of matching layer, piezoelectric material and
backing.

Table 3. Comparison of Ultrasonic Transducer Materials

PZT
Ceramic

PVDF
Polymer

PZT-
Polymer

Composite ZnO Film

kt 0.45–0.55 0.20–0.30 0.60–0.75 0.20–0.30
Z(Mrayls) 20–30 1.5–4 4–20 35
eT
33=e0 200–5000 10 50–2500 10

tand (%) o1 1.5–5 o1 o1
Qm 10–1000 5–10 2–50 10
r (g/cm3) 5.5–8 1–2 2–5 3–6
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The design frequency of a transducer depends on the
penetration depth imposed by the application. Resolution
is improved with increasing frequency. Although a high-
frequency transducer is capable of producing a high-res-
olution image, higher frequency acoustic energy is more
readily attenuated by the body. A lower frequency trans-
ducer is used as a compromise when imaging deeper struc-
tures. Most medical ultrasound imaging systems operate
in the frequency range from 2 to 10 MHz and can resolve
objects approximately 0.2–1 mm in size. At 3.5 MHz, imag-
ing to a depth of 10–20 cm is possible, while at 50 MHz,
increased losses limit the depth to less than 1 cm. Higher-
frequency transducers (10–50 MHz) are used for endo-
scope-based imaging and for catheter-based intravascular
imaging. At higher frequencies over 100 MHz applications
are used in the field of ultrasound microscopy. The oper-
ating frequency of the transducer is directly related to the
thickness and velocity of sound in the piezoelectric mate-
rials employed. As frequency increases resonator thick-
ness decreases. For a 3.5-MHz transducer, PZT ceramic
thickness needs to be roughly 0.4 mm. Most conventional
ceramic transducers, such as PZT, are limited to frequen-
cies below nearly 80 MHz because of the difficulty of fab-
ricating thinner devices [21]. For microscopic applications
at frequencies over 100 MHz, corresponding to the thick-
ness of less than 20 mm, piezoelectric thin-film transducers
such as ZnO have to be used [22].

The design of ultrasonic transducers with piezoelec-
trics used in the medical field was mentioned above. An-
other major ultrasonic transducer application is the
underwater sonar transducer employed as both acoustic
source and hydrophone. Sonar (sound navigation and
ranging) is used to explore the ocean and underwater ob-
jects. Hydrophones are underwater microphones for de-
tecting sound in water and under hydrostatic pressure.
The representative transducers widely used for high-pow-
er and low-frequency active sonar include the Tonpilz and
flextensional structures. The design of the Tonpilz trans-
ducer typically involves head and tail masses that are
configured for impedance matching and a central piezoce-
ramic section, whose shape roughly resembles a mush-
room [23]. This transducer is made from stacks of rings
electroded on the flat surfaces and electrically connected
in parallel and are electrically insulated for each other
held together with a stress rod. On the other hand, the
flextensional transducer uses a mechanical shell, gener-
ally made of metal such as steel or brass, to convert hy-
drostatic stress to a stress along one or more of the
sensitive axes of a stack of piezoelectric ceramic plates
or rings [24]. The flextensional transducers with different
shapes of the outer shell have been designed to achieve an
extremely high sensitivity.

4.2. Actuators and Motors

4.2.1. Actuators. Currently the other important appli-
cations of piezoelectric materials exist in actuator fields
[25]. Actuators are defined as transducers capable of
transferring input energy into a mechanical output ener-
gy. Using the converse piezoelectric effect, small displace-
ment can be produced by applying a field to piezoelectric

materials. Vibrations can be generated by applying an al-
ternating field. In advanced precision engineering, the de-
mand for a variety of types of actuators that can adjust
positions precisely (micropositioning devices), suppress
noise vibrations (dampers), or drive objects dynamically
(ultrasonic motors) exist. These devices are used in broad
areas including optics, astronomy, fluid control, and pre-
cision machinery. For actuator applications, piezoelectric
strain and electrostriction induced by an electric field are
used. Electrostrictive materials such as lead magnesium
niobate (PMN) ceramics are especially preferred because
of their small degradation under severe operating condi-
tions. The PMN is easily electrically poled when an elec-
tric field is applied around the transition temperature
and depoled completely without any remanent polariza-
tion. This provides extraordinarily large apparent elect-
rostriction though it is a secondary phenomenon of the
electromechanical coupling. Figure 6 shows the longi-
tudinal induced strain curve at room temperature in
0.9PMN–0.1PT [26]. The magnitude of the electrostrict-
ion is 10� 3, and this material has almost no hysteresis.

Figure 7 shows the design classification of ceramic ac-
tuators. Simple devices composed of a disk and multilayer
type directly use the strain induced in a ceramic by the
applied electric field. Complex devices do not use the in-
duced strain directly but use the magnified displacement
through a special magnification mechanism such as un-
imorph, bimorph, and moonie. The most popularly used
multilayer and bimorph types have the following charac-
teristics. The multilayer type does not show a large dis-
placement (10mm), but has advantages in generation force
(1000 N), response speed (10 ms), lifetime (1011 cycles), and
the electromechanical coupling factor k33 (0.70). The
bimorph type exhibits a large displacement (300 mm), but
shows disadvantages in generation force (1 N), response
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Figure 6. Longitudinal induced strain curve at room tempera-
ture in 0.9PMN–0.1PT as a function of electric field. The magni-
tude of the electrostriction is 10� 3 and this has almost no
hysteresis.
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speed (1 ms), lifetime (108 cycles) and the electromechan-
ical coupling factor keff (0.10). For instance, in a 0.65
PMN–0.35 PT multilayer actuator with 99 layers of
100-mm thick sheets (2� 3� 10 mm3), an 8.7 mm displace-
ment is generated by a 100 V voltage, accompanied by a
slight hysteresis. The transmit response of the induced
displacement after the application of a rectangular voltage
is as quick as 10 ms. In conclusion, the multilayer exhibits
the field induced strain of 0.1% along the length.

Unimorph and bimorph devices are defined by the
number of piezoelectric ceramic plates: only one ceramic
plate is bonded onto an elastic shim, or two ceramic plates
are bonded together simultaneously. The bimorph causes
bending deformation because each piezoelectric plate
bonded together produces extension or contraction under
an electric field. In general, there are two types of piezo-
electric bimorph: antiparallel polarization type and par-
allel polarization type, as shown in Fig. 8. Two poled
piezoelectric plates with t/2 in thickness and L in length
are bonded with their polarization directions opposite or
parallel to each other. In cantilever bimorph configuration
whose one end is clamped, the tip displacement dz under
an applied voltage V is provided as follows:

dz¼ 3=2 .d31 L2=t2
� �

V antiparallel typeð Þ ð9Þ

dz¼ 3d31 L2=t2
� �

V parallel typeð Þ ð10Þ

The resonance frequency fr for both types is given by

fr¼ 0:16t=L2 rSE
11

� ��1=2
ð11Þ

where r is density and SE
11 is elastic compliance. A metallic

sheet (called a shim) is occasionally sandwiched between
the two piezoelectric plates to increase the reliability, that
is, the structure can be maintained even if the ceramics
fracture. Using the bimorph structure, a large magnifica-
tion of the displacement is easily obtainable. However, the
disadvantages include a low response speed (1 kHz) and
low generative force.

A composite actuator structure called moonie has been
developed to amplify the small displacements induced in
a piezoelectric ceramic. The moonie consists of a thin
multilayer element and two metal plates with a narrow
moon-shaped cavity bonded together. This device has
intermediate characteristics between the conventional
multilayer and bimorph actuators; this shows an order
of magnitude larger displacement (100 mm) than the mul-
tilayer, and much larger generative force (100 N) with
quicker response (100 ms) than the bimorph.

Some examples of applications of piezoelectric and
electrostrictive actuators mentioned already are described
next. The piezoelectric impact dot-matrix printer is the
first mass-produced device using multilayer ceramic actu-
ators. The advantage of the piezoelectric printer head
compared to the conventional magnetic types are: low en-
ergy consumption, low heat generation, and fast printing
speed. The longitudinal multilayer actuators do not ex-
hibit a large displacement and thus a suitable displace-
ment magnification mechanism is necessary. The
displacement induced in a multilayer actuator pushes up
the force point, and its displacement magnification is car-
ried out through hinge levers so as to generate a large wire
stroke. When the displacement in the piezoactuator is
8 mm, the wire stroke of 240 mm can be obtained, that is the
magnification rate is 30 times.

Bimorph structures are commonly used for VCR head
tracking actuators, because of their large displacements.
An autotracking scan system uses the piezoelectric actu-
ators so that the head follows the recording track even
while driven at both still and quick modes. As can be an-
ticipated, the bimorph drive is inevitably accompanied by

z

z

z

z

v

v

v

Multilayer

Bimorph

Moonie

Figure 7. Structures of ceramic actuators. There are three rep-
resentative types: multilayer, bimorph, and moonie types.

V

V

(a)

(b)

Figure 8. Two types of piezoelectric bimorphs: (a) antiparallel
polarization type; (b) parallel polarization type.
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a torsional motion. To obtain a perfect parallel motion a
special mechanism has to be employed. Piezoelectric
bimorphs have also been used in phonograph pickup car-
tridges, and cantilever bimorphs with small masses at-
tached to their free end can be used as accelerometers.
Piezoelectric pumps for gas or liquid utilizing an alternat-
ing bending motion of bimorph have been developed for
intravenous drip injection in hospitals and for medication
dispensers in chemotherapy, chronic pain, and diabetes.
Piezoelectric fans for cooling electronic circuits are made
from a pair of bimorphs that are driven out of phase so as
to blow effectively. Furthermore, piezobimorph-type cam-
era shutters have been widely commercialized.

In optical control systems, lenses and mirrors require
micropositioning and even the shapes of mirrors are ad-
justed to correct image distortions. For instance, a space
qualified active mirror called articulating fold mirror uti-
lizes six lead magnesium niobate (PMN) electrostrictive
multilayer actuators to precisely position a mirror tip and
tilt in order to correct the focusing aberration of the Hub-
ble Space Telescope.

Piezoelectric actuators are also useful for vibration
suppression systems of an automobile. An electronically
controlled shock absorber was developed by Toyota. The
piezoelectric sensors detecting road roughness is com-
posed of 5 layers of 0.5 mm thick PZT disks. The actuator
is made of 88 layers of 0.5 mm thick disks. Applying 500 V
generates about 50 mm displacement, which is magnified
by 40 times through a piston and plunger pin combination.
This stroke pushes the change value of the damping force
down, then opens the bypass oil route, leading to decrease
in the flow resistance. This electronically controlled shock
absorber has both controllability and comfortability si-
multaneously.

4.2.2. Ultrasonic Motors. An ultrasonic motor is an ex-
ample of piezoelectric actuators using a resonant vibra-
tion. In ultrasonic motors linear motion is obtained from
the elliptical vibration through frictional force. The motor
basically consists of a high-frequency power supply, a vi-
brator, and a slider. The vibrator is composed of a piezo-
electric driving component and an elastic vibrator part,
and the slider is composed of an elastic moving part and a
friction coat. The characteristics of the ultrasonic motors
are low speed and high torque compared to the conven-
tional electromagnetic motors with high speed and low
torque [25,27].

The ultrasonic motors are classified into two types: a
standing-wave type and a propagating-wave type. The
standing wave is expressed by

Vs x; tð Þ¼A cos kxð Þ . cos otð Þ ð12Þ

while the propagation wave is given by

Vp x; tð Þ¼A cos kx� otð Þ

¼A cos kxð Þ . cos otð Þ

þA cos kx� p=2
� �

. cos ot� p=2
� �

ð13Þ

A propagating wave can be generated by superimposing
two standing waves whose phases differ by 901 to each
other both in time and in space. The standing-wave type is
sometimes known as a vibratory-coupler or a ‘‘woodpeck-
er’’ type, where a vibratory piece is connected to a piezo-
electric driver and the tip portion generates flat elliptic
movement. Figure 9 shows a vibratory coupler type motor.
A vibratory piece is attached to a rotor or a slider with a
slight cant angle. The standing-wave type has high effi-
ciency, up to 98% theoretical. However, a problem of this
type is lack of control in both clockwise and counterclock-
wise directions. The principle of the propagation type is
shown in Fig. 10. In the propagating-wave type, also called
‘‘surfing-type,’’ a surface particle of the elastic body draws
an elliptic locus due to the coupling of longitudinal and
transverse waves. This type generally requires two vibra-
tion sources to generate one propagating wave, leading to
low efficiency (not more than 50%), but is controllable in
both the rotational directions. An ultrasonic rotatory mo-
tor is successfully used in autofocusing cameras to pro-
duce precise rotational displacements. The advantages of
this motor over the conventional electromagnetic motor
are: silent drive (inaudible), thin motor design, and energy
saving.

4.3. Resonators and Filters

When a piezoelectric body vibrates at its resonant fre-
quency it absorbs considerably more energy than at other
frequencies resulting in the fall of impedance. This phe-
nomenon enables piezoelectric materials to be used as a

Oscillator

Vibratory piece

Rotor

Figure 9. Vibratory coupler type ultrasonic motor. A vibratory
piece is attached to a rotor or a slider with a slight cant angle.

Slider

Propagation
 direction

Elliptical particle
motion

Elastic body

Moving
direction

Figure 10. Principle of the propagating wave type ultrasonic
motor. A surface particle of the elastic body draws an elliptic locus
due to the coupling of longitudinal and transverse waves.
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wave filter. A filter is required to pass a certain selected
frequency band or to stop a given band. The bandwidth of
a filter fabricated from a piezoelectric material is deter-
mined by the square of the coupling coefficient k, that is,
nearly proportional to k2. Quartz crystals with very low k
value of about 0.1 can pass very narrow frequency bands
of approximate 1% of the center resonance frequency. On
the other hand, PZT ceramics with a planar coupling co-
efficient of about 0.5 can easily pass a band of 10% of the
center resonance frequency. The sharpness of the pass-
band is dependent on the mechanical quality factor Qm of
the materials. Quartz has also a very high Qm of about 106

which results in a sharp cutoff to the passband and well-
defined frequency of the oscillator.

A simple resonator is a thin disk type, electroded on its
plane faces and vibrating radially for applications in fil-
ters with a center frequency ranging from 200 kHz to
1 MHz and with a bandwidth of several percent of the
center frequency. For a frequency of 455 kHz the disk di-
ameter needs to be about 5.6 mm. However, if the required
frequency is higher than 10 MHz, other modes of vibration
such as the thickness extensional mode are exploited, be-
cause of its smaller-size disk. The trapped-energy type fil-
ters made from PZT ceramics have been widely used in the
intermediate frequency range (at 10.7 MHz) for devices
such as for FM radio receivers and transmitters. By em-
ploying the trapped-energy phenomena, the overtone fre-
quencies are suppressed. The plate is partly covered with
electrodes of a specific area and thickness. The fundamen-
tal frequency of the thickness mode beneath the electrode
is less than that of the unelectroded portion, because of
the extra inertia of the electrode mass. The longer wave
characteristic of the electrode region cannot propagate in
the unelectroded region. The higher-frequency overtones
can propagate away into unelectroded region. This is
known as trapped-energy principle. Figure 11 shows a
schematic drawing of trapped-energy filter. In this struc-
ture the top electrode is split so that coupling between the
two parts will only be efficient at resonance. More stable
filters suitable for telecommunication systems have been
made from single crystals such as quartz or LiTaO3.

4.4. SAW Devices

A surface acoustic wave (SAW; also called a Rayleigh
wave) is composed of a coupling between longitudinal
and shear waves in which the SAW energy is confined
near the surface. An associated electrostatic wave exists

for a SAW on a piezoelectric substrate, which allows elect-
roacoustic coupling via a transducer. The advantages of
SAW technology are that the wave can be electroacousti-
cally accessed and tapped at the substrate surface and its
velocity is approximately 104 times slower than an elec-
tromagnetic wave. The SAW wavelength is on the same
order of magnitude as line dimensions which can be pho-
tolithographically produced and the lengths for both short
and long delays are achievable an reasonable size sub-
strates [28,29].

There are a very broad range of commercial system ap-
plications which include front-end and IF (intermediate
frequency) filters, CATV (community antenna television)
and VCR (video cassette recorder) components, synthesiz-
ers, analyzers, and navigators. In SAW transducers, finger
electrodes provide the ability to sample or tap the wave
and the electrode gap gives the relative delay. A SAW filter
is composed of a minimum of two transducers. A schematic
of a simple SAW bidirectional filter is shown in Fig. 12. A
bidirectional transducer radiates energy equally from
each side of the transducer. Energy that is not received
is absorbed to eliminate spurious reflection.

Various materials are currently being used for SAW
devices. The most popular single-crystal SAW materials
are lithium niobate and lithium tantalate. The materials
have different properties depending on the cut of the ma-
terial and direction of propagation. The fundamental pa-
rameters considered when choosing a material for a given
device applications are SAW velocity, temperature coeffi-
cients of delay (TCD), electromechanical coupling factor,
and propagation loss. Surface acoustic waves can be gen-
erated and detected by spatially periodic, interdigital elec-
trodes on the plane surface of a piezoelectric plate. A
periodic electric field is produced when a radiofrequency
(RF) source is connected to the electrode, thus permitting
piezoelectric coupling to a traveling surface wave. If an RF
source with a frequency f is applied to the electrode having
periodicity d, energy conversion from an electrical to me-
chanical form will be maximum when

f ¼ f0¼Vs=d ð14Þ

Vs is the SAW velocity and f0 is the center frequency of the
device. SAW velocity is an important parameter determin-
ing the center frequency. Another important parameter
for many applications is temperature sensitivity. For ex-
ample, the temperature stability of the center frequency of

Electrode

Ceramic plate

BottomTop

Figure 11. Trapped-energy-type filter. The top electrode is split
so that coupling between two parts will be efficient only at reso-
nance.

SAW

Interdigital
electrode

Piezoelectric substrate

Input Output

Figure 12. Typical SAW bidirectional filter consisting of two in-
ter-digital transducers. The input transducer generates surface
acoustic waves in either direction and the output transducer con-
verts the acoustic energy back to an electrical signal.
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SAW bandpass filters is a direct function of temperature
coefficient for the velocity and delay for the material used.
The first-order temperature coefficient of delay is given by

1=t
� �

. dt=dT
� �

¼ 1=L
� �

. dL=dT
� �

� 1=Vs

� �
. dVs=dT
� � ð15Þ

where t¼L/Vs is the delay time and L is the SAW prop-
agation length. The surface wave coupling factor k2

s is de-
fined in terms of the change in SAW velocity that occurs
when the wave passes across a surface coated with a thin
massless conductor, so that the piezoelectric field associ-
ated with the wave is effectively shorted-circuited. The
coupling factor k2

s is expressed by

k2
s ¼ 2 Vf � Vmð Þ=Vf ð16Þ

where Vf is the free surface wave velocity and Vm is the
velocity on the metallized surface. In actual SAW applica-
tions, the value of k2

s relates to the maximum bandwidth
obtainable and the amount of signal loss between input
and output, determining the fractional bandwidth versus
minimum insertion loss for a given material and filter.
Propagation loss is one of the major factors that determine
the insertion loss of a device and is caused by wave scat-
tering at crystalline defects and surface irregularities.
Materials that show high electromechanical coupling fac-
tors combined with small temperature coefficients of delay
are likely to be required. The free surface velocity V0 of the
material is a function of cut angle and propagation direc-
tion. The TCD is an indication of the frequency shift ex-
pected for a transducer due to a temperature change and
is also a function of cut angle and propagation direction.
The substrate is chosen based on the device design spec-
ifications and includes consideration of operating temper-
ature, fractional bandwidth, and insertion loss.

Piezoelectric single crystals such as 1281Y–X (1281-ro-
tated-Y-cut and X-propagation)—LiNbO3 and X –1121Y
(X-cut and 1121-rotated-Y-propagation)—LiTaO3 have
been extensively employed as SAW substrates for appli-
cations in VIF (video intermediate frequency) filters. A
c-axis-oriented ZnO thin film deposited on a fused quartz,
glass, or sapphire substrate is also commercialized for
SAW devices. Table 4 shows some important material pa-
rameters for some SAW materials.

4.5. Delay Lines

A delay line can be formed from a slice of glass such as
PbO- of K2O-doped SiO2 glass in which the velocity of
sound is nearly independent of temperature. PZT ceramic
transducers are soldered on two metallized edges of the
slice of glass. The input transducer converts the electrical
signal to a shear acoustic wave that travels through the
slice. At the output transducer the wave is reconverted
into an electrical signal delayed by the length of time tak-
en to travel around the slice. Such delay lines are used in
color TV sets to introduce a delay of approximately 64 ms
and are also employed in videotape recorders.

4.6. Piezoelectric Transformer

The transfer of vibration energy from one set of electrodes
to another on a piezoelectric ceramic body can be used for
voltage transformation. This device is called a piezoelec-
tric transformer. Office automation equipment with liquid
crystal displays have been successfully commercialized
into such products as notebook type personal computers
and car navigation systems. This equipment with a liquid
crystal display requires a very thin, non-electromagnetic-
noise transformer to start the glow of a fluorescent back-
lamp. This application has accelerated the development of
piezoelectric transformers. Figure 13 shows a fundamen-
tal structure where two differently poled parts coexists in
one piezoelectric plate. The plate has electrodes on half its
major faces and on an edge, which is then poled in its
thickness direction at one end and parallel to the long axis
over most of its length. A low-voltage AC supply is applied
to the large-area electrodes at a frequency that excites a
length extensional mode resonance. A high-voltage output
can then be taken from the small electrode and one of the
larger electrodes. After the proposal by C. A. Rosen, piezo-
electric transformers with several different structures

Table 4. SAW Material Properties

Material Cut Propagation Direction k2 (%) TCD (ppm/C) V0 (m/s) er

Single crystal Quartz ST–X 0.16 0 3158 4.5
LiNbO3 1281Y–X 5.5 –74 3960 35
LiTaO3 X1121–Y 0.75 –18 3290 42
Li2B4O7 (110) �h001i 0.8 0 3467 9.5

Ceramic PZT-In(Li3/5W2/5)O3 1.0 10 2270 690
(Pb,Nd)(Ti,Mn,In)O3 2.6 o1 2554 225

Thin film ZnO/glass 0.64 –15 3150 8.5
ZnO/Sapphire 1.0 –30 5000 8.5

Low voltage
 input

High voltage 
output

Figure 13. Fundamental Rosen-type structure of piezoelectric
transformer. Two differently-poled parts coexist in one piezoelec-
tric plate.
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have been reported. A multilayer type transformer is pro-
posed in order to increase the voltage rise ratio. The input
part is of the multilayer structure with internal electrodes
and the output electrodes are formed at the side surface of
the rectangular plate. This transformer uses piezoelectric
transverse mode for the input and output parts.
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A PIN diode is a semiconductor device that operates at RF
and microwave frequencies as a variable resistor in the
forward direction. The resistance value of the PIN diode
can be varied over a range of approximately 1O–100 KO
through the use of a DC or low-frequency control current. A
unique feature of the PIN diode is its ability to control large
amounts of RF power with relatively much lower DC levels.

The PIN diode is useful for leveling, limiting, and am-
plitude modulating an RF signal, when the control current
is varied continuously. However, the device can be used for
pulse modulating, attenuating, switching, and phase shift-
ing of an RF signal if the control current is turned ON or
OFF, or in discrete steps. In addition, the PIN’s small size,
weight, high switching speed, and minimized parasitic el-
ements make it ideally suited for miniature, broadband
RF signal applications.

1. PIN-DIODE MODEL

A PIN diode is a PN junction with a doping profile tailored
so that an intrinsic layer I is sandwiched between the P
region and the N region [1]. A model of a PIN diode chip is
shown in Fig. 1. The chip is prepared with a wafer of al-
most pure intrinsic silicon, with high resistivity and long
lifetime. A P region is then diffused into one diode surface
and an N region is diffused into the other surface. Both
regions are heavily doped, so we will call them Pþ and Nþ,
to indicate the heavy doping. The resulting intrinsic or I
region of width W is sandwiched between Pþ - and Nþ -
type regions. The width of the I-region is a function of the
original thickness of the wafer, and its area A depends on
how many small sections are defined across the wafer.

When a PIN diode is forward-biased, holes and elec-
trons are injected from the P and N regions into the high-
resistivity I region. These charges do not immediately re-
combine, and the average recombination time is called the
carrier lifetime t. Both t and W in large part determine
approximately the low-frequency limit of useful applica-
tions. The lifetime of PIN diode is determined by the de-
sign and is based on the required switching speed and is
typically in the range of 5 ns to over 100ms [2,3].

The conductance of the diode is proportional to the
stored charge, and the charge, in turn, is related to the
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diode forward bias current IF as follows [4,5]:

IF¼
dQ

dt
þ

Q

t

If the diode is biased only with a constant current, that is,
in steady state, then the stored charge is constant and is
equal to Q¼ IFt. However, if the bias consists of both a
constant current and a low-frequency RF, specifically, a
time-varying signal, then the charge will be modulated,
and the degree of modulation will depend on the AC and
DC signal levels and frequency of operation as given by [4]

QðoÞ¼
IFt

1þ jot

where o is 2pf and f is the operating frequency. This
charge frequency dependence is plotted in Fig. 2, and il-
lustrates the fact that if the signal frequency is less than fc
¼ 1/2pt, then the signal modulation cannot be neglected;
however, beyond that the modulation effect should de-
crease by about 6 dB/octave, and eventually disappears. In
other words, at frequencies well below fc, the PIN diode
behaves as an ordinary PN junction diode, while in the
vicinity of fc, the diode will start to behave as a linear re-
sistor with a small nonlinear component, and the signal
will suffer from a measure of distortion. But, at frequen-
cies beyond fc, the diode appears essentially as a pure re-
sistance controlled by a DC or a low-frequency control
signal.

2. DETAILED PIN DIODE STRUCTURE

The ideal PIN structure will have a high-resistivity un-
doped I region. In practice, no silicon material is without
impurities. A PIN diode consists of an extremely high-re-
sistivity P or N region between low-resistivity highly
doped P and N regions at its boundaries. For nomencla-
ture, we will use the following notation: for heavily doped
P and N materials we will use Pþ and Nþ, but for high-
resistivity P and N material we will use the Greek nota-
tion p-type and n-type, for P and N, respectively. Figure 3
shows a Pþ, n, Nþ diode structure; the few impurity atoms
of the I region will be ionized (assuming high-resistivity I
layer), and the depletion region will extend through the
Pþ and Nþ regions. For all practical purposes, the small
penetration of the depletion region in the Pþ and Nþ re-
gions can be neglected and the width of the depletion re-
gion will essentially be constant, equal to the I-region
width, WI. The same is true if the device is Pþ, p, Nþ ;
however, the former structure is the most commonly man-
ufactured one.

3. PUNCHTHROUGH VOLTAGE

Thus far, we have assumed that the I region has a very
high resistivity, and that the depletion region extends to
the Pþ and Nþ interfaces, even with no applied bias. Un-
der these circumstances, the width of the I layer is almost
constant and Cj is practically independent of the applied
voltage. In other words, at zero voltage the depletion re-
gion has already extended through the I region. This type
of device is called a zero-punchthrough diode, as the de-
pletion region has punched through to the high-conduc-
tivity region even before bias was applied.

This is again, an ideal situation, the practical PIN di-
ode with ionized impurity profiles is as shown in Fig. 4. At
zero bias, a large portion, but not necessarily all, of the I
region is depleted, and the width of the depletion region
W(0) is most likely less than the I-region width W. Apply-
ing a reverse bias, the depletion region spreads further,
until it reaches the Nþ region (as shown in Fig. 4), and is
called the punchthrough voltage VPT.

The reverse-bias potential required for punchthrough
is given by [4,5]

VPT¼
eNDW2

2ere0

where ND is the impurity concentration in the n region.
Obviously, if ND equals zero (ideal case), then VPT is zero.

VPT can be used to measure the resistivity of the I re-
gion. Where the resistivity is related to the donor impurity
as given by

r¼
1

NDemN

where mN is the electron mobility, and combining the pre-
ceding two equations will result in the following expres-

Area A

W
P

I

N

Figure 1. PIN-diode chip outline.

20 Log
Q(�)

�c = 1/� Log �
Charge response

6 dB/octave
IF�

Figure 2. PIN diode charge response as function of frequency.
(After [4].)
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sion that can be used to accurately estimate r [4,5]:

r¼
W2

2VPTe0ermN

¼
ð2:4� 108ÞW2

VPT
ðO . cmÞ

where W unit is cm.

Example 1. A particular silicon diode has an I-region width
of 0.0025 cm, and is found to have punchthrough voltage of
5 V. Evaluate its resistivity:

r¼
ð2:4� 108ÞW2

VPT
¼
ð2:4� 10Þ:ð0:0025Þ2

5
¼300O . cm

4. LOW-FREQUENCY EQUIVALENT-CIRCUIT MODEL

The equivalent circuit of a PIN diode depends on the op-
erating frequency. At frequencies much lower than fc, the
equivalent circuit of just below the punchthrough case, is
as shown in Fig. 5a, and the portions of the Pþ and the I
regions, which were partially depleted, are represented by
a depletion, or ‘‘swept’’, region. While the remainder of the
I region is unswept, and its overall characteristics are very
similar to those of a normal PN junction diode.

At low frequencies (say, o1 MHz), most of the current
goes through the unswept capacitance CUS, while at high-
er frequencies (e.g., 41 GHz), the current almost bypass
it. And for all practical purposes, the total capacitance can

V

V

Fixed capacitance
approx. equivalent circuit
for PIN diode

Cj ≈ constant ≈ C(O)

(a)

Doped crystal
(P+, �, N+)

0

(b)

Ionized
impurity
profile
(P+, �, N+)

(c)

Doped crystal
(P+, �, N+)

(d)

Ionized
impurity
profile
(P+, �, N+)

PN Junction

PN Junction

x

x

0

P+ N+

≈W

I(�)

P+ N+I(� )

�

�

(e)
Figure 3. Profiles for the n and p PIN types
diodes. (After [4].)
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be represented by the series combination of CSW and CUS,
which is approximately equal to Cj: the full capacitance of
the I region. To identify high and low frequencies, we de-
fine a frequency called the dielectric relaxation frequency
fR, given by [4,5]:

fR¼
1

2pRUSCUS

where RUS¼ rL=A and CUS¼ e0erA=L, where L is the
width of the unswept region and A is its cross sectional
area. Therefore

fR¼
1

2pe0err
¼

153

rðO . cmÞ
GHz

Usually an I layer has a resistivity of at least 100O � cm. A
rule of thumb, is that for frequencies beyond 3fR (also
410fc), the diode can be assumed to be a constant capac-
itance, that is, having constant depletion width W. Hence,

if we assume a 100O � cm I layer, then for frequencies
beyond 4.59 GHz, we need to use the microwave circuit
model.

5. MICROWAVE EQUIVALENT CIRCUIT

The microwave equivalent circuit for the unpackaged PIN
diode chip is shown in Fig. 6. In most applications the PIN
diode is used as a switch; therefore, it is a better open cir-
cuit, for a lesser capacitance in the reverse-bias state.
Also, the diode will have a better short circuit, for lower
forward resistance, where decreasing RF and RR will lower
the device insertion loss in the ON state. A figure of merit is
generally used to relate to the PIN switching effectiveness.
This is the switching cutoff frequency fCS, expressed as
follows:

fCS¼
1

2pcJ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
RRRF

p

In principle, the values of RF and RR can be evaluated
and fCS can be specified. The term switching cutoff is not
intended to imply that a particular device can be used for
designing a switching circuit at frequencies as high as fCS.
But it gives an upper limit as PIN diodes are typically
used in a frequency range around 1

100th— 1
50th of fCS. Mean-

while, in switching and phase shifting applications, the
overall losses are proportional to the ratio of switching
cutoff frequency to the operating frequency.

A more general representation of figure of merit for two
impedance state switching devices has been proposed by
Kurokawa and Schlosser [6], and the figure of merit is
written as

Q¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðr1 � r2Þ

2
þ ðx1 � x2Þ

2
q

ffiffiffiffiffiffiffiffiffi
r1r2
p

where the impedances of the two states are z1¼ r1þ jx1¼

RF, and z2¼ r2þ jx2¼RRþ 1/joCj. Hence

Q¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRF �RRÞ

2
þð1=oCjÞ

2
q

ffiffiffiffiffiffiffiffiffiffiffiffiffi
RFRR

p �
1

2pfCj

ffiffiffiffiffiffiffiffiffiffiffiffiffi
RFRR

p

when jRF � RRj51=oCj, then this above expression can
be simplified as

Q � fCS=f

where fCS is the switching cutoff frequency. Typical Q val-
ues are in the range of 100–200, and for fCS are in the
range of 350–800 GHz, respectively.

6. EVALUATION OF RF

To determine the microwave properties of a diode when
forward-biased, let us calculate the conductivity and
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resistance of the I region under a forward-bias condition.
We will first assume that the I region as a whole is
electrically neutral (the injected carriers; n¼p), and
that the bias current injects both types of carrier, which
recombine with one another in the I region after ‘‘long
lifetime.’’ We will assume also that the average lifetime of
these carriers before combining is sufficiently long to allow
both the holes and the electrons to be uniformly distri-
buted within the I-region.

Then, the conductivity of the I region is related to
the ratio of the current density to the applied field
strength s¼J/E, where J is the directed average rate of
flow of electric charge. Hence the current J can be ex-
pressed as the sum of the current due to the two carriers
in the I region and is given by

J¼ ðevppþ evnnÞE

where vp and vn are the average directed velocities of
the n and p carriers, respectively, and where e, the mag-
nitude of electron’s charge, is 1.6� 10� 19 C, and (p,n) are
the respective injected hole and electron densities in the
I region. Thus, the conductivity in terms of the mobility m,
which is defined as the average carrier velocity per unit of

applied electric field, and is given by

s¼ eðmppþ mnnÞ

Hence, for a diode with thickness W and cross-sectional
area A, its I-region resistance RI is given by

RI¼
W

sA
¼

W

eAðmppþ mnnÞ

Now, under the assumption of n¼p, and tp¼ tn, the diode
I region resistance is

RI¼
W

2eAmAPp

where 2mAP¼ ðmpþ mnÞ is the ambipolar mobility [4], and is
defined as the effective average of the hole and electron
mobilities (610 cm2/V � s in silicon). But the stored charge,
if the diode is injected, with fixed (i.e., constant) current is
given by

Qp¼ IFtp¼ IFt¼ epAW

1 GHz major current
path

PIN model

Swept
region

P+ I(�) N+

Unswept region

x

CUS

Rc2RN+
RUS

RR CS

RSW

CSWRP+Rc1

CSWRSW

CUS

RUS

1 MHz major
current path

Depletion 
zone before
punchthrough

Detailed equivalent circuit

Low freq. simplified equivalent circuit

Microwave equivalent circuit

(a) 

(b) 

(c) 

(d) 

(e) 

Figure 5. Reverse-bias PIN equivalent cir-
cuit: (a) PIN model; (b) depletion region before
punchthrough; (c) detailed equivalent circuit;
(d) equivalent circuit at low frequencies; (e)
microwave equivalent circuit RC1¼ contact re-
sistance at left; RC2¼ contact resistance at
right; (RP

þ
¼ semiconductor resistance of Pþ

region; RN
þ
¼ semiconductor resistance at Nþ

region; CSW¼ capacitance of swept region;
RUS¼ capacitance of the unswept region,
RUS resistance of the unswept region; Cj

junction capacitance ¼CSWþCUS, RR¼RC1

þRC2þRP
þ
þRN

þ ). (After [4].)
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Then, the I-region resistance is [4]

RI¼
W2

2mAPtIF

Example 2. Find RI for a silicon diode that has an I-region
width of W¼ 100 mm, and a 4 ms t lifetime that is injected
by IF¼ 100 mA in the forward bias.

Solution:

RI¼
ð100� 10�4Þ

2cm2

2� 610
cm2

V . s

� �
. ð4� 10�6 sÞ . ð100:10�3AÞ

¼ 0:21O

It is important to recognize that RI does not depend on the
cross-sectional area A, and is inversely proportional to the
bias current IF.

7. PRACTICAL RF RESISTANCE

The resistance RI, which practically can be expressed by
RI¼K=Ix

F [7], governs the diode ON characteristics at RF
frequencies, where RI is the effective high-frequency re-
sistance and IF is the DC bias current in mA. The depen-
dence of RI on DC is similar in form to the dependence of
the previously defined RI on IF in the low-frequency equiv-
alent circuit; however, the constant K and the exponent x
are different. Due to a variety of mechanisms that exist in
the diode at RF frequencies, both K and x must be deter-

mined empirically. For a specific diode design, the expo-
nent x is usually constant, very close to 1. Meanwhile, the
constant K is highly dependent on the fabrication and
process control, and its value can vary by as much as 3–1
from diode to diode. Fortunately, for switching or pulse
operation, the variation of RI between diodes at a given
bias point is not significant since the diode is usually
switched between a very high value and a very low value
of resistance by the control current. For analog applica-
tions such as attenuating and modulating, the variation of
RI from unit to unit this could be troublesome.

8. RR AND CJ REVERSE-BIASED CIRCUIT MODEL

At microwave frequencies, and under reverse bias, the I
region is depleted of carriers and the PIN appears as an
essentially constant capacitance to a microwave signal.
Either series or parallel resistance can account for the
presence of dissipative losses in the equivalent circuit (see
Fig. 6). In a high-quality PIN diode, the I region has ex-
tremely high resistance, and most of the dissipation under
RF occurs in the ohmic contacts (RC1, RC2), and in the re-
sistance of Pþ and Nþ regions. Hence, a fixed resistance
RR is used to represent the overall losses.

Meanwhile, the I region is represented by a junction
capacitance Cj, which is expressed approximately by the
following simple parallel-plate capacitance formula

Cj �
e0erpD2

4W

where e0¼8.85� 10� 14 F/cm is free-space permittivity, er
¼ 11.8 equals the relative dielectric constant for silicon, D
is the junction diameter, and W is the I region thickness.

9. EQUIVALENT CIRCUITS OF PACKAGED PIN DIODES

Packages typically introduce additional reactive elements
in the form of package inductance Lp and package capac-
itance Cp. These elements are shown in Fig. 7.

Examples of these available packages, are given in
Fig. 8, which shows typical HP PIN-diode packages, with
package HP OUTLINE 15 having Lp¼ 2.5 nH and a Cp of
0.10 pF.

RR

Cj GR

Forward
bias

Reverse
bias

(High power
loss element)

RF

Figure 6. PIN diode chip equivalent circuit (Cj¼ reverse bias
junction capacitance; RF¼ forward-bias resistance; RR¼ sum of
semiconductor Pþ and Nþ resistances, and any contact resis-
tance, i.e., RC1þRC2þRP

þ
þRN

þ ).

C1CjRj R1

RSRS

LpLp

CpCp

Figure 7. Equivalent circuits of PIN diodes: (a) low frequency;
(b) high frequency.
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10. PIN-DIODE APPLICATIONS

10.1. Design of Reflective SPST Switches

10.1.1. Ideal Case. The PIN diode is ideally suited for
use in attenuating or switching of RF signals. In an ideal

case, when the diode is connected in series as shown in
Fig. 9a, the attenuation will increase by increasing the RF
resistance, which is controlled by the DC bias current. The
opposite is true if the diode is connected in shunt as shown
in Fig. 9b.

For switching applications, the bias will change abrupt-
ly between two states, high and low values. When the di-
ode is ON and connected in series configuration, it should
pass the RF signal with minimal loss, and when it’s OFF it
should isolate the RF signal from the load, by highly at-
tenuating the RF signal.

Ideally the diode is assumed to be purely resistive at
RF, and the attenuation for each circuit is given as

aðseriesÞ ¼ 20 log 1þ
RI

2Z0

� �

aðshuntÞ ¼ 20 log 1þ
Z0

2RI

� �

where RS¼RL¼Z0 generator and load resistance respec-
tively, and RI is the diode forward resistance at the spec-
ified DC bias current (i.e., RI¼RF).

In this ideal case, the attenuation does not depend on
frequency and is a function of the ratio of the circuit char-
acteristic impedance Z0 and the diode resistance RI. The
power dissipation in these types of switches is due par-
tially to absorption, and partially to reflection, and they
are classified as reflective switches.

10.1.2. Practical Diode Design. In the case of a practical
diode, however, several reactance elements are involved,
due to the diode and the package as well (see Fig. 10), and
all these factors should be taken into consideration. A
general expression for the loss due to the insertion of a

Beam lead

Beam lead

Beam lead

Outline 07

HP Outline 21

HP Outline 23

Sot 23

HP Outline 60

HP Out line 05
Lp≅ 2.5nH

Cp ≅ 0.10pF Outline 83

Package outlines

HP Outline 01

OHP

Glass

Figure 8. Examples of HP various PIN packages.
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Figure 9. The diode is connected in shunt (a)
and series (b), where the source and load im-
pedances are equal to Z0.
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switch in both series and shunt cases is

aðseriesÞ ¼20 logðj1þZY0=2jÞ

¼20 log 1þRY0þ
ðRY0Þ

2

4
þ
ðXY0Þ

2

4

����

����

aðshuntÞ ¼ 20 logðj1þZ0Y=2jÞ

¼ 20 log 1þGZ0þ
ðGZ0Þ

2

4
þ
ðBZ0Þ

2

4

����

����

where the real device model is presented either by its im-
pedance (Z¼Rþ jX) when connected in series, or by its
admittance Y when connected in shunt where (Y¼Gþ jB).

In this practical case, it is obvious that the losses will
be a function of frequency, and it is expected that the
parasitic elements will degrade the performance quite
significantly, and limit their operation at relatively high-
er frequency. However, some packages can be tailored to a

certain extent to extend the operating frequency range of
these switches.

10.2. Design of Resonant SPST Switches

A packaged diode performance can be improved at high
frequency by adding external reactance(s) to tune out the
parasitic elements. These switches, called resonant
switches, generally will be limited to o10% bandwidth.
Where changing the state of the switch will be used to
change the circuit topology from series resonance to par-
allel resonance. For example, when the switch is ON, it will
have pure resistance (series resonance), and when the
switch is OFF, it will have high resistance (parallel reso-
nance).

For example, the circuit in Fig. 11a represents a diode
connected in shunt. We externally add a shunt capaci-
tance C1 and a series inductance L1. When the diode is ON,
it represents a pure resistance at microwave frequency,
and L1 and C1 are adjusted to have parallel resonance
based on L1 and C1, and the points between A and B ap-
pear as high impedance. Meanwhile, when the diode is in
the OFF state, it will present a capacitance Cj, and it will
resonate with the inductance L2, and then at points A and
B appear to have series resonance [8]. In both cases, if
L1¼L2, then the resonant frequency is

f0 ffi
1

2p
ffiffiffiffiffiffiffiffiffiffiffi
L1C1

p

while in the ON state, there will be another series resonant
frequency due to L2 and CI, which will occur at about f2—
that is, by appropriate design, it will be located approxi-
mately at 1.4f0.

11. MEASURING DIODE LIFETIME

A conventional method for measuring PIN-diode lifetime t
consists of injecting a known amount of charge Q0, into the
I region and measuring the time ts required to extract it
using a constant reverse-bias current. Figure 12 shows the
equivalent circuit and charge–time profile. We first pro-
vide a forward-bias current IF to flow for a long period of
time (much longer than the expected lifetime) to store a
charge Q0, which is given by Q0¼ IFt. We then turn ON the
switch S to provide a reverse current IR, where the diode
current ID reverses direction and reaches a magnitude

RL

RL
Rg

Rg

Cl

Cl

L1L2

L2

L1

B

B
(a) (b)

PIN

PIN

A

A

Figure 11. Resonant PIN switches realized
by adding external parasitics L1, L2, and C1

(After Ref. 8.)
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(IR� IF), where IR4IF, by proper design of the circuit con-
figuration. Due to the negative current, the stored energy
Q0 will be removed until it is completely depleted. Assum-
ing that the discharge time ts is short compared to the
lifetime ðts5tÞ, then the total charge time ts will be given
by Q0¼ IF. t¼ (IR� IF) ts, and the lifetime t, will be found
from [4,5]

t � ts
IR

IF
� 1

� �

where ts5t. Typical PIN diode lifetime may range from
0.1 to 100 ms, which would require very fast switching
speeds to satisfy the requirements that ts be small. In
practice ts should be 1

10th of t at most, which can be easily
achieved with today’s technology. It is imperative, howev-
er, that the experiment described above be repeated for
different circuit settings to change the value of IR and
evaluate t independent of ts.

12. PIN-DIODE POWER LIMITS

The maximum RF signal that a PIN diode can handle is
limited by either the diode’s breakdown voltage or its
power dissipation capability. In most cases, power dissi-

pation capability sets limits on RF power-handling capa-
bility.

PIN diodes are usually operated in a reflective mode,
and the amount of signal power that can be handled by a
PIN diode in a circuit is usually much larger than the ac-
tual power dissipated in the diode. The ratio of the power
dissipated in the diode to the incident power depends on
the impedance of the diode relative to the circuit imped-
ance, the number of diodes, and their relative interspac-
ing.

Under forward bias, a PIN diode chip has an RF resis-
tance of 1O or less. Failure of the diode in this state will
occur if the dissipative heating (I2RF) is sufficient to cause
the diode temperature to rise sufficiently to introduce met-
allurgical changes, and for silicon, as an example, it is
about 10001C. However, metal contacts at the silicon
boundaries introduce failure mechanisms in the vicinity
of 300–4001C.

Failure of a diode does not occur instantaneously when
an overstress is applied unless the resulting temperature
significantly exceeds 3001C. However, a mean lifetime can
be expressed empirically based on the operating temper-
ature and how close it is to the burnout temperature [4].

Since power handling can be many times greater than
the power dissipated in the diode, the latter should
be minimized and carefully controlled in high-power app-
lications. The maximum power that a PIN diode can
dissipate is given by [8,9]

Pmax¼
TjðmaxÞ � TA

yjcþ yjA

where

Tj(max)¼maximum operating diode junction temperature
TA ¼ ambient temperature
yjc¼ thermal resistance—junction to case
yjA¼ thermal resistance—case to ambient

The junction to diode is dictated by diode and package
manufacture design, while the case to ambient is deter-
mined by how well the diode is thermally mounted. For a
given diode, the maximum power dissipation limit can be
obtained from its datasheet from the absolute maximum
ratings. Designers can use a chart based on diode resis-
tance to calculate a multiplier factor to evaluate the max-
imum power-handling capability of that device. For
example, if the diode ON resistance is 1O, and it is used
in a series configuration, then the multiplying factor is 80
(as seen in Fig. 13), and if the maximum dissipated power
is 1 W, then the RF power handling capability can be up to
80 W.

However, if the PIN operation is limited by reverse
voltage breakdown, then we need to check the circuit per-
formance under high voltage as shown below

PAðmaxÞ¼
ðVBR � VbiasÞ

2
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and for shunt circuit this is the same as

PAðmaxÞ¼
ðVBR � TbiasÞ

2

100
ðWattsÞ

where VBR is breakdown voltage and PA can be optimized
when we utilize devices with zero turn on voltages. How-
ever, in general, the maximum field Emax in Si at lower
dopings is about 2.5� 105 V/cm, which corresponds to a

breakdown voltage of [1]

VBR � EmaxW � 25WðVoltÞ

where W is in micrometers.

13. DEVICE FABRICATION

There are two distinct structures for PIN diodes, vertical
or lateral (see Figs. 14, 15). There are various methods for
diode fabrication. In the following, we will describe only
two typical processes used in Si PIN fabrication: chemical
vapor deposition (CVD) and ion implanation.

13.1. CVD Process

The PIN diodes are fabricated from n-type high-resistivity,
(111)-oriented silicon crystal wafers with resistivity in the
range of 1500–5000O � cm [10]. The wafer thickness is
about 450mm. Boron and phosphorus are diffused into op-
posite surfaces of the wafer from doped oxide layers. Dif-
fusion depths of 1–2 mm for the Pþ -n junction and 1–2 mm
for the Nþ -n junction are carefully permitted through ex-
tensive measurement testings.

Then a bimetal chrome–gold coating is sputter-depos-
ited onto the silicon contact surfaces, followed by a gold
plating 10 mm thick. A photoresist pattern of dots is then
formed on the gold surface covering the Nþ layer, and the
exposed gold is etched down to the chrome layer. The gold
dots act as a mask layer, and the exposed chrome layer is
removed by an aqueous etchant. Finally, the silicon sur-
face is passivated with SiO2, Si3N4 by the sputtering tech-
nique, followed by a cured resin coating [10].

A cross section of PIN-diode structure is shown in
Fig. 15, and the PIN-diode fabrication process is shown
in Fig. 16 .
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13.2. Ion Implantation Process

Starting wafers are the same as those in the CVD process.
Wafers are ion-implanted using a beam current of approx-
imately 1 mA [10]. A 1�1016 cm� 2 dose of B atoms imping-
es on one surface of the wafer at an implant energy of
150 keV, and the other side receives a 1�1016 cm�2 dose of
P atoms at an implant energy of 150 keV. The sources are
then driven for 15 minutes at 12001C to form Nþ and Pþ

contact layers. The concentration profile is shown in Fig. 17.

14. GaAs PIN DIODES

Undoped (100) liquid-encapsulated Chelchroski-grown
GaAs substrate can be used to fabricate PIN diodes. In

the case of a vertical diode structure, A Pþ layer and Nþ

layer are formed by ion implanation into the wafer of Be
and Si, respectively, on top and bottom of the surface of the
semiinsulating GaAs substrates (see Fig. 18). Then, wa-
fers are annealed in the furnace under ASH3/H2 atmo-
sphere. The Nþ layer is formed first, followed by the Pþ

layer, as the Si implant in GaAs requires an annealing
temperature for dose activiation much higher than that
for Be implanation [11]. Then, AuZn ohmic contacts are
formed on the P side of the wafer using photolithography
and liftoff. Finally, an AuGe–Ni–Au ohmic contact is
formed on the back (n) of the wafer. The wafer is then
diced for evaluation [11].

GaAs PIN diodes offer high switching speeds, high
breakdown voltage, and a variable resistance with bias.
In silicon, the electron and hole mobilities are almost the
same.
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1. INTRODUCTION

Since the birth of radio in 1895, there has been a very
rapid growth of radiocommunication technology. To obtain
higher information transmission rates over larger distanc-
es, there has been a steady demand for using higher fre-
quency bands and larger amounts of transmitted power.
The most significant progress in these two directions took
place during World War II and afterward. This led to the
emergence and development of microwave (1–30 GHz fre-
quency band) and millimeter wave (30–300 GHz frequency
band) communication technologies. Key systems that op-
erate now at microwave and millimeter-wave frequencies
include terrestrial and satellite links, and radar. These
systems use active and passive circuits, which fulfill a
number of fundamental functions related to signal gener-
ation, modulation, launching, reception, and detection.

Prior to 1948, the year when the transistor was invent-
ed, the only semiconductor element that was used in mi-
crowave communication circuits was a crystal detector
diode. At that time, microwave signal generation and am-
plification were dominated by vacuum tubes including
magnetron, klystron, and traveling-wave tubes (TWTs)
[1]. These devices still remain in use at kilowatt levels,
where solid-state devices cannot yet compete. Since the
late 1960s the situation with the dominance of microwave

power generation by tubes has changed dramatically. This
was due to the introduction of microwave semiconductor
devices such as the Gunn diode, avalanche diodes, and bi-
polar and field-effect transistors [1], which were able to
produce considerable power levels and gain at microwave
frequencies. With the invention and introduction of these
new devices, there has been growing interest in develop-
ing techniques to obtain higher power levels by combining
power from individual modules. The motivation for such
techniques has been due to a number of reasons. For ex-
ample, in the mid-1970s it became clear that the combi-
nation of even a modest number of IMPATT (impact
avalanche transit-time) diodes could lead to the manufac-
ture of a pulsed radar transmitter offering a significant
reduction in size and weight, which required only tens of
volts for its operation. This was in contrast to tubes that
often required 1000 V supplies and a considerable warm-
up time. Since the inception of the concept of power com-
bining, in the late 1960s, many power-combining schemes
have been tried and developed. These schemes often in-
clude the two tasks of power division and combination and
therefore the terms power combining and power dividing
often appear simultaneously.

Power-combining schemes involve different technolo-
gies and media. These range from metal waveguides and
cavities, microstrip, and striplines for which the power is
confined to a finite region. Alternatively, open space con-
figurations are used. In that case, power is launched by a
set of radiating elements, antennas, at the transmit side
and is intercepted by another set of antennas at the re-
ceive side. The choice of technology and medium depends
on the type of solid-state device involved in the power-
combining scheme, operational frequency and bandwidth,
and the type of application in which the combined power is
required. The devices involved in power combining/divid-
ing are known as power combiners/dividers. Because of
their reciprocal character, the same circuits can alterna-
tively be viewed as power combiners or power dividers.
This designation depends on the nomination of their input
and output ports. In most cases the configuration of power
combiner/divider is fixed. However, there is a category of
these devices whose configuration and operation is vari-
able. These devices have a redundant number of input/
output ports, only selected ones of which are activated at a
given instance of time. This function is performed using
various types of RF switches.

Power combining/dividing structures are the subject of
this article. The presentation commences with an intro-
duction of categories of power combiners followed by the
fundamental characteristics of these structures. Methods
of analysis and applications of power combiner/dividers
are described next.

2. MICROWAVE AND MILLIMETER-WAVE POWER
COMBINING TECHNIQUES

2.1. Power-Combining Principles

Power combining can be achieved in a variety of manners,
but they can be generalized to two situations, shown in Fig. 1.
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In Fig. 1a, there are a number of individual oscillators,
and the task is to combine them into a more powerful
synchronized signal source. This is achieved via a suitable
combining circuit. This circuit with some modifications
can be used for injection-locked oscillators and reflection
amplifiers. In that case, the output port is used as an input
port for injection of an external signal.

Figure 1b shows a single low-power source that is split
and applied to the inputs of amplifiers. In turn, the out-
puts of these amplifiers are combined into a common port
to produce a more powerful source. In this case, both di-
viding and combining circuits are employed to obtain the
function of power combining.

The proper functioning of a power combiner is related
to the efficient utilization of individual oscillators or am-
plifiers that appear within its structure. First, the com-
bined source has to function in a reliable manner. This
means that it has to have stable and longlasting perfor-
mance. The term stability may also refer to the purity of
the frequency spectrum generated by the combined devic-
es. The combining circuit should be able to synchronize
individual sources and suppress any instability that can
lead to multimode operation of multiple solid-state devices
present in the combiner. Reliability is often associated
with graceful degradation of performance of the combiner.
It means that if one of the oscillators or amplifiers fails,
the remaining devices should not be affected. Consequent-
ly, the power produced by the combiner should be only
slightly reduced because of the absence of the failed unit.
Graceful degradation has always been regarded as the
most important aspect of the power-combining techniques
in the competition of solid-state sources with tubes, for
which failure is usually catastrophic. One additional as-
pect, in conjunction with graceful degradation, is feasibil-
ity of the ‘‘hot’’ replacement of a failed unit. A suitable
provision in the power-combining/dividing structure is
necessary to accomplish this task.

2.2. Classification of Power Combiners/Dividers

A systematic grouping of power combiners has been ac-
complished by Russell [2] and Chang and Sun [3]. As a
result of this classification, three major categories of com-
biners have been introduced: chip-level, circuit-level, and

spatial-level. In addition to these three major groups, mul-
tiple-level and other types of combining schemes have also
been identified [3]. This classification is not unique; how-
ever, it helps distinguish combiner/divider configurations
in the context of their use. Chip-level combiners [4–7] can
be viewed as a subcategory of circuit-level combiners.
They utilize very small distances (a small fraction of a
wavelength) between individual solid-state devices. As
such, although they increase the generated power, they
do not offer graceful degradation. This is because the fail-
ure of one chip usually leads to the destruction or preven-
tion of operation of the remaining chips and thus to the
catastrophic failure of the combined source. Other prob-
lems with this type of combiners concern low effective im-
pedance and adverse thermal interactions. Standard
circuit-level combiners utilize larger distances between
individual solid-state devices and therefore they allow for
the introduction of counter measures against a cata-
strophic failure of the combiner. Because of the marginal
importance of chip-level combiners, Fig. 2 shows the
reduced classification of combiners, which include only
circuit-level and space-level combiner categories, with
chip-level combiners omitted.

Circuit-type combiners [2,3] confine power within a fi-
nite region often enclosed by a conducting surface such as
a cavity or a waveguide. Radiation into a free space is
considered an undesired phenomenon due to power loss.
In space-level combiners, power combining takes place in
an unbounded [8] or partially bounded region [9]. In the
latter case, the combining region often forms a space res-
onator. The combining process is accomplished using
transmitting and receiving radiating elements (antennas).
The relative dimensions, in terms of wavelength, of the
spatial combiner structure are usually much larger than
those of its circuit-type equivalent. Consequently, the
quality factor that is achieved with space resonators is
usually much larger than that obtained with circuit-type
resonant cavities. Because of this feature, circuit-type
combiners are employed at the lower end of microwave
and millimeter-wave frequencies while the space-type
combiners are aimed for use at the upper millimeter-
wave frequency bands.

Oscillator Amplifier

Output OutputInput

Input Combiner CombinerDivider

(a) (b)

Figure 1. General configurations for power combining: (a) oscil-
lators; (b) amplifiers.
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Figure 2. Categories of power combiners.
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As shown in Fig. 2, circuit-level combiners are divided
into resonant and nonresonant combiners. Resonant com-
biners use resonant cavities that exhibit a high quality
factor Q and, as a result, feature small operational band-
width. Because of this property, they serve the purpose of
synchronizing multiple oscillators. Nonresonant combin-
ers utilize structures with low quality factor and offer an
increased operational bandwidth.

It has to be emphasized that similar-in-shape struc-
tures may appear in both resonant and nonresonant types
of combiners [2,3]. For example, a cylindrical cavity with
N coaxial ports including IMPATT or Gunn diode oscilla-
tors with a central port for power extraction is considered
a resonant cavity combiner [10]. On the other hand, the
same cylindrical cavity, but with peripheral coaxial probes
and a central probe, can be considered a non-resonant, N-
way radial combiner [11,12]. The difference lies in the Q
factor that the cylindrical cavities provide [13]. The divi-
sion into resonant and nonresonant cavity combiners may
be less apparent for those structures for which it is diffi-
cult to identify whether they are resonant in operation.
The proper identification of the Q factor may require solv-
ing an electromagnetic field problem to fully characterize
a given structure. This is not always feasible.

Nonresonant combiners are generally divided into N-
way and corporate-type combiners. Again, this classifica-
tion is not unique and conforms to some earlier accepted
terminology [2,3]. N-way combiners use a structure with
N input ports and one output port. Corporate combiners
use a tree of M-way combiners, where M is a small num-
ber, to create a combiner with a large number of input
ports. The case of M¼ 2 leads to the binary-type corporate
combiner. As has been indicated earlier, all the nonreso-
nant combiners discussed here can also be regarded as
power dividers. This is accomplished by designating input
ports of an N-way combiner as output ports of a divider,
and by renaming the common output port of the combiner
to the input port of the N-way divider.

Similar to circuit-level combiners, spatial combiners
can be divided into resonant (open-resonator cavity) and
nonresonant structures [14]. Because of their similarities
with Fabry–Perot cavity lasers [1], resonant-type spatial
combiners using a space resonator with frontward and
backward reflection mirrors are also termed quasioptical
power combiners [9,14].

3. RESONANT AND NONRESONANT CAVITY
COMBINERS/DIVIDERS

For the purpose of power combining and dividing, rectan-
gular and cylindrical cavities are often used. Both reso-
nant and nonresonant power combining structures can
employ such cavities. As has been explained earlier, the
identification of the resonant or nonresonant behavior can
be distinguished by the quality factor that a given cavity
structure offers. This factor depends on the method of
launching and extracting the power and therefore on the
cavity loading conditions. Resonant and nonresonant com-
biners/dividers using cavities are described in the follow-
ing sections.

3.1. Rectangular Cavity Combiners/Dividers

The most popular configurations of rectangular cavities,
which have been used for the purpose of power combining,
are shown in Figure 3. The first structure, shown in Fig.
3a, is known as the Kurokawa rectangular waveguide cav-
ity combiner [15,16]. It is considered as a resonant-type
combiner. In this combiner, solid-state devices (IMPATT or
Gunn diodes) operating as oscillators or amplifiers are
connected to the lower coaxial lines. The upper coaxial
lines are loaded with an absorber to stabilize the operation
of the multiple-oscillator structure. They are also used to
provide bias to solid-state devices. Please note that for the
proper operation, pairs of coaxial lines are located close to
waveguide walls, at the maximum of the magnetic field,
and are spaced approximately at a half-waveguide wave-
length along the waveguide. The waveguide short circuit
is located a quarter-wavelength from the first adjacent
coaxial pair. The bottom coaxial lines often include im-
pedance-transforming circuits to obtain suitable imped-
ance conditions for the proper operation of solid-state
devices.

Figure 3b shows one variation of the basic Kurokawa
combiner [17,18]. In this case, the bottom parts of the co-
axial lines are removed and replaced by open-ended posts.
In this configuration, solid-state devices are located in the
gaps between the bottom waveguide floor and the tips of
the posts. The rectangular waveguide in this configuration
can be of a standard or oversized format.

Figure 3c shows a rectangular waveguide with coaxial
probes [19]. In contrast to the Kurokawa-type combiner,
individual amplifiers including active devices (diodes or

Coax

Waveguide

Disk-ended
    probe

Post

(a) (b)

(c)

Figure 3. Rectangular waveguide cavity combiner/dividers: (a)
cross-coupled coaxial lines; (b) posts; (c) disk-ended probes.
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transistors) are connected externally to this structure via
coaxial ports. These in turn couple power to the common
rectangular cavity. Depending on the method of launching
and extracting power, this basic configuration with some
modifications can be used in ladder-type [19,20] and trav-
eling-wave-type combiners/dividers [21]. In this case, co-
axial probes or waveguide apertures can be used as
combining ports. To combine power, reflection (single
unit) and transmission (using dividing and combining
units) configurations can be explored.

3.2. Cylindrical Cavity Combiners/Dividers

The principles of using cylindrical cavities for the purpose
of power combining or dividing are analogous to those al-
ready presented for rectangular cavities. This is because
both types belong to the same family of parallel-plate
waveguides. The obvious differences are in the cross-sec-
tional shapes, which consequently lead to their various
uses. Figure 4 shows typical configurations of combiners/
dividers that use a cylindrical cavity as a combining struc-
ture.

For the purpose of combining, it is usually assumed
that the cavity operates in its TM0N0 mode whose field is
constant with the cavity height and axially (azimuthally)
symmetric. Power is extracted or launched by the central-
ly located probe (Figs. 4a–4c) or by the rectangular wave-

guide port (Fig. 4d). An important feature of the
cylindrical cavity combiner/divider is that, since the
mode of operation assumes fields azimuthally symmetric,
in theory there is no minimum spacing between periph-
eral probes or coaxial lines. This is in contrast to the rect-
angular cavity combiner/divider in which the peripheral
ports have to be spaced at half-waveguide wavelengths
along the waveguide for proper operation.

3.3. Radial, Conical, and Hemispherical Cavity Combiners/
Dividers

The cylindrical cavity with symmetrically located periph-
eral coaxial probes or lines and a single central coaxial
probe, described above, can also be regarded as a radial
cavity combiner/divider. This designation, instead of cy-
lindrical cavity combiner, has been used in a number of
references. Variations of this structure include shaping of
the radial cavity and concern the use of different types of
central and peripheral ports. Standard designs include a
uniform-height radial cavity, which is fed by the central
probe. However, some designs include a non-uniform-
height cavity [29,30]. At the periphery, rectangular wave-
guide ports or coaxial probes are used. For the central
port, full-waveguide-height coaxial probe [31,32] disk-end-
ed [33,34], conical [35–37], or dielectric coated probes [38]
are used. Similarly, peripheral probes can be formed by
full-height coaxial probes [29,30], dielectric coated probes
[37], conical probes [36], disk-ended probes [34], balun
loops [39], continuous annular balun sections [35], or rect-
angular waveguide ports [33,38], instead of straight coax-
ial probes. Various configurations of radial cavity
combiner/dividers are shown in Fig. 5.

Conical [2,3] and hemispherical cavity combiner/divid-
ers [40,41], shown in Fig. 6, exhibit axial symmetry and
utilize posts or coaxial probes for connecting solid-state
sources or amplifiers. Posts or probes can also be used for
signal launching and collecting.

4. NONRESONANT N-WAY COMBINERS

4.1. Cavity-Type Nonresonant N-way Combiners

N-way combiners form a single structure with N input
ports and one output port. Some examples of these types of
combiners have already been discussed and include radial,
hemispherical, and conical cavities. In these structures,
an azimuthally symmetric field is exploited in the power-
combining/dividing process. In this case, the device oper-
ation is equivalent to N parallel transmission lines con-
nected to one port. To support this mode of operation,
input ports are excited in phase. Since in practice, the
signals launched at the input ports may have different
phases, dielectric beads or rods [40] of variable length or
height may be used for tuning purposes to equalize the
signal phases. An out-of-phase excitation of ports leads to
the generation of higher-order modes that feature azi-
muthal (angular) dependence. To suppress higher-order
asymmetric modes, slits [24,26] and resistive absorbers
[24,25] are used. These components help increase the iso-
lation between peripheral ports, which in turn improves

Central probe

Cavity Coax
Post

Peripheral probe

Central probe Cavity Cavity Waveguide

Peripheral post

 Disk-ended
central probe

(a) (b)

(c) (d)

Figure 4. Cylindrical cavity combiner/divider configurations: (a)
cross-coupled coaxial lines [10,12,22] and a central coaxial probe;
(b) posts and disk-ended coaxial central probe [23,24]; (c) coaxial
probes [25,26]; (d) posts and a waveguide aperture [27,28].
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the graceful degradation performance of the combiner.
This action is explained as follows.

In general, failure of a source, or an amplifier connect-
ed to a given port, results in a change of the load presented
to this port. This new condition affects the performance of
the remaining active devices. The extent of influencing the
performance of other active devices depends on the isola-
tion between the failed port and the remaining ports. Ra-
dially symmetric cavity combiners have a built-in isolation

that usually increases with the number of ports, and is
equal to 1/N on average. This value may be considered
insufficient in some applications, and this is why the re-
sistive elements are introduced to increase isolation.
When the slits or resistive vanes are located along the
lines of the surface electric current of the dominant sym-
metric cavity mode, their effect on the fundamental mode
is negligible. However, they cut lines of the currents that
are associated with higher-order azimuthally varying

Central probe

Central probe

Central conical probe

Peripheral probe

Peripheral probe

Peripheral probe

Impedance steps Impedance steps

Radial cavity
Radial cavity

Cavity

Waveguide Dielectric-coated
        probe

(a) (b)

(c) (d)
Figure 5. Various configurations of radial
cavity combiners/dividers.

Coax-to-waveguide
       transition

Waveguide

Cavity

Cavity

Peripheral probe
Peripheral probe
       or post

Central port

(a) (b)

Figure 6. (a) Hemispherical and (b) con-
ical cavity combiner/divider configura-
tions.
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fields. This results in absorption of higher-order modes
and consequently improves the isolation between the pe-
ripheral ports.

An equivalent circuit for the radial (also hemispherical
and conical) combiner under the condition of the dominant
(symmetric, in-phase) mode of operation is shown in
Fig. 7.

As can be seen in Fig. 7, a number of transmission lines
of equal length (not necessarily quarter-wavelength),
which meet at a common port, form this circuit. These
lines are nonuniform as their characteristic impedance
varies with distance. In this case, they operate as imped-
ance tapers and provide suitable impedance transforma-
tion between the peripheral ports and the central port.
This is to counter the parallel loading effect at the common
port. The peripheral ends are connected via resistors.
These resistors represent mutual coupling between the
lines. These equivalent resistors may incorporate isolation
resistors purposely introduced in the combiner.

4.2. Nonresonant Planar Radial-Line Combiners

Radial combiners do not necessarily have to be realized in
waveguide. Their planar equivalents have also been in-
vestigated [42–47]. In these cases, a planar disk with a
coaxial line at its center and N microstrip lines connected
at its periphery form the combiner structure. A planar
version of a radical combiner is shown in Fig. 8.

Depending on the design, nonuniform (tapered) or uni-
form (constant width) microstrip lines can be used to form
this type of radial combiner. Additionally, resistors can be
connected between the neighboring lines to improve iso-
lation [42,43,46] and hence the graceful degradation per-
formance of this device.

4.3. Wilkinson N-Way Combiners

Wilkinson’s N-way combiner is one of the oldest power
combining structures. It was introduced by Wilkinson in
1960 [48]. The device resembles in its concept the radial-
line combiner and is synthesized using M sections of N
uncoupled transmission lines of equal length with isola-
tion resistors. A similar concept was also followed by Yee
et al. [49]. The equivalent circuit of the N-way Wilkinson
divider, which includes one-section transmission lines, is
shown in Fig. 9. The difference, in comparison with an
N-way radial-line combiner, is that in the present case the
lines are uniform and are quarter-wavelength long. To
meet the impedance matching conditions, the character-
istic impedance of the lines is equal to

ffiffiffiffiffi
N
p

Z0, where Z0 is
the characteristic impedance of input and output trans-
mission lines. Isolation between peripheral ports is im-
proved using resistors between adjacent lines. Note that
when N is greater than 2, the use of resistors in an N-way
Wilkinson divider requires a crossover arrangement to ef-
fect connection between first and last output ports. The
most well known version of the Wilkinson’s divider is the
two-way divider, as shown in Fig. 9b. It is used as a basic
building block in a corporate-type combiner, which is dis-
cussed later.

Generalizations or variations of the standard Wilkin-
son divider were presented in Refs. 50–53. In particular,
the synthesis of N-way dividers using M sections of N-wire
uncoupled or coupled transmission lines was described in
Ref. 50. To avoid multilayer construction of the standard
Wilkinson N-way divider, for N42, new planar solutions
concerning fork-type power dividers were presented in
Ref. 51. Practical designs of four-way and seven-way di-
viders with isolation exceeding 20 dB between ports over a
fractional bandwidth of 40% were demonstrated. The new
structures presented in Ref. 52 feature an increased pow-
er-handling capability. The work in Ref. 53 concerns the
design procedures for unequal power split-tee junctions.

4.4. Sectorial Radial Combiners

One problem with the N-way planar radial divider/com-
biner is that it uses hybrid (coaxial and planar) technology

Non-uniform
       T/L

Central
   port

Peripheral
     port

Coupling or isolating
          resistor

Figure 7. An equivalent circuit for a radial combiner under as-
sumption of the dominant mode of operation.

Trasmission
      line

Peripheral
   ports

Planar
  disk

Central coax
        port 

Figure 8. Planar version of a radial combiner with a coaxial
central port and microstrip transmission lines connecting periph-
eral ports.
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for its construction. This shortcoming can be avoided us-
ing a sectorial M-way planar combiner [54]. Variations of
this structure are shown in Fig. 10.

Used as dividers, these structures can provide approx-
imately equal power split with equal phase distribution.
To increase the isolation between the peripheral ports,
lumped resistors, as in the case of Wilkinson’s type com-
biner, can be used. In order to make output ports parallel
as well as to provide equal phase division, exponential
taper and purposely created holes can be used [55–57].

4.5. Corporate Combiners

Combiners with a large number of ports can be built using
a tree of identical or similar hybrid devices with a small

number of input/output ports. These combiners can in-
clude binary or generally M-ary basic building blocks. As a
result, the number of input ports in such combiners is not
arbitrary but given by 2L or ML, where L is the number of
section in the longitudinal direction. Basic building blocks
for the binary tree-type combiners are shown in Fig. 11.

These basic structures include the two-way Wilkinson’s
combiner, the 3-dB quadrature hybrid and the rat-race
hybrid [58]. Other possibilities include other types of cou-
plers (e.g., coupled-line directional coupler) and the Gysel
power combiner [52,59]. These hybrids can be built in
waveguide or planar (e.g., microstrip) technologies. These
structures have built-in isolation between their input
ports, exceeding 20 dB, and feature an increased opera-
tional bandwidth, typically 20% or more.

The common property of the Wilkinson 3-dB quad-
rature and rat-race hybrids is that they can provide equal
power division when they operate as dividers. Please note,

Uniform T/L
Input port

Input portOutput port Output port

Isolation resistor

Z = √2Z0, L = �/4

2Z0

(a) (b)

Figure 9. (a) An equivalent circuit of
Wilkinson’s N-way power combiner; (b)
its two-way version.

Output port Output port
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Input portInput port

Input port
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Sectorial diskSectorial disk
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Figure 10. Sectorial planar combiners: (a) without isolation re-
sistors; (b) with isolation resistors; (c) with holes for phase and
amplitude equalization.
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Figure 11. Basic blocks used in tree-type power combiners: (a)
Wilkinson two-way divider; (b) 3-dB branchline coupler; (c) rat-
race hybrid.
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however, that alternative designs of these dividers can
also offer unequal power division [53]. The differences be-
tween these building blocks concern the number of ports
and phase relationships. The Wilkinson’s hybrid is a
three-port device and provides equal in-phase power split.
The rat-race hybrid is a four-port device and is capable of
in-phase and out-of-phase (1801 phase difference) equal
power split. The 3-dB branch coupler is a four-port device
and provides equal power split with a 901 phase difference
between its output ports. Because of the four-port ar-
rangement, the subtracting port of the rat-race hybrid
and the isolated port of the 3-dB coupler need be match-
terminated prior to their use in the tree-type combiners.

Figure 12 shows examples of corporate (tree-type) com-
biners with two-way Wilkinson’s combiners and 3-dB cou-
plers. As can be seen in Fig. 12, assembling of the binary
corporate structure using two-way Wilkinson or rat-race
hybrids is straightforward. The use of the 3-dB coupler
requires an extra care to account for the 901 phase differ-
ence in its output ports. This is accomplished using suit-
able connection arrangements, which compensate for 901
phase difference.

Major advantages of corporate combiners are that their
designs are straightforward. Their disadvantages are due
to losses. Heatsinking for isolation resistors also creates
problems. Because each section includes quarter-wave-
length transmission lines, the corporate combiner be-
comes less compact than the radial combiner does with a
similar number of ports. As a result of losses and large
size, corporate combiners with many branches can be in-
convenient, especially at the lower end of microwave fre-
quencies. An interesting discussion regarding the use of
corporate and radial combiners has been presented in
Refs. 59 and 39. The inconvenience of the corporate com-
biner due to its large dimension is diminished at upper
microwave or millimeter-wave frequency bands, because
its size is scaled. However, considerable conduction losses

occurring in these bands still restrict their use to only a
few stages.

Similar to binary corporate combiners, M-ary corporate
combiners can be built using M-way combiners [54]. How-
ever, they have not found many practical applications and
therefore are not discussed here.

As shown in Fig. 13, combiners can also be built using
hybrid circuits in the chain or serial configuration [2]. Us-
ing this approach, combiners with arbitrary number of
input ports can be produced. These structures are easy to
realize in practice. Usually, couplers with progressively
increasing values of coupling are used in the chain. Be-
cause of the use of nonidentical couplers, phase shifters
have to be included to compensate for unequal phases that
can occur for input signals. As the phase equalization is
not easy to accomplish at upper microwave frequencies,
these circuits have not found wide acceptance at this par-
ticular frequency band.

4.6. Switchable Power Combiners

There a number of applications in which power division or
combination have to be performed with regard to M se-
lected ports of an N-port network (in which N is greater
than M). Such a situation is met, for example, in a
switched circular array antenna system for mobile satel-
lite communication [60,61]. In this antenna system, only a
few elements of a circular array facing a satellite need to
be activated, while the remaining ones have to be deacti-
vated. The function of activating and deactivating anten-
na elements is performed by a switched radial power
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Figure 12. Typical configurations of corporate power combiners:
(a) Wilkinson combiners; (b) 3-dB branchline couplers.
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combiner/divider. The design and development of such a
divider/combiner, which employs pin diodes as RF switch-
es was described by Bialkowski and colleagues [60,62].

The concept of a switched radial divider/combiner for
use with a mobile satellite circular antenna system is pre-
sented in Fig. 14. As seen in Fig. 14, the antenna array is
formed by circular patches positioned on a truncated cone.
These antenna elements are coupled via apertures to a
switched radial divider/combiner. Beside RF switches,
which activate and deactivate elements, 1-bit phase shift-
ers are included to provide additional beams for this array.
A switched radial divider with 14 output ports, with any
three adjacent ports being active, was presented by
Bialkowski et al. [60]. A device with eight total output
ports, two of which were active, was described by Karm-
akar and Bialkowski [62]. A photograph of the fully de-
veloped 8-2-ON radial switch (including 1-bit phase
shifters) is shown in Fig. 14b.

Another concept of switchable combiner is shown in
Fig. 15. The device is a combination of a Wilkinson power
combiner and a switching network. The combiner can op-
erate in one-, two-, three-, and four-way modes, which
means that up to four input signals can be combined to one
output. In Fig. 15, the l/4 transmission lines become open-
ended stubs when they are turned off. The l/2 lines are
used to allow for obtaining an extra space required for in-
corporating multiple RF switches.

Characteristic impedances of transmission lines are
optimized for minimum insertion loss and high return
loss in all modes of operation.

5. SPATIAL POWER COMBINERS

5.1. General Considerations

Spatial combiners use arrays of radiating elements to
combine power in an unbounded or partially bounded
free space. The major difference with circuit-type combin-
ers is that besides an active device and its biasing/imped-
ance-matching circuit, an antenna is an integral part.
Because of the integration of an active element with an
antenna, spatial power combiners are often regarded as
an extension of what is known as an active-array antenna.
Different types of antennas, including dipoles, patch an-
tennas, notch antennas, and open-ended waveguides, can
be used to this purpose. This blending leads to a wide
range of spatial combiner structures. Irrespective of the
choice of particular antenna elements, they can be classi-
fied into one of the two types of configurations: tile or tray.
In the tile configuration, which seems to be the most pop-
ular, active devices and antenna elements appear in one
plane. The desired direction in which the radiated wave is
produced is broadside direction. In the tray configuration
active stages and radiating elements are supported by
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Figure 14. (a) Configuration of a switched
circular array antenna (top and bottom views)
showing the use of a switched radial divider/
combiner; (b) photograph of a 8-2-ON radial di-
vider combiner developed for use in a mobile
satellite antenna system.
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separate ground planes that are stacked in vertical direc-
tion. In this configuration, antenna elements are chosen to
radiate in an endfire direction. This configuration is also
known as a brick configuration.

Similar to their circuit counterparts, spatial combiners
can combine power due to individual oscillators or ampli-
fiers. Thus the general principles for the combining
schemes introduced earlier (in Fig. 1) also apply to this
type of combiners. The difference is that now the combin-
ing has to take place in a given direction in space, which
eventually can be collected by a horn antenna located in
far- or near-field region of the active array. In the power-
combining process dielectric lenses can also be used to fo-
cus the produced wave onto a power collecting antenna.
When the active stages radiate in free space, the beam
pointing at an undesired direction is considered as a loss
in combining efficiency. This is a new aspect in comparison
with the circuit-level combiners.

Most of the initially reported work on spatial combiners
has been related to oscillators [63]. However, at subse-
quent stages work concerning amplifiers, frequency mul-
tipliers, detectors, mixers, and modulators were also
developed [63]. Most of the more recent research work
focusses on amplifiers instead of oscillators mainly be-
cause amplifiers do not need synchronization mechanism
as do oscillators. Problems associated with synchroniza-
tion relate mainly to the difficulties in maintaining oscil-
lations, which are prone to electrical, thermal, and
mechanical disturbances. In amplifier combiners, one (ini-
tial) source is required to be stable and to undergo an am-
plification process. This task is much easier to accomplish
than synchronizing a multiple-source array.

Synchronizing of spatial oscillators, similar to their cir-
cuit counterparts, can be achieved using internal or ex-
ternal means. A preferable option is to use a high-Q
resonator such as a spatial cavity resonator [64–68]. In
contrast to a circuit-type cavity resonator, this resonator,
in addition to its synchronizing role, has to enable power
radiation in a desired direction. Because of this require-
ment, one of its mirrors usually has to be semitranspar-
ent. Signals reflected from the resonator’s walls (or
mirrors) cause the self-injection of oscillators. Because of
the high Q of the resonator, an electromagnetic field and
consequently a signal having high spectral purity can
be established. The resulting frequency of the spatially
combined oscillators is closely related to the resonant

frequency of a field (mode) that can exist in the cavity.
Note, however, that because the spatial cavity is partially
enclosed, it can also support a continuous spectrum of
modes. This is in contrast to the enclosed conducting cav-
ities that exclusively support a discrete spectrum of
modes. One inconvenience is that a spatial resonator oc-
cupies considerable volume, making the combiner’s design
less compact. This disadvantage is of secondary impor-
tance at a millimeter frequency band due to a frequency
scaling of the structure’s size. Frequency synchronization
is also achieved internally through the self-signal injec-
tion in the combiner structure [69–72]. The mechanisms
contributing to this phenomenon are due to mutual cou-
pling of individual elements. This coupling can be accom-
plished by free-space or surface waves [69–74], resulting
in the weak coupling mechanism, or via specially ar-
ranged transmission-line-type connecting circuits [75] or
close spacing of active devices in grid-type combiners
[76,77], which produce strong coupling between individu-
al oscillators. If successfully accomplished, this synchro-
nization approach makes the combiner’s design compact
and low-profile. An alternative method for synchronizing
individual oscillators is to inject an external high-purity
signal [77,78]. An antenna can be used to illuminate the
combiner array. Different mechanisms for synchronizing
spatially combined oscillators are shown in Fig. 16.

The synchronization mechanism in the spatially com-
bined oscillator array is not easy to explain. The general
answer to this problem is given by Adler’s theory [79].
This theory provides general conditions for synchroniza-
tion, which are related to the amplitudes and frequencies
of the free-running oscillators and the injected signal. In
particular, this theory provides the information on the
locking (synchronization) bandwidth of the externally in-
jected oscillator. The extension of this theory in relation to
linear arrays of spatially combined oscillators has been
presented [69–75]. The most recent contributions in this
area are covered by Pogorzelski and colleagues [80,81].

The two parameters involved in the synchronization
process are the frequency and the phase. Because of a
large number of competing mechanisms whose parame-
ters are not precisely known, the synchronization process
may often be difficult to theoretically predict. The problem
concerns a number of individual oscillators whose free-
running frequencies may be different. These differences
are due to various characteristics of individual solid-state
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devices as well as the different environments they experi-
ence. Middle elements in the array observe similar envi-
ronments. However, this is not the case for end elements
in a finite-size array. Because of different environment and
individual characteristics, the synchronized (in frequency)
oscillators may feature different phases, which may gen-
erally have random values or can exhibit a progressive
shift. Random phase differences lead to power-combining
losses, as the signals, in a given direction, add out of
phase. This phenomenon is similar to that observed in
circuit-level combiners using N-way Wilkinson or radial
combiners. On the other hand, the constructive (progres-
sive) phase shift can result in an endfire beam launching
or beam squint. These phenomena were explained in Refs.
72–74. It was shown that the phase shift could intention-
ally be controlled by end elements in the finite array
[73,74]. It was also shown that by varying the free-run-
ning frequency of the oscillator at one end of the linear
array, beam scan could be obtained. Larger scan angles
could be obtained for strongly coupled arrays of elements.

The formation of the beam in the broadside direction
usually improves with the use of a space resonator [71].
However, a comprehensive answer to the problem of
synchronization of individual oscillators to achieve effi-
cient directional combining is a challenging problem.
Nevertheless, a number of relatively well synchronized
spatial oscillators with good radiation characteristics have
been demonstrated. Frequency tuning of such oscillators

using mechanical and electronic means has also been
shown [63]. Features such as gradual degradation of
spatially combined arrays have also been demonstrated
[63].

The fundamental structures of spatially combined am-
plifiers are similar to those used in spatially combined os-
cillators. Their design often becomes less complicated than
for oscillators. This is because the solid-state devices used
in such amplifying arrays usually operate at their small-
signal or linear amplification mode, for which character-
istics are more feasible to obtain. However, coupling mech-
anisms due to surface or space waves and circuit
connections still have to be taken into account to obtain
a successful design. Reflection and transmission types of
spatially combined amplifiers can be designed following a
methodology similar to that already established for cir-
cuit-type combiners. The approach concerns the design of
single-cell amplifiers. This design relies on knowledge of
load conditions as presented by antenna elements that are
connected to the input/output ports of individual amplifier
modules. Assuming that various cells of the active array
exhibit similar loading conditions due to the presence of
other active stages, the task is to design and develop a
single amplifier and replenish this design to form an ar-
ray. Design of the entire combiner is facilitated when the
individual cells are weakly coupled and the interactions
with the remaining active cells can be neglected. This is
often the practical case.
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Figure 16. Methods of synchroniz-
ing spatially combined oscillators: (a)
spatial resonator; (b) surface of space
waves (weak coupling mechanism);
(c) connecting transmission lines
(strong coupling mechanism); (d) ex-
ternal source.
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In contrast to spatially combined oscillators, the am-
plifier combiners require both the signal launching and
combining devices (as shown in Fig. 1). These can be in the
form of horn antennas or combinations of lenses and
horns.

In general, these signal-launching/collecting devices
require producing uniform illumination of individual am-
plifying cells while providing minimum insertion loss. The
need for excitation uniformity is to have all the active
stages equally contributing to the output port of the com-
biner. This condition is also required to obtain a large dy-
namic range of the entire amplifier combiner before
saturation of individual active stages in the array can oc-
cur. Meeting the condition of uniformity of the active array
and low insertion loss is a challenging task. This is ex-
plained as follows.

A uniform plane wave illuminating a planar active ar-
ray is not so difficult to obtain by using a horn antenna
located at a far-field zone. However, this arrangement suf-
fers from considerable insertion losses due to spillover. In
order to eliminate or reduce spillover losses, the horn
should be located in the near field of the array. In order
to meet the requirement of uniform amplitude illumina-
tion, a special type of horn (such as a hard horn) has to be

employed. However, because of near-field interactions be-
tween the array elements and the conducting walls a re-
duced operational bandwidth is usually obtained.

5.2. Classification of Spatial Power Combiners

The spatial combining structures can be classified in a
variety of ways. One approach, which has already been
introduced, is to group them in terms of tile and tray ac-
tive-array configurations. An alternative grouping is in
terms of resonant and nonresonant structures. However,
as has already been indicated for circuit-level combiners,
this classification may not be an easy task because esti-
mation of the Q factor of a given structure can be difficult.
A more convenient way is to classify spatial combiners in
terms of their radiating elements. Using this approach,
grid-type, patch (or slots), and open-ended rectangular
waveguide types of power-combining structures can be in-
troduced. These three types are shown in Fig. 17.

5.3. Grid Combiners

The grid-type combiner is one of very early structures in-
troduced for the purpose of spatial power combining. The
term grid was introduced as early as the 1960s [82,83] and
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Figure 17. Basic configurations of spatial
combiners: (a) grid structure; (b) microstrip
patch antennas; (c) open-ended parallel-plate
waveguides.
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is related to wire antennas and selective periodic surfaces.
The use of solid-state devices using grid structures was
also reported at that time [84,85]. The first grid oscillators
for quasioptical power combining were introduced in 1988
[86,87].

As shown in Fig. 17, the grid combiner is formed by an
array of identical units that are called cells. Unit cells are
densely spaced (approximately quarter-free-space-wave-
length or less). This spacing creates a strong coupling
mechanism between adjacent units. The vertical conduct-
ing strips in the grid structure act as dipole antennas.
These can be fed by active elements such as diodes [86] or
transistors [76,77,87]. The horizontal conducting strips or
bars serve the purpose of biasing as well as heatsinking.

For the case of in-phase operation, which results in
broadside radiation, the considerations of an infinite array
are often reduced to that of a single cell. Assuming that
the array operates in its dominant mode, as established by
in-phase excitation of the identical unit cells, the structure
can be regarded as an assembly of parallel rectangular
waveguides with top and bottom walls formed by an elec-
tric conductor and sidewalls formed by magnetic conduc-
tors. In practice, the arrays are of finite size. However, an
infinite array approach permits reasonable design rules.

As grid arrays are equivalent to densely packed dipoles,
these arrays form inefficient radiators, as their equivalent
radiation apertures are small, resulting in low directional
gains. To obtain higher radiation efficiencies, antenna el-
ements with a larger directional gain have to be used. This
task can be accomplished with patch antennas that fea-
ture gain higher than that in dipole antennas. This state-
ment concerns the situation when the active grid operates
as an active planar array directly radiating in free space.

5.4. Spatial Combiners with Patch Antennas

One problem with grid-type combiners is that the design
of the array has to be accomplished in a single step with all
elements present, as there are almost no means for tuning
or trimming. The available options for tuning include
changing the bias conditions, use of transparent and non-
transparent mirrors, and injection of an external signal.
Consequently, the design has to be very predictable, as the
design error can be costly. Although design of the passive
grid structure can be accomplished in a very accurate and

repeatable manner, variations in performance of individ-
ual active devices may lead to design uncertainties in the
active array.

Weakly coupled arrays of active patch antenna ele-
ments provide a better alternative to make the design
more feasible. This is because single elements can be de-
signed and tested before being assembled into the array.
As has already been mentioned, a variety of antenna el-
ements including different integration techniques with
different types of active elements (diodes or transistors)
can be used to this purpose. Figure 18 shows some typical
arrangements that have already been explored.

As patch antennas and active devices take usually a
larger space than do dipoles in grid arrays, special care
has to be taken to minimize their dimensions to avoid
undesired grating lobes or nulls in the radiation pattern,
if the combiner operates as an active array radiating in
free space. This requires minimization of the interelement
spacing to a value smaller than one wavelength. As active
devices require biasing lines and pads, which consume
considerable space, this task may become a challenge.
In some cases, a triangular lattice instead of the usual
rectangular lattice may provide a solution to this problem
[93].

Spatial oscillators or amplifiers integrated with patch-
es can also be strongly coupled. This can be arranged us-
ing circuit connections between active elements [85]. To
avoid multimode problems, resistors in transmission lines
that connect adjacent active elements can be used [72].

Microstrip or patch antennas or printed dipoles in ac-
tive arrays usually are arranged in the tile configuration.
This is because these antennas radiate in the broadside
direction. Depending on the layout, the resulting spatial
power combiner can be of transmission or reflection type
and the associated array is termed transmitarray or re-
flectarray, respectively. In the amplifier combiner, which
uses the transmitarray configuration, an antenna posi-
tioned some distance from one side of the array launches
an electromagnetic (EM) wave onto the active array. The
array intercepts the incident wave, amplifies and phases
(or delays) it by active delay circuitry, and then retrans-
mits it. Another antenna located on the other side of the
array intercepts and combines the amplified signal. For
the reflectarray configuration a single antenna, for exam-
ple, an orthomode horn capable of receiving dual-polarized
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Figure 18. Different integration techniques used in spatially combined active array antennas:
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signals, and appearing some distance away from one side
of the array is used to both distribute and combine the
signal.

5.5. Spatial Combiners Using Waveguides

Although spatial combiners with patch antennas seem to
be more advantageous than grid-type combiners in terms
of better integration with active elements and superior
qualities for heatsinking, they still have a number of de-
ficiencies. As with grids, they feature a limited tuning
range and wide power output deviations. At millimeter-
wave frequencies patch dimensions may become too small
to accommodate an active device. In this case, patches can
be replaced by waveguides [67], rectangular horns, or
their equivalents such as notch antennas [94,95].

The use of open-ended parallel-plate waveguides for
spatial power combining has been demonstrated [67,96].
In this case, each parallel-plate region consists of a num-
ber of equispaced Gunn diodes. The backshorts in the
grooves are adjusted to provide the simultaneous frequen-
cy tuning. The parallel-plate guides are stacked in the
vertical direction. This is equivalent to having a grooved
mirror. For synchronization purposes, a spherical mirror
with a waveguide aperture is positioned in the front of the
grooved section, creating a Fabry–Perot resonator. The ar-
ray of parallel-plate identical oscillators can be modeled in
an analogous manner as the grid-type oscillator array, de-
scribed earlier. For the dominant mode of operation (es-
tablished by its symmetric arrangement and in-phase
excitation), an infinite array of these oscillators is equiv-
alent to an infinite array of unit cells having electric walls
at the top and bottom walls and the magnetic walls on its
sides. The difference with the planar grid is that this sym-
metry is enforced instead of being assumed. Perhaps be-
cause of this enforced mode of operation, the parallel-plate
waveguide offers better stability in comparison with the
planar grid.

A radial equivalent of the parallel-plate groove concept
for the Fabry–Perot resonator operation has been present-
ed [97]. In this case, instead of using parallel-plate re-
gions, a circular groove was used to accommodate Gunn
diodes to enable them to operate in an axially symmetric
mode. As in the parallel-plate guide case, a ray-collimat-
ing window, which also served the purpose of frequency
synchronization, was used. High combining efficiency
close to 100% was obtained.

One very interesting alternative option to open-ended
waveguides is a tapered-slot antenna, also known as a
notch antenna, whose basic configuration is shown in
Fig. 19.

This antenna is considered a planar equivalent of a
horn antenna. Their variations include Vivaldi and antip-
odal antennas. Belonging to the class of traveling-type
antennas, they feature an increased, often multiband, fre-
quency operation. This is a significant advantage over the
patch, which can barely obtain a 50% operational band-
width. In contrast to the patch, which is used in the tile-
type array, the notch antenna allows for the brick array
construction, providing more space for inclusion of active
devices. These are usually placed at the nonradiative end

of the notch antenna. Examples of spatially combined os-
cillators and amplifiers using notch antennas have been
presented in Refs. 95 and 98. Because of their large scope
of operation, they are a suitable choice for broadband elec-
tronically tunable oscillators and multiband amplifiers.
The use of tapered slot antennas to build the tray-type
amplifier power combiner has been demonstrated [99].
The configuration of this amplifier is shown in Fig. 20.

It is worthwhile to note that tapered-slot antennas are
not the only types of antennas that can be utilized in the
tray-type power combiners. Other types of antenna ele-
ments that can be used in the tray-type power combiners
are presented in Fig. 21.

Figure 21a shows quasi-Yagi antennas [100] as ele-
ments of tray power combiner. These elements feature an
approximately 1-octave return loss bandwidth enabling a
similar bandwidth for an entire combiner. Figure 21b
shows a hybrid tray–tile combiner [101]. In this case, ac-
tive stages are assembled using the tray configuration,
while the coupling to pyramidal horns is achieved using
passive patch arrays arranged in a tile configuration.
Figure 21c shows a hybrid slab-beam combiner, with am-
plifiers positioned between focusing lenses [102].

6. ANALYSIS METHODS FOR POWER COMBINERS/
DIVIDERS

Knowledge of equivalent-circuit parameters of power com-
biners/dividers is of paramount importance in their design
process. This is often a nontrivial task, as it requires solv-
ing a three-dimensional electromagnetic field problem. In
the past, many simplified methods were developed to tack-
le these complicated problems. Using these simplified
methods, ample design rules for varieties of combiners/di-
viders were obtained. This situation has changed dramat-
ically in the 1990s with a number of commercial, general-
purpose electromagnetic (EM) field solvers being devel-
oped. Examples of commercial EM field software packages
include IE3D of Zeland Software [103], Ansoft Ensemble
[104], and High Frequency Structure Simulator [105], Ag-
ilent ADS [106], and CST Microwave Studio [107], to name
just a few. In general, EM field solvers are based on inte-
gral or finite difference methods, in frequency or time do-
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main, and are capable of accurately analyzing arbitrarily
shaped passive structures. Some of these software pack-
ages are also able to simultaneously analyze assemblies
of passive and active devices in real time. One problem
with the general-purpose EM field solvers is that they re-
quire large computing resources and long computational
times. This may be inconvenient in cases when combining
structures have to be optimized. This is because the opti-
mization process usually requires much iteration time.
Because of these shortcomings, it is advantageous to have
alternative approximate ways for the analysis of combin-
ers/dividers. In many cases, these methods can provide
a relatively good approximation to the optimal design
using less computing resources than the general-purpose
commercial software. Nevertheless, the design process
can be finalized using more accurate general-purpose
software.

The following sections present examples of approxi-
mate methods for the analysis of selected power-combin-
ing/dividing structures, beginning with one-dimensional
transmission-line-type combiners and then two- and
three-dimensional structures.

6.1. Analysis of Transmission-Line-Type Combiners

As has been demonstrated earlier, a number of basic pow-
er-combining/dividing structures can be built using sec-
tions of transmission lines. For example, the Wilkinson
power combiner/divider, 3-dB branchline coupler, and
Gysel power combiner/divider can be built using micro-
strip or stripline transmission lines. The design equations
for such structures using the transmission-line approach
are straightforward and can be found in standard micro-
wave books [58,108,109]; thus they are not repeated here.
In practice, these simple design equations are not accurate
enough as they neglect discontinuities in the form of tee
junctions, mitered bends, and impedance steps, which real
combining structures incorporate. To obtain a more accu-
rate design, these discontinuities have to be taken into

account. Modern-day commercial software [103–107,110]
not only provides this solution but also offers a necessary
optimization before etching of the circuit takes place. This
software can also take into account the presence of active
devices in these structures [106].

6.2. Analysis of Planar Two-Dimensional Power-Combining
Structures

Many planar power combiners cannot be represented by
simple connections of transmission lines. Examples in-
clude microstrip planar circular disk combiners [45], sec-
torial dividers [54,55], and planar dividers with holes
[56,57]. Also included in this list are combiners exploiting
microstrip disk and annular ring-type couplers [111–113].

Analysis of these structures can be handled by a num-
ber of commercial software packages, which have been
developed for the purpose of analyzing arbitrarily shaped
2- and 2.5D multilayer microstrip configurations. One ex-
ample of such software is presented in Ref. 104. Full-wave
analysis methods in real or spectral domains in associa-
tion with the moment method can be employed to accom-
plish this task. The use of these software packages may
lead to time-consuming computations due to their general-
purpose nature.

For single-layer microstrip structures, an alternative
boundary-element method can be used [112–114]. In this
method, an arbitrarily shaped microstrip structure is
modeled as a cavity, with top and bottom plates formed
by a perfect electric conductor and their sidewalls formed
by a perfect magnetic conductor. The electric field at the
cavity’s wall is assumed to be uniform with height but
varying along the perimeter. In the combiner/divider, this
cavity can incorporate a number of microstrip and coaxial
ports. For coaxial ports, equivalent strips can be intro-
duced to make the analysis approach uniform. To deter-
mine the equivalent circuit parameters, one of the ports is
excited while the remaining ones are left open-circuited.
At the excitation port the electric current is assumed to be
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known. The unknown is the electric field along the struc-
ture’s perimeter, which has to be determined. As can be
seen, using the magnetic wall model, a 2D problem is re-
placed by a 1D problem. This is in contrast to the usual
full-wave analysis method in which the distribution of
electric currents on an arbitrarily shaped conducting sur-
face has to be determined to obtain equivalent parameters
of planar single-layer circuits.

For an irregularly shaped microstrip structure, the
wall surface is divided into a number of sections, each
with a constant value of the electric field. Using field
equations for a parallel-plate guide, a set of linear alge-
braic equations is generated that can be solved using
standard methods. Having determined the electric field

distribution for the case of excitation of each single section
of the boundary, an equivalent impedance matrix for the N
port formed by N sections of the perimeter is determined
[113,114]. For some regular microstrip structures, such as
a circular disk or an annular ring, an alternative method
of determining the impedance matrix of the equivalent N
port can be employed. This time, the field in the cavity is
expressed in terms of radial waves. The problem again
reduces to a 1D problem, in which field expansion coeffi-
cients are determined. This alternative approach has been
demonstrated in Refs. 45, 46, and 113.

One deficiency of the magnetic wall approach is the
negligence of radiation. This leads to erroneous results at
frequency points at which the structure becomes resonant
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and radiating. Nevertheless, this approach generates rea-
sonably accurate results for equivalent circuit parameters
for many planar structures. The advantage of this ap-
proach is that these parameters are determined in a rea-
sonably short time using an ordinary personal computer
(PC), unlike general-purpose commercial software pack-
ages where the computational time becomes longer even
using more powerful workstations.

6.3. Analysis of Waveguide and Cavity-Type Combiners

As has been shown in the preceding sections, many cir-
cuit-type power combining/dividing structures are formed
by parallel-plate waveguides with coaxial probes or cylin-
drical posts perpendicular to the plates. Rectangular cav-
ity, cylindrical, and radial cavities belong in this category.

Equivalent-circuit parameters of these structures can
be derived assuming that rectangular waveguide entries,
coaxial entries, or gaps in the posts form input/output
ports of these structures. The usual assumption about
these ports is that they support only single-mode opera-
tion. This includes the TEM mode for the coaxial line, the
TE10 mode for the rectangular waveguide, and the TEM
mode, having uniform dependence with height and axial
symmetry, in the cylindrical gap in the post. Equivalent
circuits of these structures, as viewed from their ports, can
be determined by solving an electromagnetic field problem
in which single ports are excited while the remaining
ports are terminated. Depending on the chosen type of
equivalent (admittance, impedance, or scattering matrix)
parameters to be determined, a short circuit, an open cir-
cuit, or a match load is used as a termination. The choice
depends on the configuration of the analyzed structure.

A major difficulty in finding a solution to this problem is
due to arbitrarily positioned cylindrical posts and coaxial
entries with respect to the walls of a rectangular or a cy-
lindrical cavity, which do not allow for simple approxima-
tions. The analysis of these structures can be handled by a
number of commercial software packages that have been
developed for the purpose of analysis of arbitrarily shaped
3D passive structures such as the HFSS [105]. This ap-
proach is usually time-consuming, especially when the
performance of these structures has to be optimized. This
is why it is desirable to have approximate fast analyses.
For this purpose, the problem can be simplified by assum-
ing that the field in an adjacent cylindrical region con-
taining a post or a coaxial probe (including the coaxial
aperture) is axially symmetric. By making this assump-
tion, the field in these cylindrical regions can be repre-
sented in terms of radial TM modes having only vertical
component of the electric field and the azimuthal compo-
nent of the magnetic field. These fields can generally vary
in the vertical direction. The fields outside the cylindrical
regions containing the probes or posts can be expressed as
sums of waveguide modes. Special accelerating routines
can be applied to achieve their fast convergence [115–117].
For a given excitation, the field within the combiner can be
determined using, for example, a field-matching method.
Using this approach, a number of elegant solutions to sin-
gle or multiple probes in rectangular or radial guide have
been presented in the microwave literature. The solutions

for rectangular waveguides include single and double co-
axial probe [115,116], cylindrical posts and equivalent
strip [117,118], and single and dual disk-ended probes
[119]. Note that the problems of coaxially driven probes
can also be solved in an alternative manner by replacing
coaxial entries with equivalent gaps in post [119]. Excel-
lent insights into the operation of a variety of coaxial-to-
waveguide transitions with practical solutions have been
presented in Ref. 120.

As in rectangular waveguide cavities, electromagnetic
problems involving radial cavities with various types of
posts and probes can be solved. Field-matching solutions
for radial cavities with different types of probes were dem-
onstrated in Refs. 34 and 38.

Radial or coaxial cavities with rectangular waveguide
ports connected in their E or H plane were modeled in
Refs. 121–123.

On the described basis of the analyses above, a number
of computer programs have been developed. These pro-
grams can be run on any PC. They are able to determine
equivalent-circuit parameters for a rectangular or radial
cavity combiner with a moderate (o20) number of coaxial
or waveguide ports at a single frequency point in a matter
of seconds of central processing unit (CPU) time assuming
at least a 100-MHz clock. Because of this feature, these
programs are very useful in the analysis and design of
many power-combining structures.

The developed analyses of parallel-plate type, rectan-
gular, and radial cavity combiners with coaxial probes and
cylindrical posts can also be useful in the design of conical
and hemispherical cavity combiners. In this case, the de-
sign is divided into separate designs of central and pe-
ripheral probes. The design of the central probe is similar
to the design of a good transition between a coaxial line
and an infinite radial guide. The design of peripheral
probes is equivalent to the design of probes in a rectan-
gular waveguide with electric bottom and top walls and
magnetic sidewalls. This design strategy was presented in
Ref. 123.

6.4. Analysis of Spatial-Type Power Combining Structures

Similarly as for a circuit-type combiner, in order to obtain
a predictable design of a space-type combiner it is impor-
tant to know its equivalent circuit parameters as observed
from the terminals of active devices. For example, knowl-
edge of these parameters is necessary to obtain suitable
impedance conditions for proper operation of active devic-
es. Since some forms of space-level combiners represent
active-array antennas, obtaining their radiation pattern
through a suitable analysis is also of great importance.
According to the classification presented in the preceding
section, grids, arrays of patches, or assembly of open-end-
ed waveguides have to be analyzed for characterizing
these structures. Determining equivalent circuit parame-
ters for such arrays is not a trivial task, usually due to a
large number of elements, that require large computing
resources. To ease the complexity of the problem, approx-
imate and simplifying analyses can be applied to this pur-
pose. In particular, these analyses may exploit symmetries
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of power-combining structures to ease computational dif-
ficulties.

For large arrays of identical radiating elements with
perfect symmetry in two planes, the analysis can often be
confined to the unit cell problem. For example, this con-
cept is explored in planar grid combiners, which is ex-
plained as follows. By assuming that the grid is infinite
and active devices are matched and synchronized in mag-
nitude, frequency, and phase, an identical environment is
experienced by each one of these elements. Consequently,
the analysis reduces to a single element cell. The unit cell
often resembles the post or strip waveguide diode mount-
ing structure that was initially analyzed in the 1970s
[118]. The difference with the present case is that a perfect
magnetic conductor, instead of an electric conductor, forms
sidewalls of the equivalent rectangular waveguide. Using
this equivalent-waveguide approach, grids including
straight, bowtie, and double-vee strips can be analyzed
[124,125].

For finite arrays, this approximate analysis can result
in a relatively accurate equivalent circuit for elements in
the center section of the array. This is because the ele-
ments in this section experience an environment similar
to that in an infinite array. This is not the case for the end-
array elements.

The absence of identical environment in a finite array
makes the in-phase, unit cell analysis less accurate with
respect to the array’s radiation pattern. Because of the
different neighboring environments, active elements may
be out of phase. This results in effective combined power
losses. Additionally, the progressive phase shift between
adjacent elements that can unintentionally be established
may result in an endfire operation of the array. To cause
the elements to radiate in the broadside direction, the el-
ements, particularly at the array’s end, may require some
means of tuning.

This example shows that for a finite-size grid array a
strict EM field analysis is required to predict its real per-
formance. This task can be accomplished with present-day
software for the analysis of multilayer microstrip patch
antennas such as those described in Refs. 104 and 105.
This statement also applies to spatial combiners using
patch antennas in so-called strong-coupled configurations.

For weakly coupled arrays of patches, the analysis of a
single element may be sufficient for an ample design of the
array. This is because impedance characteristics of the
patch are only slightly affected by their placement in an
array. However, the prediction of radiation performances
of both weakly and strongly coupled patch arrays may still
require a strict electromagnetic field analysis. For finite
arrays, commercial software packages such as those de-
scribed in Refs. 104 and 105 may be the best answer.

Spatial combiners with open-ended rectangular wave-
guides can be handled by approximate analyses, which
have already been described for circuit-type rectangular
waveguide combiners [123]. One extension, which is re-
quired in the present application, is to include open-space
conditions at the apertures of these waveguides. An alter-
native way is to use commercial software packages, that
are able to analyze three-dimensional open-ended wave-
guide diode mounting structures. The required tasks are

within the reach of the present day commercial packages
using powerful workstations [126].

In order to accelerate the solution to the electromag-
netic characterization of power-combining structures, it is
advantageous to analytically preprocess a given problem
or divide into smaller-scale problems that can be solved
separately. The solution to the original problem is then
found by connecting solutions of these smaller-scale elec-
tromagnetic problems into one solution. For example, spa-
tial power combiners, including active stages and signal
launching and collecting antennas, such as horn anten-
nas, can be viewed as a cascade of waveguiding structures.
These structures can be divided into sections, and each
section can be modeled as a waveguide using a multimode
approach. Such an approach has been applied to model the
performance of conventional and special types of horn an-
tennas and waveguide sections carrying the active stages
of a power combiner. Examples of work in this field include
Refs. 127 and 128.

7. APPLICATIONS

The preceding sections discussed the classification and
analysis methods of various power-combining/dividing
structures. This section discusses the application of cir-
cuit-level and space-level combiners to build powerful sol-
id-state sources. Much of this discussion is concerned with
the circuit-level power combining structures. The discus-
sion concludes with examples of the most impressive cir-
cuit- and space-level combiners.

7.1. Solid-State Power Amplifiers (SSPAs) Using
Circuit-Level Combiners

As can be gathered from the available literature concern-
ing circuit-level power-combining capability of solid-state
devices, the early structures dealt predominantly with
two-terminal devices such as the Gunn or IMPATT diodes,
whose outputs were combined to produce a more powerful
source [2,3]. Waveguide cavities were used mainly as com-
bining structures. The reason was that the early stage
solid-state power combiners operated as oscillators. In this
case, high-Q waveguide cavities were used for synchroni-
zation purposes.

Later developments in the field had seen the emergence
of powerful three-terminal solid-state devices: transistors.
These devices not only were able to produce a higher out-
put level but also had higher DC-to-RF conversion effi-
ciency, which was an extra advantage over their two-
terminal counterparts. While the Gunn diode could
achieve a few percent and the IMPATT diode could reach
several percent, the transistor was able to achieve a 20–
50%, DC-to-RF conversion rate.

As a three-terminal device, the transistor is better suit-
ed to planar rather than waveguide technology. Because of
its likely broadband operation, the amplifier-mode rather
than the oscillator mode of operation is preferred. Using
the planar approach, cascaded amplifiers with tens of
watts of output power can be built. However, even at
this power level, these amplifiers require a good heatsink
arrangement. This in turn requires a suitable substrate
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with good thermal properties. Proper mounting of tran-
sistors including good-quality heatsinks is also necessary.

The cascade configuration has one advantage in that a
large amplifying factor can be achieved using even a mod-
erate number of amplifying stages. Its deficiency is that if
one of the intermediate transistors fails, the entire ampli-
fier may also record the failure. Thus this configuration
does not exhibit graceful degradation. For to this reason,
cascaded amplifiers are used in preamplification stages. A
resilient strategy is required in the high-power stages to
avoid catastrophic failure. Suitable power-combining tech-
niques can be used to achieve this goal.

If one decides to continue with the planar technology to
build the next amplifying stages, hybrid combiners are a
good choice [39,130]. At the early stage of amplification
process, two-way Wilkinson combiners can be used to
build a corporate combining network [39]. This usually
involves up to N¼ 4 individual modules. The configuration
of Fig. 1b is employed in this process. A corporate divider
splits the input signal into N ways. These in turn are input
to N amplifying modules. A corporate combiner, identical
to the divider, sums outputs of these amplifiers. As the
next-size corporate combiner/divider handles 23

¼ 8 am-
plifiers, it is often avoided because of its considerable size.
It should be mentioned that some designers prefer to use
3-dB quadrature couplers instead of Wilkinson’s dividers
to build a corporate network [130] at this amplification
stage.

Following this amplifying stage, the use of the corpo-
rate network faces some problems. This is due to the par-
asitics of isolating resistors [39] and general power losses
that corporate networks incur. Dissipation of a consider-
able level of power in isolating resistors creates extra
problems as well; thus, a preferable option is to share
the failure between larger numbers of dissipating units. A
waveguide radial divider/combiner and its like (hemi-
spherical and conical combiners) provides a suitable solu-
tion [39,130]. The advantages of this device are a
relatively large operational bandwidth (almost 1 octave),
low insertion losses, good amplitude and phase balance as
well as good isolation, which generally increase with the
number of ports. Fine examples of radial divider/combiner
employed in the last stages of solid-state transmitters
have been demonstrated [33,39–42]. A 110-way radial di-
vider/combiner was used in a 100-kW pulse L-band trans-
mitter [39]. A 50-way radial divider/combiner was applied
in a 22-kW pulse S-band transmitter [130]. A 20-way
hemispherical divider/combiner was used in 60- and 80-
Watt CW (continuous-wave) Ku-band SSPAs [40,41]. Sim-
ilarly, a 30-way radial divider/combiner was employed in a
26-W CW X-band SSPA [42]. The design of a 60-GHz, 16-
way power divider/combiner was presented in Ref. 33.

7.2. Solid-State Sources Using Space-Level Combiners

In Section 7.1 we showed that circuit-level combiners can
offer the design of very reliable high-level power solid-
state amplifiers at microwave frequencies and the lower
end of millimeter waves. However, the extension of this
type of combiner to upper millimeter-wave frequencies
faces some difficulties. This is due to the tight manufac-

turing tolerances required at these frequency bands. For
example, miniature coaxial probes are difficult to manu-
facture in some waveguide-type combiners. Other prob-
lems are associated with increased conductive and
dielectric losses. For example, the quality factor for a res-
onant conductor cavity becomes low, making it less attrac-
tive for oscillator synchronization purposes.

The requirement for low conductive and dielectric loss-
es demands that a new generation of millimeter-wave
combiners should to a greater extent exploit a low-loss
combining medium such as free space. At this frequency
range, transversal dimensions of combining structures, in
terms of multiples of wavelength, do not lead to a large
physical size as is the case for their low-frequency coun-
terparts. This means that a planar approach to building
spatial combiners becomes a very feasible option. To re-
duce transversal dimensions, cascades of planar active
stages can be explored [131]. However, at this stage of re-
search, this solution has not found much success because
of the reduced combining efficiency [131].

As mentioned earlier in this article, a lot of early work
on spatial power combiners was concerned with oscilla-
tors. However, most of the more recent investigations con-
centrate on amplifiers. The reason is that amplifiers offer a
larger instantaneous operational bandwidth. In addition,
the amplifier design seems to be less critical, as compared
to the oscillator, as knowledge of large-signal parameters
of the solid-state device may be not necessary. The re-
quired small-signal parameters are easier to obtain from
measurements or the manufacturer’s data, making the
design more feasible.

Although a large number of space-level combiners have
been introduced, as summarized in three monographs
[63,132,133], some of them have to be critically viewed.
This is because the space-level combining concept is still
in the exploration stage. For example, many of the struc-
tures presented are only low-cost prototypes. Often, they
are formed by small-size arrays operating at the micro-
wave frequency band.

Contrary to some expectations, spatial combiners may
suffer from problems similar to those of their circuit-type
counterparts. For example, in spatial resonators solid-
state devices have to be properly spaced. Otherwise, a
sudden drop in the combining efficiency is observed [65].
Patch oscillators with a strong coupling mechanism may
suffer from the multimoding problem unless special con-
figurations including resistive elements are used [75]. In
addition, due to some undesired radiation mechanisms,
spatial combiners face problems that have not been known
for circuit-level combiners. For example, a random phase
distribution in weakly or strongly coupled oscillators may
be responsible for significant reduction in power-combin-
ing efficiency, while progressive phase shift can lead to an
undesired beam squint [71,73–75] that effectively is re-
garded as power loss in the broadside direction.

The most impressive examples of spatial combiners,
that have been accomplished so far concern structures
with the largest number of passive or active elements. In
this case, grid structures have a leading role. Examples
include 100-element MESFET and HBT amplifiers or os-
cillators [77,134,135], a 464 element pin diode switch
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[136], and a 4800 Schottky diode transmittance controller
[136], to name only a few. Another example utilizing a
large number of active stages involves a 137-element
X-band amplifier reflectarray [137]. Other achievements
in the field of space-level combining can be grouped in
terms of the level of combined power and the frequency
range in which a given level of power was reached. These
include a 120-W X-band amplifier using the tray configu-
ration of tapered-slot antennas [99], a 25-W Ka-band 45-
element quasioptical amplifier array using the tile config-
uration with through-plate coaxial transition [138] and a
5-W 37-GHz monolithic grid amplifier [139]. A 36-W V-
band 272-element tray-type power combiner utilizing
waveguide horns with focusing lenses, as described in
Ref. 140, is a very impressive example with regard to
the highest frequency of operation that has been achieved
so far for space-level combiners.

Many of the above mentioned space-level combiners
have been designed and developed with a considerable in-
volvement of commercial companies. The interest and in-
volvement of such institutions clearly indicates that the
space-level power combining is not a purely academic re-
search, but has a great potential to deliver new products to
communication industries.
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The essential task of sensors, detectors, and transducers is
to convert the characteristics of the physical world (e.g.,
light, sound, pressure, displacement, temperature) into
electrical signals, which are then suitably processed for
the required application. Before being processed, these
electrical signals must be conditioned by appropriate elec-
tronic circuitry.

Despite the improvements carried out in recent years,
all sensors have a common characteristic: a weak signal
delivered and a limiting noise level. Therefore, the front
end of the sensor-associated electronic system must be an
amplifier, usually called a preamplifier. Two main require-
ments must be satisfied for preamplifiers. First, they must
raise the signal level adequately over a certain frequency
range (linear amplification is very often requested). Sec-
ond, they must contribute only a minimum amount of ad-
ditional noise. Depending on the specific application, other
features such as high linearity, large output swing, wide-
band operation, and large output drive capability may be
needed, but these requirements do not differ substantially
from those of normal amplifiers. What is specifically im-
portant for preamplifiers is to optimize their noise perfor-
mance. This is because, although the noise performance of
a generic electronic system [which is made up of a pream-
plifier, signal conditioning and processing circuitry, and
output interface (Fig. 1)] depends on the noise behavior of
all these subsystems, in practice, in a well-designed sys-
tem the noise performance is entirely dominated by the
noise characteristics of the front-end circuit (preamplifi-
er). This is true if the preamplifier gain is sufficiently high
to allow the subsequent processing to be performed with
negligible degradation in the signal-to-noise ratio. Hence,
low-noise system design is focused mainly on low-noise
preamplifier design.

1. BASIC CONCEPTS RELATED TO PREAMPLIFIERS

Some basic concepts useful in analyzing preamplifiers
from the noise standpoint, namely, equivalent input noise,
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noise factor and noise figure, and noise matching, are in-
troduced in this section.

1.1. Equivalent Input Noise

In the characterization of many nonideal electrical quan-
tities, which are generated by a plurality of sources or
mechanisms within a circuit, it is a common practice to
replace all by one equivalent input source. This equivalent
source has the same effect at the circuit output as the
global effect of all the individual internal sources and,
therefore, the circuit can be considered free of such mech-
anisms [1], which greatly simplifies circuit analysis and
design. Offset voltage and noise are representative exam-
ples of what has been discussed.

A network, such as an amplifier, is made up of many
components. Any electrical component has its own inter-
nal mechanisms of noise generation. As a result, the out-
put of any real amplifier exhibits noise, which depends on
factors such as internal noise sources, circuit topology,
gain, and measurement bandwidth. The amplifier’s out-
put noise power spectral density can be found by multi-
plying the noise power spectral density of each source by
the squared module of its particular transfer function and
then superposing all the individual noise contributions.
This procedure must be followed for any frequency of
interest.

Rather than by the noise measured at its output, an
amplifier is best characterized by the minimum signal ap-
plied to its input, which is still detectable at the output of
the signal processor. This signal may be conveniently re-
garded as equivalent to a virtual noise source located at
the input. This is known as equivalent input noise or in-
put-referred noise of the amplifier, and allows one to easily
compare the total noise generated by the amplifier with
the input signal. From the considerations above, the
equivalent input noise power of an amplifier coincides
with the output noise power divided by the squared mod-
ule of the amplifier gain [2].

A similar idea is applied to the noise model of a generic
sensor. Starting from its small-signal equivalent circuit,
including all impedances and current/voltage signal gen-
erators, a noise equivalent circuit is derived by including
the noise sources associated with resistances (or, better,
with the real parts of impedances) and signal generators.
From this equivalent noise circuit, an expression for
small-signal gain and equivalent input noise is derived.

Figure 2a represents the equivalent noise circuit of a
generic system consisting of a sensor and a preamplifier.
The sensor is described by its signal voltage generator Vs,
its internal series impedance Zs, and a noise voltage gen-
erator Vn,s, which includes the contributions by all sensor
noise sources. The preamplifier, having voltage gain Av

and input impedance Zi, is represented from the noise
point of view, by a noise voltage generator Vn,a and a noise
current generator In,a placed in series and in parallel, re-
spectively, with the input port. These noise generators,
whose magnitude is specified in units of V/(Hz)1/2 and
A/(Hz)1/2, respectively, are in general frequency-depen-
dent, and are very often represented in terms of their
mean-square voltage, V2

n;aðV
2=HzÞ, and mean-square cur-

rent, I2
n;aðA

2=HzÞ. The two generators can be statistically
correlated or not, depending on the specific case. For ex-
ample, they are practically 100% correlated and totally
uncorrelated, respectively, when modeling a metal oxide
semiconductor (MOS) field-effect transistor or a bipolar
junction transistor (BJT) in the midfrequency range [3].
When combining the effects of different noise sources, one
must remember that noise is a random signal. Therefore,
when summing two noise variables An and Bn, the result is
C2

n¼A2
nþB2

nþ 2 RefA�nBng, where RefA�nBng represents
the real part of the cross-correlation spectrum of An and
Bn. For ease of use, the correlation effect between two
variables is very often expressed by using the so-called
correlation coefficient g, which is a normalized factor
having a value between 0 (no correlation) and 1 (100%
correlation). Using this approach, one has C2

n¼A2
nþ

B2
nþ 2gAnBn.

Although the number of noise sources in Fig. 2a has
been reduced to three, further simplifications are usually
carried out to represent them just by one equivalent input
noise voltage generator, Vn,eq, at the signal source location
[2]. To derive an expression for the equivalent input noise,
the total noise at the amplifier output, Vn,o, must be first
derived. Assuming Vn,a and In,a to be statistically uncor-
related, one obtains:

V2
n;o¼ ðV

2
n;aþV2

n;sÞ
. jAvj

2 .
Zi

ZiþZs

����

����
2

þ I2
n;a

. jAvj
2 .

Zi .Zs

ZiþZs

����

����
2

ð1Þ

Sensor
(Conversion of
nonelectrical

signals)

Preamplification

Output interface
Signal processing

(Filtering,
signal analysis,

compression, etc.)

Band limiting,
A/D conversion,

etc.

Environment

Output

Signal conditioning

Figure 1. The electronic chain associated with
a sensor includes a preamplifier, signal condi-
tioning and processing circuitry, and output in-
terface. The stages cascaded to the preamplifier
may provide additional gain.
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The system gain from the signal source location is

A
0

v¼Av
Zi

ZiþZs
ð2Þ

Therefore, the equivalent input noise voltage, Vn,eq, which
is equal to the total output noise divided by the squared
module of the system gain, is given by

V2
n;eq¼

V2
n;o

jA0vj
2
¼V2

n;aþV2
n;sþ I2

n;a
. jZsj

2 ð3Þ

After combining and reflecting all noise sources to the sig-
nal source location, the resulting equivalent circuit is as
shown in Fig. 2b. The noise source Vn,eq will generate ex-
actly the output noise given by Eq. (1).

V2
n;eq can also be obtained from Fig. 2a by disconnecting

the noiseless amplifier and evaluating the voltage across
the noise generator In,a, which results Eq. (3). This oper-
ation corresponds to finding the equivalent dipole con-
nected at the input of the noiseless amplifier (Thevenin
theorem). In practice, the dipole in Fig. 2a constituted by

Vs, Vn,s, Zs, Vn,a, and In,a, is exactly equivalent to the di-
pole in Fig. 2b constituted by Vs, Vn,eq, and Zs.

Observe that, as indicated in Eq. (3), the equivalent
input voltage noise does not depend on the amplifier gain
and input impedance, although the effect of any noise
generated at Zi is implicit in In,a. However, Vn,eq depends
on the impedance of the signal source, as well as on the
noise generated by the sensor (hence, the design approach
for noise optimization will also depend on the kind of sen-
sor impedance, that is resistive, capacitive, inductive, as
will be shown below). Output noise will obviously depend
on both the gain and the input impedance of the amplifier.

Following similar steps, an equivalent noise circuit of
the system can also be derived in terms of an equivalent
input noise current generator In,eq (Fig. 2c)

I2
n;eq¼ I2

n;aþ I2
n;sþ

V2
n;a

jZsj
2

ð4Þ

where I2
n;s¼V2

n;s=jZsj
2.

Either equivalent noise circuit can be used; however, it
is generally more appropriate to characterize the system

Av
Vo

Vn,o

In,a

In,eq

Vn,a

Vn,s
−

+

Zi

Vs

Zs

Noiseless
amplifier

Noiseless
impedance

Sensor

Av
Vo

Vn,o−

+
ZS

Noiseless
amplifier

+

Av
Vo

Vn,eq

Vn,s
−

+

Vs

Zs

Is

Noiseless
amplifier

Noiseless
impedance

Noiseless
impedance

+
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Figure 2. A generic system noise model (a) can be reduced to an equivalent circuit with an equiv-
alent input noise voltage generator (b), or to an equivalent circuit with an equivalent input noise
current generator (c).
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noise in the same terms as the source signal (voltage or
current).

If the amplifier noise voltage and current generators
Vn,a and In,a are not statistically independent, as occurs
when they contain some components arising from a
common phenomenon, the scheme of Fig. 2b must include
another noise voltage generator in series with Vn,eq.
The power spectral density of this generator is a func-
tion of their correlation coefficient: V2

n ¼2g Vn;aIn;aZs

�� ��. In
the same way, an additional noise current generator
I2

n¼ 2g Vn;aIn;a=Zs

�� �� has to be placed in parallel with In,eq

in the scheme of Fig. 2c.

1.2. Equivalent Input Noise in Cascaded Stages

Consider the network in Fig. 3, which consists of n cas-
caded stages having respective voltage gains Av1, Av2, y ,
Avn and equivalent input noise voltage sources Vn,eq1,
Vn,eq2, y , Vn,eqn. It should be pointed out that a ‘‘stage’’
in this figure can be a complex circuit or even a single ac-
tive device. Moreover, for each stage i (i¼ 1, 2,y,n), Avi

and Vn,eqi are evaluated taking the value of input and
output impedances into account. Assuming that noise
sources of different stages are uncorrelated, as is the usu-
al case, the total output noise power is

V2
n;o¼V2

n;eq1
. jAv1j

2 . jAv2j
2 � � � jAvnj

2

þV2
n;eq2

. jAv2j
2 � � � jAvnj

2

þ � � � þV2
n;eqn

. jAvnj
2

ð5Þ

which corresponds to an equivalent input noise for the
whole network equal to

V2
n;eq¼

V2
n;o

jAv1j
2 . jAv2j

2 � � � jAvnj
2

¼V2
n;eq1þ

V2
n;eq2

jAv1j
2
þ � � � þ

V2
n;eqn

jAv1j
2 . jAv2j

2 � � � jAvn�1j
2

ð6Þ

From this equation, one concludes that the noise behavior
of the whole network can be dominated by the first stage,
provided that its voltage gain is large enough. In this case,
in fact, noise contributions by the following stages can be
neglected. The same conclusion also holds when consider-
ing current noise, obviously referring to the current gain
rather than to the voltage gain of the stages.

1.3. Noise Factor and Noise Figure

Noise factor F is one of the most traditional parameters
used to characterize the noise performance of an amplifier.
It is defined as the ratio of the total available output noise
power per unit bandwidth to the portion of that output
noise power caused by the noise associated with the sen-
sor, measured at the standard temperature of 290 K [4]. To
emphasize that this parameter is a point function of fre-
quency, the term ‘‘spot noise factor’’ may be used. Since the
noise factor is a power ratio, it can be expressed in deci-
bels. In this case, the ratio is referred to as noise figure
(NF). Thus, taking Fig. 2 and Eq. (3) into account, we
obtain

NF¼ 10 . log
V2

n;o

V2
n;s

. jA0vj
2
¼ 10 . log

V2
n;eq

V2
n;s

ð7Þ

An alternative expression for the noise figure can be de-
rived from Eq. (7), obtaining

NF¼10 . log
V2

s V2
n;o

V2
n;s

. ðV2
s
. jA0vj

2Þ

¼10 . log
ðV2

s =V
2
n;sÞ

ðV2
o =V

2
n;oÞ

¼10 . log
ðSNRÞi
ðSNRÞo

ð8Þ

where (SNR)i is the signal-to-noise ratio (SNR) available
at the sensor output, and (SNR)o is the SNR at the output
of the real (i.e., noisy) amplifier. This result indicates that
NF accounts for the signal-to-noise power degradation
caused by the preamplifier. Thus, for an ideal amplifier,
which does not add any noise, the output signal-to-noise
ratio is kept equal to its input counterpart, and NF¼0 dB.
Alternatively, an NF of 3 dB means that half the output
noise power is due to the amplifier.

As will be shown later, NF by itself is not always an
appropriate figure of merit to characterize the noise per-
formance of an amplifier. As stated above, NF is valid only
to indicate how much noise is added by a preamplifier to a
given input source resistance, and is therefore useful to
compare noise behavior of different preamplifiers with a
determined signal source. However, it is not a useful tool
for predicting noise performance with an arbitrary source.

Vo

Vn,o

Vn,eq1 Vn,eq2 Vn,eqn

Vs

+
AvnAv2Av1

Stage 1 Stage 2 Stage nFigure 3. Schematics for evaluating the noise
performance of an n-stage voltage amplifier.
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1.4. Noise Matching

Let us now consider the particular case where the internal
impedance of the signal source is a resistor Rs. This cor-
responds to one of the most frequently used types of sen-
sors, which can be represented by a signal source
generator Vs in series with its internal resistance and a
thermal noise generator Vn,s, whose power spectral den-
sity is

V2
n;s¼ 4KTRs ð9Þ

where K is Boltzmann’s constant (1.38� 10�23 W . s/K)
and T is the absolute temperature (K). According to Eq.
(7), the noise figure for this resistive signal source is given
by

NF¼ 10 . log
4KTRsþV2

n;aþ I2
n;aR2

s

4KTRs
ð10Þ

By differentiating this expression with respect to Rs, one
obtains the so-called optimum source resistance, for which
NF is minimum:

Ropt¼
Vn;a

In;a
ð11Þ

From Eqs. (10) and (11), NF can be written as

NF¼ 10 . log 1þ
Vn;a . In;a

4KT
Mþ

1

M

� �	 

ð12Þ

in which M¼Rs/Ropt is the matching factor. For a given
Vn,a

. In,a product, NF is minimum for M¼ 1.
The effect of the source resistance variation on NF for

amplifiers having different values of the noise sources
product Vn,a

. In,a, is illustrated in Fig. 4 [2, p. 46]. The
minimum value of the noise figure, NF opt, occurs at Rs¼

Ropt. As the product Vn,a
. In,a increases, the noise figure

also increases and is more sensitive to source resistance
variations.

In the more general case where the correlation factor g
is different from zero, the optimum value Fopt of the noise
factor corresponding to the optimum source resistance is
easily calculated as

Fopt¼ 1þ
2 . ð1þ gÞ . I2

n;a
.R2

s;opt

V2
n;s

¼ 1þ
ð1þ gÞ . In;a .Vn;a

2KT

ð13Þ

Fopt defines the best performance obtainable when the
source resistance can be selected to match Ropt. Equation
(13) also clearly shows that, for any given source resis-
tance and temperature, the best noise performance, ob-
tained when perfect matching is achieved, depends on the
product Vn,a

. In,a of the amplifier [5,6].
Noise matching is based on the idea of modifying the

amplifier equivalent input noise sources as seen at the

signal source location, to meet the condition Rs¼Ropt, so
as to minimize the total equivalent input noise [5]. This
condition, which indicates that the preamplifier input
stage is matched to the sensor, is considered as the es-
sence of low-noise design. Of course, to keep the noise low,
the rest of the amplifier must also be designed so that its
noise contributions are low compared with those of the
input stage.

A very simple and illustrative way to modify the am-
plifier equivalent input noise consists of coupling the sen-
sor to the amplifier by means of a transformer with a
primary-to-secondary turns ratio of 1 : N (Fig. 5 shows this
for the case of a resistive sensor). The amplifier noise
sources are reflected to the primary as V 0n;a¼Vn;a=N and
I0n;a¼NIn;a. The ratio of these reflected parameters is

R0s¼
V 0n;a
I0n;a
¼

Ropt

N2
ð14Þ

Matching R0s to Rs, one can derive the turns ratio required
in the coupling transformer:

N¼

ffiffiffiffiffiffiffiffiffi
Ropt

Rs

s

ð15Þ

When this condition is met, the amplifier sees the opti-
mum source resistance and, hence, the equivalent input
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Figure 4. NF reaches its minimum value for Rs¼Ropt. NF
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Figure 5. Noise matching by coupling transformer minimizes
the total equivalent input noise.
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noise is minimized. It has to be pointed out that a real
transformer has its own internal noise sources and stray
impedances, which have to be taken into account in an
accurate low-noise design. Moreover, the use of a trans-
former requires a suitable shield to external electromag-
netic fields, which can induce spurious currents in the
transformer itself.

According to the results above, it appears that the noise
figure NF can be alternatively improved by adding a series
or shunt resistance to a given source resistance Rs (or, by
correspondingly changing the sensor resistance), to make
its final value equal to Ropt. However, due to the addition
of an extra resistor, the signal-to-noise ratio gets worse.
On the other hand, for Rs¼0, NF goes to infinity, although
the actual output noise is less than that corresponding to
any other value of source resistance, including Ropt. This
contradictory situation arises from the fact that reducing
NF improves the output SNR only if the SNR at the source
remains constant. This condition is not met when match-
ing is achieved by modifying the source resistance, but it is
satisfied when using a coupling transformer. For the same
reason, only when increasing sensor resistance increases
the signal proportionally, should it be modified so as to
match the amplifier optimum noise source resistance.
When choosing or designing a preamplifier, the best noise
performance is obtained by achieving the minimum equiv-
alent input noise rather than the lowest noise figure.

Noise matching can also be achieved in the case of nar-
rowband signal sources. By exploiting the resonance of a
suitable LC group, the amplifier equivalent input noise as
seen at the signal source location, can be optimized at the
required center frequency. It is possible to follow this ap-
proach for both resistive and reactive narrowband sources
[6].

Since transformers, as well as other coupling tech-
niques using discrete components, are not compatible
with solid-state circuits, noise matching for monolithic
preamplifiers has to be obtained by appropriate choice of
transistor sizes and bias conditions [7]. In particular,
when Vn,a is the dominant noise source of the preamplifi-
er, noise matching can be obtained by using n input tran-
sistors connected in parallel rather than a single input
transistor. Indeed, this technique reduces input noise volt-
age by a factor of

ffiffiffi
n
p

and increases input noise current by
the same factor, which from the noise standpoint, is equiv-
alent to using a coupling transformer with a turns ratio of
1 :

ffiffiffi
n
p

[5]. Similar techniques can also be adopted for dis-
crete preamplifiers, even though much less flexibility is
obviously available.

2. DESIGN CONSIDERATIONS FOR PREAMPLIFIERS

Designing or selecting a preamplifier for a specific appli-
cation involves many specifications and choices. The pro-
cedure starts by considering sensor characteristics, such
as signal source type, noise, impedance, and frequency re-
sponse. As a function of that, the preamplifier must be
designed so as to achieve the lowest value of equivalent
input noise.

According to the discussion above, the ultimate limit of
equivalent input noise is determined by the sensor imped-
ance Zs and the amplifier noise generators Vn,a and In,a,
where all these parameters may generally be frequency-
dependent. Therefore, the signal source impedance and
frequency range are decisive when choosing the type of
preamplifier input device, as in a well-designed amplifier,
noise performance is heavily affected by this element. To
assist in this task, Fig. 6 [2, p. 210] can serve as a general
guide. In this figure, the different ranges of source imped-
ance values are covered by the different types of active or
coupling devices. Low values of source resistance usually
require the use of a coupling transformer for noise match-
ing, while, for matching the highest source resistance
range, the extremely low noise current In,a of field-effect
transistors is exploited.

With respect to the frequency range, in the simplest
case of a resistive source, matching the amplifier optimum
source resistance Ropt to the source resistance, minimizes
the equivalent input noise at a given frequency. However,
if the preamplifier must operate over a large frequency
band, the designer’s task is to minimize the noise inte-
grated over this interval. Then, if the source impedance is
reactive and/or the equivalent amplifier noise sources are
functions of frequency, the use of a circuit simulator is of-
ten necessary to perform this integration over the whole
bandwidth and optimize noise performance. With respect
to this, it is important to note that the preamplifier band-
width has to match, as much as possible, the signal spec-
trum needed in the specified application, since increasing
the bandwidth increases the integrated output noise.
Once the low and high amplifier cutoff frequencies of the
preamplifier have been adjusted, the computer analysis
may show that noise requirements are not fulfilled and,
then, another operating point or different device sizes
must be chosen. In extreme cases, different amplifiers or
circuit topologies must be used.

Finally, needless to say, any noise injection from exter-
nal source must be minimized. For example, in case elec-
trical and/or magnetic shielding has to be provided against
electromagnetic interference, power supply filtering can
be required to ensure a quiet supply voltage, ground con-
nections have to be carefully studied, and noise injection
from digital sections has to be minimized. However, these
considerations regard general system design, and are not
specific to preamplifier design.

Next, the abovementioned design considerations are
particularized for three types of source impedance
(i.e., resistive, capacitive, and inductive), with emphasis
on amplifiers for monolithic implementations. For this

1 10 1k100 10k 100k 1M 10M100M 1G 10G 100G

MOSFET

BJT

JFET

IC amplifiers

Transformer
coupled

Figure 6. Guide for selection of input devices.
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reason, mainly bipolar and MOS transistors will be con-
sidered as amplifier devices.

2.1. Preamplifiers with Resistive Sources

The simplest type of source impedance is a resistance.
Among sensors with this type of source impedance, some
(i.e., voltaic sensors, such as thermocouples, thermopiles,
infrared detectors, etc.) generate a voltage signal, while
others (e.g., photoconductive detectors used in optoelec-
tronic applications) produce a current signal. Figure 7
shows two generic preamplifiers with a resistive source
(the noise sources, i.e., the resistor thermal noise genera-
tors and the equivalent amplifier input noise generators,
are also included in both schemes). In Fig. 7a, a sensor
voltage source is coupled to a voltage amplifier by means
of a coupling capacitor Cc, while a resistor Rb is added for
biasing the amplifier input device, which corresponds to a
very usual situation. Instead, a resistive sensor, which
provides a current signal, has been assumed in Fig. 7b. In
this case, a transimpedance amplifier is used to amplify

the signal from the high-impedance source. The transim-
pedance gain of the amplifier Vo/Is is determined by the
feedback resistor Rf, provided that the loop gain is high
enough.

Referring to the voltage amplifier in Fig. 7a, a highpass
response is caused by the coupling capacitor Cc along with
the equivalent series resistance of the input network Cc

must be chosen in such way that its reactance can be ne-
glected in the frequency range of interest. Thus, the volt-
age gain in the input network is substantially
independent of frequency. Moreover, the contribution of
In,a to the equivalent input noise voltage V2

n;eq [see Eq. (3)]
yields results equal to ðIn;aRsÞ

2.
Assuming a much higher amplifier input impedance

than Rs and Rb, the equivalent input noise voltage of the
system turns out to be

V2
n;eq ffiV2

n;sþV2
n;b

R2
s

R2
b

þV2
n;a

ðRsþRbÞ
2

R2
b

þ I2
n;a

.R2
s þ 2gVn;aIn;aðRsþRbÞ

Rs

Rb

ð16Þ

In the remainder of this article, the generally accepted
assumption that the amplifier noise is dominated by its
input device will be adopted. In addition, single-ended in-
put stages, which as a general rule allow the designer to
minimize the noise contribution of the amplifier, will also
be assumed.

First consider the case when the input transistor is a
bipolar device. Neglecting 1/f noise and frequency-depen-
dent terms in the frequency band of interest, the equiva-
lent input noise sources can be approximated as [6]:

V2
n;a¼ 4KTrbþ

2 . ðKTÞ2

qIE
ð17aÞ

I2
n;a¼ 2qIB¼ 2q

IC

b
ð17bÞ

where rb is the base resistance; q is the electron charge; IE,
IB, and IC are the DC emitter, base, and collector currents,
respectively; and b¼ IC/IB is the DC current gain. This
operating region of the BJT is known as short noise region
[2], since the shot noise mechanisms are the dominant
ones. In this operating region, the correlation effects be-
tween the input voltage and current noise sources can
usually be neglected (gD0). Here and in the following, it
shall also be assumed that the noise contribution by the
base resistance is negligible, as can be achieved with ad-
equate layout, that is, by making rb sufficiently small. The
optimum noise resistance can be expressed as a function of
the design parameters of the input transistor:

Ropt¼
Vn;a

In;a
ffi

KT

qIC

ffiffiffi
b

p
ð18Þ

The equivalent input noise of the system is minimum
when the noise matching condition is fulfilled, that is,
when Ropt as from Eq. (18) is made equal to the equivalent
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Figure 7. Preamplifiers with resistive sources: (a) voltage am-
plifier with coupling capacitor; (b) wideband transimpedance pre-
amplifier.
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resistance of the input network, RsjjRb. This is achieved
for the following biasing collector current:

IC;opt¼
KT

q

1

ðRsjjRbÞ

ffiffiffi
b

p
ð19Þ

Obviously, the same result is achieved by differentiating
Vn,eq with respect to IC for Vn,eq, as given by Eq. (16).

Replacing Eq. (19) into Eq. (16), the total equivalent
input noise for the optimum biasing collector current can
be derived:

V2
n;eq¼ 4KTRs 1þ

Rs

Rb

� �
. 1þ

1ffiffiffi
b

p
 !

ð20Þ

The first term, 4KTRs(1þRs/Rb), is due to the thermal
noise contribution of the source and biasing resistances,
while the second term, 4KTRs(1þRs/Rb)b–1/2, arises from
the amplifier noise. It is apparent that the noise contrib-
uted by the amplifier is lower than the thermal noise by a
factor of b1/2. Also, the noise contribution of the biasing
resistor can always be kept lower than that of Rs, by
choosing Rb4Rs. Therefore, the noise performance of volt-
age amplifiers with bipolar input devices and resistive
sources can be made to be dominated by the resistive
source itself, if IC can be chosen equal to IC,opt. An alter-
native interpretation of Eq. (19) consists in considering
the term (1þ b� 1/2) as the factor by which the preampli-
fier increases the thermal noise of the source and biasing
resistances. In other words, this term is the lowest value of
the optimum noise factor Fopt of a BJT working in the shot
noise region used as the input device of an amplifier,
which is obtained when the value of IC,opt corresponds to
a sufficiently small collector current density [2].

Very similar conclusions are obtained when considering
transimpedance amplifiers with resistive sources [3]—see
Fig. 7b. Following the procedure above, one finds that the
bias collector current of the input bipolar transistor for
minimum noise is IC;opt¼ ðKT=qÞb1=2=ðRsjjRf Þ, and that the
corresponding total equivalent input noise current is
I2

n;eq¼ ½4KT=ðRsjjRf Þ� . ð1þ b�1=2
Þ. Again, in a well-designed

bipolar preamplifier, noise performance can be made to be
dominated by the resistive source, if Rf can be chosen suf-
ficiently large. The choice of the feedback resistor Rf will
result as the best tradeoff between noise, transimpedance
gain, and bandwidth requirements.

Now refer to the case when an MOS transistor is used
as the input device of the preamplifier in Fig. 7a. The
equivalent input noise generators of an MOS device in the
midfrequency range can be approximated as [3]

V2
n;a¼

8

3

KT

gm
þ

Af

WLf
ð21aÞ

I2
n;a¼ jjoCij

2V2
n;a ð21bÞ

where Af is a suitable technology-dependent constant; W
and L are the width and length, respectively, of the tran-
sistor; gm is its transconductance; and Ci, its input capac-
itance. As the noise voltage source is placed in series with

the signal source, the only way to minimize its contribu-
tion to the total equivalent input noise voltage V2

n;eq is to
minimize the noise source itself. To reduce thermal noise,
a large transistor transconductance must be used, which
means a large aspect ratio and a large bias current. To
reduce the 1/f term, a large gate area is required. The
contribution of the noise current source to V2

n;eq is equal to
V2

n;a½oðRsjjRbÞCi�
2, and is, therefore, negligible with re-

spect to V2
n;a in the frequency band of interest

foo½ðRsjjRbÞCi�
�1g.

When transimpedance amplifiers in MOS technology
are considered, the contribution of the term V2

n;a to the to-
tal equivalent input noise current is given by
V2

n;a=ðRsjjRf Þ
2. This should be compared with the noise

current 4KT=ðRsjjRf Þ contributed by the source and feed-
back resistances. Therefore, in the presence of a very large
source resistance, the noise contribution of the amplifier
can be made negligible provided that a sufficiently large
feedback resistor is used. In this case, MOS amplifiers
should be preferred to bipolar ones [3]. By contrast, in the
case of a small source resistance, the source V2

n;a must be
minimized to ensure low-noise performance of the pream-
plifier. This can be obtained with the same techniques as
seen above for the case of the voltage amplifier. Again, the
contribution due to the amplifier input current noise can
be neglected in the frequency band of interest.

2.2. Preamplifiers for Optical Receivers

A very popular preamplifier application is for optical re-
ceivers. An optical receiver is a circuit able to detect and
process a signal coming from an optical source. Basically,
it is made up of an optical sensor followed by a preampli-
fier and a processing section. The optical sensor (photode-
tector), which in its simplest form, is a reversed-biased
diode, converts the optical signal into an electrical cur-
rent. The photodetector is modeled as a current source
with an ideally infinite output resistance and a capaci-
tance in parallel. As the input electrical signal can be very
small (e.g., down to the nA range), it must be amplified
with a preamplifier to a level suitable for the following
processing. Therefore, low noise, high gain and, in many
cases, high bandwidth and adequate dynamic range, are
key amplifier requirements in this kind of application.

The basic principle of a preamplifier for optical receiv-
ers is to convert the current signal provided by the pho-
todetector Is into a voltage signal having a suitable
amplitude. The most popular configuration consists of a
transresistance amplifier, as illustrated schematically in
Fig. 8a [8], where noise generators are not shown. The
current Is generated by the photodetector flows through
the feedback resistor Rf, which, in turn, produces an am-
plifier output voltage Vo¼ –IsRf, provided that the loop
gain is large enough. The required current-to-voltage con-
version can also be achieved by feeding the signal current
directly to a grounded resistor Rg (Fig. 8b) [9]. A suitable
active stage is cascaded to provide decoupling between the
input section and the following stages and, in this case,
additional voltage gain. The choice of Rg results as a
tradeoff between gain (Vo/Is) and low thermal noise added
to the signal current (4KT/Rg) on the one hand, and band-
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width, which is limited to 1/(2pRgCp), on the other, where
Cp includes the photodetector capacitance in parallel with
the amplifier input capacitance. For this reason, an equal-
izer stage (substantially, a parallel group RC) is very often
cascaded to the active stage when Rg has a large value [9].
The use of a large Rg also causes a limited input dynamic
range, as the whole voltage signal RgIs, is applied to the
input of the active stage.

The transresistance configuration of Fig. 8a provides
the best tradeoff in terms of noise and gain on one hand
and bandwidth on the other, and also gives no problems
regarding input dynamic range. The achievable signal
bandwidth (assuming that the amplifier has an ideal fre-
quency behavior) is now equal to 1/[2pRf(CfþCp/A)],
where Cf is the parasitic capacitance around the amplifi-
er ðCf5CpÞ. The actual bandwidth of the system is limited
either by parasitic capacitances in the feedback network
or by the bandwidth of the amplifier. The former is a com-
mon case in high-gain applications, when a large value of
Rf is used, while the latter is more typical in lower-gain
applications. In any case, attention must be paid to achiev-
ing frequency stability, as a closed-loop configuration is
adopted. Neglecting the feedback parasitic capacitance,
the equivalent input current noise of the system in the
frequency band of interest is

I2
n;eq¼4

KT

Rf
þ I2

n;sþ I2
n;dþ I2

n;a

þV2
n;a

1þoRf Cp

Rf

����

����

ð22Þ

where In,s and In,d account for shot noise of signal and dark
currents of the photodetector, respectively. From this
equation, one can observe that the contribution of Vn,a to
the total equivalent input noise increases at high frequen-
cies, even though at low frequencies, it can be negligible if
Vn,a is sufficiently small (‘‘noise gain peaking’’ effect [8]).
However, at very high frequencies, the contribution of Vn,a

is limited by the ratio Cp/Cf and then rolls off due to the
amplifier open-loop response.

2.3. Preamplifiers with Capacitive Sources

A capacitive sensor source can be modeled, in its useful
frequency range, as a voltage source in series with a ca-
pacitor or as a current source in parallel with a capacitor
(the case where the sensor signal is delivered in the form
of a charge packet will be briefly addressed at the end of
this section). The output signal of the sensor is taken ei-
ther as the open-circuit voltage or the short-circuit cur-
rent, respectively. Sensor capacitance and signal
frequency depend on the application, and can vary by sev-
eral orders of magnitude (from picofarad up to nanofarad
and from hertz to megahertz ranges, respectively). Typical
examples are capacitive antennas (e.g., for radio receiv-
ers), electret microphones, some piezoelectric sensors such
as hydrophones, optical detectors, and so forth. In this
section, wideband monolithic preamplifiers, specifically,
will be considered. In the case of narrowband applications,
noise optimization can be achieved by adding a suitable
series or parallel inductance in the input network, using a
technique very similar to that used for narrowband pre-
amplifiers with inductive sources [6] (see the next section).
The basic principle is to determine a proper resonance
that ideally makes the effects of the amplifier input cur-
rent or voltage noise source disappear at the frequency of
interest, thereby minimizing the system equivalent input
noise.

Two basic topologies of wideband preamplifiers for ca-
pacitive signal sources are depicted in Fig. 9, where the
voltage source representation is used for the sensor, and
equivalent input noise generators are also shown. Notice
that, ideally, no noise is generated in the signal source,
due to its reactive nature. In Fig. 9a, biasing resistor Rb

has been included. This resistor must be large enough so
that, in the frequency band of interest, the pole generated
by the group RbCc roughly cancels out the effects of the
zero located in the origin, which arises due to Cc. Thus, the
preamplifier gain is independent of frequency, as required
in most wideband applications. This is a typical situation
in preamplifiers for electret microphones, where, in the
case of monolithic implementations, an active biasing re-
sistor is generally used to avoid excessive silicon area oc-
cupation due to the large resistance value required
[10,11]. Noise considerations for this topology are very

Vo

Cp

Cf

Rf
VB

Is

Rg

(a) (b)

− A Vo

Cp

Av

VB

Is

Figure 8. Preamplifiers for optical receivers.
A transresistance preamplifier (a) is generally
preferred to the use of a grounded resistor fol-
lowed by an active stage (b).
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similar to those for voltage amplifiers with resistive sourc-
es, although in the present case the source resistance is
assumed to be negligible, and obviously the dominant
noise source is the amplifier.

In the capacitive feedback structure of Fig. 9b, no dc
feedback or biasing elements has been drawn, although
generally dc stabilization is required (this can be obtained,
e.g., with a very large feedback resistor, and will be ne-
glected in the following noise considerations). In this
scheme, the feedback capacitor Cf sets the midfrequency
voltage gain equal to �Cs/Cf. Also in this case, therefore,
the gain is substantially independent of frequency. More-
over, it shows no dependence upon the parasitic capaci-
tance Cp associated to the input line, which is very useful
in applications requiring long cable connections between
the sensor and the amplifier [12]. Choosing the best value
of Cf derives from two contrasting requirements. On the
one hand, a small capacitor Cf should be chosen, so that
the minimum input signal must be amplified to a level
adequate to drive the cascaded stages, while on the other
hand, capacitor Cf should not be so small that the ampli-
fier output saturates in the presence of the maximum al-
lowed input signal.

Again, regardless of the application, the noise perfor-
mance of the preamplifier is of paramount importance, as
it generally determines the sensitivity of the overall sys-

tem. From Fig. 9b, the equivalent input noise voltage is

V2
n;eq¼V2

n;a

Cf þCsþCp

Cs

	 
2

þ I2
n;a

1

joCs

����

����
2

þ 2g Vn;aIn;a
1

joCs

����

����
Cf þCsþCp

Cs

ð23Þ

For the best noise performance, the most straightforward
choice is again the use of single-ended input stages, al-
though fully differential amplifier solutions are also used
for this kind of sensor [12,13]. As pointed out above, in this
section we consider mainly bipolar and MOS input devic-
es, as currently JFET circuits are used only in specific ap-
plications (e.g., in charge-sensitive amplifiers for nuclear
physics experiments; see below). In the case of a bipolar
input transistor, taking into account its equivalent input
sources given in Eqs. (17) and neglecting the correlation
factor g, the total equivalent input noise turns out to be

V2
n;eq¼ 4KT rbþ

KT

2qIC

� �
.

Cf þCsþCp

Cs

� �2

þ
2qIC

b

� �
1

joCs

����

����
2

ð24Þ

It is apparent that a small base resistance rb and a high
large current gain b are needed for low noise. Moreover,
one can see that, for any given value of IC, the base current
shot noise contribution [second term in Eq. (24)] is dom-
inant at low frequencies, while voltage noise [first term in
Eq. (24)] dominates at high frequencies. To achieve noise
minimization, noise matching must be achieved by a suit-
able choice of the collector bias current IC. Indeed, in-
creasing IC has opposite effects on two noise contributions.
The optimal value of IC can be easily calculated by taking
the derivative of Eq. (24) with respect to IC, obtaining [3,7]

IC;opt¼
KT

q
oðCsþCpþCf Þ

ffiffiffi
b

p
ð25Þ

Notice that Eq. (25) is formally identical to Eq. (19): o(Cs

þCpþCf) represents the module of the admittance to the
input network. As observed, IC,opt depends on the frequen-
cy. As a consequence, when required, wideband noise op-
timization with bipolar input stages is not possible.
Obviously, when choosing the value of IC, other features
such as gain and operation speed must also be taken into
account.

In the case of an MOS input transistor, using the noise
sources in Eqs. (21), the equivalent input voltage noise
source turns out to be

V2
n;eq¼V2

n;a

Cf þCsþCpþCi

Cs

	 
2

ð26Þ

where the term Ci results from the presence of the input
noise current, taking also in account the 100% correlation
existing between Vn,a and In,a.

Av
Vo

Vn,o

In,a

Vn,a

Vs

Cc

+
Rb

Vn,b

(a)

Vo

Vn,o

In,a

Vn,a

Vs

Cc

+ Cp

Cf

(b)
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Figure 9. Preamplifier with capacitive sources: (a) voltage am-
plifier with biasing resistor; (b) voltage amplifier with capacitive
feedback.
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It should be emphasized that noise transfer gain does
not depend on frequency. The term V2

n;a includes a flicker
as well as a thermal component. Both these contributions
should be reduced to a minimum to achieve low-noise per-
formance. To reduce input-referred noise, capacitances Cp

and Cf must be minimized, even though they are noiseless
elements. As far as Ci is concerned, it is worth pointing out
that its value is strictly related to the input transistor size.
Changing its value has two opposite effects on noise per-
formance. On one hand, increasing the aspect ratio W/L of
the input device leads to a decrease in both flicker and
thermal noise, as a result of the corresponding increase in
its gate capacitance and transconductance, respectively.
On the other, from Eq. (26), increasing Ci will also degrade
noise performance. An optimized value of the input tran-
sistor capacitance and, hence, of its size, is therefore nec-
essary, which is determined by taking the derivative of Eq.
(26) with respect to Ci. The gate length should be set to the
minimum to maximize amplifier performance in terms of
thermal noise and gain–bandwidth product. Noise optimi-
zation results are different when flicker and thermal com-
ponents are considered, as a consequence of the different
dependence of their noise spectral density upon Ci. In the
case of flicker noise, the best capacitance matching is ob-
tained by setting Ci¼CsþCpþCf, while for thermal noise,
the best value is Ci¼ (CsþCpþCf)/3. When both flicker
and thermal noise contributions are important, a tradeoff
value of Ci is chosen, for example, the average of the two
optimal values [3]. An analytical derivation of the opti-
mum Ci value in the presence of both thermal and flicker
series noise can be found in Ref. 14. A suitably large bias
current is also required to maximize the transconductance
of the input transistor and, hence, reduce its thermal
noise. An n-channel input device also helps to this end.
On the contrary, flicker noise is generally smaller for p-
channel devices [15–17].

It has been shown [3] that, for a capacitive source, an
MOS input device offers better noise performance than
does a bipolar one. Obviously, a suitable design is needed
to minimize noise contributions by the other components
and following stages in the circuit (for the latter purpose,
e.g., some gain should be introduced in the first stage of
the amplifier). Depending on the application, high linear-
ity, large load drive capability, and wide output dynamic
range can also be required of the preamplifier, as these
features are related mainly to an optimized design of its
output stage. Moreover, due to the presence of the feed-
back loop, adequate frequency stability must be provided.
Bipolar technology offers inherent advantages for such re-
quirements; however, CMOS preamplifiers meeting all the
specifications needed can be developed using adequate
circuit design approaches. These include using a three-
stage topology, a noninverting class A–B output stage, and
suitable compensation techniques [3] and employing par-
asitic bipolar transistors [12]. When possible, CMOS tech-
nology is the preferred choice as it allows the designer to
integrate the preamplifier together with the cascaded pro-
cessing section at low cost.

BiCMOS technology has also been proposed to imple-
ment the preamplifier [3]. BiCMOS technology provides
both CMOS and bipolar devices on the same chip. This

allows the designer to take advantage of the superior noise
performance of a CMOS transistor used as the input de-
vice and, at the same time, to exploit the excellent features
of bipolar transistors to achieve the other requirements
with simpler circuits with respect to fully CMOS solutions.
The main disadvantage of BiCMOS technology is its in-
creased process complexity and, hence, its higher cost.

2.4. Charge-Sensitive Preamplifiers

In some very important applications using a capacitive
source, the input signal is delivered as a charge packet Qi.
The signal source can be generally represented as a delt-
alike current source Qid(t). Popular examples are detector
systems for elementary particle physics experiments
[18,19] and spectrophotometers and vision systems based
on photodiodes operating in the storage mode [20]. The
basic scheme (Fig. 10) is substantially the same as the
previous one. The readout amplifier, generally referred to
as a charge-sensitive amplifier, produces an output voltage
step with an amplitude equal to –QiCf in response to an
input charge packet Qi; DC stabilization is generally ob-
tained either with a very large feedback resistor or with a
feedback switch SR, which is turned on during suitable
reset time intervals.

These noise-matching considerations still apply (in par-
ticular, the relationships obtained for the optimal input
capacitance of the amplifier). In these applications, noise
performance is usually expressed in terms of equivalent
noise charge (ENC). This is defined as the charge which
the detector must deliver to the amplifier input in order to
achieve unity signal-to-noise ratio at the output, and is
usually expressed in electrons.

Detectors for nuclear physics experiments represent a
very critical application of charge-sensitive amplifiers.
Here, the amplifier is generally followed by a noise-shap-
ing filter (or ‘‘pulseshaper’’), which has the purpose of op-
timizing the overall signal-to-noise ratio of the detector
system. This is required as, in general, electronic noise
sets the limit to the accuracy of these systems. The best
achievable value of ENC increases, with a substantially
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Figure 10. Basic scheme of a charge-sensitive preamplifier.
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linear relationship, with increasing detector capacitance
Cs (in fact, a larger Cs leads to a larger equivalent noise
charge for the same equivalent input noise). The obtained
values of ENC ranges from few electrons for Cso1 pF
(pixel detectors), to hundreds of electrons for microstrip
detectors (Cs in the order of several hundred or even more
than 1000 pF).

In some applications, junction field-effect transistors
(JFETs) are preferred in front-end electronics for ioniza-
tion detectors of capacitive nature, mainly because they
show better radiation tolerance with respect to MOS de-
vices and much smaller input current as compared to
BJTs [21,22]. Nevertheless, under particular operating
conditions, such as very short shaping time (o50 ns) and
low-power constraints, BJTs can offer superior perfor-
mance [23,24]. CMOS solutions have also been developed
for readout electronics to exploit the capability of CMOS
technology for very high integration density and low pow-
er consumption [3,25]. In fact, as a huge number of read-
out channels are needed in modern detector systems,
small size and low power dissipation are also important
requirements, which make the monolithic approach the
most appealing solution. CMOS technology is very attrac-
tive, especially for detectors that are placed not very close
to the radiation environment and use a pulse shaper with
a very fast response (i.e., short peaking time), so that
flicker noise is negligible with respect to thermal noise. A
BiCMOS solution implementing a low-power high-gain
transresistance amplifier has also been presented [26].

2.5. Preamplifiers for Inductive Sources

An inductive sensor source can be generally modeled as a
current source in parallel with an inductance. An internal
resistance can also be present, to account for the real part
of the sensor impedance. Examples of inductive sensors
include magnetic heads (e.g., for tape and video cassette
recorders), inductive pickups, dynamic microphones, fer-
rite antennas, and so forth. The operation principle of such
sensors is to convert the information, received in the form
of an electromagnetic field, into an electrical signal by
means of an inductive coil. In most cases, very weak sig-
nals are generated and, therefore, very severe noise spec-
ifications have to be met by the preamplifier. Obviously,
the reactive elements in the circuit do not contribute any
noise directly, however, their presence affects the noise
behavior of the circuit.

Very different situations occur when narrowband and
wideband applications are considered. A typical preampli-
fier topology for narrowband inductive signal sources is
illustrated in Fig. 11, where equivalent input noise gen-
erators are also shown. Lp is the source inductance, Rs is
the sensor resistance, Rb can be a biasing or a load resis-
tor, and Cp is a shunt capacitance (including both parasitic
and, in this case, added capacitances). Cc is a DC decou-
pling capacitor ðCcbCpÞ, and will be regarded as a short
circuit in the frequency band of interest. The voltage sig-
nal at the amplifier input turns out to be equal to

Vi¼
Is . joLpRT

joLpþ ð1� o2LpCpÞRT
ð27Þ

where RT¼RbjjRs. The presence of the resonance due to
the group LpCp is apparent.

For this configuration, one can choose a suitable size
of the shunt capacitance Cp to obtain the best noise
matching [6]. In fact, the expression of the equivalent
input noise current for the circuit in Fig. 11 is easily
calculated as

I2
n;eq¼ I2

n;sþ I2
n;bþ I2

n;aþV2
n;a

1

RT
þ

1� o2LpCp

joLp

����

����
2

þ 2Re I�n;aVn;a
1

RT
þ

1� o2LpCp

joLp

� �� � ð28Þ

Each noise current source reflects unchanged to the input
at any frequency. By contrast, the coefficient of the noise
voltage contribution is frequency dependent, and turns
out to be minimum at the resonant frequency
oo¼ 1=ðLpCpÞ

1=2. This behavior obviously derives from
the large impedance shown by the parallel group LpCp

at the resonance frequency. Neglecting the correlation ef-
fect between Vn,a and In,a, the resulting equivalent input
noise current is given by I2

n;eq¼ I2
n;sþ I2

n;bþ I2
n;aþV2

n;a=R
2
T. It

should be pointed out that no reactive element appears in
the expression for minimum noise.

Let us now turn our attention to wideband applica-
tions, where a flat response is required for the signal. The
amplifier configuration in Fig. 11 can no longer be used, as
the resonant group inherently provides narrowband sig-
nal response. To overcome this limitation, a constant
transimpedance topology can be used, as shown in
Fig. 12. The voltage across the group LpCp is ideally main-
tained constant, regardless of signal amplitude and fre-
quency, thereby preventing any resonance effect. The
current Is delivered by the sensor is injected into Rf,
thus achieving the desired frequency-independent trans-
fer gain: Vo/Is¼ –Rf. The equivalent input noise current in
this topology turns out to be

I2
n;eq¼ I2

n;sþ I2
n;f þ I2

n;aþV2
n;a

1

Rs
þ

1

Rf
þ

1� o2LpCp

joLp

����

����
2

þ 2Re I�n;aVn;a
1

Rs
þ

1

Rf
þ

1� o2LpCp

joLp

� �� �
ð29Þ

The noise contributed by the amplifier is represented by
the terms including In,a and Vn,a. The use of a large in-
ductance Lp reduces the contribution of V2

n;a. This is espe-
cially true at low frequencies, where o2LpCp51. By
contrast, at high frequencies, a small value of Cp helps
to achieve low noise.

For practical cases, when very low noise is required, the
term I2

n;f ¼4KT=Rf due to the feedback resistor can result
too high, thus setting too large a noise floor to the struc-
ture. To reduce this contribution, a combined capacitive
and resistive feedback configuration has been proposed, as
shown in Fig. 13 [27]. The transimpedance gain of this
structure is equal to �½1þ joðC1þC2ÞRf �=joC1, which for
the frequency range ob1=½ðC1þC2ÞRf � can be approxi-
mated by �Rf ðC1þC2Þ=C1 and, hence, achieves the
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required frequency independence. Obviously, a careful
stability analysis is required when designing the amplifi-
er for this feedback configuration. The input-referred
noise current due to the feedback network turns out to
be I2

n;f ½C1=ðC1þC2Þ�
2, and is, therefore, reduced by a factor

of ð1þC2=C1Þ
2, with respect to the noise generated by the

feedback resistor. To obtain a substantial noise reduction,
C2 is set much larger than C1 and, hence, the reduction
factor becomes � ðC2=C1Þ

2. In practice, to achieve any giv-
en transimpedance gain, we now use a resistor which is
C2/C1 times smaller than in the case of a conventional
transimpedance topology using a purely resistive feed-
back. Its current noise I2

n;f is, therefore, larger by the same
factor, however, its input-referred contribution is divided
by a factor of (C2/C1)2 and, therefore, a substantial im-
provement (by a factor of C2/C1) is achieved. It should be
noted that with this assumption ðC2bC1Þ, the resonance
frequency in the input network is approximately equal to
oLC¼ 1=½LpðCpþC1Þ�

1=2.
When a bipolar input transistor is used in the amplifier,

the correlation term in Eq. (29) can be neglected, and noise
minimization requires a small base resistance rb and a
large current gain b. Moreover, as in the case of a capac-
itive signal source, the collector current IC must be set to
an optimal value, as a consequence of its opposite effects
on input voltage and current noise components. Again,
this optimal current is frequency dependent, and there-
fore noise optimization cannot be obtained in a wide

frequency range [3,27] leading to the choice of a tradeoff
current for any given application.

When using CMOS technology, no noise contribution
due to the gate current is present, thus removing the basic
limiting factor to the noise performance in bipolar pream-
plifiers (i.e., the base shot noise component). As for the
case of capacitive signal sources, it can be shown that
noise optimization is achieved by suitably sizing the input
transistor of the preamplifier. Again, the optimal size is
different when considering flicker and thermal noise. Fur-
thermore, as a consequence of the frequency dependence
of the coefficient of V2

n;a in the expression of the total
equivalent input noise current [see Eq. (29)], the optimal
transistor size also depends on frequency, in contrast with
the case of preamplifiers for capacitive sources. For fre-
quencies much lower than the resonance frequency oLC,

optimization is achieved by choosing an amplifier input
capacitance Ci ffi 1=ðo2LpÞ for both flicker and thermal
noise [3]. For o4oLC, wideband noise optimization can be
obtained by setting Ci¼B(CpþC1)/3 and Ci¼B(CpþC1)
in the thermal and flicker noise domains, respectively.
Both noise components must be taken into account when
determining the input transistor size for any given appli-
cation, which can be done by using numerical simulation.

Also in the case of wideband preamplifiers for inductive
sources, a detailed noise analysis [3] shows that, in spite of
the presence of a large flicker noise component, CMOS
technology leads to better noise performance than does the
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Figure 11. Basic topology of a preamplifier for
a narrowband inductive source (shunt capaci-
tance Cp includes both parasitic and, in this
case, added capacitances).
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bipolar one. Again, BiCMOS technology has been pro-
posed to exploit the advantages coming from integrating
both CMOS and bipolar devices in the same chip, even
though at an increased cost of the fabrication process.
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1. INTRODUCTION

The surging demand of modern wireless silicon-based ra-
diofrequency integrated circuits (RFICs) has placed great
importance and interest in on-chip passive components.
The design criteria for wireless mobile communication
equipment, which include low cost, low supply voltage,
low power dissipation, low noise, high frequency of oper-
ation, and low distortion, cannot be satisfactorily met in
many cases without the use of on-chip monolithic silicon
spiral inductors. These monolithic inductors allow signif-
icantly improved levels of performance in monolithic pow-
er amplifiers, low-noise amplifiers, upconversion–
downconversion mixers, and low-phase-noise local oscilla-
tors. The on-chip inductor is able to resonate with any
parasitic capacitance, thus allowing potentially higher
frequency operation. It provides bias current with no sig-
nificant dc drop, which incidentally improves linearity of
the system. An added advantage of the on-chip inductor is
that inductive degeneration can lead to simultaneous
noise and power matching.

In order to reap these advantages, it becomes crucial
for the circuit designer to be able to predict, design, opti-
mize, and model accurately the characteristics of the on-
chip inductor. Although there are several good textbooks
[1–4] that present overviews of the printed inductors, ex-
cept for Niknejad [5], few have delved indepth into the
subject of spiral inductor analysis and characterization. It

is thus the objective of this article to provide a summa-
rized description of the various methods of designing,
modeling, and characterizing the on-chip spiral inductor.
The emphasis is to present useful techniques of on-chip
spiral inductor designing and modeling that complement
information given in other handbooks or textbooks. Inter-
ested readers who require a good overview of printed in-
ductors can refer to Refs. 1–5 for further details.

2. SPIRAL INDUCTOR DESIGN

The spiral inductor is the most common structure for im-
plementing the on-chip inductor in many foundary pro-
cesses, and a typical on-chip spiral inductor structure is
shown in Fig. 1. A spiral structure is typically laid out
using two or more of the top metal layers in most of the
standard foundary process. The top metal layers are used
primarily because this will help in minimizing the resis-
tive coupling to the substrate and in turn, in reducing the
loss of the overall spiral inductor. More than two metal
layers can be utilized to increase the Q factor.

The quality factor (Q) of an inductor, which is defined
as

Q¼ 2p
energy stored

energy loss in one oscillation cycle
ð1Þ

is a gauge of the effective magnetic energy storage capa-
bility of the inductor. Thus, a high quality factor is critical
for a spiral inductor. For silicon-based RFICs, the spiral
inductor suffers from performance limitations related to
issues such as substrate injection through oxide, substrate
coupling by ohmic and displacement current, lateral cur-
rents to nearby substrate taps, and skin effects [6]. This
causes the Q of the inductor to be low (i.e., o10) at high
frequencies. As a result, many high-speed RF components
such as voltage-controlled oscillators (VCO) or high power
amplifiers using on-chip inductors have limited perfor-
mance compared to designs using off-chip components.
The use of off-chip components adds complexity and cost
to the design of these circuits, which has directly led to
intense research aimed at improving the performance of

Geometric Center MEC Geometric Center MEC

Symmetrical Spiral InductorA Symmetrical Spiral Inductor
Low

High

Figure 1. Magnetic field intensity comparison of
symmetric and the asymmetrical spiral inductors.
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on-chip spiral inductors. Significant efforts [7,8] have been
expended with the aim of providing high-Q inductors for
critical RF applications. These methods include (1) grow-
ing a high-resistivity silicon substrate with thicker met-
allization so as to mmic the low-loss semiinsulating GaAs
substrate; (2) creating a bulk cavity in the silicon sub-
strate under the inductor; (3) introducing patterned
ground shield to reflect the electric field between the in-
ductor and the substrate; (4) varying the inductor’s geom-
etry such as the shape, trace width, metal spacing,
number of turns, number of metal layers, and topology;
and finally (5) exciting the inductor in a differential
manner.

Techniques 1–3 involve extra processing cost, whereas
techniques 4 and 5 are adversely affected by both the non-
uniform metal thickness and the parasitic capacitance ef-
fects. Of particular interest and worthy of mention under
technique 4 is the design of the symmetric spiral inductor,
which can give higher Q than can the asymmetric spiral
inductor. Wrapping of the metal lines of the squared spiral
inductor, as shown in Fig. 1, allows the flux from each turn
to be added, thus increasing the inductance per unit
length of the structure. From the comparison of the mag-
netic field intensity plot presented in Fig. 1, one can intu-
itively deduce that the ‘‘golden rule’’ of designing high-Q
inductor [9] would be to reduce the number of overlaps in
the inductor, ensure that the geometric center coincides
with the magnetoelectric center (MEC), and force the cur-
rent to loop in the same direction. The magneto-electric
center corresponds to the point where both the magnetic
and electric fields are a local minimum. With fewer over-
laps, the electric coupling, which is counterproductive to
Q, can be minimized. With the same loop current flows,
and coincident MEC and geometric center, less magnetic
field cancellation would result, thus leading to higher
magnetic energy storage in the inductor.

3. SPIRAL INDUCTOR MODELING AND
CHARACTERIZATION

An accurate model for the on-chip spiral inductor, which
can efficiently represent its electrical performance for cir-
cuit simulation and optimization with other design com-
ponents, is of great importance for silicon-based
radiofrequency integrated circuit designers. Although
the generic electromagnetic field solver such as Ansoft
HFSS, or other partial-element equivalent-circuit
(PEEC)-based solvers, can provide reasonable perfor-
mance evaluation of the spiral inductor; these simulators
are computationally intensive and time-consuming. Other
techniques for analysis include the Greenhouse method
[10], the Wheeler formula [11] and a ‘‘data-fitted monomial
expression’’ [12]. A crude estimate (within 30%) for the
inductance value of a spiral inductor provided by Lee [13]
is given as

L¼ m0n2r � 1:2� 10�6n2r ð2Þ

where n and r represent respectively the number of turns
and radius of the spiral inductor and m0 is the permeability

of the semiconductor substrate. These techniques are ei-
ther relatively inaccurate or not scalable over a wide
range of layout dimensions and process parameters. For
inductor design insights and optimization, a compact,
physical lumped-element circuit model would be preferred
as it could be easily integrated in any commercial com-
puter-aided design software program such as Microwave
Office, Agilent Advanced Design System (ADS), or Sere-
nade from Ansoft.

Figure 2 reviews a typically adopted equivalent circuit
used for spiral inductor modeling. In the model, Ls repre-
sents the spiral inductance whereas Rs is the metal series
resistance whose behavior at high frequency is governed
by the eddy-current effect and the skin effect. The series
feedforward capacitance Cs, which accounts for the capac-
itance due to overlaps between the spiral and the center-
tap underpass, is usually expressed as

Cs¼
nW2eSiO2

tSiO2

ð3Þ

The parasitic Cox, Csi, and Rsi, which are respectively the
oxide capacitance, substrate capacitance, and resistance,
are computed from

Cox¼
e0eeff ðeSiO2

;h1Þ

Fðh1;WÞ
ð4Þ

Csi¼
e0eeff ðeSi;h2Þ

Fðh2;WÞ
ð5Þ

Rsi¼
2Fðh2;WÞ

ssið1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 10h2=W

p
Þ

ð6Þ

Rs Ls

Cs

h1
Csi Csi

h2

Rsi Rsi
Si Substrate

SiO2

D

P

Cox

Cox

W

Figure 2. A typical equivalent circuit for spiral inductor.
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where

Fðh2;WÞ

¼

1

2p
lnð8h=WþW=4hÞ; h=W 	 1

WW=hþ 2:42� 0:44h=Wþ ð1� h=WÞ6; h=W 
 1

8
>><

>>:

ð7Þ

eeff ðe;hÞ¼
ðeþ 1Þ

2
þ

ðe� 1Þ

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 10h=W

p ð8Þ

where n is the number of the overlaps, eSiO2
and tSiO2

de-
note the dielectric constant and thickness of the oxide lay-
er, eSi is the permittivity of the silicon substrate, and W is
the spiral linewidth.

The equivalent circuit, as shown in Fig. 2, strongly
lacks the frequency dependence of Rs and Ls as a result of
current crowding in the conductor. The circuit also fails to
describe the distributed characteristics of the inductor
under high-frequency operation. Prominent effects such
as eddy-current effect and skin effect are not incorporated
in the model. An improved circuit model [14], which rep-
resents the eddy current as an electrical component, is
shown in Fig. 3. The branch constituted by the series con-
nection of L0s, R0s, and in parallel with Rs is taken as circuit
elements contributing to the overall eddy-current loss.
The voltage over Rs represents the total voltage effect of
each induced eddy-current segment. Compared with the
conventional spiral inductor model in Fig. 2, the new mod-
el has an added advantage. By circuit theory

ReðZinÞ ¼Rs �
R2

s ðRsþR0sÞ

ðRsþR0sÞ
2
þo2L02s

ð9Þ

ImðZinÞ=o¼Lsþ
R2

s L0s
ðRsþR0sÞ

2
þo2L02s

ð10Þ

where Zin is the input impedance of the inductor, Eqs. (9)
and (10) provide a frequency varying effect for both the
resistance and inductance. This overcomes the limitation
of the conventional circuit model in that it can only offer
constant values for both resistance and inductance.

Figures 4a and 4b illustrate the accuracy of the im-
proved circuit model (as in Fig. 3) over the conventional
circuit model given in Fig. 2. The measured S parameters,
which are indicated in blue, are taken from a sample in-
ductor 1 of 1.75 turns, 10 mm width (W), 15 mm pitch (P),
100 mm outer dimension (D), and 1.5 mm metal thickness
(h2). As shown in the figure, the improved circuit model
gives a better agreement than does the conventional cir-
cuit model.

Conventionally, the Q of a spiral inductor is experi-
mentally evaluated by

Q¼
Imð1=Y11Þ

Reð1=Y11Þ
ð11Þ

Ls(f )Rs(f)

Cs

Csi

Rsi

Csi

Rsi

Port 1 Port 2

Rs
′ Ls

′

Figure 3. A modified circuit model for spiral inductor.
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Figure 4. Comparison of two equivalent-circuit models for a typ-
ical spiral inductor: (a) measured S parameters (indicated in blue)
versus new model (indicated in red); (b) measured S parameters
(indicated in blue) versus old model (indicated in red). (This figure
is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)
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where Y11 is the Y parameter of the spiral inductor. With
the presence of the equivalent-circuit model as in Fig. 2, a
greater insight into the dependence of equivalent-circuit
parameters on Q can be obtained. Yue and Wong [15] had
expressed the Q of a typical spiral inductor as

Q¼
oLs

Rs

	 

Rp

Rpþ ½ðoLs=RsÞ
2
þ 1�Rs

" #

1�
R2

s ðCsþCpÞ

Ls
� o2LsðCsþCpÞ

	 
 ð12Þ

where

Rp¼
1

o2C2
oxRsi

þ
RsiðCoxþCsiÞ

2

C2
ox

ð13Þ

and

Cp¼Cox
1þo2ðCoxþCsiÞCsiR

2
si

1þo2ðCoxþCsiÞR2
si

ð14Þ

One can deduce from Eq. (12) that Q depends solely on
three terms indicated by the enclosed square brackets.
The term oLs=Rs represents the magnetic energy stored
and the ohmic loss in the series resistance. The second
term in Eq. (12) is the substrate loss factor, which ac-
counts for the energy dissipated in the semiconducting
silicon substrate. The last term is the self-resonance factor
describing the reduction in Q due to a change in the peak
electric energy with frequency and the vanishing of Q at
the self-resonant frequency. This term is a strong function
on the inherent capacitance of the spiral inductor. The
self-resonant frequency is the upper bound for an inductor
to be functional. The equivalent-circuit models as shown
in Figs. 2 and 3 help facilitate a greater insight into the
operation of the spiral inductor and provide meaningful
hints in minimizing the induced loss, which is important
for RFIC technology.

3.1. Resistance Calculation

Normally, one would expect multiple turns to be required
for a spiral inductor to attain higher inductances. Howev-
er, with more turns, the current on the trace will be non-
uniformly distributed and the overall inductance will not
be as high as one would expect. The concept of current
redistribution in the metallic trace of the spiral inductor
can be traced from two effects: the skin effect and the eddy-
current effect. Conventionally, the series resistance R of
the spiral inductor under skin effect often assumes the
form

R¼
rl

Wdð1� e�T=dÞ
ð15Þ

where r, W, and l represent respectively the resistivity,
metal width, and total length of the spiral inductor. T and
d denote respectively the metal thickness and skin depth
ðd¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=osm

p
Þ. For frequencies below 2 GHz, the skin effect

is relatively small in most process since the metallic trace
thickness is typically less than or equal to the skin depth.
For frequencies higher than 2 GHz, the series resistance
increases as the skin effect becomes more prominent, and
approaches an asymptote proportional to the square root
of frequency. In contrast, current crowding, which is
caused by the eddy currents in the metal traces of the
spiral inductor, is a strong function of frequency. It causes
the resistance to increase at a higher frequency. The eddy
current, which has a significant effect on the inductance of
the spiral inductor, manifests itself not only as a skin ef-
fect but also as a proximity effect. This major current
crowding mechanism is generally missing in most of the
inductor equivalent-circuit modeling and incorporation of
these effects in spiral inductor modeling is thus the subject
of this section.

The basic concept of current crowding lies in the cur-
rent redistribution caused by the B-field variation on the
adjacent turn. The B field can actually adopt a simplified
expression given as

BðnÞ �
B0ðn�MÞ

ðN �MÞ
¼

Iex0:65m0ðn�MÞ

PðN �MÞ
ð16Þ

where n is the index for the turn number, N is the total
number of turns, B0 is the field at the innermost turn (turn
number N), M is the turn number where the field falls to
zero and reverses direction, P is the turn pitch (refer to
Fig. 5), and Iex is the excitation current. Using

J¼
J0eðz�T=2Þ=d; T=2 	 z 	 0

J0e�ðzþT=2Þ=d; 0 	 z 	 �T=2

(
ð17Þ

where T is the metal trace thickness and applying the
Faraday’s law, the per unit length surface eddy current for
the nth turn [16] becomes

jIeddy;nj ¼ 2

Z T=2

0

Z W=2

0
osBðnÞxeðz�T=2Þ=ddx dz

¼ 0:162osW2Iexdð1� e�T=2dÞ
m0jn�Mj

PðN �MÞ

ð18Þ

where d refers to the skin depth. s and m are respectively
the conductivity and permeability of the metallic trace.
The power dissipated in the nth turn due to the eddy cur-
rent is thus expressed as

Peddy;n¼ 4slno2B2ðnÞ

Z T=2

0

Z W=2

0
x2e2ðz�T=2Þ=ddx dz

¼
1

12
slno2B2ðnÞW3dð1� e�T=dÞ

ð19Þ

3908 PRINTED INDUCTORS



where ln is the length of the nth turn. Therefore, the total
spiral resistance is given as

Rtotal¼R0þ
0:05W4Ts3=2m2

0

m1=2P2ðN �MÞ2

XN

n¼ 1

Rnðn�MÞ2

�o3=2ð1� e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2mso=2
p

Þ

ð20Þ

where R0 is the theoretical DC resistance of the inductor
and is computed by R0¼

P
n ln=sWT. Here,

P
n ‘n is total

metal length of the spiral inductor. In order to obtain a
rough review of the o dependence on Rtotal at the various
frequency ranges, through simplification of Eq. (20), we
have

Rtotal¼R0þ 0:05W4Ts3=2

�
m2

0

m1=2P2

XN

n¼ 1

Rn
ðn�MÞ2

ðN �MÞ2
o3=2

at high frequency;

ð21Þ

Rtotal �R0þ 0:035W4T2s2

�
m2

0

P2

XN

n¼ 1

Rn
ðn�MÞ2

ðN �MÞ2
o2;

at low frequency

ð22Þ

Figures 6a and 6b provide a comparison of the resis-
tance values computed from Eqs. (20)–(22). The adopted

parameters for inductor 3 include 3.5 turns, 10 mm width,
11.5 mm pitch, 75 mm inner dimension (d), and 0.7 mm
alumni-metal thickness whereas for inductor 4, the pa-
rameters include 2 turns, 6 mm width, 8mm pitch, 75 mm
inner dimension, and 1mm copper metal thickness. In the
figures, predicted curve 1 refers to Eq. (20), and predicted
curve 2 refers to Eq. (21), whereas predicted curve 3
refers to Eq. (22). As illustrated in Fig. 6, Eq. (20) is rel-
atively more accurate for the resistance simulation in the
whole frequency domain. Equation (22) is valid when o is
very low and the skin depth d is much larger than the
metal thickness T. By comparing prediction curve 2 of in-
ductor 4 with that of inductor 3, we conclude that Eq. (21)
is valid only when o is high enough that d is much smaller
than T.

3.2. Inductance Calculation by Partial Inductance Method

The total inductance of a spiral inductor can be separated
into two aspects: self- and mutual inductance. Since an
inductor is intended for storing magnetic energy only, an
ideal expression of its inductance in terms of width,
gap spacing, and length is essential in terms of equiva-
lent-circuit modeling [16]. The eddy-current and skin ef-
fects will result in nonuniform current distributions in the
metallic trace, thus forcing the inductance to be current-
dependent. As a result, the self- and mutual inductances
must be derived from a more fundamental electromotive
definition

e¼ �
df
dt
¼ � L

di

dt
ð23Þ

n+1

T

W

P
−Y

Xxo

n

Z

Leddy

Leddy
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Figure 5. Simplified illustration of eddy-
current effect.
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where e is the electromotive force induced by the change of
magnetic flux f in one closed loop. The concept of partial
inductance, which involves the magnetic flux between a
conductor and infinity, will be adopted in this section.

By ignoring the effect of the ground plane and the sub-
strate, the width and thickness of the cross section are
divided into infinitely thin, uniformly distributed seg-
ments as in Fig. 7. Using Eq. (23), the overall self-induc-
tance caused by the magnetic flux in the N-filament
system is approximated as

Lself �

L1þ
PN

n¼ 1

kn=
PN

j¼ 1

kj

" #
PN

m¼ 1
mOn

Mmn

0

@

1

A

N

�

PN

n¼ 1

kn

PN

m¼ 1
mOn

Mmn

0
@

1
A

N
PN

j¼ 1

kj

ð24Þ

where N¼M1N1¼M2N2¼ � � � is the total number of fila-
ments in each metallic trace, Mmn is the mutual induc-
tance value between the mth and nth current filaments,
L1 is the self-inductance of a filament, and

in¼
knitotal

PN

j¼ 1

kj

ð25Þ

Similarly, the mutual inductance between any two differ-
ent traces with N filaments (see Fig. 7) is expressed as

Lmutual¼
1

M1N1

XM2N2

n¼ 1

XM1N1

m¼ 1

knM0mn

PN

j¼ 1

kj

0

BBB@

1

CCCA ð26Þ

where M0mn refers to the mutual inductance between the
mth and nth current filaments in different conductors. The
sum of each M0 due to all the other parts in the metallic
trace will provide an overall interparts mutual inductance
of a spiral inductor. The mutual inductance is computed
from

Mmn¼ 0:002‘ ln
‘

g
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ
‘2

g2

s !
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

g2

‘2

r
þ

g

‘

" #

�0:002‘ ln
2‘

g
� 1þ

g

‘
�

g2

4‘2
þ � � �

� �
ð27Þ

where ‘ is the length of the filaments, g is the geometric
mean distance between the two filaments and is expressed

as

g¼ lim
N!1

YN

m¼ 1

YN

n¼ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2þ m� nð Þ
b

N

	 
2
s0

@
1
A

1=n
2

64

3

75

1=m

where c and b are respectively the longitudinal length and
separation distance of the cross section of two filaments.

Under the skin effect, the attenuation of the current
density Js as a function of distance z away from the sur-
face can be represented by the function

JsðzÞ¼
J0ez=d; 0 	 z 	 �T=2

J0e�ðzþTÞ=d; �T=2 	 z 	 �T

(
ð28Þ

where J0 refers to the current density at the surface ðz¼ 0Þ
as indicated in Fig. 8. The current I can be obtained by
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Figure 6. Resistance comparison for (a) inductor 3 and
(b) inductor 4 after deembedding.
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integrating Js over the total cross-sectional area, yielding

I¼W

Z 0

�T=2
J0ez=ddzþ

Z �T=2

�T

J0e�ðzþTÞ=ddz

 !

¼ 2WJ0dð1� e�T=2dÞ

ð29Þ

By dividing the cross section of the trace into smaller
filaments as in Fig. 8, followed by setting kn¼Js

ðz¼ � nT=NÞTW=N, and combining with Eqs. (24)–(26),
the inductance calculation due to the current redistribu-
tion under the skin depth effect becomes

Lb
self

La
self

¼K1

¼ lim
N!1

T
PN=2

n¼ 1

e�Tn=ðNdÞ PN

m¼ 1
mOn

Mmn

dð1� e�T=2dÞ
PN

n¼ 1

PN

m¼ 1
mOn

Mmn

ð30Þ

and

Lb
mutual

La
mutual

¼ lim
N!1

T
PN=2

n¼ 1

e�Tn=ðNdÞ PN

m¼ 1

M0mn

dð1� e�T=2dÞ
PN

n¼ 1

PN

m¼ 1

M0mn

ð31Þ

where the superscripts a and b represent respectively
the conditions when the current is uniform and when
it is under skin effect. Mmn refers to the mutual inductance
between the mth and nth filaments within the same
trace, and M0mn denotes the mutual inductance between
the mth and nth filaments of different traces. Since the
distance between two filaments of different traces is much
larger than a single filament thickness, we can approxi-
mate

X

m

M0m1¼
X

m

M0mn¼ � � �
X

m

M0mn ð32Þ

If the skin effect is considered alone, we have

La
mutual � Lb

mutual ð33Þ

The eddy currents in the metallic trace of the spiral
inductor are induced by the initial excitation current (see
Fig. 5). Using Eqs. (16) and Faraday’s and Ohm’s law, an
approximate expression to describe the eddy current is
given as

Jeddy;nðxÞ¼
0:65om0

P
I0sx

n�M

N �M

� �
ð34Þ

From Fig. 9, one can observe that the eddy current
effect on the overall self-inductance is neutralized as the
currents on both sides of a metallic trace are in opposite
directions. This, in turn, causes the overall magnetic field
to be canceled. If we divide the cross section into infinite
thin filaments along the x direction as in Fig. 9, we can
achieve

Lg
self / lim

N;N0!1

XN

n¼1

XN

m¼ 1
mOn

Mmnþ
XN0

m0 ¼ 1

Mm0n

0
B@

1
CA

� lim
N;N0!1

XN

n0 ¼ 1

XN

m¼ 1

Mmn0 þ
XN0

m0 ¼ 1
m0On

Mm0n0

0
B@

1
CA¼ 0

ð35Þ

where the superscript g represents the condition only un-
der the eddy-current effect. This phenomenon also exists
under the presence of skin effect, and Eq. (35) is valid un-
der the incorporation of both skin depth and eddy-current
effect.

While considering the mutual inductance between two
different metallic traces caused by the eddy current, the
total excitation current should be taken as I0. Using Eqs.
(34) and (26) and setting kn¼Jeddy½x¼ðnW=2NÞ�TW=2N,
we obtain

Lg
mutual

La
mutual

¼
0:325om0TsW2K2

P

n�M

N �M

� �
ð36Þ

W

T

1
2

N

o

z y
x

l

Figure 8. Segmentation method on the cross section of metallic
trace under skin effect.
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with

But the eddy currents are in quadrature with the excita-
tion current, and by first-order estimation [17–18], one
may neglect the effect of eddy currents on the overall in-
ductance calculation as the magnetic flux induced by the
eddy currents within the metal trace provides no effective
contribution to the initial magnetic field. In doing so, K2

can be assumed as zero.
Figure 10 plots the weighting expression

e
�kT=ðNdÞ PN

j¼ 1 Mkj

.PN=2
i¼ 1 e�kT= Ndð Þ

PN
j¼ 1 Mij versus k, where

k¼ 1; 2; . . . ;N is the filament number in Fig. 8 in a typical
case with parameters J0¼ 1 A=m2, T¼ 1 mm, W¼ 10 mm, N
¼ 16, and l¼ 100mm. The weighting expression shows the
self-inductance weightage of a filament over the total self-
inductance of the single conductor. As shown in the dia-
gram, under the skin effect, the self-inductance of each
filament is nearly a constant and therefore, can be taken
to be the same in subsequent computation in Section 3.3.
Figure 11 shows a typical trend for K1 found in Eq. (32)
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Figure 9. Segmentation method on the cross
section of metallic trace with eddy current.
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for copper and gold trace spiral inductors of the same
geometric parameters, namely, T¼ 1 mm, W¼ 10 mm,
N¼ 16, and l¼ 100mm. As noted from the figure, K1 in
Eq. (32) can be taken as a constant to facilitate a faster
computation for Eq. (32).

3.3. Frequency-Dependent Formulation for Inductance
under the Skin Effect

The formulation for the series inductance as given in Sec-
tion 3.2 has neglected the coupling effect of the series re-
sistance. From the partitioning shown in Fig. 8, one can
deduce that the specific skin effect complex internal im-
pedance can be computed from the following expression

YðoÞ¼
XN

n¼ 1

1

Rnþ joL
ð38Þ

where L is the self-inductance of each filament and is as
given in Eq. (30). The value of L in Eq. (38) can be empir-
ically taken as [21]

L¼ 0:002‘total ln
2‘total

Wþ t

� �
þ 0:5� 0:00239

	 

ð39Þ

where t is the thickness of each filament. To find Rn, the
cross-section of the spiral inductor as in Fig. 8 is first
mapped into a circle in the w plane using Ref. 19, and this
transformation is expressed as

t¼ lnðwþ e�TÞ ð40Þ

where

t¼ zþ ix ð41Þ

With this transformation, each filament in Fig. 8 is
subsequently mapped into a concentric ring within the
circle as shown in Fig. 12. As a result of this, by borrow-
ing the concept introduced by Gatous [20], Rn can be
deduced to be

Rn¼
ð4n� 1Þ2p

64sð1� e�TÞ
2

ð42Þ

The series term on the right-hand side of Eq. (38), ev-
idently, may be considered as an equivalent circuit of par-
allel RL circuits as shown in Fig. 13. The specific skin
effect complex internal impedance can thus be obtained by
rearranging Eq. (38) to yield

RðoÞþ joLintðoÞ¼
1

YðoÞ
ð43Þ

where the resistive and reactive components on the sur-
face of the metal are related by

RðoÞ¼

PN

n¼ 1

Rn

R2
nþo2L2

PN

n¼ 1

Rn

R2
nþo2L2

� �2

þo2
PN

n¼ 1

L

R2
nþo2L2

� �2
ð44Þ

LintðoÞ¼

PN

n¼ 1

L

R2
nþo2L2

PN

n¼ 1

Rn

R2
nþo2L2

� �2

þo2
PN

n¼ 1

L

R2
nþo2L2

� �2
ð45Þ

It is clear here that when Rn equals zero, R(o) would be
zero whereas Lint(o) would be equal to the parallel of all

K1 for copper traced conductor
K1 for gold traced conductor
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the self-inductance of the filament as given in Fig. 8. From
Section 3.2, it is noted that this value of Lint(o) will be a
near constant under the effect when Rn equals zero. When
the frequency is zero, Eqs. (44) and (45) are reduced to the
well-known DC value. The DC inductance value is ap-
proximately given as [21]

Lself
DC ¼ 0:002‘total ln

2‘total

WþT

� �
þ 0:5� 0:00239

	 

ð46Þ

As the frequency increases, under the skin effect, the re-
sistance R(o) increases and the internal inductance
Lint(o) decreases to some limiting values depending on
the geometry of the spiral inductor.

4. EXPERIMENTAL RESULTS AND DISCUSSION

From the discussion in Section 3.3, owing to the presence
of the skin effect, the behavior of the theoretical induc-
tance value of the spiral inductor is expected to be a de-
creasing function of frequency. However, in the
measurement, the measured inductance is seriously af-
fected by the presence of coupling capacitance Cs. For sub-
sequent comparison in Fig. 14, we have subtracted from
the measured data this capacitance’s contribution through
the following expression

Lsðf Þ¼
imagðð�Y12 � joCsÞ

�1
Þ

o
ð47Þ

where the value of Cs is attained by circuit optimizations
and imag(.) denotes the imaginary part of the term en-
closed in parentheses. In the circuit model shown in Fig. 3,
Lsðf Þ represents the theoretical frequency-dependent in-
ductance of the spiral inductor. The simulated inductance
Lsðf Þ is computed by using the theoretical frequency-de-
pendent inductance in Eqs. (30), (31), (45), and (46).

To confirm that expression (47) can indeed predict the
overall inductance behavior, we fabricated a series of cir-
cular copper-traced inductors. The layout parameters of
the inductors include 6 mm width, 2 mm spacing, 1 mm met-
al thickness, and 75 mm inner dimension. The numbers of
turns for inductors 5–7 are 3, 4, and 5, respectively. Figure
14 compares the measured inductance value and the sim-
ulated inductance from Eq. (47) for all the sample spiral
inductors. The Cascade wafer probe and the HP8510 are
used to measure the wafer containing the spiral inductors.
Good agreement between the measured and predicted in-
ductance values, especially for the domain below the
resonance frequency of inductors, has been achieved in
Fig. 14.
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PULSE COMPRESSION

JENS BIEGERT

JEAN-CLAUDE DIELS

University of New Mexico
Albuquerque, New Mexico

1. INTRODUCTION

The generation of ultrashort laser pulses is of tremendous
interest because their attractive features—ultrabroad-
band spectra (nearing 1 octave) and ultrahigh intensity
(terawatt range)—make them suitable for probing dynam-
ic processes at never-before-accessed timescales and to
study light-matter interaction at unprecedented intensity
levels. Current techniques to generate the desired milli-
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joule-level femtosecond pulses are, however, rather com-
plex and expensive [1,2]. The most common technique [3]
is to use a femtosecond Ti:sapphire laser oscillator fol-
lowed by one or more amplification stages. To avoid laser-
induced damage during the amplification process, the
pulse to be amplified is stretched in time, thus decreasing
its intensity, and then amplified and afterward recom-
pressed. The overall source therefore consists of a pump
laser, an oscillator, a stretcher, amplifiers with their pump
lasers (generally, frequency-doubled and q-switched neo-
dymium based systems like Nd:YAG), and finally a com-
pressor. A major drawback is that the complexity of these
systems increases rapidly the shorter the amplified pulses
have to be. For many applications, systems capable of pro-
ducing pulses several 100 fs long are needed; the most so-
phisticated large-scale systems, however, are capable of
producing 10-fs pulses in the low millijoule range.

Hence, one major objective of pulse compression
through second harmonic generation is to design a cheap-
er, compact alternative to these large systems, with a sim-
ple Nd:YAG laser as source of energy. The Nd:YAG laser
has been the workhorse of industrial applications for a
couple of decades and may become the most economical
source of femtosecond pulses as well. Pulses of 40–100 ps
duration are routinely generated by mode-locked commer-
cial Nd:YAG lasers, and the implementation of negative
feedback has made it possible to decrease the pulse dura-
tion to 10 ps, and the pulse-to-pulse energy fluctuations to
less than 1% [4]. After amplification, pulses of 10 ps du-
ration and hundreds of millijoules energy are routinely
generated at 1.064 mm. These picosecond pulses have suf-
ficiently high peak intensity to be an ideal source for har-
monic conversion through nonlinear optics.

Another very exciting possibility is to further reduce
the already ultrashort (10-fs) pulses. The ultimate limit
for propagating electromagnetic radiation is hereby half a
cycle of the carrier electric field, which—at 800 nm—is
1.35 fs. Both cases, compression of long and ultrashort
pulses, will be discussed.

A prerequisite for pulse compression is clearly the fact
that the processes involved have to respond instanta-
neously on the timescale of the shortest optical pulse.
Nonlinear crystals lend themselves nearly ideally to fre-
quency conversion with ultrashort pulses because their
nonlinearity is electronic and nonresonant. There appears
to be no limit in the palette of frequencies that can be
generated through nonlinear optics, from DC (optical rec-
tification) to infrared (difference frequency generation and
optical parametric generation and amplification), to visi-
ble, and to UV (sum frequency generation). The shorter
the pulse, the higher the peak intensity for a given pulse
energy (and thus the more efficient the nonlinear process).
There is, however, an insidious problem that plagues non-
linear optics with ultrashort pulses—the velocity of a
wave packet is not the same as that of the individual
waves. In second-harmonic generation, even though the
fundamental and second-harmonic waves are ‘‘phase-
matched’’ (i.e., these waves propagate at the same wave
velocity), the fundamental pulse propagates at a different
velocity (in general faster) than the second harmonic
pulse.

This effect, generally labeled group velocity dispersion,
appears to be the nemesis of most frequency-mixing
schemes. In general, because of group velocity dispersion,
the second harmonic will propagate more slowly than the
fundamental that feeds it. Therefore, the nonlinear inter-
action between two pulses of duration t at frequencies o1

and o2 is limited to the walkoff distance L¼ t=ðv�1
g1 � v�1

g2 Þ,
where vg1 and vg2 are the group velocities at their respec-
tive wavelengths. For instance, in type I interaction, the
second harmonic of 800 nm radiation in BBO (b-BaB2O4)
is delayed with respect to the fundamental by 194 fs/mm.
Therefore, very thin (o1-mm) crystals are generally se-
lected for all nonlinear mixing processes involving femto-
second pulses. It has been shown, however, that group
velocity dispersion, combined with amplitude modulation
associated with the depletion of the fundamental waves,
can lead to efficient pulse compression [5,6]. Small
amounts of compression was first demonstrated with
subpicosecond pulses [7,8]. Subsequently, pulse compres-
sion through second-harmonic generation in very long
(5–6-cm) KDP (KH2PO4) and KD�P (KD2PO4) crystals
was predicted [6] and demonstrated [9]. It should be not-
ed that a similar compression mechanism has been inves-
tigated in synchronously pumped optical parametric
oscillators [10–13].

2. A SIMPLE MODEL OF PULSE COMPRESSION IN
SECOND-HARMONIC GENERATION

Let us assume second-harmonic generation of two inter-
acting fundamental waves with orthogonal polarizations
(type II). Furthermore, assume the second harmonic, the
group velocity (an extraordinary wave), to be intermediate
between that of the ordinary (o) and extraordinary (e)
fundamental waves. The second harmonic e wave is being
generated by the nonlinear polarization Pe;NL¼ e0wð2ÞEoEe,
where Ej¼Ei exp iðot� kjzÞ (j¼ o, e) are the electric fields
of the ordinary and extraordinary fundamental waves and
wð2Þ is the second-order nonlinear susceptibility. The wave-
vectors of the ordinary and extraordinary fundamental
waves are ko¼onoðoÞ=c and ke¼oneðoÞ=c and for the sec-
ond-harmonic wave k2¼on2ðo2Þ=c, respectively; noðoÞ,
neðoÞ and n2ðo2Þ are the refractive indices of the nonlin-
ear crystal. This nonlinear polarization generates a
second-harmonic field as an extraordinary wave E2¼E2

exp iðo2t� k2zÞ at the frequency o2¼ 2o. The propaga-
ting second harmonic will remain in phase with the
second harmonic generated at any point z in the
crystal, if momentum conservation (‘‘phase matching’’) is
satisfied:

k2¼ koþ ke ð1Þ

This phase-matching condition is satisfied if the crystal
orientation is chosen such that

n2¼
noþne

2
ð2Þ
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The phase-matching condition implies that the phase ve-
locities are matched. After a propagation length L through
the crystal, the phase delay of the second harmonic L=vp;2

is equal to the sum of the phase delay of the two funda-
mentals L=vp;oþL=vp;e. The phase velocities are defined as

vp;2¼
c

neðo2Þ
vp;o¼

c

noðoÞ
vp;e¼

c

neðoÞ
ð3Þ

The fact that the waves remain in phase does not neces-
sarily imply that pulses simultaneously reach the end of
the crystal. The three wavepackets propagate at the group
velocities given by

1

vg;2
¼

1

c
neðo2Þ � l

dne

dl

����
o2

" #

1

vg;o
¼

1

c
noðoÞ � l

dno

dl

����
o

	 


1

vg;e
¼

1

c
neðoÞ � l

dne

dl

����
o

	 

: ð4Þ

If a fundamental pulse with an e and an o component en-
ters the crystal, it will generate a second-harmonic pulse
that will propagate at a different group velocity than ei-
ther component of the fundamental. We have required
that the velocity of the second harmonic is intermediate
between that of the two fundamentals. Let us now con-
sider the case where the fundamental e wave enters the
crystal delayed with respect to the fundamental o wave. A
second harmonic will be generated at the temporal overlap

between the two pulses, as sketched in Fig. 1a. In a frame
of reference moving at the group velocity of the second
harmonic, the two fundamental pulses will travel toward
each other (since the faster e wave has been delayed). Af-
ter some propagation distance, the overlap of the funda-
mentals increases, and so does the second harmonic (Fig.
1b). However, if the fundamental pulses are sufficiently
intense as sketched in Figs. 1c and 1d, the growth of the
second harmonic may be so rapid as to deplete the funda-
mentals. As a result, the spatial overlap of the two fun-
damentals remains small, as they move into each other
(Fig. 1d). Crude order of magnitude estimates of the power
required can be made by considering square fundamental
pulses (temporal profile). Let us assume first that the
group velocity of the second harmonic is exactly the aver-
age of the group velocities of the extraordinary and ordi-
nary fundamentals. If, as in Fig. 1a, the two fundamental
pulses are given a predelay, they will move across each
other, in a frame of reference moving with the second har-
monic, as they propagate through the crystal. One expects
also that the second-harmonic pulse will be even longer
than the fundamental. At perfect phase matching, the
second harmonic generated after a distance z is given by
[14]

E2ðzÞ ¼Eð0Þ tanh
z

Lsh
ð5Þ

where, at z¼ 0, Eo¼Ee¼E, and the characteristic dis-
tance Lsh is given by

1

Lsh
¼

owð2Þ

n2c
E ð6Þ

time

o e

Intensity

z = 0

time

o

Intensity

z

time

o e

Intensity

z

time

o e

Intensity

z = 0 

e

(a) (b)

(c) (d)

Figure 1. The three pulses are represented
in a temporal frame of reference moving with
the group velocity of the second harmonic.
Initially, at z¼0, the fundamental e is de-
layed with respect to the fundamental o wave
[panels (a) and (c)]. For low input energies (a),
the second harmonic will be broadened as the
two fundamental pulses move into each other
(b). For sufficiently high input energies (c),
the overlap between the two fundamentals
remains small because they are depleted by
the upconversion process, and the second-
harmonic pulse remains short (d).
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For optimum production of a second-harmonic pulse of
duration tov, the fundamental pulses should move into
each other by an overlap time tov over the characteristic
distance Lsh. The condition

tov¼
n2c

owð2ÞE
1

vg;e
�

1

vg;o

� �
ð7Þ

leads to an optimum intensity I0¼W0=tov (where W0 is the
pulse energy density over the overlap time) for the funda-
mental pulses. The intensity I0 of the fundamental square
pulses is given by

Io;e¼
e0cno;eE

2

2
¼

0c3no;en2
2

2ðowð2ÞtovÞ
2

1

vg;e
�

1

vg;o

� �2

ð8Þ

3. APPLICABILITY TO VARIOUS WAVELENGTH RANGES

The basic requirement for pulse compression is that the
group velocity of the second harmonic be intermediate in
the group velocities of the o and e fundamentals. This al-
lows, in a frame of reference that moves at the second-
harmonic group velocity, the fundamental pulses to cross
over each other. As mentioned above, this requirement is,
unfortunately, satisfied only for conversion of near-infra-
red pulses [15] in KDP and KD�P crystals. It is, however,
possible to control the relative group velocities while
maintaining the phase matching condition, either by tilt-
ing an energy front with respect to the wavefront [16,17],
or by using noncollinear interaction. It is particularly in-
triguing that large pulse compression can be achieved de-
spite the following circumstances:

1. The crystal is longer than the minimum length over
which all frequency components of the pulse spec-
trum remain in phase.

2. The shortest pulses that are generated are affected
by group velocity dispersion (to all orders).

The first point can be explained by the fast depletion of the
fundamental wave. It is this fast amplitude modulation
that provides the frequency components that make the
broad bandwidth for these short pulses. The exact condi-
tions for compression are not easily met—in fact, pulse
broadening rather than compression has also been pre-
dicted and observed [18]. The second point has never been
completely addressed, because all models to date are
based on Maxwell’s equations in the time domain, where
group velocity effects have to be treated by higher (higher
than 1) order differential operators. We present here an
approach in the frequency domain, where the dispersion is
taken exactly into account to any order. It has been shown
[15,19], as expected, that the influence of the higher-order
terms is significant for femtosecond pulses and cannot be
neglected.

4. GENERAL EQUATIONS AND NOTATIONS

Our model is based on a Fourier transformation of Max-
well’s wave equations for a total electric field vector E that
is the sum of the second harmonic-field polarized as an e
wave, and the fundamentals polarized as o and e waves
[20]

@2

@x2
þ

@2

@y2
þ

@2

@z2
�

1

c2

@2

@t2

� �
Eðx; y; z; tÞ

¼ m0

@2

@t2
Pðx; y; z; tÞ

ð9Þ

where m0 is the magnetic permeability of free space. The
source term of Eq. (9) contains the polarization P, which is
decomposed into two parts:

P¼PL
þPNL

ð10Þ

For the linearly polarized plane wave propagating along z,
the wave equation reduces to
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c2
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Eðz; tÞ¼ m0
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½PL
þPNL

� ð11Þ

Substituting for the Fourier transformed linear polariza-

tion ~PP
L
ðO; zÞ¼ e0wðOÞ ~EEðO; zÞ in the Fourier transform of the

propagation equation [Eq. (11)], we get

@

@z
þ i

O
c

ffiffiffiffiffiffiffiffiffi
eðOÞ

p	 

@

@z
� i

O
c

ffiffiffiffiffiffiffiffiffi
eðOÞ

p	 

~EEðz;OÞ

¼ m0O
2 ~PP

NL
ðO; zÞ

ð12Þ

where we have introduced the dielectric constant

eðOÞ¼ ½1þ wðOÞ� ð13Þ

and the Fourier transform of the nonlinear polarization
~PP

NL
ðO; zÞ. Let us substitute for the total field E in the

Fourier transform of Eq. (11)

~EEðO; zÞ¼ ~EE2ðO; zÞþ ~EEoðO; zÞ þ ~EEeðO; zÞ

¼
1

2
~EE2½ðO� o2Þ; z�e

�ik2ðO�o2Þz1̂1e

þ
1

2
~EEo½ðO� oÞ; z�e�ikoðO�oÞz1̂1o

þ
1

2
~EEe½ðO� oÞ; z�e�ikeðO�oÞz1̂1eþ c:c:

ð14Þ

where 1̂1o and 1̂1e represent unit vectors along the ordinary
and extraordinary directions of polarization, O is the fre-
quency variable in the Fourier transform, and c.c. denotes
complex conjugate.
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In Eq. (14), the propagation constants kiðOÞ are defined
by

k2ðOÞ¼
O
c

ffiffiffiffiffiffiffiffiffiffiffi
e2ðOÞ

p
¼

O
c

n2ðOÞ

koðOÞ¼
O
c

ffiffiffiffiffiffiffiffiffiffiffi
eoðOÞ

p
¼

O
c

noðOÞ

keðOÞ¼
O
c

ffiffiffiffiffiffiffiffiffiffiffi
eeðOÞ

p
¼

O
c

neðOÞ ð15Þ

The Fourier transforms of the fundamental fields ~EEo and
~EEe are centered at O¼o, and the Fourier transform of the
second-harmonic field ~EE2 is centered at O¼o2¼ 2o.

To simplify the notation, we have introduced DO as ar-
gument of the Fourier transforms of the envelopes:

~EE2ðDO; zÞ¼ ~EE2ðO� 2o; zÞ

~EEoðDO; zÞ¼ ~EEoðO� o; zÞ

~EEeðDO; zÞ¼ ~EEeðO� o; zÞ ð16Þ

After substitution of the fields [Eq. (14)], Eq. (12) thus
leads to a system of three coupled differential equations
for the evolution of each field ~EEo, ~EEe, and ~EE2. For instance,
the evolution of the second-harmonic field ~EE2ðO; zÞ ¼
1=2 ~EE2ðDO; zÞ expð�ik2ðDOÞzÞ1̂1e, is given by

@

@z
~EE2ðDO; zÞ¼ i

m0

k2
ðoþDOÞ2 ~PP

NL
ðDO; zÞeik2ðDOÞz

�
i

2k2
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@z2
~EE2ðDO; zÞ

ð17Þ

Note that there has been no slowly varying envelope ap-
proximation made in Eq. (17). The total nonlinear polar-
ization, in the time domain, has contributions at the
second harmonic and fundamental wavelength along the
extraordinary direction, and one contribution at the fun-
damental wavelength along the ordinary wave:

~PP
NL
ðt; zÞ¼ e0wð2Þ Eoðt; zÞEeðt; zÞ1̂1e

h

þE2ðt; zÞE
�
oðt; zÞ1̂1eþE2ðt; zÞE

�
eðt; zÞ1̂1o

i ð18Þ

It is straightforward to insert the total field [Eq. (14)] and
the Fourier transform of the nonlinear polarization [Eq.
(18)] — in which the products of time-dependent fields are
replaced by convolutions and correlations—into the prop-
agation equation [Eq. (12)]. The resulting system of three
coupled equations, with one corresponding to the spectral

components around the second-harmonic frequency, and
the other two corresponding to the ordinary and extraor-
dinary components of the fundamental field is
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Note that DO in Eq. (19) covers a 2 times broader band-
width than DO0. Similarly, DO0 in Eqs. (20) and (21) cover 2
times the bandwidth of DO in these equations. It is con-
venient to present the solutions in the time domain, in a
frame of reference propagating with a group velocity vg2

.
The fields to be represented are given by

~EE2ðt; zÞ ¼

Z 1

�1

~EE2ðDO; zÞ exp �i k2ðDOÞ � k2 �
DO
vg2

	 

z

� �

e�iDO dDO ð22Þ

~EEoðt; zÞ¼

Z 1

�1

~EEoðDO; zÞ exp �i koðDOÞ � k2 �
DO
vg2

	 

z

� �
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~EEeðt; zÞ¼

Z 1

�1

~EEeðDO; zÞ exp �i keðDOÞ � k2 �
DO
vg2

	 

z

� �

e�iDO dDO ð24Þ

The constant terms k2, ko, and ke are the leading terms
of the Taylor expansions for the wavevectors k2ðDOÞ,
koðDOÞ, and keðDOÞ, respectively. If we choose the frame
of reference moving with the second-harmonic pulse, then

1

vg2

¼ k
0

2j2o ð25Þ

which can be calculated from Sellmeier’s equations.
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Equations (19)–(21) describe the nonlinear interaction
accurately to all orders without any approximations. It
would be desirable, however, to neglect the second deriv-
atives of the electric fields in order to simplify the equa-
tions and to speed up the already involved numerics.
In one of the worst case scenarios, namely, generation
of a 3-fs second harmonic pulse, we have found that
the maximum value for @2 ~EE=@z2 is 200 times smaller
than 2k @ ~EE=@z, and can therefore be neglected. Hence,
we conclude that for the pulse durations under investi-
gation, the reduction to a system of first-order differential
equations suffices. We would like to note that one possible
improvement, however, would be to include the non-
linear refractive index �nn2 into the equations to correct
for small variations due to the ultraintense fields that
are involved. The phase shift ‘ .Dk resulting from the non-
linear refractive index �nn2 in the worst-case scenario
in Fig. 8a for compression of the e component fundamen-
tal to 2.5 fs can be estimated from the wð3Þint value given in
Ref. 21, to be ‘ .Dk¼ ‘ . 2p . �nn2 . I=l¼0:09o1. This value is,
therefore, small enough not to contribute significantly to
the equations.

5. COMPRESSION OF ‘‘LONG’’ PULSES

The following simulations are based on second-harmonic
generation in KDP, where the full Sellmeier formulas have
been used in the definition of the various k vectors that
appear in the wave equations. As a result, our model takes
into account all group velocity dispersion effects as they

affect the pulse propagation and the pulse conversion
process. As an illustration of the simple analytical consid-
eration in Section 2, we calculate the second harmonic
generated by two step functions (temporal profile). Two
step function fundamental pulses enter the crystal with no
initial overlap (Fig. 2a).

The ordinary and the extraordinary fundamental in-
tensities are chosen to be equal and the relative group
velocities are also chosen to be equal but opposite in sign.
A short pulse is generated after a distance of 1 cm, as
shown in Fig. 2b. In agreement with the simple consider-
ations of Section 2, the width of the generated second har-
monic is determined by the depletion of the two
fundamentals moving into each other. The situation is
much more complex when the full frequency dependence
of the k vectors is taken into account. Perfect phase match-
ing exists only for a single-frequency component. Because
of the frequency dependence of the wavevectors, there will
be some transfer of energy back from the second harmonic
to the fundamental. Figures 3 and 4 illustrate the propa-
gation and harmonic generation of two fundamental puls-
es with a Gaussian temporal profile. The fundamental
ordinary and extraordinary waves have respectively in-
tensities of 1.4 and 1 GW/cm2, with the extraordinary
wave predelayed by 14 ps with respect to the ordinary
wave. A three-dimensional representation of the propaga-
tion of the intensities of the three waves inside a 6-cm-long
KDP crystal is shown in Fig. 3. The depleted fundamental
and second harmonic waves are shown after a propagation
distance of 6 cm in Figs. 4a and 4b. To assess the influence
of group velocity dispersion and higher-order terms in the
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Figure 2. Square pulse second-harmonic
generation. The dotted and dashed lines rep-
resent the ordinary and extraordinary fun-
damental intensities, respectively. The solid
lines represent the extraordinary second-
harmonic intensity. The successive plots are
for z¼0 cm (a), z¼1 cm (b), z¼2 cm (c), and z

¼3 cm (d). Note the different scales in in-
tensity.
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expansion of the k vectors, the same calculation was per-
formed in the approximation of constant group velocity at
the various wavelengths. The results are shown in Figs. 4c
and 4d. The parameters of the calculation were chosen for
optimum pulse compression in the complete model. The
very large difference in conversion efficiency in both cases
clearly indicates that the higher-order terms in the ex-
pansion of the wavevector cannot be neglected. We have
also carried out the experimental investigation of pulse
compression. Our experimental arrangement is similar to
the arrangement described in Ref. 10. The pump source is
an active–passive mode-locked Nd:YAG laser controlled by

passive negative feedback with successive amplifier stag-
es. In the described experiment, the system was adjusted
to yield 14 ps pulses with pulse energies up to 150 mJ. The
linearly polarized output beam passes through a half-
wave plate that rotates its plane of polarization by 451.
The beam is then separated into two components by a po-
larizing beamsplitter, and each component is given a rel-
ative delay before being recombined at a second polarizing
beamsplitter. The rotation of the waveplate enables one to
control the ratio between the energies of both beams. The
recombined pulses are sent as extraordinary and ordinary
waves into the second-harmonic-generating crystal (6-cm-
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Figure 3. Three-dimensional representation
of the propagation of the fundamental and
the second-harmonic pulses.
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Figure 4. Results of the numerical simula-
tion for pulse shapes of fundamental and
second-harmonic pulses after propagation
in 6-cm-long KDP crystal: (a) and (b) corre-
spond to the exact calculation and (c) and
(d), to the case of a linear approximation,
neglecting group velocity dispersion.
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long KDP). A portion of uniform intensity at the beam
center is selected by a 9 mm apodized aperture positioned
just before the crystal, giving a better than 95% top-hat
transverse beam profile.

The duration of the compressed pulses at the second
harmonic frequency was measured with a single-shot au-
tocorrelator based on noncollinear second-harmonic gen-
eration in a 2 mm KDP type I crystal. An example of an
autocorrelation trace of the second harmonic pulse, mea-
sured by a single-shot intensity autocorrelation, is shown
in Fig. 5. The total power density of the 1.06-mm beam in-
cident on the 6-cm-long KDP crystal was 2.6 GW/cm2. The
fundamental e beam was given a predelay of 10.5 ps with
respect to the o wave. The intensity of the o pulse was 1.3
times that of the e pulse. The conversion efficiency was
14%. The width of the autocorrelation curve of the (green)
compressed pulse is 480 fs, which corresponds to a sech2

pulse of 309 fs duration. The compression factor is thus 45.
The single-shot autocorrelator is a convenient diagnostic
tool to optimize the laser. A trace such as in Fig. 5 is very
sensitive to the quality of the optics used. For instance, the
noise appearing on the right lobe of Fig. 5 is due to
scratches on the filter (the autocorrelation should be ex-
actly symmetric). In addition, the background is enhanced
because of a contribution to the second harmonic from a
non-uniform spatial beam structure.

The theoretical simulation led to a minimum com-
pressed pulse duration of approximately 200 fs. The exact
phase-matching condition for the central pulse wave-
length was maintained for all numerical simulations. In
the actual experiment, the shortest pulses are obtained
after a slight retuning of the long frequency-doubling
crystal. The two possible interpretations are that (1) the
phase-matching condition is slightly different at high pow-
er than at low power, or (2) some dispersive effect of cas-
caded nonlinearities contribute to the pulse compression.
Further simulations will be made in order to determine

whether, within our theoretical model, optimum compres-
sion indeed occurs at some detuning from the low-power
phase-matching condition.

6. COMPRESSION OF ULTRASHORT PULSES

Pulse compression of a factor of Z60 has been demon-
strated for Nd:YAG laser picosecond pulses and second
harmonic type II in KDP and KD�P [9,15]. The condition of
second-harmonic group velocity intermediate between the
ordinary and extraordinary fundamentals cannot in gen-
eral be met at any wavelength, for any crystal. It is, how-
ever, possible to adjust the group velocity through a tilt of
the energy front with respect to the phase front. Figure 6
illustrates the basic principle for a degenerate type I pro-
cess. As shown in the lower part of the figure, the temporal
overlap of the interacting waves decreases because of the
higher velocity of the SH wave relative to the fundamental
waves. Furthermore, the spatial overlap decreases as a
result of spatial walkoff (r) of the fundamental wave.
These two negative effects can, however, be used in con-
junction with pulse front tilt to match the relative veloc-
ities of the two waves, as illustrated in the upper part of
Fig. 6. Loosely speaking, as seen in the frame of reference
of the SH wave, the lateral walkoff of the fundamental
wave slows this wave down just to match the velocity of
the SH wave.

For femtosecond pulses, it is not practical to generate a
large energy tilt. For instance, an energy tilt of the order of
401 would be required for second-harmonic type II gene-
ration and compression in BBO of a 800-nm pulse of a
Ti : Sapphire laser in collinear interaction [22]. A disper-
sive element such as a prism with a beam diameter: base
length ratio of 20 (in the case of SF10 glass) would be
needed to achieve the required energy front tilt of 401.
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Figure 5. Single-shot autocorrelation trace of a compressed
532-nm pulse. The time delay on the horizontal axis is 1 ps/div.
The autocorrelation intensity is plotted in arbitrary units.
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Figure 6. Shown is collinear degenerate type I interaction. For
equal time intervals, the fundamental wave is illustrated as dark
bars and the second-harmonic (SH) wave as gray bars. The gray
bars are drawn with larger separation because of the typically
higher velocity of the SH wave inside a crystal. The lower part
shows temporal and lateral walkoff, whereas the upper part in-
dicates how—for a given pulse front tilt—lateral walkoff can be
used to adjust the relative velocities of the fundamental and SH
waves to ensure overlap.
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Dispersion in the glass would lead to large pulse broad-
ening and phase modulation.

A better approach [22] is to use a noncollinear geome-
try; Table 1 shows how the group velocities of the partic-
ipating waves can be changed from the collinear to the
noncollinear case (here for an internal angle of 21), leading
to conditions for compression. The sketch of the interac-
tion geometry in Fig. 7 shows that it is possible to obtain
the respective group velocities through manipulation of
the angles of incidence in the crystal and the energy tilt
produced by a prism. Figure 7 pertains to the case of non-
collinear interacting plane waves inside a 250-mm-long
BBO crystal, cut for type II second-harmonic generation of
laser pulses at 800 nm. Consistent with the one-dimen-
sional approach used in the model [Eqs. (19)–(21)], the
‘‘energy- fronts’’ of all pulses should be aligned in the crys-
tal. Since the interaction is noncollinear, the effect of en-
ergy front tilting from propagation under an angle
through the air–crystal interface has to be precompensat-
ed to have zero energy front tilt inside the crystal. With
the angle between the noncollinearly interacting funda-
mental beams set to y¼ 21 (internal angle; the external
angle is 2b¼ 3.221), the required pretilt angle can be
achieved with a very thin prism (SF10) with a ratio of
a/b¼ 0.2 for prism base length to beam diameter. The
spatial chirp introduced by this thin prism is negligible
compared to the value of a/b¼ 20 mentioned above.

The intensity profiles as function of interaction length
in the case of the 10 fs fundamental with a 20-fs predelay

are shown in Figs. 8. It can be seen that the plots are not
made exactly in the frame of reference of the second-har-
monic wave that is indicated by the shift of the pulse in
Fig. 8b with respect to the origin of the time axis. The
group velocity difference between the fundamental waves
relative to the second harmonic are also not exactly equal,
which leads to several effects: The ordinary pulse is mov-
ing rapidly into the extraordinary pulse, causing strong
modulation of the ordinary pulse, leading to the satellite
in the extraordinary pulse. Furthermore, the strong ener-
gy exchange between the interacting waves and their im-
balance in group velocities causes a rather pronounced
satellite to appear only on the right side of the second-
harmonic pulse profile instead of the expected smaller
satellites on either side. Since the input parameters can be
adjusted continuously in the experiment, it is conceivable
that pulses without satellite could be generated by better
symmetrization of the group velocities. Figure 8b shows a
peak intensity of 9 GW/cm2 for the 2.5-fs second harmonic
for initial peak intensities for the fundamental pulses of
roughly 13 GW/cm2. This indicates 70% conversion in
intensity.

Furthermore, in order to more clearly understand the
mechanisms involved, the simulations were performed for
a broader range of input parameters: The fundamental
input pulse duration was varied from 10 to 50 fs at the
FWHM (full width at half-maximum) of the intensity pro-
file. The more rapidly traveling e pulse was delayed with
respect to the slower-traveling o pulse from 15 to 60 fs.
Fundamental pulse energies were 400 mJ each for the o
and e pulses. The results are summarized through the
contour plot of Fig. 9, showing the second-harmonic pulse-
width (FWHM) after an interaction length of 250mm as a
function of the input parameters mentioned above. The
contour lines are separated on a logarithmic scale to base
10 in order to have a clearer picture of the range of pulse-
widths. The emerging second-harmonic pulse shows
widths ranging from about 2.5 to 34 fs. The shortest fun-
damental input pulses yield the shortest second-harmonic
pulses as well. A 10-fs fundamental pulse, for instance,
gives a second-harmonic pulse of about 2.5 fs for a prede-
lay of 20 fs. The same result can be achieved for a predelay
of 30 fs. This is a compression by a factor of 4. The longest
calculated pulsewidth of 50 fs can yield a compressed sec-
ond-harmonic of 10 fs, which has a compression factor of 5.
If we were to draw a line in the contour plot, for which
maximum compression can be achieved across the param-
eter range, it would roughly follow the gray dashed line in
Fig. 9. Longer pulses therefore require a larger predelay to
achieve maximum compression. It is clear that the overlap
region of the o and e input pulses defines the initial sec-
ond-harmonic pulsewidth. The strong energy exchange

Table 1. Group Velocities for the o, e, and Second-Harmonic e Wavesa

Interaction Fundamental (o) vg,o (108 m/s) Second-Harmonic (e) vg2 (108 m/s) Fundamental (e) vg,e (108 m/s)

Collinear 1.780 1.755 1.843
Noncollinear 1.798 1.905 1.934

aValues are calculated for type II second-harmonic generation of 800-nm radiation for collinear and noncollinear (internal angle is 21) interaction.
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Figure 7. Experimental setup precompensating for the pulse
front tilt that occurs from propagation through an interface under
an angle 2b¼3.221 (the pulse fronts are depicted as dotted lines).
For the chosen type II SHG of 800-nm pulses y¼21, which is the
angle between the incoming fundamental beams for noncollinear
interaction. This requires a pulse front tilt of g¼0.621 to precom-
pensate for the propagation effect at the air–crystal interface. We
also show that a very thin prism (SF10) can achieve g with a ratio
a/b¼0.2 for prism base length : beam diameter.
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between the interacting waves will finally determine the
width of all participating pulses at the end of the interac-
tion region.

7. CONCLUSION

The main conclusion of this work is that dispersion and
phase-matching bandwidth do not set a fundamental limit
to type II pulse compression in sum frequency generation
as long as they are used in a controlled fashion. Amplitude
modulation through fast depletion of the fundamental
pulses provides the extra bandwidth required to generate
ultrashort pulses. We have presented a theoretical model
sufficient to describe the desired effects, pointed out its
limitations, and compared it to existing models that do not
use the full dispersion dependence. The model has been
applied to compression of 14 ps to 310 fs pulses and has
also been experimentally verified. Furthermore, compres-
sion of 10-fs ultrashort pulses down to 2.5 fs in the second
harmonic and the fundamental wavelength has been pre-
dicted. In the ultrashort pulse case, the experimental re-
quirements are rather modest, since a relatively long
crystal can be used, and the energy tilt requires only a
small-angle prism. We have chosen to illustrate the meth-
od by specific calculations applied to second-harmonic
generation of 800 nm pulses in BBO. However, it can be
applied to frequency mixing in various crystals. The same
approach can also be applied to parametric generation,
extending the compression method demonstrated by Um-
brasas et al. [10]. In this work we exploit the properties of
group velocity dispersion at the various wavelengths to
achieve the desired compression, rather than select a par-
ticular orientation of a particular crystal (BBO) that has
near-zero dispersion [23]. The latter technique leads to
impressive results, but is limited to amplification and gen-

eration of wavelengths longer than 560 nm. Another meth-
od to generate ultrashort UV pulses would be conventional
frequency doubling of an 800-nm pulse, followed by dis-
persion and phase modulation (chirping) through a gas-
filled hollow fiber or capillary. The method described here

Figure 8. Fundamental (a) and second-harmonic waves (b) as they propagate and interact inside
a 250-mm-long BBO crystal [note the different scales for (a) and (b)]. Group velocity mismatch leads
to a compressed second-harmonic pulse with a FWHM of 2.5 fs (b). Furthermore, considerable
pulse reshaping can be seen for the extraordinary fundamental in (a), leading to a shortened
FWHM from 10 to 2.5 fs with a shoulder. Pulse energies were 400 mJ for each fundamental pulse, at
a FWHM of 10 fs with a predelay of 20 fs.
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Figure 9. This contour map shows the pulse duration of the
emerging second-harmonic signal as function of the o, e input
pulse duration and the predelay between the o and e fundamental
pulses. The results are calculated for type II second-harmonic
generation of 800-nm pulses with single-pulse energies of 400mJ
and for an interaction length of 250mm inside a BBO crystal. The
angle between the noncollinearly interacting fundamental waves
inside the crystal is 21.
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provides the same result in a single step, and allows for
the compression of bandwidth-limited pulses.
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PULSE-SHAPING CIRCUITS

BRENT A. MYERS

DAVID B. CHESTER

Intersil Corporation

Digital communications systems such as wireless, optical,
and wireline telecommunication networks have numerous
well-known advantages over analog systems. These sys-
tems format binary data into discrete-time symbols, mod-
ulate the carrier using some form of digital modulation
scheme (modulation in this simplified context includes
symbol modulation and upconversion to a carrier fre-
quency) to convert them to transmittable continuous-
time signals, and transmit them over a channel. At the
receiver the received signal is demodulated (demodulation
includes both downconversion and symbol demodulation),
symbol timing is recovered, and the received symbols are
reformatted into a usable form. This process is shown in
simplified form in Fig. 1.

The discrete-time symbols of a digital communication
system are of duration T and are sequential; that is, they
are orthogonal in time. To preserve the fixed time duration
of symbols generated in the transmitter would require
infinite bandwidth in the signal processing of the commu-
nication system and the communication channel. Finite
bandwidth processing causes the symbols to spread in
time. This causes the symbols to overlap in time and
induces intersymbol interference (ISI).
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As will be described in the next section, even when
finite bandwidth signal processing is used in the commu-
nication system, the effects of ISI could be eliminated if
ideal signal processing components (brickwall filters as an
example) could be implemented. This is, of course, not
possible. Pulse shaping is used in the implementation of
digital communication systems to minimize ISI caused by
nonideal channel characteristics and nonideal component
implementations.

Pulseshaping is performed in the transmit and receive
filters of a communication system. The most common class
of filters used for pulseshaping are Nyquist filters [1–3].
This article gives an overview of the theoretical founda-
tions of pulseshaping and describes some practical imple-
mentations of pulseshaping filters. The material in this
article assumes that the communication channel can be
modeled as a linear time-invariant filter with additive
white Gaussian noise (AWGN). For more detailed and in-
depth coverage of pulse shaping the reader is referred to
Refs. 1–3.

1. THEORETICAL BACKGROUND

Ideal data symbols are of fixed duration T. The spectrum
for such a symbol is of the form

HsðjoÞ¼
sin½Tðo=2Þ�

Tðo=2Þ
ð1Þ

Thus such a symbol would require infinite bandwidth,
which is, of course, impractical. Real communication
channels are of fixed bandwidth W. The ideal bandlimited
channel response [1] is

HCðjoÞ¼
1; jojoW

0; joj	W

(
ð2Þ

The transmit filter, which is designed to shape the trans-
mit symbols to meet the power spectrum constraints of the

channel, has an ideal frequency-domain response [1] of

HT joð Þ¼
p=W; jojoW

0; joj	W

(
ð3Þ

The time-domain transmit filter response is therefore

hTðtÞ¼
sinðWtÞ

Wt
ð4Þ

This response is referred to as the pulseshape. hT(t) is the
familiar sinc function, which has zero crossings at integer
multiples of Wt except at Wt¼ 0, where it has a value of 1.
If we assume a symbol sequence Sn and set T¼ p=W, then
the pulse for each symbol is of the form shown in Fig. 2 for
a single pulse and in Fig 3 for multiple pulses.

From Fig. 3 it is obvious that if symbols are sampled at
times t¼nT, where n is an integer, the effects of ISI are
mitigated. This is because the contribution to the compo-
site waveform is zero for all pulses except for the pulse
corresponding to S0 because they are all at a zero crossing
point.

The problem is that to produce hTðtÞ¼ sinðWtÞ=Wt
requires an ideal brickwall filter, which is impossible to
implement. One could attempt to approximate the ideal
filter, but this would not be cost-effective and would have
other undesirable effects on the system such as making
timing recovery difficult [1]. To address these problems,
more practical pulseshapes have been developed.

The pulseshape at the input to the demodulator, hP(t),
is the convolution of the transmit filter, the channel
response, and the receive filter:

hPðtÞ¼hTðtÞ
�hCðtÞ

�hRðtÞ ð5Þ

From our preceding discussions it is clear that to elim-
inate ISI, hP(t) should be forced to cross zero at nonzero
integer multiples of T. This can be written as

hPðkTÞ¼ dk ð6Þ

Figure 1. Simplified block diagram of a digital communication system.

Figure 2. General form of a pulseshape for
an ideally bandlimited symbol.
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The composite input to the demodulator is

RðtÞ¼
X1

n¼�1

SnhPðt� nTÞþNRðtÞ ð7Þ

where NR(t) is the noise input at the demodulator:

NRðtÞ ¼NðtÞ�hRðtÞ ð8Þ

From Eq. (7) it can be seen that forcing the composite
pulse to cross zero does not necessarily produce an optimal
solution because it ignores the noise contribution. Joint
optimizations are possible, but they are beyond the scope
of this discussion. The reader is referred to Ref. 1 for in-
depth coverage of this subject matter.

Taking the Fourier transform of Eq. (6) and applying
the Nyquist sampling theorem, we get

1

T

X1

n¼�1

HP jo� n
2p
T

� �
¼ 1 ð9Þ

Equation (9) is referred to as the Nyquist criterion, and
filter responses (pulses) that meet this criterion are re-
ferred to as Nyquist filters (pulses).

These filters require more than the ideal bandwidth
defined in Eq. (3). While simplifying the system imple-
mentation, this additional bandwidth requirement costs
additional spectrum and noise bandwidth at the receiver.
The additional bandwidth is referred to as excess band-
width and is usually expressed as a percentage of the ideal
bandwidth:

Bexcess¼
Bactual

Bideal
� 1

� �
� 100 ð10Þ

The actual pulseshape used in a particular application is
highly dependent on the targeted channel characteristics.
The most commonly used filters satisfying the Nyguist
criterion for pulseshaping are raised-cosine filters. For
this reason raised-cosine pulseshaping will be used in
this article to describe implementations. Raised-cosine

filters are of the form

hPðtÞ¼

sin
pt

T

� �

pt

T

cos
apt

T

� �

1�
2at

T

� �2
ð11Þ

HPðjoÞ¼

T; 0
joj
ð1� aÞ
p
T

T

2
1� sin

T

2a
joj �

p
T

� �	 
� �
; ð1� aÞ

p
T

joj 
ð1þ aÞ

p
T

0; joj > ð1þ aÞ0
p
T

8
>>>>>>>>><

>>>>>>>>>:

ð12Þ

where a controls the rate at which the energy rolls off. The
smaller a is, the faster the rolloff. Note that for a¼ 0,

hPðtÞ¼

sin
pt

T

� �

pt

T

ð13Þ

which is the ideal pulseshape for a bandlimited channel.
In most actual implementations the raised-cosine filter

is partitioned with part of the response implemented in
the transmit filter and part implemented in the receive
filter. The most common partitioning is to implement each
as the square root of the raised-cosine filter. This is
commonly referred to as a root-raised-cosine filter [1]
and is given as

hTðtÞ¼hRðtÞ

¼

4a cos ð1þ aÞ
pt

T

� �
þ

T sin ð1þ aÞ
pt

T

� �

4at

0
BB@

1
CCA

p
ffiffiffiffi
T
p

1�
4at

T

� �2
" #

ð14Þ

Figure 3. Multiple pulseshapes for an ideally bandlimited symbol.
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and

HTðjoÞ¼HRðjoÞ¼

ffiffiffiffiffi
T;
p

0
joj
ð1� aÞ
p
T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T

2
1� sin

T

2a
joj �

p
T

� �	 
� �
;

s

ð1� aÞ
p
T

joj
ð1þ aÞ

p
T

0; joj > ð1þ aÞ
p
T

8
>>>>>>>>>><

>>>>>>>>>>:

ð15Þ

2. IMPLEMENTATION

In contemporary digital communication systems it is often
not possible to achieve economically the required perfor-
mance from analog pulseshaping filters. Shaping filters
are therefore implemented using a hybrid approach. The
bulk of the shaping is done at baseband using finite
impulse response (FIR) digital filters, which implement a
truncated version of the pulse shape.

On the transmit side of a communication system data
symbols are passed to an interpolating digital filter [4].
The impulse response of the digital filter typically spans
multiple symbol times and is the convolution of the
desired pulseshaping response and precompensation for
the rolloff frequency response of the subsequent digital-to-
analog converter (DAC) if the rolloff is great enough to
affect system performance. The output of the digital filter
is passed to a DAC and a subsequent image-reject filter for
conversion to continuous-time analog format. The output
of the DAC in the spectral domain is the baseband
spectrum and images of the baseband spectrum occurring
within bands, which are bounded by integer multiples of
one-half of the sampling rate fs, all multiplied by a sinc
function with nulls occurring at integer multiples of the
sampling rate. In the case of lowpass signals the images
are present near integer multiples of the sampling rate. In
the time domain the output waveform is ‘‘stair-stepped.’’
The image-reject filter removes all of the spectral images
and passes the baseband spectrum, thus ‘‘smoothing’’ or
interpolating the time-domain waveform.

At the output of the image-reject filter, the shaped
symbol pulses are in continuous-time analog format.
They can then be up-converted to the desired radiofre-
quency (RF) for transmission. This process is shown in
Fig. 4.

The operation at the receiver is the transpose of the
transmit operation. The analog front end (AFE) of the

receiver translates the RF signal into a convertible pulse-
train. The pulsetrain is then converted to a digital form
via an analog-to-digital converter (ADC). The pulsetrain is
filtered by a decimating FIR filter [4] with a root-raised-
cosine response to complete the raised-cosine pulseshap-
ing operation. The receive process is shown in Fig. 5.

2.1. Digital Pulseshaping Network

The actual design procedure for a pulseshaping network is
now presented. A transmit-side root-raised-cosine pulse-
shaping network is described. The receive-side network
will not be addressed since it is the network transpose of
the transmit network.

Assume a digital data transmission system has a
symbol period of T seconds, that is, every T seconds a
new bQ bit symbol is transmitted. In this description we
assume bQ¼ 1 for simplicity of illustration, although this
is not necessary. Before transmission, it is necessary to
shape each transmitted pulse. In this case a positive
pulseshape is transmitted for a bit value of zero. In
addition to considering the desired pulse type, it is neces-
sary to determine the length of the pulse relative to the
symbol length and the resolution of the pulse or the
number of bits used to compute the pulse values.

The interpolating FIR filter shown in Fig. 4 must be
economically implementable and can therefore only ap-
proximate a desired pulseshape, the root-raised cosine
given by Eq. (14) in this case. The response is approxi-
mated by first determining the desired filter length. The
filter length N is the product of the symbol interpolation
factor L and the desired span M. The span is the number
of symbol periods over which the shaping filter will
operate.

The interpolation factor is selected to minimize the
sinc(x) distortion at the upper edge of the band of interest
caused by the DAC and to simplify the implementation of
the image-reject filter; the greatest consideration is the
latter. As was mentioned previously, sinc(x) distortion in
the band of interest can be compensated for by putting a
precompensation function [1/sinc(x)] in the interpolating
filter’s response. The higher the interpolation rate, the
more distance there is between the band of interest and
the first image in the spectral domain. The more distance
there is, the simpler the image reject filter. Thus the
interpolation factor becomes a tradeoff between the com-
plexity of the digital interpolating filter and DAC speed,
and the complexity of the image-reject filter. Typically, an
interpolation factor of between 8 and 16 is a reasonable
trade.

The span over which the impulse response is approxi-
mated depends on the amount of out-of-band energy that

Figure 4. Pulseshaping process in a digital transmitter.
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can be tolerated. An ideal impulse response begins to
approach zero after a number of time-domain sidelobes.
However, the synthesized impulse is of finite duration.
How closely the tails of the response approach zero is
dependent on the length of time the impulse is approxi-
mated. Out-of-band energy is reduced as the span in-
creases, so the tradeoff becomes filter order versus out-
of-band energy due to time-domain sidelobe truncation.
Typical values of the span factor are 4–16. A typical root-
raised-cosine pulseshaper would have an interpolation
factor of 8 coupled with a span of 8 to yield a total filter
length of 64.

2.2. Filter Coefficient Calculation

There are a number of possible methods for calculating the
coefficients of the pulseshaping filter. Two will be dis-
cussed here: the direct and optimal methods.

2.2.1. The Direct Method. An FIR digital filter is of the
form

HðzÞ¼
YðzÞ

XðzÞ
¼
XN�1

n¼ 0

anz�n ð16Þ

The direct method samples the continuous-time impulse
response at appropriate points in time to generate the
filter coefficients an. Under the assumption of proper
sampling

an¼hðnÞ Z
,

HðzÞ¼
XN�1

n¼ 0

hðnÞz�n ffi HDðzÞ ð17Þ

where HD(z) is the desired frequency-domain pulseshape
and N—1 is the filter order.

As stated previously, the total number of coefficients N
is related to the span and interpolation factors by N¼LM.
Thus, continuing with the root-raised-cosine example, one
would simply calculate N evenly spaced values using Eq.
(14) to calculate the coefficients an. Since hT(t) is an even
function about t¼ 0, it is necessary to shift hT(t) in time
such that the sampled version of hT(t) [denoted by h(n)] is
evenly symmetric around samples (N� 2)/2 and N/2 to
ensure a fully linear phase response [5]. Since there are L
samples per symbol period T, hT(t) should be evaluated at
integer multiples of T/L. This, along with the timeshift
requirement, dictates that the discrete-time values neces-

sary to define hT(t) are given by

tðnÞ¼ nþ
1

2
�

N

2

� �
T

L
ð18Þ

Substituting this into Eq. (14) gives the sampled version of
hT(t),

hðnÞ¼

4a cos ð1þ aÞ
ptðnÞ

T

� �
þ

T sin ð1� aÞ ptðnÞ
T

� �

4at

0

B@

1

CA

p
ffiffiffiffi
T
p

1�
4atðnÞ

T

� �2
" #

n¼ 0; 1; . . . ;N � 1 ð19Þ

This process is illustrated in Fig. 6 for a filter of length N
equal to 64 and including 4 1

2 sidelobes on either side of the
mainlobe of the root-raised-cosine function. Figure 7
shows the corresponding frequency-domain response of
the pulseshaping filter.

As is the case with any digital filter coefficient design
method, once the floating-point coefficients are calculated,
they must be converted to fixed-point format if the target
digital filter is to be implemented in fixed-point arith-
metic. Conversion of coefficients to fixed-point format can
be as simple as truncation or rounding or can require
sophisticated optimization processes. Let

an
0 ¼h0ðnÞ¼Q½hðnÞ� ð20Þ

Figure 5. Pulseshaping process in a digital receiver.

Figure 6. A discrete-time sampled root raised cosine.
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be the quantized coefficients. The next step in the coeffi-
cient design process is to calculate the frequency response
of the quantized filter coefficients and compare it with the
desired frequency response to see if the filter is within
acceptable error bounds. The frequency response of an
FIR filter is found by evaluating the filter’s z transform on
the unit circle. That is, the magnitude frequency response
of the quantized coefficients is given as

jH 0ðzÞj ¼
XN�1

n¼ 0

h0ðnÞz�n

�����

�����
z¼ ejo

ð21Þ

H0(z) can be evaluated directly or by using a form of the
DFT. If the filter’s frequency response does not meet the
required error bounds, then either the filter order N or the
number of bits in the coefficient quantization must be
increased and the appropriate steps in the coefficient
design process must be repeated.

Coefficient quantization is not as straightforward as
data quantization. The quantization of data words yields
6.02 dB of signal-to-noise ratio per bit. The number of bits
required for coefficient quantization is a function of filter
order and the frequency-response shape. A good rule of
thumb for a worst-case metric [6] for the number of
coefficient bits required is

bC¼
ðrequired attenuation in dBÞ

6:02
þ log2 N ð22Þ

so that

ðrequired attenuation in dBÞ

6:02

bC



ðrequired attenuation in dBÞ

6:02
þ log2 N

ð23Þ

assuming no limiting roundoff error in the actual filter
implementation. In most practical pulseshaping filter

implementations, the coefficient wordlength should be
closer to the lower bound.

The floating-point coefficients (an) for the case M¼L¼
8 are shown in matrix form. Each column represents
samples in adjacent symbol periods. Since the impulse
response spans eight symbol periods, there are eight
corresponding columns.

an¼

�0:010 �0:002 0:042 �0:061

�0:007 �0:013 0:029 0:071

0 �0:019 �0:003 0:253

0:007 �0:018 �0:049 0:467

0:014 �0:010 �0:101 0:689

0:017 0:006 �0:144 0:890

0:015 0:025 �0:161 1:043

0:008 0:039 �0:137 1:126

2
6666666666666666666666666664

1:126 �0:137 0:039 0:008

1:043 �0:161 0:025 0:015

0:890 �0:144 0:006 0:017

0:689 �0:101 �0:010 0:014

0:467 �0:049 �0:018 0:007

0:253 �0:003 �0:019 0

0:071 0:029 �0:013 �0:007

�0:061 0:042 �0:002 �0:010

3

7777777777777777777777777775

ð24Þ

In converting the floating-point coefficients to fixed-point
coefficients, maximum arithmetic efficiency can be ob-
tained by scaling the fixed-point coefficients so that the
maximum possible filter output is at the overflow thresh-
old. Worst-case peak signals would occur for data patterns
in which the maxima and minima of the impulse response
overlap, or add (in the case of a negative pulse, the
absolute value of the minima adds to the composite pulse).
It turns out for the example here that an efficient peak
value for the impulse response to take is 194 for a 9-bit
integer two’s-complement representation (maximum pos-
sible positive value of 255).

Scaling the matrix of the floating-point values to a peak
value of 194 and rounding each coefficient to the nearest
integer results in the coefficient set shown here, which

Figure 7. Frequency-domain response of the sampled root-raised
cosine shown in Fig. 6.
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completes the synthesis of the pulse coefficients:

an
0 ¼

�2 0 7 �10 194 �24 7 1

�1 �2 5 12 180 �28 4 3

0 �3 0 44 153 �25 1 3

1 �3 �8 80 119 �17 �2 2

2 �2 �17 119 80 �8 �3 1

3 1 �25 153 44 0 �3 0

3 4 �28 180 12 5 �2 �1

1 7 �24 194 �10 7 0 �2

2
666666666666666664

3
777777777777777775

ð25Þ

2.2.2. The Optimal Method. The optimal method re-
quires an optimizing filter design program such as the
Parks–McClellan program [5,7] but guarantees an opti-
mum solution. To design the pulseshaping filter coeffi-
cients using the optimal method, the EFF subroutine
(EFF is the actual name of the subroutine in the published
program) in the Parks–McClellan computer design pro-
gram must be modified by inserting a floating-point,
discrete-frequency version of the desired frequency-do-
main pulseshape. The program is then executed with a
desired filter order and the same iterative process of
evaluating the frequency response of the quantized coeffi-
cient set as described previously for the direct method is
followed until a set of coefficients is generated that is
within the desired error bound. This method yields much
more reliable results than the does direct method.

Even more sophisticated filter programs exist that
optimize quantized coefficients. These programs allow
designers to optimize the efficiency of a filter implementa-
tion.

2.3. Filter Hardware Implementation

The actual hardware realization of a pulseshaping filter is
highly dependent on symbol rates, filter order, process,
and so on. Assuming symbol rates that allow implementa-
tions in state-of-the-art semiconductor processes, the filter
would be implemented as some variation of a polyphase
architecture [4].

Interpolation is the process of increasing the sampling
rate while preserving the signal’s spectral content. The
conceptual first step in interpolation is to insert L� 1 zero-
valued samples between each valid input sample, expand-
ing the sampling rate by L. This causes the original signal

spectrum to be repeated L� 1 times. This process is
referred to as sample rate expansion. To complete the
interpolation, the zero-valued input samples are con-
verted to spectrally accurate approximations of the signal.
This is equivalent to preserving the original signal spec-
trum. Thus, and again conceptually, the zero-stuffed input
stream is filtered by a lowpass filter with a passband at
the original spectral location and a passband gain of L.
This filters out all the repeated spectra. This conceptual
process is shown in Fig. 8.

In real implementations it would be a waste of storage
and computational resources to store and multiply zero-
valued data samples. For this reason, polyphase struc-
tures are used. A polyphase interpolator configures the
standard N-tap filter structure into k phases of an (N� 1)-
element delay line. For example, an eighth-order (N¼ 9)
FIR filter with k¼ 3 phases has three sets of three
coefficients. The coefficients for the eighth-order filter are
a0, a1,y,a8. The first polyphase taps the eight-element
delay line at the input to the filter (a0), after the third
delay (a3), and after the sixth delay (a6). The second phase
taps a1, a4, and a7. The third phase taps a2, a5, and a8.
However, since all but every third element in the delay
line would contain a zero-valued data sample, the delay
line can be collapsed to a two-element delay line (N/k� 1
elements) with all phases using the same samples. The
output of the interpolator is the commutated output of the
three phases. Figure 9 illustrates the polyphase imple-
mentation of the nine-tap interpolator. Reference 4 details
the efficient implementation of interpolation and decima-
tion filters.

An interpolation filter can be implemented using stan-
dard multiply and accumulate elements, or in some cases
it is most efficient to use table-lookup-based bit-slice filter
methods [8]. The tradeoff is dependent on the number of
bits required for the representation of a symbol. For low
bit count, the bit-slice implementation is usually more
efficient. As bit count increases, table sizes become un-
manageable.

2.4. DAC

The DAC has the task of generating an analog output
based on the digital input supplied by the FIR filter. The
DAC must be linear to ensure that no unwanted spurious
energy is generated. Several implementations are possible
depending on the DAC resolution required. For relatively
modest resolutions of 4–8 bits, simple binary-weighted
current or charge-based approaches are possible. For
higher resolutions, it may be desirable to use segmented
approaches where each least significant bit (LSB) step has

Figure 8. Illustration of the conceptual inter-
polation process.
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a separate current- or charge-based generator. For exam-
ple, a 5-bit segmented current-steered DAC would have 32
separate current sources feeding a common resistor to
generate the desired output voltage. Sources are turned
on or off depending on the value of the control work. This
is opposed to a binary approach in which only five current
sources are used scaled in binary fashion. For higher-bit
resolutions, the binary approach can suffer form linearity
errors due to mismatches at major carries. The advantage
of a binary approach is smaller implementation area. For
DACs of 9-bit resolution or higher, a combination of binary
[for the most significant bits (MSBs)] and segmented (for
the LSBs) is frequently used.

Standard DACs offer no image suppression, even if the
DAC runs at a rate greater than the digital world update
rate. Image suppression could be improved if the DAC
could interpolate between successive word updates. Such
a converter can be demonstrated, following up on the
example begun for the pulseshaping network. Suppose
that specifications require that all spurious energy be at
least 40 dB down with respect to the baseband level. This
requires that all spectral images of the FIR filter be
attenuated sufficiently to achieve this. Further suppose
that the symbol rate is 128 kband. The update rate fs of the
digital filter is 1.024 MHz (because of the 1–8 interpolation
factor from the preceding example), and hence the first

image replica will appear there. If the DAC were updated
at the 1.024 MHz rate, then the amount of attenuation of
the image due to rolloff would be only 17 dB. Consider an
interpolating, DAC operating at 5 times the digital update
rate ðfs1

¼5:12 MHzÞ. The block diagram of an architecture
suitable for monolithic integration accompanied by illus-
trative spectral plots is shown in Fig. 10. In this architec-
ture, it is shown that interpolation can provide 20 dB of
additional attenuation.

A simplified single-ended schematic of an interpolating
DAC is shown in Fig. 11 [9]. f1 and f2 are nonoverlapping
clocks operating at the interpolation frequency (5.12 MHz
in the preceding example). The operational amplifiers are
conventional fully differential folded cascade topologies.
The input voltage reference is selected based on specific
channel requirements and typically ranges from 250 mV
to 1 V. It is usually supplied by an on-chip bandgap
generator. The configuration is a cascaded charge redis-
tribution DAC with the first stage an offset insensitive
programmable amplifier to realize the four least signifi-
cant bits [10]. Gain is determined by the sum of the
binary-weighted capacitors at the input, dependent on
the LSB word. The second stage is a modified second-
order switched-capacitor biquad [11]. This stage has pro-
grammable gain to realize the four most significant bits of
the DAC and acts as the summing point for the LSB
portion. A straightforward charge transfer analysis yields
the low-frequency output level as a function of the refer-
ence voltage Vref and critical circuit capacitor values

Vout¼
C3

16C3

Vref

C1
ðb7C12�4þ b6C12�3þ � � � þ b4C12�1Þ

þ
Vref

C7
ðb3C72�4 � � � þ b0C72�1Þ ð26Þ

Here, b0, b1,y,b7 represent the digital data (possible
values of 0 or 1) with b7 as the least significant bit. Since
the DAC is fully differential, the sign bit is easily incorpo-
rated by cross-coupling the input connection to Vref. Inter-
polation is accomplished by the fact that the final stage is
really a switched-capacitor filter. DC–AC analysis is sim-
plified by replacing the DAC capacitor array structure
with an equivalent single-ended switched-capacitor net-
work as shown in Fig. 12. Including the input offset
voltages Voff2

, Voff3
for the operational amplifiers, the

defining charge equations for this network are given by

½Vo3 ðnÞ � voff3
� 1þ a2ð Þþ ½Vo2 ðnÞ � voff3

�a6

¼Vo3
ðn� 1Þ � voff3

ð27Þ

Vo2
ðnÞ � voff2

� a5voff2
� a3voff2

¼ ½Vinðn� 1Þ � voff2
�a5þ ½Vo3

ðn� 1Þ � voff2
�a3

þVo2
ðn� 1Þ � voff2

ð28Þ

where Vo2 and Vo3 are outputs of amplifiers 2 and 3,
respectively.

Figure 9. Polyphase implementation of an FIR interpolation
filter.
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Under steady-state conditions n!1. With
VinðnÞ¼Vinðn� 1Þ¼ 0, then

Vo2
ðnÞ ! Vo2

ðn� 1Þ ! Vo2;

Vo3
ðnÞ ! Vo3

ðn� 1Þ ! Vo3

ð29Þ

where Vo2 and Vo3 are the DC offset voltage at the outputs
of amplifiers 2 and 3, respectively. Under these conditions,
solving Eqs. (27) and (28) yield the output offset voltages

for the DAC

Vo3¼ 0 ð30Þ

Vo2¼ voff3
1þ

a2

a6

� �
ð31Þ

where Eq. (31) is valid during high f1. It is interesting to
note that although the DAC output is a fully held signal
over the 5.12 MHz clock period, it has no operational-
amplifier-induced DC offset. This is simply due to the fact

Figure 10. Digital-to-analog converter top-level block diagram.

Figure 11. Simplified single-ended DAC
schematic.
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that output offset at this point is due solely to amplifier 2,
which has been nulled out.

Ignoring offset, Eqs. (27) and (28) may be transformed
to the z domain, where the following transfer function may
be derived:

Vo3ðzÞ

VInðzÞ
¼
�a5a6

1þ a2

z�1

1�
2þ a2 � a3a6

1þ a2
z�1þ

1

1þ a2
z�2

ð32Þ

This is the form of a second-order lowpass filter. Inter-
polation is accomplished by designing the filter such that
little passband loss occurs at the digital filter’s 3 dB point
of 64 kHz. Setting specifications for the interpolating filter
at no more than 0.3 dB loss at 100 kHz; then with a
sampling frequency of 5.12 MHz, this leads to a desired
transfer function of

HðzÞ¼
0:091 021 8z�1

1� 1:492 134 6z�2þ 0:583 156 4z�2
ð33Þ

Coefficient matching with Eq. (32) yields the necessary
capacitor values. With 17 dB of loss due to the S/H effect
and the loss at 1.024 MHz due to Eq. (33), the image at the
DAC output is 37 dB lower. Hence, an additional 20 dB of
image rejection is achieved with the use of interpolation
techniques.

2.5. Image Filter

There are several techniques that are used to realize
continuous-time monolithic filters. Standard active-filter
techniques utilizing resistors and capacitors are the sim-
plest approach but pole frequencies cannot be accurately
placed due to typical process variations. If the image
response is located very far away from the baseband
spectrum, then accurate pole placement may not be
necessary. In that case, the filter is simply designed such
that the worst-case RC product leading to a high cutoff
frequency is still sufficient to meet stopband energy
requirements. Frequently, only first-order filters are re-
quired, but if the passive variation is significant enough,
higher-order filters may be necessary to provide sufficient

attenuation. If a process has very linear components, such
as thin-film resistors and double polysilicon or metal
capacitors, it is possible to realize wide-dynamic-range
filters with excellent linearity. Dynamic ranges over 93 dB
are possible if linearity is a concern. If only diffuse
resistors or depletion capacitors are available, then the
corresponding voltage dependence of the passive devices
reduces linearity considerably. In that case, interpolating
DAC techniques may be desirable such that only a simple
external RC filter is necessary for image filtering. Of
course, linearity requirements must be considered to
make a final decision.

Another technique that may be used includes MOS-
FET-C (metal oxide semiconductor field-effect transistor
capacitance) filters [12], where MOSFET transistors op-
erated in the linear region are used to replace resistors in
active filters. Using special linearization techniques,
MOSFET-C filters can achieve reasonable linearity (50–
60 dB), and no special resistor material is required. How-
ever, MOSFET-C filters are limited in the frequency range
that they can operate because of operational amplifier
limitations and distributed parasitics [13]. They also
require the use of tuning networks to ensure that the
MOSFET devices stay in the linear region and close to the
resistor values necessary to achieve the necessary time
constants.

Finally, transconductance-C (gm�C) networks can be
used as image filters [14]. gm�C filters have the advan-
tage of being able to achieve very high cutoff frequencies,
typically in the 10–100 MHz area. These may be useful in
cases where the data rate is very high and image frequen-
cies may be close to baseband. Linearization techniques
can achieve dynamic ranges in the area of 50–65 dB. gm–C
filters have pole frequencies proportional to gm/C, so
stable transconductance networks are required to achieve
stable pole locations. Usually, this implies some sort of
tuning network to accurately set gm for the desired cutoff.

3. SUMMARY

In this article an overview of the motivation, theory, and
implementation of pulseshaping in digital communication
systems has been presented. Digital communication sys-
tems transmit digital data as discrete-time symbols mod-
ulating a continuous-time waveform. Because actual
communication channels are bandlimited, symbol times
can overlap, inducing intersymbol interference. Pulse-
shaping can reduce or eliminate intersymbol interference
if it is closely matched to the characteristics of the
channel.

A theoretical background for pulseshaping was estab-
lished based on a channel that can be modeled as a linear
time-invariant filter with additive white Gaussian noise.
It was shown that for this type of channel a class of filters
known as Nyquist filters are the most commonly used for
pulseshaping, and the most popular filter in this class is
the raised-cosine filter. Since the implementation of pul-
seshapers is commonly distributed between the transmit
and receive sides of a communication system, an example

Figure 12. Interpolating filter.
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of the implementation of a transmit-side square root
raised-cosine filter was presented.

The square-root-raised-cosine filter implementation
presented was a hybrid analog–digital implementation,
taking advantage of the strengths of both technologies.
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Q-FACTOR
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1. INTRODUCTION

Figure 1 shows several one-port resonators. The lumped-
element resonator in Fig. 1a is a simple parallel-resonant
circuit, the resonant frequency of which is

o0¼
1ffiffiffiffiffiffiffi
LC
p ð1Þ

At this frequency, the absolute value of the input im-
pedance reaches a maximum (admittance reaches a min-
imum). At other frequencies, the absolute value of
impedance monotonically decays according to a well
known bell-shaped curve in Fig. 2. In the elementary cir-
cuit theory, the Q factor of the parallel resonant circuit is
defined as

Q0¼
o0C

G0
ð2Þ

which is a ratio of the susceptance (at the resonant fre-
quency) to the conductance G0¼ 1=R0 of the circuit. The
larger the Q factor is, the narrower the bell-shaped curve,
so the resonator can better discriminate between signals
of different frequencies. Hence, the letter Q is used to de-
note a ‘‘quality’’ of the resonant circuit. The example in
Fig. 2 is plotted in a normalized manner, for a resonator
that has Q¼ 1000. In this example, the absolute value of
impedance drops down to 16% when the operating fre-
quency is only 0.3% away from the resonant frequency.

At rf and microwave frequencies, the resonators are
seldom built in the form of lumped inductances and ca-
pacitances. Instead, they consist of distributed circuits,
such as a half-wavelength-long microstrip transmission
line as shown in Fig. 1b. Much higher Q factors can be
achieved by using dielectric resonators, which are inte-
grated with microstrip circuits, as shown in Fig. 1c. For
high power handling, it may be necessary to employ a
hollow cylindrical or rectangular cavity, such as shown in
Fig. 1d, in which the input is connected through a coaxial
transmission line. In the vicinity of the resonant frequen-
cy of interest, each of these resonators has similar pro-
perties as the basic parallel resonant circuit, namely, their
input impedance exhibits a bell-shaped resonant curve,
and the width of the curve (or bandwidth) is inversely
proportional to the Q factor. However, a lumped-circuit
theory definition of Q factor given by (2) is not applicable
for microwave resonators.

A more general definition of Q factor, valid for both
lumped element resonators and for rf and microwave
resonators, is formulated in terms of energy and power
[1. p. 116]:

Q¼
oWmax

Pd

� �

o¼o0

ð3Þ

where Wmax is the maximum (peak) energy stored in the
resonator and Pd is the average power dissipated in
the resonator. There are two types of energy stored in
any resonator: electric energy We and magnetic energy
Wm. For time-harmonic (sine and cosine) behavior of elec-
tromagnetic fields, the energy in the resonator fluctuates
between the electric and magnetic types—when We is at
maximum, Wm is zero and a quarter-period later We is zero
and Wm is maximum, and so on. When the resonator is
operating at its resonant frequency, the peak value of We is
the same as the peak value of Wm.

Q

(a)

(c)

(b)

(d)

λg/2

Figure 1. Resonators: (a) lumped element, (b) microstrip,
(c) dielectric resonator, (d) cavity resonator.
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Figure 2. Normalized impedance of a parallel resonant circuit.
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The lumped resonator from Fig. 1a has only one reso-
nant frequency. This is in contrast to microwave resona-
tors from Figs. 1b–1d, because each of them has an infinite
number of resonant frequencies. To understand this, con-
sider the half-wavelength microstrip resonator from Fig.
1b; when the frequency is twice as high as the first reso-
nance, the length of the resonator becomes equal to one
full wavelength. At that frequency, the input impedance
again has a maximum, the peak of electric energy is equal
to the peak of the magnetic energy, and one observes a
second resonant frequency. For a still higher operating
frequency, the point is reached where the length becomes
equal to 1.5 wavelengths, thus becoming another reso-
nance of the device. Each of these resonant frequencies is
said to correspond to another resonant mode of operation.
Likewise, the dielectric resonator from Fig. 1c as well as
the hollow resonant cavity from Fig. 1d exhibit an infinite
number of resonant modes, as the operating frequency
grows higher and higher. At room temperature, the Q fac-
tors of the last two types of resonators may reach values
higher than 10,000.

Resonators are the basic building blocks of RF filters
and oscillators. The fundamental characteristics [2–4]
that have to be specified for a resonator are (1) resonant
frequency, (2) coupling coefficient, and (3) unloaded Q fac-
tor. Like any other circuit component, a resonator must be
experimentally tested to determine its properties. Al-
though some specialized instruments, called Q meters
and grid-dip meters, were used in the past, the universal
instrument for measuring the Q factor today is the auto-
matic network analyzer.

By measuring a number of points on each side of the
resonant frequency and by careful data processing, it is
possible to determine the unloaded Q factors with an un-
certainty smaller than 1%. Such accuracy is especially
important in measuring the material properties of the
samples that are inserted into a resonant cavity. By de-
termining the difference in the cavity Q factor and its res-
onant frequency with and without the sample, one can
accurately predict the complex permittivity and perme-
ability of the sample and/or the surface resistivity of a
conductor sample. For instance, by such a method one
measures the surface resistance of high-temperature-
superconductor samples [5].

2. LOADED, UNLOADED, AND EXTERNAL Q

To fully understand the operation of RF and microwave
resonators of the types shown in Figs. 1c and 1d, a three-
dimensional distribution of the electric and magnetic
fields in the resonator should be determined by an ana-
lytical or a numerical procedure. It is then possible to in-
tegrate the stored energy over the volume of the resonator,
and to determine the power dissipation in the resonator
due to conductor losses and/or dielectric losses. These val-
ues substituted in (3) will provide the theoretical value of
the Q factor of the resonator itself, the so-called unloaded
Q factor.

For an experimental investigation of a resonator, it is
convenient to study the resonant behavior with the use of

the equivalent circuit shown in Fig. 3a. It is assumed that
the Q factor is larger than (at least) 100, and that the effect
of other resonant modes is not noticeable within, say, 1%
on each side of the resonant frequency under consider-
ation. In other words, the treatment that follows is suit-
able for high-Q resonators.

Figure 3a shows the equivalent circuit, which is appro-
priate for all the distributed-element resonators from
Fig. 1. The figure also contains an external Thevenin volt-
age source consisting of Vs and internal impedance Rc,
which is equal to the characteristic impedance of the input
transmission line. This source would represent the net-
work analyzer, which is connected to input port 1 of the
resonator. The transmission line of length l, located be-
tween input (port 1) and the location of the coupling (port
2), could be physically very short (e.g., just a length of one
coaxial connector), but this length is seldom known very
precisely.

Port 3 is the location of the resonator itself. The imped-
ance Rsþ jXs represents the transformation properties of
the coupling mechanism. For a loop coupling, Xs is a pos-
itive reactance, and for a probe coupling, Xs is a negative
reactance. The value of Xs can be considered to be constant
in the frequency range of interest (say, 1% on each side
of the resonant frequency). The susceptance B0 of the

(a)

(b)

Rc

Rc

1

1

2

2

3

3Vs jXs

jBo

Rs

Go

l

Rc

IN

3

3

Vs

jXsRs

Go C L

jBo

(c)

3

3

+

−

jBex

Gex
Go C LV

jBo

.

Figure 3. (a) The equivalent circuit of a one-port resonator;
(b) Thevenin equivalent to the left of port 3; (c) Norton equiva-
lent to the left of port 3.
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resonator, represented by a parallel LC combination, is a
function of frequency that varies hundreds or even thou-
sands of times faster than Xs. The conductance G0 repre-
sents the dissipation inside the resonator proper. The
corresponding resistance is the inverse value, R0¼ 1/G0.

Suppose that an observer can enter the resonator and
look left and right from port 3 (see Fig. 3b). If the observer
at port 3 now turns to the left (toward port 1), he/she sees
the series combination of resistance Rs and the reactance
Xs, and behind them a transmission line terminated in a
Thevenin source. As the source impedance is equal to the
characteristic impedance of the transmission line, the
length of the transmission line does not change the im-
pedance seen by the observer; any length of a transmis-
sion line, which is terminated in a matched load, has the
same input impedance, equal to Rc.

Using elementary circuit theory rules, the external cir-
cuit that the observer saw, can now be replaced by a Nor-
ton’s equivalent, consisting of a current source in parallel
with an admittance, as shown in Fig. 3c. As a further sim-
plification, impedance RcþRsþ jXs was transformed into
admittance Gexþ jBex, the external admittance felt by the
resonator.

Now, the observer at port 3 can clearly see that the ex-
ternal circuit influences the resonator in two ways:

1. Susceptance Bex is in parallel with B0 and thus
detunes the resonant frequency. However, this fre-
quency shift is so small that it is of little conse-
quence. The observer simply has to deal with a new,
loaded resonator that has a slightly different reso-
nant frequency, called loaded resonant frequency oL.

2. Conductance Gex comes in parallel to G0, thus low-
ering the overall Q to a new value, called loaded Q,
denoted QL. To find this value, consider the inverse
of (3):

Pd

oWmax

� �

o¼oL

¼
P0

oLWmax
þ

Pex

oLWmax
ð4Þ

The dissipated power Pd consists of two parts: P0,
the power dissipated in the unloaded resonator; and
Pex, the power dissipated in the external circuit.
Each of the three terms in (4) is identified as a par-
ticular Q factor:

1

QL
¼

1

Q0
þ

1

Qex
ð5Þ

QL is the overall Q factor of the resonator and its
external circuit. Q0 is the unloaded Q factor of the
unperturbed resonator, and Qex is the external Q
factor.

The ratio of power dissipated in the external circuit to the
power dissipated in the resonator is called coupling coef-
ficient k. In Fig. 3c, both G0 and Gex have common voltage
V, so the ratio of powers is proportional to the ratio of con-
ductances:

k¼
V2Gex

V2G0
¼

Gex

G0
¼

Q0

Qex
ð6Þ

When an equal amount of power is dissipated in the ex-
ternal circuit as in the resonator itself, the coupling is said
to be critical, and the coupling coefficient in this case is
k¼ 1. An undercritical coupling means that more power
is dissipated in the resonator than in the external circuit,
while an overcritical coupling means that more power is
lost in the external circuit than in the resonator.

By eliminating Qex from (5) with the use of (6), one ob-
tains the relationship between the unloaded and the load-
ed Q as follows:

Q0¼QLð1þ kÞ ð7Þ

As soon as one starts a measurement, the resonator is
loaded by the external circuit (here the network analyzer),
and the measurement will produce the loaded Q, namely,
QL. The stronger the coupling one creates between the
network analyzer and the resonator, the lower the value of
the measured loaded Q. To find the unloaded Q, the mea-
surement should be designed in such a way that it also
provides the value of the coupling coefficient k. Then,
using QL and k, one computes Q0 from (7).

3. FREQUENTLY USED FORMULAS

The parallel resonant circuit in Fig. 4 is drawn in such a
way that the lossless part of the circuit is to the right and
the dissipative part is to the left of the observation port.
The reactive part is described by the susceptance

BðoÞ¼o0C
o
o0
�

o0

o

� �
ð8Þ

where o0 is specified by L and C according to (1). This be-
havior is plotted in Fig. 5. At very low frequency B tends to
negative infinity, and at very high frequency B tends to
positive infinity. At resonant frequency o0, the suscep-
tance passes through zero. Taking the derivative of (8),
one obtains the slope of the susceptance to be

dB

do

����
o¼o0

¼ 2C ð9Þ

In a narrow frequency range around o¼o0, the suscep-
tance can be approximated by a straight line:

BðoÞ¼
dB

do

����
o¼o0

ðo� o0Þ ð10Þ

Go

jBG

C

Dissipative Lossless

L

.

Figure 4. Conductance and susceptance of a parallel resonant
circuit.
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The situation is shown in Fig. 6, which can be thought of
as a zoomed region of Fig. 5. When the susceptance be-
comes equal to the conductance, the absolute value of the
admittance is increased by a factor of

ffiffiffi
2
p

, which corre-
sponds to 3 dB. The two points on each side of o0 corre-
sponding to a 3 dB increase are denoted o1 and o2:

dB

do

����
o¼o0

ðo1 � o0Þ¼ �G

dB

do

����
o¼o0

ðo2 � o0Þ¼G

ð11Þ

By subtracting the two equations from each other, and
by using (9) and (2), one obtains the 3 dB bandwidth:

BW¼o2 � o1¼
o0

Q0
ð12Þ

Thus, the 3 dB bandwidth of an unloaded resonator is
Q0 times smaller than its resonant frequency! For exam-
ple, an unloaded resonator with Q0¼ 1000, having its

resonant frequency equal to 1 GHz, will display a band-
width of 1 MHz. An additional external loading would low-
er the overall Q to a new value QL, so that the bandwidth
of the loaded resonator is then given by modified (12) with
Q0 replaced by QL.

By eliminating C in (9) with the use of (2), one obtains
the Q factor in terms of the susceptance slope as follows:

Q0¼
o0

2G0

dB

do

����
o¼o0

ð13Þ

This expression is associated with the parallel resonant
circuit in Fig. 4. For a series resonant circuit in Fig. 7, the
Q factor is expressed in terms of the reactance slope:

Q0¼
o0

2R0

dX

do

����
o¼o0

ð14Þ

The 3 dB bandwidth of the series resonant circuit is re-
lated to Q0 by the same equation (12) as for the parallel
resonant circuit.

As mentioned before, a distributed circuit has an infi-
nite number of resonant frequencies, while a circuit con-
sisting of lumped elements can have only a finite number
of resonant frequencies. However, for a narrow vicinity of
a particular resonant frequency o0, either the susceptance
or the reactance of a distributed circuit could be approx-
imated by a straight line of the type shown in Fig. 6. For
instance, when a resonator exhibits a parallel-type reso-
nance, its susceptance may be approximated by (10). For
the sake of simplicity, suppose that the resonator is loss-
less, and its external load will be a known conductance G0

as shown in Fig. 8. Furthermore, suppose that the suscep-
tance B(o) can be determined by solving circuit equations
and/or transmission-line equations for this particular res-
onator. Then, the loaded Q factor can be found by applying
(13). Needless to say, each resonant mode will have a dif-
ferent value of Q factor.
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Frequently, the resonator is created by using a half-
wavelength section of microstrip transmission line open-
circuited at both ends, or a quarter-wavelength coaxial
line open-circuited at one end and short-circuited at the
other. The propagation constant of a lossy transmission
line is a complex number g¼ aþ jb, where a is the atten-
uation constant [in nepers per meter (Np/m)] and b is the
phase constant [in radians per meter (rad/m)]. When the
attenuation is relatively small, the transmission line Q
factor is defined as the ratio [1, p. 231]:

Q¼
b
2a

ð15Þ

Since Q is a dimensionless quantity, it is more conve-
nient to specify the losses of a transmission line by its Q,
rather than in terms of decibels (or nepers) per meter (or
per 100 ft, as many manufacturers prefer to do). Typically,
microstrip transmission lines have a Q factor of the order
of 102 or more, and the solid-metal coaxial lines and wave-
guides of the order of 103–104, depending on frequency,
size of the cross section, and surface finishing.

4. TRANSMISSION-TYPE MEASUREMENT

Suppose that a manufacturer of the microstrip substrate
wants to measure the Q factor of a transmission line fab-
ricated from her material. She would probably create a
half-wavelength resonator two-port, something like the
one shown in Fig. 9a. Port A is the input, and port B is the
output. The network analyzer is connected at both sides,
and the transmission coefficient S21 is measured. The
equivalent circuit of such a measurement is shown in
Fig. 9b. For the sake of simplicity, the coupling loss resis-
tors on the input and output sides have been ignored, and
both reactances Xs1 and Xs2 are shown to be of capacitive
nature.

As before, one can change a Thevenin equivalent into a
Norton equivalent, and obtain Fig. 9c. Suppose that the
observer at port 3 (the resonator port) wears very special
tinted glasses, tuned to the resonant frequency of the
loaded resonator. He will not see any susceptances, be-
cause they cancel each other at that frequency. All that he
will see the three conductances shown in Fig. 9d. Since
they are connected in parallel, the corresponding powers
are proportional to the conductance values, and one can
therefore define the input and output coupling coefficients
as follows:

k1¼
Gex1

G0
¼

Q0

Qex1
; k2¼

Gex2

G0
¼

Q0

Qex2
ð16Þ

The overall coupling coefficient for this two-port reso-
nator is the sum of the two:

k¼ k1þ k2 ð17Þ

The magnitude of the forward transmission gain S21

displays the bell-shaped curve as a function of frequency,
indicated in Fig. 10. The loaded Q of the system is

inversely proportional to the difference between the 3 dB
frequencies f1 and f2 at each side of the resonance:

QL¼
f0

f2 � f1
ð18Þ

Now that QL has been determined, one needs to find k.
That can be computed from magnitude S21 at the center
frequency. It follows from Fig. 9d that the magnitude of
S21 at the resonant frequency is

S21ðf0Þ¼
2
ffiffiffiffiffiffiffiffiffiffi
k1k2
p

1þ k1þ k2
ð19Þ

λg/2

A

B

Rc Rc

Vs jXs1 jXs2

A

3

3
A

B

B

(a)

(b)

(c)

Gex1

Gex2IN

Go

jBo

jBex1 jBex2

3

3

(d)

Gex2Gex1 GoIN

3

3

Figure 9. (a) Microstrip two-port resonator; (b) equivalent cir-
cuit of the resonator from Fig. 9a; (c) Norton’s equivalent of the
equivalent circuit from Fig. 9b; (d) equivalent circuit at the loaded
resonant frequency.
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Through a careful fabrication procedure, one can make
the input and output airgaps equal to each other, so that

k1¼ k2 ð20Þ

For such a symmetrical coupling, one obtains

k¼ 2k1¼
S21ðf0Þ

1� S21ðf0Þ
ð21Þ

and when this is substituted into (7), the unloaded Q can
be computed as follows:

Q0¼
QL

1� S21ðf0Þ
ð22Þ

This is the unloaded Q of the microstrip resonator, the
number that the manufacturer of the substrate wanted to
know.

Usually, the magnitude of S21(f0) is expressed in deci-
bels and called insertion loss a. Since S21 of a passive cir-
cuit is always smaller than unity, a is a negative number.
Then, to compute S21(f0), one uses the following expres-
sion:

S21ðf0Þ¼ 10a=20 ð23Þ

For the transmission-type measurement to be accurate,
condition (20) must be satisfied, requiring that the input
and output couplings equal each other. In this measure-
ment, there is no possibility of verifying this equality; one
must trust that the mechanical tolerances are tight en-
ough to ensure equality. Another important factor to keep
in mind is that the accuracy is seriously reduced when
coupling is larger than critical. This happens because
S21(f0) approaches unity as the coupling strengthens.
Therefore, the denominator of (22) becomes a difference
of two almost equal numbers, so that even a small error in
S21(f0) will cause a large error in Q0 (even though QL has
been measured accurately). A detailed analysis of uncer-
tainty in the transmission-type measurement can be
found in Ref. 6.

5. REFLECTION-TYPE MEASUREMENT

For this measurement, the resonator needs only one ac-
cessible port. When the network analyzer is attached to
this port, the equivalent circuit looks the same as shown
in Fig. 3a. The measurement procedure is well document-
ed in microwave measurement handbooks such as those
by Ginzton [2], Sucher and Fox [3], or Matthaei et al. [4].
Although these books were written before the first
network analyzer was produced, the principles involved
remain unchanged. With few modifications, the reflection-
type measurement can be performed with a network
analyzer [7]. The beauty of this measurement is a perfect
circle (so-called Q circle) that the measured reflection co-
efficient, plotted on a Smith chart, describes as a function
of frequency.

Figure 11 shows a measured reflection coefficient S11 (a
complex number) as function of frequency. The center of
the Q circle is rotated by an angle y with respect to the real
axis of the Smith chart. Two particular circuit elements
from Fig. 3a may cause this rotation: (1) the length of the
transmission line l between the coupling loop and the ref-
erence position (input coaxial connector) rotates S11 by an
angle � 2bl, where b denotes the propagation constant of
the line; then (2) the reactance Xs rotates (and also
shrinks) the circle, as will be discussed in Section 7. Any-
way, the rotation is of no importance for the determination
of QL and k. To determine the value of QL, it is necessary to
identify three points on the Q circle. As shown in Fig. 11,
the first of those points is center frequency fL (Df0). The
other two frequencies, f1 and f2, belong to the two points
inclined by f¼ 451 on each side of the centerline. Then,
the loaded Q is computed by (18).

To find the coupling coefficient, one has to measure the
diameter d of the Q circle. Weakly coupled resonators will
produce small Q circles and strongly coupled resonators,
large ones. The equation for computing the coupling coef-
ficient k from the measured value of d is [7]

k¼
1

ð2=dÞ � 1
ð24Þ

The unit of length for measuring d is the radius of the
Smith chart. Thus, when d¼ 1, point fL is located at
the center of the Smith chart and the coupling coefficient
is k¼1 (critical coupling).

Thus, Ginzton’s reflection-type measurement of Q is
also a three-point method. In its original version, the Q
circle was drawn by hand on the Smith chart point by
point. The points were identified by their corresponding
frequencies. To find the frequencies of f¼7451, it was
necessary to graphically construct a linear scale for fre-
quencies perpendicular to the f¼ 0 line, and then inter-
polate between the nearest measured points [2]. These
constructions are nowadays performed numerically by the
data processing procedures that are described in Section 8.

The reflection-type measurement can also be applied to
transmission-type cavities [8]. In Fig. 12a, port 2 is ter-
minated in a matched load Rc, and the reflection-type
measurement is performed on reflection coefficient
S11. The measured results are denoted QL1 and km1. In
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Figure 10. Forward transmission gain of the circuit from Fig. 9c.
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Fig. 12b, port 1 is terminated in a matched load, and the
reflection-type measurement is performed on reflection
coefficient S22. The results are QL2 and km2. In both mea-
surements, the cavity is loaded by characteristic imped-
ance at both ports, so values QL1 and QL2 should come out
to be the same. Their difference provides information on
how accurate the measurement is. The input and output
coupling coefficients are then obtained as follows:

k1¼ km1
1þ km2

1� km1km2
ð25Þ

k2¼ km2
1þ km1

1� km1km2
ð26Þ

Unlike the insertion loss procedure from Section 4, this
procedure does not require the two coupling coefficients to
be equal to each other. In fact, the procedure yields both
values k1 and k2, which can then be substituted in (17),
and then the unloaded Q follows from (7).

6. REACTION-TYPE MEASUREMENT

When a dielectric resonator is mounted close to a micro-
strip transmission line so that it forms a two-port, it is
possible to measure the Q factor by connecting the net-
work analyzer to both ends of the microstrip (points A and
B in Fig. 13). This configuration is called the reaction-type
measurement of Q factor, and it was proposed by Podc-
ameni et al. [9], and analyzed in more detail by Khanna
and Garault [10].

The measured value of S11, shown on the polar display
of the network analyzer, also displays Q circles, and the
stronger the coupling, the larger the diameter of the Q
circle. Figure 14a shows several circles for couplings k be-
tween 0.5 and 2. Also, the figure shows f¼7451 lines to
read frequencies f1 and f2 for the determination of QL.
Likewise, if the transmission coefficient S21 is observed on
the polar display shown in Fig. 14b, the Q circles are
clearly visible, but bunched toward the right-hand side. In
both figures, all the circles are about half the size of those

Rc

S11

1 2

(a)

(b)

Rc

S22

1 2

Figure 12. Reflection-type measurement of a transmission-type
resonator: (a) measuring S11, (b) measuring S22.
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in the reflection-type measurement. For instance, the larg-
est theoretically possible diameter of the Q circle for the
reaction-type measurement is d¼ 1 (for an infinitely
strong coupling), and for the critical coupling, the diame-
ter is d¼ 0.5. Although the resolution of the measurement
may be reduced because of the smaller circles, this is nev-
ertheless a convenient procedure, because the resonator is
mounted in exactly the same environment as will be used
in a typical oscillator or filter design.

Reference 10 also describes a procedure for scalar re-
action-type measurements, using only the amplitudes of
S11 and S21 for determining the loaded and unloaded Q.

7. THE ROLE OF XS

According to elementary circuit theory, the value of exter-
nal susceptance Gex, loading the resonator in Fig. 3c, is

given by

Gex¼
RcþRs

ðRcþRsÞ
2
þX2

s

ð27Þ

Therefore, the coupling coefficient, as defined by (6), be-
comes

k¼
Gex

G0
¼

R0

Rc

.
1þ

Rs

Rc

1þ
Rs

Rc

� �2

þ
Xs

Rc

� �2
ð28Þ

If (Xs/Rc) and (Rs/Rc) are negligibly small quantities,
then the coupling coefficient is simply

k¼ b¼
R0

Rc
ð29Þ

The symbol b has traditionally been used to denote the
coupling coefficient when the equivalent circuit does not
contain the series reactance Xs [2–4,9,10]. For the full
equivalent circuit, which also takes into account that re-
actance, it is safer to use a new symbol, k, based on the
definition of the coupling coefficient derived from a ratio of
powers, as in (6). Furthermore, symbol b could be confused
with the phase constant of the transmission line.

To demonstrate the influence of Xs on the Q-circle size
and position, the reflection coefficient as ‘‘seen’’ by the
network analyzer at port 1 in Fig. 3a has been computed
for several values of Xs. For the sake of simplicity, the
coupling losses were ignored (Rs¼ 0) and the length of the
transmission line was set to zero. The characteristic im-
pedance of the line was set to Rc¼ 1, and the resonator
losses were represented by R0¼ 1.5. Four different values
of Xs were shown: Xs¼ 0,0.5,1,2. The resulting Q circles
are shown in Fig. 15.

For the vanishing reactance, k¼ b¼1.5, so that both
definitions of the coupling coefficient give the same result.
The Q circle is centered on the real axis, and its diameter
is d¼1.2. The difference between the two definitions
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Figure 14. (a) Typical S11 circles in a reaction-type measure-
ment; (b) typical S21 circles in a reaction-type measurement.
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Figure 15. Input reflection coefficient for several different values
of Xs in Fig. 3.
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becomes noticeable for Xs¼ 0.5, because the Q circle is ro-
tated, and its diameter is now only d¼ 1.09. For a large
reactance, such as Xs¼ 2, the diameter shrinks further to
d¼ 0.461, and the corresponding coupling coefficient is
only k¼0.3. If definition (29) were used, the coupling
coefficient for all four cases would be equal to b¼ 1.2.

One has to keep in mind that port 1 is the only terminal
that can be either measured or incorporated into an ex-
ternal circuit, such as an oscillator or a filter. Port 3 is
simply not amenable to any measurement. There is no
such thing as an observer who can sneak into the resona-
tor, sit on port 3, and tell us how big Xs is. A practical an-
swer to this dilemma is to accept the coupling coefficient
such as predicted by size d of the measured Q circle. To
avoid the apparently impossible task of finding the accu-
rate value of Xs, one should allow the length of the trans-
mission line to be increased by the amount needed to
rotate the observed Q circle back to the real axis. At this
new reference position (which were previously called ‘‘the
detuned short position’’), one may use the equivalent cir-
cuit without Xs. At the same time, one should be aware
that the loaded resonant frequency fL is theoretically dif-
ferent from the unloaded resonant frequency f0. This dif-
ference can be ignored for all practical purposes, at least
within the first three digits of f0. For the high-Q resona-
tors, the loaded resonant frequency fL is practically iden-
tical with the unloaded resonant frequency f0. The
relationship is expressed as follows [16]:

f0¼ fL 1�
kXs

2Q0Rc

� �
ð30Þ

As an example, for a critically coupled resonator with
Q0¼1000, having a normalized value of coupling reac-
tance (Xs/Rc)¼ 1, the two frequencies differ by 0.05%.

The role of coupling resistance Rs has a different effect.
Specifically, Rs detaches the Q circle from the outer rim of
the Smith chart. This fact is used in the curve-fitting pro-
cedure to estimate the severity of coupling losses.

8. CURVE-FITTING PROCEDURES

Common to all the measurement procedures described
until now is the fact that one has to measure manually
some S parameters at frequencies f0, f1, and f2 and then
compute the values of QL and k. These procedures may
commonly be called ‘‘three-point procedures.’’ They were
all developed during the era of analog instrumentation.

Today’s network analyzers are all computer-controlled
and therefore digital instruments. They can measure al-
most instantly up to 1601 frequency points and either
store them, or deliver them to a file to be read by another
computer. Data processing can then be used to determine
the center and the diameter of the circle on the Smith
chart; interpolate the exact position of frequency points f0,
f1, and f2; and utilize any appropriate equation for an ac-
curate computation of QL and k. The data processing is
usually based on a curve-fitting procedure that attempts
to fit the data to a circle on a complex plane [11–15].

Typically, 50 or more points of the measured scattering
parameter S11 (or S21) are used.

The circle on a complex plane can be described by a
fractional linear function of real variable t as follows:

S11ðtÞ¼
a1tþa2

a3tþ 1
ð31Þ

Variable t is the relative frequency detuning with re-
spect to the loaded resonant frequency fL defined as fol-
lows:

t¼ 2
f � fL

f0
ð32Þ

Although (32) requires f0 in the denominator, very little
error is committed by using fL instead. The loaded reso-
nant frequency fL is determined as the point closest to the
center of the Smith chart. The weighted least-square
curve fitting is then used to find the three complex coef-
ficients a1–a3 [14]. From the three coefficients, one can
determine the needed parameters QL, k, and Q0.. For
instance, if the coupling losses Rs are negligible, the
loaded Q factor is

QL¼ Imða3Þ ð33Þ

and the diameter of the Q circle is

d¼ a2 �
a1

a3

����

���� ð34Þ

With the use of (24) one can now compute the coupling k,
and then the unloaded Q follows from (7).

A side benefit of a curve-fitting procedure is the fact
that there are many more measured data than needed for
determining the three unknown coefficients. The problem
is thus overdetermined, which allows the possibility of
statistically estimating the standard deviations for all the
quantities of interest [17]. Figure 16 shows a display of the
software QZERO for Windows1 with the best-fit circle and
the estimated values for the loaded and unloaded Q fac-
tors, coupling, and the loaded resonant frequency. The es-
timated values are also accompanied by their
uncertainties (standard deviations). It should be empha-
sized that these uncertainties describe only the random
errors and not the systematic errors. The systematic er-
rors of various models of network analyzers differ from
each other, and they also depend on the frequency of op-
eration. An analysis of systematic errors for the reflection-
type curve fitting-method can be found in Ref. 18.

As mentioned in the previous section, the coupling loss-
es (modeled by the presence of resistor Rs) can cause the Q
circle to be detached from the perimeter of the Smith
chart. Figure 17 shows the effect of coupling losses when

1QZERO for Windows software, version 2.2, Vector Forum,
Oxford, MS. Student version is distributed free to students and
faculty at educational institutions by sending an e-mail message
to eedarko@olemiss.edu. The full version may be obtained from
Vector Forum via telephone at þ1-662-234-4287.
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Rs¼ 0.04, Xs¼ 0.8, R0¼0.75, and Rc¼1. Once the center
and diameter d of the Q circle are known, it is possible to
evaluate diameter d2 of an auxiliary circle that is tangen-
tial to both the Q circle and the Smith chart perimeter.
Diameter d2 is now used to find the overall coupling coef-
ficient k, which includes also the coupling losses [17]:

k¼
1

d2

d
� 1

ð35Þ

For the special case when coupling losses are negligible,
the auxiliary circle coincides with the perimeter of the
Smith chart, so that d2¼ 2, and (35) becomes identical
with (24).

For carefully manufactured resonators, the coupling
losses should be small, of the order of Rs/R0o0.01. The
overall coupling coefficient of a reflection type resonator
now consists of two parts:

k¼ kcþks ð36Þ

where kc is the coupling that describes the power loss in
external resistance Rc, and ks describes the power loss in
the resistance Rs of the coupling mechanism. The ratio of
ks to kc is proportional to normalized coupling loss resis-
tance

ks

kc
¼

Rs

Rc
ð37Þ

The value of ks¼ 0.00493 is also shown on the display of
QZERO in Fig. 16. This number is clearly an approxima-
tion, and the program does not attempt to find its stan-
dard deviation. Nevertheless, the value may be of use to a
design engineer who wants to compare several different
versions of coupling to the same resonator. In the example
shown, approximately 0.5% of the total power is dissipated
in the resistance of the coupling loop.

When a vector network analyzer is not available, it is
possible to use the measured data taken with a scalar
network analyzer and perform the data fitting to a theo-
retical resonance curve. Program SCALARQ2 is intended
for processing the amplitude (but not the phase) of reflec-
tion coefficient S11. The theory of operation can be found in
Ref. 19. An example of the display obtained by SCALARQ
can be seen in Fig. 18. This example utilizes the same in-
put data as in Fig. 16, except that the phase information is
ignored. The measured data points are shown by black
dots, and a solid line shows the best-fit resonant curve
|S11(f)|. Since the phase of the reflection coefficient is not
known, one cannot plot the results on a Smith chart. Thus,
one cannot tell whether this reflection coefficient repre-
sents an overcoupled or an undercoupled case. There are

Q Zero for windows (c) 2000  D. Kajfez Plot 10
Port 1of 1data file name = M415

8/04/2003
N= 51
lossy coupling
QL= 4585.7 ± 6.8
Q0= 7500.7 ±15.6

.dac 
16:01:15

K= 0.635680 ± 0.00239
KS=  0.004936
FL=  3.38318777E+00

Figure 16. Measured data analyzed by the curve-fit-
ting procedure.

d

d2

�s

�L

�

Figure 17. Q-circle in the presence of coupling losses.

2The DOS program SCALARQ is incorporated with the book Q

Factor [17].

3946 Q FACTOR



two possible interpretations of the measured data, and the
display of SCALARQ shows both of them. Another, inde-
pendent, experiment must be performed in order to
decide which of the two answers is correct. Except for
this limitation, the accuracy of the results obtained by
SCALARQ is of the same order as the one obtained by
QZERO. The resulting Q0¼ 7500.9 for the undercoupled
case agrees very well with the value Q0¼ 7500.7 obtained
in Fig. 16.
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1. INTRODUCTION

This article presents a review of both traditional and mod-
ern methods of ‘‘Q factor’’ measurement. Many of the
techniques to be described were first developed in order
to determine the Q factors of resonances falling in the mi-
crowave frequency domain. One thus finds that the lan-
guage of the microwave engineer has become all pervasive
in the field, although the reader should note that the basic
principles are just as applicable to measuring the Q fac-
tors of radiofrequency, millimeter, infrared, and optical
resonators. The article commences with a definition of the
Q factor and a description of the experimental parameters
that need to be measured so as to determine the Q factor of
a resonance. The various methods for measuring these
parameters will then be outlined, including the particular
advantages and disadvantages of a technique, the equip-
ment required for the measurement, and its potential for
accuracy. Finally, some of the latest developments in the
field of Q measurement will be presented.

Measurement of the Q factor involves measurement of
the defining characteristics of a resonance. Electromag-
netic resonance will be found in any device that is able to
store oscillatory energy for a length of time that is long
compared to the period of oscillation of the electromagnet-
ic energy. The Q factor is a measure of the ‘‘quality’’ of the
resonance in the sense that a high-Q-factor resonance is
one in which the energy dissipation rate is low, or equiv-
alently that the energy storage time is long.

Clearly the concept of energy storage requires that the
device both prevent the escape of energy into the environ-
ment, as well as to minimize conversion of this electro-
magnetic energy into other forms of energy. Microwave
resonators make use of two main methods to trap energy:
(1) storage of the fields in a volume that is surrounded by
conductive material and (2) storage inside a high-dielec-
tric material by total internal reflection at the dielectric
surface. Resonators using method 1 are termed microwave
cavities; those using method 2 are termed dielectric reso-
nators. It is also possible, of course, to build hybrid reso-
nators that use both mechanisms to trap energy. Any
electromagnetic field pattern that satisfies Maxwell’s
equations in the resonator volume and satisfies the bound-
ary conditions imposed by the resonator surfaces, is called
a normal mode or resonance of the resonator [1].

For energy to enter and leave a resonator, there must
be some electrical or magnetic pathway between the res-
onator and an external transmission line. This pathway is
most commonly provided by either a magnetic loop probe
or electric stub probe on the end of a coaxial transmission
line that protrudes into a cavity resonator or a direct
opening in the metallic wall between a cavity and a wave-
guide transmission line (iris coupling), or by placing a
dielectric resonator in close proximity to a microstrip

conductor (evanescent field or reactive coupling). The
number of coupling ports, as well as the type of coupling
used on those ports, is used to further characterize micro-
wave resonators. Resonators with a single port using
probe or iris coupling are termed reflection resonators.
Resonators with two or more ports using probe or iris cou-
pling are termed transmission resonators. Two-port reso-
nators making use of reactive coupling are termed reactive
or absorption resonators.

Microwave resonators, and accurate Q measurements
to characterize those resonators, are vitally important in
microwave engineering and physics:

1. Filters can be constructed from resonators because
of their selective behavior in the frequency domain.
A filter is a device that can transmit or reflect a de-
sired signal while rejecting other nearby unwanted
signals.

2. Resonators are widely used as oscillator tank cir-
cuits as well as for the study of materials in high
electromagnetic fields. Both of these applications
arise because of the energy enhancement qualities
of resonators.

3. Measurements of electrical conductivity can be per-
formed by an accurate measurement of the Q factor
of a microwave resonator that has been constructed
of the material of interest [2,3]. This measurement
technique has undergone a renaissance with great
interest in measurements on high-temperature su-
perconductors [4].

4. Microwave properties of materials can be measured
by their impact on the Q factor and resonant fre-
quency of a microwave resonance when they are
loaded into a microwave resonator [1,5,6]. Highly
sensitive measurements of the Q and resonant fre-
quency are required to gain accurate material char-
acterization. The dielectric loss and dielectric
constants of fluids and gases have been reported by
a number of workers using this method [7,8]. Mag-
netic and electrical properties of solids have also
been reported [9–12].

5. Oscillators that have a high frequency stability in
the short term require high-Q resonators: the best
frequency stabilities ever reported are by a super-
conducting cavity microwave oscillator operating
near 2 K with a Q factor around 1011 [13], and by a
sapphire dielectric resonator oscillator at 6 K with a
Q above 4� 109 [14].

Microwave Q factors of interest range from a low value
of 2 [15] up to 1011 for an electropolished superconducting
cavity at cryogenic temperatures [13]. Coupling factors
(see below) to these resonances can vary from 10� 3 for
extremely lightly coupled wavemeter resonators up to 103

for superconducting cavities at cryogenic temperatures.
No single technique can be expected to operate over this
full range and always give high-resolution and high-accu-
racy measurements. The desire to generate accurate mea-
surements over this full range of interest has led to the
large number of Q measurement methods reported here.
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Many traditional methods for obtaining the Q factor
have fallen from favor either because of improvements in
technology or because the original cumbersome technique
can now be circumvented. For example, one of the major
reasons for devising time-domain Q-measuring techniques
was to avoid difficulties arising from the typically poor
frequency stability of microwave signal generators of the
time. However, modern quartz-based synthesizer technol-
ogy provides a frequency stability that is adequate to mea-
sure the Q factors of all except the very highest-Q
resonators. A second example is found with the very rare
use of traditional voltage standing-wave ratio (VSWR)
measurement techniques in modern laboratories. These
techniques are slow [16] and cumbersome as they require
a device to be moved mechanically to perform measure-
ments. Modern network analyzers can make equivalent
measurements essentially instantaneously without the
need for mechanical changes to the circuit. Nevertheless,
traditional Q measurement techniques still have impor-
tance because of their simplicity, low-cost instrumenta-
tion, and instructional value. For these reasons they will
be discussed below. For highly detailed instructions on
performing these methods, the reader should refer to
excellent descriptions in the classical texts [17,18].

2. DEFINITIONS

The letter Q was first used to describe the ratio of reac-
tance to resistance of low-frequency inductors and capac-
itors [18]. The widespread technique of describing
microwave resonators in terms of low-frequency circuit
elements led to an association of the letter Q with the ratio
of reactance to resistance in resonant circuits. A simple
calculation [see Eq. (3)] shows that there is also a close
relationship between Q and the time for energy to dissi-
pate in such an equivalent circuit. This led to the incorrect
but widespread belief that Q is the initial letter of the ex-
pression ‘‘quality factor’’ (abbreviated as Q factor), a term
related to the length of time that a resonant circuit stores
energy. The agreed modern definition of the Q factor of
any general resonant circuit (including electronic, optical,
and mechanical resonators) is [18] 2p multiplied by the
ratio of stored energy to the energy dissipated per cycle or
expressed symbolically

Q¼
2pU

DU
ð1Þ

where U is the total energy of the system and DU is the
energy dissipated in a cycle. This equation can be solved to
determine how the stored energy decays as a function of
time. The energy dissipated in one cycle can be written as

DU¼
@U

@t

1

f0
ð2Þ

where f0 is the resonant frequency. Substituting (2) into
(1) the time dependence of U is found as

UðtÞ¼U0e�ðo0=QÞt ð3Þ

where U0 is the initial energy of the resonant system and
o0�2pf0 is the angular resonant frequency. From a simple
inspection of Eq. (3) another more practical definition of Q
can be stated as: 2p times the number of cycles required for
the energy in the system to decay to 1/e of some initial
amount, or

Q¼
2pt
T0

ð4Þ

where t is the time taken for the energy to decrease to 1/e
of its value (conventionally called the ringdown time) and
T0�1/f0 is the resonant period. As will be seen below, di-
rect use is made of expression (4) in determining Q factors
with one of the time-domain measurement techniques. All
other measurement techniques make use of the response
of the resonator to forced oscillation. To understand these
techniques, we will need to derive expressions that will
describe the behavior of the resonator under the influence
of an external field.

2.1. Microwave Resonators

A diagram of a transmission microwave resonator is given
in Fig. 1a. The figure shows an empty metallic cavity
where a coupling between the resonator and some exter-
nal transmission lines is provided by small openings in the
walls of the cavity. A general low-frequency analog to this
microwave resonator, its coupling arrangement, and the
external transmission lines is given by Fig. 1b. In general,
such a resonant cavity has an infinite number of normal
modes, each represented by a parallel LCR circuit [19].
The kth resonant frequency is given by the expression

ðf0Þk¼
1

2p
ffiffiffiffiffiffiffiffiffiffiffi
LkCk

p ð5Þ

and the unloaded Q of the kth resonance can be deter-
mined by substituting the energy dissipation provided
by Rk and the energy storage provided by Ck and Lk into
Eq. (1):

ðQuÞk¼Rk

ffiffiffiffiffiffi
Lk

Ck

s

ð6Þ

The iris coupling has been modeled as a transformer of
an arbitrary turns ratio [17,20]. Xe1 and Re1 are the equiv-
alent reactance and shunt resistance of the input coupling
network and transmission line, respectively, while Xe2 and
Re2 are the equivalent parameters for the resonator output
coupling network. Rs is the series impedance of the signal
generator, and RL is the equivalent load resistance of the
equipment that is monitoring the resonator. Any measure-
ment of the resonant system represented by Fig. 1b will
yield a result that is a combination of the properties of the
transmission line and the coupling mechanism as well as
the resonator. However, under certain conditions it is pos-
sible to determine the Q of a particular mode while ignor-
ing the influences of the load, the coupling mechanism, the
transmission line, and other modes. In this case the ex-
ternal impedances can be transformed into the resonant
circuit giving the circuit shown in Fig. 1c. This circuit is far
more amenable to analysis and is the resonance model
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assumed by traditional measurement techniques as it
greatly simplifies postmeasurement analysis (attempts
were sometimes made to allow for coupling losses, i.e.,
Re1a0 [18]). These simplifications will lead to important
errors if the resonator is strongly overcoupled, the Q of the
resonance is relatively low, the generator or source is poor-
ly matched to the transmission line or there is an excessive
level of reactance in the coupling mechanism or transmis-
sion line. For the sake of a simple introduction, we will use
the circuit shown in Fig. 1c and reserve discussion of the
more complex situation until Section 4.2.

To describe how microwave radiation interacts with
a resonator, we will use a scattering matrix formalism.
Figure 2 shows a voltage wave ~aa1 incident on an arbitrary
microwave two-port device. The wave is scattered by the
two-port, some of its energy going into a reflected wave ~aa2

and part into a transmitted wave ~bb2. We express all three
waves as

A expðjotþ bzÞ ð7Þ

where o is the applied angular microwave frequency, A is
the voltage amplitude of the wave, b is the propagation
constant, and z is the measurement position. We define
the resonator scattering terms s11 and s21 as

s11 �
~aa2

~aa1
and s21 �

~bb2

~aa1
ð8Þ

We can, of course, define equivalent parameters for
port 2. By substituting Eq. (7) into Eq. (8) we note that
s11 and s21 will depend on the measurement position. This
leads to the difficulty that we need to specify the mea-
surement plane each time we quote the resonator scatter-
ing parameters. Theoretically we could avoid this
difficulty by always referring the measurement to some
special preestablished measurement plane, such as the
plane that is coincident with the coupling device. Howev-
er, in practice, always taking measurements at some par-
ticular position could pose a great deal of difficulty. Instead
we choose to define some special planes that have a well-
defined measurable characteristic. If a measurement is
made of s11 at a frequency that is far from the resonant
frequency, we can always find a position on the line that
responds as if there were a short circuit or an open circuit
on the transmission line. These planes are termed the
detuned short or detuned open positions [17,18,20]. From
the detuned short position the equivalent low-frequency
circuit shown in Fig. 1c is an accurate representation of
the real microwave circuit (given that all the assumptions
stated above still hold). Modern measurements can avoid
this difficulty of determining the reference plane, as will
be shown below. The scattering parameters at the detuned
short position for the circuit shown in Fig. 1c have been
calculated as [21,22]

s11ðeÞ¼
b1 � b2 � 1� jQue
1þb1þ b2þ jQue

ð9Þ

s21ðeÞ � s12ðeÞ¼
2
ffiffiffiffiffiffiffiffiffiffi
b1b2

p

1þ b1þ b2þ jQue
ð10Þ

General
Microwave
2 - port

a1

a2
~

b1

b2
~

Figure 2. A diagram representing the scattering of microwave
voltage waves by a general microwave two-port.
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V
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Figure 1. (a) A block diagram of a microwave cavity resonator
with iris coupling on the input and output ports. The source and
load are coupled to the cavity with waveguide transmission lines.
(b) An equivalent LCR circuit for the microwave system in Fig. 1a.
The infinite number of possible resonant modes of the cavity res-
onator is represented by an infinite series of LCR circuits: (R1, C1,
L1),y,(Rk, Ck, Lk),y,(RN, CN, LN). The input and output cou-
pling networks have been modeled with a series loss (Re1, Re2) and
series inductance (Xe1, Xe2) to factor in any losses or reactance of
the coupling network. The source and load series impedance are
denoted by Rs and RL, respectively. The iris coupling has modeled
as a transformer of unknown turns ratio. (c) A simplified version
of part (b) in which the traditional assumptions of Q-factor mea-
surement have been made. The coupling reactance and loss are
assumed to be zero. The source and load are assumed to be per-
fectly impedance-matched to the line impedance. All other reso-
nances of the cavity are assumed to be sufficiently far from the
resonance of interest that they can be safely ignored. The trans-
formers have been eliminated by transforming the external com-
ponents into an effective impedance that would be seen by the
resonant circuit.
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where e�(f/f0)� (f0/f), f is the incident frequency, f0 is the
resonant frequency as defined in Eq. (5), Qu is the unload-
ed Q of the resonator as defined in Eq. (6), and b1 and b2

are the coupling factors that are defined as the ratio of the
internal resonant resistance to the external resistances
when transformed into the resonant circuit

b1¼
n2Rk

Rs
and b2¼

m2Rk

RL
ð11Þ

where n is the effective turns ratio of the input coupling
mechanism and m is the effective turns ratio of the output
coupling mechanism. If bo1, a resonator is termed un-
dercoupled; if b41, a resonator is termed overcoupled; and
if b¼ 1, the resonator is critically coupled. Equation (9)
also applies to single-port reflection resonators if b2 is set
to zero. We note also that the coupling factor represents
the ratio of the power dissipated in the relevant external
circuit to the power dissipated in the resonator.

It is useful to split expressions (9) and (10) into their
real and imaginary parts as this will give us the in-phase
response and quadrature phase response of the resonator,
respectively. In other words, the real part of Eq. (9) gives
us the portion of the reflected wave that is in phase with
the incident signal, and the imaginary part will give the
fraction of the reflected signal that is p/2 out of phase with
the incident signal:

Real½s11� ¼
ð1þ b1þ b2Þðb1 � b2 � 1Þ � e2Q2

u

ð1þ b1þ b2Þ
2
þ e2Q2

u

ð12Þ

Imag½s11� ¼
�2b1eQu

ð1þ b1þ b2Þ
2
þ e2Q2

u

ð13Þ

Real½s21� ¼
2
ffiffiffiffiffiffiffiffiffiffi
b1b2

p
ð1þ b1þb2Þ

ð1þb1þ b2Þ
2
þ e2Q2

u

ð14Þ

Imag½s21� ¼
�2

ffiffiffiffiffiffiffiffiffiffi
b1b2

p
eQu

ð1þ b1þ b2Þ
2
þ e2Q2

u

ð15Þ

An interesting and novel way of summarizing this in-
formation is by using a three-dimensional parametric plot
of the resonator response as a function of frequency (see
Fig. 3). If we make two-dimensional projections of this plot
along the principal axes, we will see response curves that
are more familiar to the microwave engineer. To display
this, we have projected the three-dimensional plot onto
the faces of the box in Fig. 3 and then rotated these faces
into view. Viewing the curve that has been projected onto
the plane perpendicular to the real axis, we see the imag-
inary response of the resonator (Fig. 3b); looking along the
imaginary axis, we observe the real response of the reso-
nator (Fig. 3c); and finally, looking parallel to the frequen-
cy axis, we observe a circle—which is termed the ‘‘Q circle’’
of the resonator (Fig. 3d). This horizontal projection plane
is more readily recognized as the Smith chart [23]. The
Smith chart gives the magnitude of s11 by the distance
that a plotted point is from the origin, while the phase of
s11 (f) is given by the angle that the line joining the point
to the origin makes with the real axis. The most important

advantage of this three-dimensional description of the
resonator response is the clear demonstration of the inti-
mate relationship that exists between the many descrip-
tions of microwave resonators given in the literature: the
real and imaginary components of the scattering matrix,
the Smith chart, and the magnitude and phase of the
response.

Q-factor measurements of two-port microwave resona-
tors frequently employ measurements of the transmitted
and reflected power as a function of frequency. In cases
of moderate to high Q, the derived frequency variable e
defined above can be simplified with negligible error to

e �
2Df

f0
ð16Þ

where we define a frequency detuning Df as Df � f � f0.
The squared magnitude of s11 and s21 (which gives the re-
flected and transmitted power coefficients, respectively)
can be derived from Eqs. (9) and (10) as follows:

js11ðDf Þj2¼

ð1� b1þ b2Þ
2
þ 4

QuDf

f0

� �2

ð1þ b1þ b2Þ
2
þ 4

QuDf

f0

� �2
ð17Þ

js21ðDf Þj2¼
4b1b2

ð1þ b1þ b2Þ
2
þ 4

QuDf

f0

� �2
ð18Þ

Plots of these functions have been given in Fig. 4 to-
gether with some important limiting values. Throughout

R
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φ

|s 11|
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Figure 3. (a) A three-dimensional display of the scattering pa-
rameter s11 from a reflection resonator. The curve has been pro-
jected onto the faces of the box, and these faces have been rotated
into view. (b) The imaginary (or quadrature phase) reflection re-
sponse of the resonator. (c) The real (or in-phase) reflection re-
sponse of the resonator. (d) The Q circle of the resonator on a
Smith chart. The phase and magnitude of the reflection coefficient
at a particular frequency are respectively given by the distance of
a plotted point is from the origin and the angle it forms with the
real axis.
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the rest of this article, we will assume that the approxi-
mation shown in Eq. (16) can always be made. For sim-
plicity, the argument of the scattering parameter
functions will henceforth be just the frequency detuning
as shown above.

2.2. Loaded Q (QL), Unloaded Q (QU), and External Q (QE)

There are three distinct Q factors associated with the
losses in a microwave circuit. The unloaded Q (QU) is the
Q factor that would be measured as the electromagnetic
coupling to the resonator tended to zero. Thus, it is asso-
ciated with dissipation that occurs inside the resonator
[Rk in Fig. 1c; see also Eq. (6)]. The external Q (Qe) is the
dissipation that occurs external to the resonator but is
coupled into the resonance by the coupling to the external
circuit (Rs and RL in Fig. 1c).We can derive an expression
for the external Q factors in the same way as we found the
unloaded Q factor [Eq. (6)]:

Qe1¼
Rs

n2

ffiffiffiffi
C

L

r
and Qe2¼

RL

m2

ffiffiffiffi
C

L

r
ð19Þ

The loaded Q (QL) is the Q factor actually measured by
the experimenter. It includes the contributions of all losses
in the circuit that provide a dissipation mechanism for the
resonant energy (both internal and external to the reso-
nant circuit). We can write the relationship between the
loaded Q, the unloaded Q, and the external Q factors as
follows:

1

QL
¼

1

QU
þ

1

Qe1
þ

1

Qe2
ð20Þ

Using the definitions of the coupling factors [Eq. (11)]
and the definitions of the unloaded and external Q factors
[Eqs. (6) and (19)], we can simplify Eq. (20) to

Qu¼ ð1þ b1þ b2ÞQL ð21Þ

2.3. Overview of Q-Factor Measurement Techniques

A simplification of some of the preceding expressions can
be used to generate a few practical methods to measure
the Q factor. From an examination of Eq. (17) we see that

the maximum power transmitted through the resonator
occurs when the incident frequency is exactly equal to the
resonant frequency. As we move away from the resonant
frequency, the transmitted power falls as the square of the
frequency detuning. Clearly an important measure of such
a resonant feature would be its sharpness. We choose to
measure the sharpness of the feature by the frequency
difference between the two frequency points that transmit
half the maximum power; that is, we need to find the
two values of the frequency detuning Df that satisfy the
following equation:

js21ðDf Þj2¼
1

2
js21ð0Þj

2 ð22Þ

The solutions to this equation are

ðDf Þ¼ �
1

2

ð1þ b1þ b2Þf0

QU
¼ �

1

2

f0

QL
ð23Þ

Let us define a new parameter, DfL: the loaded half-
bandwidth of the resonance that is equal to the positive
solution of Eq. (23):

DfL¼
1

2

f0

QL
ð24Þ

The analysis above suggests a method for measuring QL

in transmission resonators. By measuring the resonant
frequency, the maximum transmission power, and the two
frequency points at which the transmitted power is down
by half, we can directly calculate the loaded Q.

To derive the unloaded Q (Qu) from this measurement,
we will need to determine the coupling factors and use
Eq. (21). A measurement of the scalar reflection coefficient
on resonance and the scalar transmission coefficient on
resonance yields the left-hand sides of Eqs. (17) and (18).
Rearranging these equations, we can solve for the cou-
pling coefficients in terms of the measured quantities

b1¼
ðG0 � 1Þ2

1� G2
0 � T2

0

and b2¼
T2

0

1� G2
0 � T2

0

ð25Þ

where we have defined the on-resonance values to be
G0¼ js11ð0Þj and T0¼ js21ð0Þj. Equation (17) can also be

-8 -4 4 8

Frequency Detuning (in units of ∆fU)

0.2

0.4

0.6

0.8

0

|s21|2

|s11|
2

4β1β2

(1+β1+β2)2

(1-β1+β2)2

(1+β1+β2)2 f1 f2

Figure 4. The power reflection and transmission coef-
ficients of a two-port resonator with b1¼1 and b2¼2.
The loaded Q of the resonator is given by QL¼ f0/(f2� f1),
where f1 and f2 are the points at which the power trans-
mission coefficient is half the maximum power trans-
mission, or the points where the power reflection
coefficient is the average of the on- and off-resonance
power reflection coefficients.
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applied to find the coupling coefficient of a one-port reso-
nator by letting b2 be equal to zero. Rearranging as with
Eq. (25), we find

b1¼
1� G0

1� G0
ð26Þ

It is not possible to determine which of the two possible
solutions for b1 shown in Eqs. (25) and (26) is, in fact, the
actual one if we are limited to scalar measurements. To
remove this ambiguity, it is necessary to either measure
the phase shift on resonance [16], or to vary the physical
coupling in a known way and then remeasure the scalar
reflection coefficient [18,24]. If it is unnecessary to know
the coupling factors individually but only for the purpose
of determining the unloaded Q factor from the measured
loaded Q factor, then one can use [22]

1þ b1þ b2¼
2

s11ð0Þþ s22ð0Þ
ð27Þ

If it is possible to measure the full complex character (a
vector measurement) of the scattering parameters, then
there are a large number of alternative methods to esti-
mating the Q factor of a resonator. For simplicity, we will
perform the following calculations for a one-port reflection
resonator (b2¼ 0). Nonetheless, it should be noted that the
equations that govern reflection, transmission, and reac-
tion resonators are all essentially equivalent [25], and so
most Q measurement techniques can be equally applied to
all three types of resonator [25,26].

To commence, let us determine the relationship that
exists between the real and imaginary components of s11

at an arbitrary frequency detuning that will allow us to
directly determine the unloaded Q factor. Let us define an
unloaded half-resonance bandwidth in the same way as
we did for a loaded half-resonance bandwidth [Eq. (24)]:

DfU �
1

2

f0

QU
ð28Þ

Substituting DfL and DfU into the real and imaginary
parts of s11 [Eqs. (12) and (13)], we find the following re-
lationships:

Im½s11ð�DfLÞ� ¼ � f1þRe½s11ð�DfLÞ�g ð29Þ

Im½s11ð�DfUÞ�¼ � 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� ðRe½s11ð�DfUÞ�Þ

2
q� �

ð30Þ

If the frequency detuning is varied until one of these
equations are satisfied, the value of the detuning will di-
rectly give the loaded or unloaded half-bandwidth. By
backsubstitution into Eqs. (28) and (24), the unloaded
and loaded Q may be found.

3. SOURCES OF Q MEASUREMENT ERRORS

We can divide measurement error into two categories:
systematic and random. A systematic error yields a con-
sistent result on a repeated measurement of a constant

quantity but with a value that differs from the true value.
Such a measurement could have a high resolution but si-
multaneously a relatively poor accuracy. Random mea-
surement errors (noise) result in a scattering of
measurement values when making a repeated measure-
ment of a constant quantity. If a measurement system is
dominated by random noise, it is relatively easy to esti-
mate its accuracy by making multiple measurements of a
constant quantity and quoting some statistical measure of
the measurement sequence. An improvement in the reso-
lution of the measurement can also usually be made by
averaging multiple measurements. An estimation of the
accuracy of a system that is dominated by systematic er-
rors is far more difficult. If one has another system with a
known accuracy, it is possible to compare the measure-
ment system with this second accurate system. If this is
not possible because this new technique has accuracy su-
perior to that of all other devices, or because such a ref-
erence system is not available, then the usual technique is
to measure the same quantity with two or more complete-
ly independent techniques under varying conditions and
quote the differences between the results.

3.1. Systematic Q Measurement Errors

Any Q estimation technique that samples the scattering
parameters at a number of separate instants requires that
we place conditions on the amplitude and frequency sta-
bility of the probing microwave source. Any drift in the
source frequency during the measurement will result in
distortions to the resonance curve shape and thus a con-
sequent distortion of the loaded Q value. Of course, this
becomes more serious as the Q factor becomes higher.
Drifts in the amplitude of the source will give rise to dis-
tortions in the measured coupling factors, which will re-
sult in errors in the estimation of the unloaded Q. This
effect will have higher significance as the relevant cou-
pling factor becomes smaller. The relative error in the Q
factor under these conditions depends on the order in
which the measurements are taken as well as the partic-
ular values of the coupling and Q factors. However, for a
worst-case estimate using a frequency drifting source, we
can assume that the measurements are taken in ascend-
ing or descending frequency order and equally spaced;
then the fractional error in estimation of QL will be

DQL

QL
¼ �

tkQL

f0
ð31Þ

where t is the time required to sample the response be-
tween þDfL and �DfL and k is the frequency drift rate of
the source in Hertz per second (Hz/s).

Drifts in the resonant frequency of the resonance dur-
ing the measurement will also cause distortions to the
measured Q values in much the same way as will drifts in
the source frequency. This is especially important when
the temperature coefficient of the resonator is large and
the resonator Q factor is high. For example, in the case of a
sapphire dielectric resonator at 77 K the fractional fre-
quency temperature coefficient is around 10� 5/K, while
QL is around 5� 107 [27]. Temperature drifts of the order
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of 200mK during the period of measurement will limit the
accuracy of the Q-factor measurement to 10%.

Almost all non-time-domain Q measurements have tra-
ditionally relied on the ability to treat the resonance as a
single resonance that is well described by an equivalent
LCR network. In a situation where there are losses or re-
actance in the coupling network, a mismatch of the source
or measurement equipment with the transmission lines,
or interfering resonances in the resonator or in the exter-
nal transmission lines, there will be distortions to the
classic resonance shape with consequent errors in the
measured Q factors. It is difficult to summarize all the er-
rors induced by ignoring these effects since there are so
many possibilities. The reader is best referred to a number
of articles for examples of treatment of these issues
[28–30]. However, as an example, if we consider the mod-
ern Q circle method (see below), it will give a QU that is
15% in error for each 1 dB of return loss that is ignored in
the lines leading to a critically coupled resonator.

In resonators that are remote from the experimental
apparatus, or in systems with poorly matched loads and
sources, resonances can appear in the connecting trans-
mission lines that cause distortions to the resonance
shape. The best solution to this problem is to suppress
these spurious resonances by using microwave isolators.
To overcome high levels of coupling reactance or interfer-
ing resonances in the resonator itself, one must refer to
some of the methods covered in the Section 4.2 [30].

If the resonator contains materials that have properties
(either reactive or resistive) that are altered by the am-
plitude of the incident microwave fields, then one must
consider the effects of nonlinear behavior in altering the
measured Q factor [31,32]. For example, microwave reso-
nators that have been loaded with ruby have even dem-
onstrated negative Q factors [31]. Probing the resonance
can also introduce other problems such as inducing tem-
perature changes in the resonator that will displace the
resonance feature, cause electrical breakdown, or other-
wise modify the properties of the dielectric or conductive
material in the cavity. For example, most superconducting
cavities demonstrate a very strong Q dependence on pow-
er [3,33]. Under all these circumstances great care must
be taken to ensure that correct results are obtained. One
obvious method to test for nonlinear effects is to measure
the Q factor over a range of incident powers and ensure
that no change has occurred in its measured value. Alter-
natively, by making a Q measurement based on the points
just near the center of resonance, one can attempt to re-
duce the effect of the nonlinearity [33].

Finally, any inaccuracies in the calibrations of the mea-
suring instruments will lead to inaccuracies in the Q-fac-
tor measurement. For example, Sucher [18] has calculated
the error in measurement of the Q of a transmission res-
onator from an error in the attenuation measurement (DA)
of the half-power transmission points as follows:

DQL

QL
¼ � 0:23DA ð32Þ

Thus a 0.1-dB error in measurement leads to an inac-
curacy of 2.3%.

3.2. Random Q Measurement Errors

Random noise in the Q-factor measurement apparatus
will lead to random variations in a series of measurements
of a constant resonance. Many of the mechanisms men-
tioned above as sources of systematic errors can also be
sources of random errors if the property or mechanism
exhibits fluctuations rather than just causing a fixed offset
in the measurement result. For instance, frequency fluc-
tuations (phase noise) of the microwave source will create
an amplitude noise in the reflected or transmitted power.
This will limit the experimenter’s ability to identify a par-
ticular point on a resonance curve. For example, to mea-
sure the Q factor of an X-band dielectric resonator that is
of order 105 to an accuracy of 1% requires that the position
of the measured frequency points be known to better than
1 kHz. Such frequency stability is achieved only by quartz-
based microwave frequency synthesizers.

All Q measurements are ultimately limited by the in-
trinsic noise of the amplitude or phase sensor in the an-
alyzing instruments. The resulting fractional noise in the
Q measurement is very dependent on the prevailing con-
ditions of the measurement. For example, with weakly
coupled resonators the effects of noise in the amplitude
measurement will have a greatly magnified effect in pro-
ducing inaccuracy in the Q measurement. For further de-
tails of the effects of noise, the reader is referred to the
more recent literature on the subject [28,30].

4. SURVEY OF Q-FACTOR MEASUREMENT TECHNIQUES

To assist the reader, the multitude of Q measurement
techniques have been classified into the categories shown
in Fig. 5. A major distinction has been drawn between
spatial and temporal techniques because of the very dif-
ferent technologies required for the two types of measure-
ment. Spatial techniques rely on using a slotted-line
device to measure the voltage standing-wave ratio
(VSWR) in the incident microwave line. The VSWR gives
a measure of the magnitude of the reflection coefficient of
the resonator while the position of the voltage minima in
the VSWR pattern gives a measure of the reflection phase.

The temporal classification includes Q measurements
made using frequency- and time-domain techniques. Fre-
quency-domain techniques rely on measuring the scalar or
vector components of the scattering parameters as a func-
tion of frequency. Frequency domain measurements are
the most commonly encountered of all Q-factor estimation
techniques in modern times as they are both precise and
easily implemented using modern equipment. Time-
domain measurements rely on measuring the time re-
sponse of a resonance excited by an impulse of energy.
These techniques have the advantage of avoiding the need
for high-quality signal sources, and can also be of use
when high-speed Q-factor estimation is required. Static
frequency-domain techniques include techniques that ei-
ther rely on a stepwise measurement of the scattering pa-
rameters at a number of particular frequency points or
could be performed with a continuously swept source as
long as the swept frequency during a single measurement
is much less than the bandwidth of the resonance. Within
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these frequency-domain techniques the experimenter
has the choice of measuring the scalar or full vector com-
ponents of the scattering parameters depending on the
available equipment. Dynamic frequency-domain mea-
surements rely on measuring the response of a resonance
to a frequency-modulated incident signal. These types of
measurement are still quasistatic in the sense that the
modulation frequency is much less than the resonance
width.

4.1. Traditional Methods of Q Measurement

Below we present a number of measurement techniques
that were traditionally used to estimate the Q factor.
These techniques have fallen out of favor in more recent
times because of the wide availability of network analyz-
ers and quartz-based microwave synthesizers together
with the inherently time-consuming nature of these ap-
proaches. Nonetheless, their instructional value and pre-
vious importance requires a quick review of the
techniques. Indeed, as we will see later, some modern
Q-factor measurements are simply modern implementa-
tions of these fundamental techniques.

4.1.1. Spatial Methods: Magnitude and Phase. If a mea-
surement is made of the voltage along the incident line of
the microwave resonator in Fig. 2, we would find a stand-
ing wave formed by the interference of the incoming and
outgoing waves. The ratio of the minimum to maximum
voltage as measured along this transmission line is
termed the voltage standing-wave ratio (VSWR) and can
be directly measured with a slotted-line device. The loca-
tions of the voltage minima (or maxima) in this pattern
are determined by the phase of the reflected signal [17,18].
The amplitude of the VSWR is given by

VSWR¼
1þ js11j

1� js11j
ð33Þ

To compare s11 for under and overcoupled resonators, a
plot of each is given on a Smith chart in Fig. 6 (as viewed
from the detuned short position). One notes that |s11|
(and hence the VSWR also) of an overcoupled resonator is
large and relatively constant, although the reflection
phase changes by 2p across the resonance. The undercou-
pled resonance demonstrates a relatively small phase
variation, although the relative VSWR change is large.
This knowledge arms the engineer with a technique for an
accurate measurement of the Q using a slotted-line device
whatever the coupling value. If a resonator is overcoupled,
a measurement of the position of the voltage minima
should be made; if the resonator is undercoupled, a mea-
surement of the magnitude of the VSWR will yield the
more accurate result.

|s11|

OC

UC

�

Figure 6. Smith chart plots of the s11 responses of an overcou-
pled (OC) and an undercoupled (UC) resonance. The reflection
phase of the OC resonance changes by 2p across the resonance,
while the reflection phase of the UC resonance reaches a maxi-
mum value of f/2 before returning to zero and then reaching a
minimum value of �f/2 before once again returning to zero.
However, the relative changes in magnitude of the reflection
coefficient across resonance are much larger in the case of the
undercoupled resonator.

Q factor measurement

Temporal 

Magnitude Phase Frequency domain

Spatial 

Vector

Time domain

Static

Scalar

Dynamic
Figure 5. The very large number of dif-
ferent methods of Q measurement have
been classified within this scheme to clar-
ify the broad differences between the
techniques. The headings of the following
sections follow the classifications shown
on this diagram.
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Substitution of Eq. (9) into Eq. (33) yields the result
that the VSWR on resonance is equal to b�1

1 for a one-port
resonator. A measurement of the VSWR alone is unable to
resolve the sign of the exponent, although an additional
measurement can determine this (see below).

The VSWR at 7DfL and 7DfU for the undercoupled
case can be calculated as a function of the VSWR on res-
onance (V0) to be

Vð�DfLÞ¼

jþV0

1þV0

���
���þ 1

jþV0

1þV0

���
���� 1

and Vð�DfUÞ¼

1�ð1þ jÞV0

1þ ð1þ jÞV0

���
���þ 1

1�ð1þ jÞV0

1þ ð1þ jÞV0

���
���� 1

ð34Þ

Thus, if we measure V0, substitute it into equation
above, and then measure the frequency detuning at which
the VSWR is equal to the calculated value, we can imme-
diately determine QU and QL.

For overcoupled resonators, the Q is accurately deter-
mined by measuring the position of the voltage minima (or
maxima) as the resonant frequency is changed (for a tun-
able resonator), or as the incident signal frequency is
changed. A plot of the position of the voltage minima for
two single-port resonators (b1¼ 0.6 and 1.6) is given in
Fig. 7 as a function of resonant frequency. The relatively
large change in the position of the minima for overcoupled
resonators is clearly visible. The points on the overcoupled
resonator curve that are most easily identified experimen-
tally occur where the minima shift is 7p/2 (this is half the
maximum shift). As the phase shift on reflection from the
resonator is given by

f¼Arctan
Im½s11�

Re½s11�

� �
ð35Þ

it is clear that a phase shift of 7p/2 occurs when the real
part of s11 [Eq. (12)] is equal to zero. Solving this to find the
p/2 frequency detuning points gives

Dfp=2¼ �
1

2

f0

QU

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

1 � 1
q

ð36Þ

Thus a measurement of the particular frequency detuning
that gives a p/2 shift combined with a measurement of the
on-resonance VSWR will yield the unloaded Q of the res-
onator.

Figure 7 also suggests a simple method to determine
whether a resonator is under- or overcoupled. For under-
coupled resonators the position of the minima is the same
when the input signal is on resonance as well as when it is
tuned far from resonance. This is not the case for over-
coupled resonators. Thus, if the slotted-line probe is ad-
justed onto a voltage minimum at resonance, and then the
resonant frequency is shifted so that it is far from reso-
nance, only in the case of an undercoupled resonator will
the probe still be at a voltage minimum.

4.1.2. Time-Domain Techniques
4.1.2.1. Decrement Method. The decrement method

[17,18] is one of the older methods of measuring the Q
factors of high-Q resonators. Before the advent of quartz-
based microwave synthesizers, the frequency stability of
the best Gunn oscillators and klystrons meant that mea-
surements of Q factors higher than 104–105 would be in-
accurate. To overcome this difficulty, a new method was
developed that would excite the resonance with an im-
pulse of energy and then directly monitor the dissipation
of energy with time.

The technique requires a microwave oscillator whose
output power can be switched on or off by an external sig-
nal driven by a pulse generator with a repetition rate
much slower than the resonator ringdown time [see Eq.
(4)]. This pulsed generator also triggers an oscilloscope
that is monitoring the energy leaking from resonator from
either the input or output port using a crystal detector.
The power leaking from the resonator is proportional to
the stored energy in the resonator. If the crystal detector
has an accurate square law response (i.e., if its output
voltage is proportional to the incident power), then the
oscilloscope screen display is an accurate representation of
Eq. (3) and the Q can be directly determined by measuring
the time taken for the signal to drop by a factor of e. This
time interval can then be substituted into Eq. (4) and the
loaded Q determined.

Care must be taken to ensure that the microwave
source frequency is resonant with the resonance under
study and that the source output power is constant. To
avoid this difficulty a method making use of a continuously
swept source has been suggested [34]. In this case, the
source is swept across the resonance, and when it becomes
resonant, the increase in transmitted power is used to au-
tomatically trigger the oscilloscope and switch off the
source.

Decrement techniques can be used to measure loaded Q
factors near 10 GHz in the range upward from 103 (ring-
down times longer than a fraction of a microsecond). How-
ever, inaccuracies enter the decrement techniques if the
bandwidth of the power detector and/or the oscilloscope is
inadequate to correctly capture the transient response of
the resonator, and thus the technique is more often used
for Q factors higher than 105. The measured Q factor will
also be in error if the response of the crystal detector is not
accurately proportional to power.
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Figure 7. Calculated position shift (in radians) of the minima in
the VSWR pattern as a function of resonant frequency for two
resonances with b1¼0.6 (upper curve) and 1.6 (lower curve). The
position shift is much larger for the overcoupled resonator, which
is in accordance with our prediction from the Smith chart plot in
Fig. 6.
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Unfortunately, time-domain methods provide no infor-
mation on the coupling and thus can only generate the
loaded Q of a resonance. This difficulty may be overcome if
it is possible to vary the coupling to the resonator. In this
case the coupling can be made progressively smaller until
the measured Q does not change with any further reduc-
tion in coupling. At this point the loaded Q will be equal to
the unloaded Q to within the experimental resolution. The
accuracy of the decrement techniques is directly propor-
tional to the fractional error in the estimation of the ring-
down time.

4.1.2.2. Fast-Sweep Decrement Method. The fast sweep
decrement method [35] is a modification of the above-de-
scribed method with three advantages: (1) the researcher
can make use of more widely available continuous-wave
(CW) sweep microwave generators rather than the pulsed
generator required above, (2) the required frequency sta-
bility of the microwave source is much less stringent, and
(3) no sophisticated electronics are required.

This measurement is suitable for a reflection resonator
and requires a microwave detector to monitor the signal
reflected from the resonator. The source is swept over a
frequency range that is much wider than the bandwidth of
the resonance with a sweep time that is much longer than
the ringdown time of the resonator. The frequency sweep
rate, however, is set such that the source sweeps across
the resonance in a time that is much shorter than the
ringdown time. An instant after the sweep has passed
through the resonance, the detector mounted on the re-
flected port receives two signals: (1) the reflected off-res-
onance signal, which has a frequency corresponding to the
instantaneous frequency of the source and (2) the signal
leaking out from the resonator at the resonant frequency.
The detector mixes these two signals, giving rise to a char-
acteristic frequency chirp arising because the frequency
difference between the instantaneous source frequency
and the resonant frequency is time-dependent. The chirp
has an exponential envelope that follows the decreasing
strength of the leaking signal. From Ref. 35 we see that
the envelope of the chirp has an exponential time constant
that is twice as long as that seen in the normal decrement
method

QL¼ptef0 ð37Þ

where te is the time required for the signal envelope to
decrease to 1/e of its amplitude. Clearly, a measurement of
te can yield QL via Eq. (37).

A colleague of the author [36] has developed a high-
speed and reasonably precise Q measurement system
based around the sweep decrement technique. A crystal
detector is used to monitor the reflected power from the
resonator under test. Two multimeters follow the AC and
DC voltage outputs of this detector. The DC voltage is
proportional to the microwave power incident on the res-
onator, while the AC voltage is proportional to the ampli-
tude of the transient frequency chirp. The amplitude of
the chirp is, in turn, proportional to both the incident
power and the Q of the resonance. The ratio of the AC and
DC voltages is thus proportional to the loaded Q factor of

the resonance, while the constant of proportionality can be
determined by an initial calibration using one of the other
techniques for measuring Q factors. This technique can
then generate a measurement of the loaded Q after every
sweep cycle, which is limited only by the requirement that
the sweep time be long compared to the ringdown time of
the resonance. The technique has been shown to give
measurements with a resolution of around 5%, and more
importantly can be used to monitor the Q factor when it is
changing quickly.

4.1.3. Scalar Static Frequency-Domain Techniques
4.1.3.1. Half-Power Points Technique. Earlier in this ar-

ticle we outlined a method to determine the loaded Q
based on a transmission measurement. To state this
again, if we determine the particular frequency detuning
at which the transmitted power has dropped to half of the
on-resonance value, then substitution of this value into
Eq. (23) will allow calculation of QL. This technique re-
quires the accurate determination of the resonant fre-
quency in order to calculate the correct value of Df.
However, determination of the exact resonant frequency
by a measurement of the frequency dependence of the
transmitted power is an inaccurate method since the
transmitted power has only a weak frequency dependence
near the center of resonance. Furthermore, the fractional
error induced in the Q is highly sensitive to an error in the
calculation of Df arising from a misidentification of the
resonant frequency (Df0):

DQL

QL
¼

Df0

f0
QL ð38Þ

Since we can measure source frequency differences very
accurately using an electronic frequency counter, a much
better method of measuring Q relies on measuring the two
frequencies f1 and f2 at which the transmission power is
down by half from the on-resonance value [17,18]:

f1 � f0¼
1

2

f0

QL
and f2 � f0¼ �

1

2

f0

QL
ð39Þ

If we calculate the difference between these two equations,
we obtain

f1 � f2¼
f0

QL
ð40Þ

where we can determine QL without the need for an ac-
curate determination of f0 (see Fig. 4). An additional mea-
surement of the on-resonance reflection and transmission
coefficients [Eq. (25)] gives us the additional coupling in-
formation required to calculate QU.

Nonetheless it is important to note that an accurate
measurement of the Q factor using this method relies on
extremely accurate attenuation measurements [Eq. (32)].
An alternative microwave bridge method has also been
proposed that can find the half transmission points very
accurately [37].

4.1.3.2. Calibrated Attenuator Method. One of the diffi-
culties of the half-power points technique is the necessity
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for an accurately calibrated power detector. To avoid this
difficulty, we can make use of a calibrated attenuator. This
method relies on finding the maximum transmission point
while there is 50% attenuator placed in the signal path
between the microwave source and the detector. This at-
tenuation is then removed and the source detuned to the
two frequency points at which the original output voltage
is regained on the detector. Once again the loaded Q is
calculated using Eq. (40).

4.1.3.3. Reflected Power Technique. An alternative way
to determine both QL and QU is through the use of reflect-
ed power measurements as a function of frequency. An
initial measurement is made of the reflection coefficient on
resonance so as to determine the coupling using Eq. (26).
We can then modify Eq. (17) so as to determine the power
reflected from a single-port resonator at the loaded half-
bandwidth points 7DfL to obtain

js11ð�DfLÞj
2¼

1þb2
1

ð1þ b1Þ
2

ð41Þ

Substitution of the coupling into the right-hand side of
Eq. (41) decides the expected reflection coefficient at the
half-bandwidth points. Finally, adjustment of the source
frequency to the two detunings that yield the expected
reflection coefficient will determine the loaded bandwidth.
From these values, together with the coupling coefficient
determined earlier, we can clearly calculate QL and QU.

4.1.3.4. Straight-Line Methods. Several methods have
been suggested for measuring the Q factor from a scalar
reflection or transmission coefficient where transformed
frequency coordinates are used so that the resonance
shape appears to be linear [18,38,39]. This method lends
itself to a manual graphical solution or to a simple least-
squares fit on a computer. We can rearrange Eq. (17) for a
one-port resonator [we can also do the same thing for the
transmission coefficients (38)] to define a new variable:

dUðDf Þ �
QUDf

f0

� �
¼

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ b1Þ

2
js11ðDf Þj2 � ð1� b1Þ

2

1� js11ðDf Þj2

s

ð42Þ

If we have calculated b1 from a measurement of the on-
resonance reflection coefficient [see Eq. (25)], then for each
measurement of s11 we can calculate a value for the vari-
able dU [all values are known on the right-hand side of
Eq. (42)]. If we plot these values of dU as a function of fre-
quency detuning (Df), we will find a straight line that has
a slope equal to QU/f0. From the slope we can clearly gen-
erate the unloaded Q [39].

When implemented in a computer-based system, this
technique has the potential for excellent high-accuracy
measurements of the order of 0.01% for Q factors of the
order of 104 [38]. This accuracy arises because the mea-
surement scheme makes use only of reflection data that
are in close proximity to the center of resonance, as well as

because it is possible to take many more measurements
than there are free parameters to be determined. By lim-
iting the measurement to small frequency detunings,
there is a reduction in the effect of interference from oth-
er resonator and transmission-line modes. To achieve the
accuracy reported, the researchers used nearly 1000 data
points to characterize the resonance. This technique also
has another advantage in that the degree of linearity of
the plot is a measure of the level of interference from other
modes. This provides an immediate indication as to the
quality of the measurement.

A method similar to the one mentioned above has been
suggested in connection with transmission measurements
at 93 GHz [40,41]. One of the potential problems with the
abovementioned method is finding the exact center of res-
onance. Any errors in this identification introduce a large
error because Df in Eq. (42) will be in error [see Eq. (38)]. If
we define a new variable, m

m2 �
js21ð0Þj

2

js21ðDf Þj2
ð43Þ

then we can rewrite Eq. (18) as follows:

m2¼ 1þ4
QLDf

f0

� �2

ð44Þ

If we measure the left-hand side of Eq. (43) at a known
frequency detuning, we can immediately calculate QL

from Eq. (44). However, any error in the measurement of
the resonant frequency will introduce large errors. We
would like to perform the calculation in a way that is in-
sensitive to the exact value of the resonant frequency. If
we measure m2 at two frequency points on either side of
the resonance, we can rewrite Eq. (44) as follows:

Df1¼ f1 � f0¼
�f0

2QL

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

1 � 1
q

and

Df2¼ f2 � f0¼
f0

2QL

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

2 � 1
q ð45Þ

If we take the difference of these two equations, we can
derive a further equation to define Q which is dependent
only on a frequency difference that can be measured very
accurately:

QLðf1; f2Þ¼
f0

2ðf1 � f2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

1 � 1
q

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

2 � 1
q� �

ð46Þ

If we make N measurements of m2 on either side of the
resonant frequency, then we have N2 pairs of m values.
From each pair we can calculate a value for QL using Eq.
(46). The variance of the ensemble of QL values is a mea-
sure of the closeness with which the data follow the the-
oretical resonance curve. If there is any systematic
variation of QL as a function of frequency, this suggests
the effects of interfering resonances. This method is there-
fore a very useful indicator of the ‘‘isolation’’ of the reso-
nance [42].
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4.1.3.5. Single-Frequency Techniques. As mentioned
above, resonators and the resonator Q factor are com-
monly used to measure the electrical, optical, or magnetic
properties of materials [43,44]. These measurements are
usually undertaken by measuring the properties of a res-
onator before and after making some change to that res-
onator such as, for example, inserting a small sample into
the resonator, changing the illumination level on a sample
already in the resonator, or changing the resonator tem-
perature. In these cases, we are more interested in a mea-
surement of the change in Q rather than absolute
measurement of the Q factor. A single-frequency measure-
ment technique determines changes in the Q factor essen-
tially instantaneously and doesn’t require measurements
in the time or frequency domain.

If the change we have made to the resonator is suffi-
ciently small such that the electromagnetic field distribu-
tion near the coupling ports is unchanged, then we can
expect that the effective coupling ratios m and n in Fig. 1
will also remain unchanged. Thus, if a change causes a
modification to the losses in the resonator [Rk in Eqs. (6)
and (11)], then the measured Qu and coupling will change
but the ratio of these two parameters will remain con-
stant:

Qu

b1

¼
Rs

n2

ffiffiffiffiffiffi
Lk

Ck

s

¼C ð47Þ

where C is some constant. Thus a simple continuous mea-
surement of the reflected power on resonance will deter-
mine any changes in the coupling and hence also from Eq.
(47) any changes in QU. In more recent times these single-
measurement techniques have been used to measure the
properties of high-temperature superconducting films
with high speed and precision [45].

4.1.3.6. Dual-Resonator Techniques. A novel method for
determining all resonator parameters from a simulta-
neous measurement of two resonators has been described
by a number of authors [46–48]. In these techniques the
power transmission and/or reflection coefficient of a reso-
nator are (is) plotted as a function of the transmission co-
efficient of a tunable reference resonator. The output plots
are a function of the difference in resonant frequency of
the two resonators and the ratio of their Q factors. Ana-
lytic expressions for the shapes of these curves have been
derived in terms of the difference frequency and Q factor
ratio, and these can be adjusted to fit experimentally de-
rived measurements [46,48]. The accuracy of this method
is similar to those of the other techniques reported here
(B2%), although it is necessary to know the Q factor of the
reference resonator in advance of these measurements us-
ing one of the other methods. The major advantage of the
technique is that it is unnecessary to use calibrated power
detectors, although the detectors must have a matched
response. The second major advantage arises because any
source frequency instability is suppressed as this is com-
mon to both resonator measurements. The quality of the
measurement is determined by the stability of the refer-
ence resonator.

4.1.3.7. Integration Technique. If neither a frequency-
stable source nor a calibrated power measuring device is
available (meaning that accurate measurements of the
half-power transmission points are impossible), then it is
possible to use a so-called integration method [49]. Let us
integrate the transmitted power coefficient [Eq. (18)] as a
function of frequency to obtain the following expression

Z 1

�1

Pincjs21j
2dDf ¼

P0pf0

2QL
ð48Þ

where Pinc is the incident microwave power and P0 is the
power transmitted at the resonant frequency. This equa-
tion can be implemented experimentally if we use a mi-
crowave sweep oscillator to sweep the frequency over
many loaded bandwidths and then use an analog integra-
tor to integrate the output of a crystal detector monitoring
the transmission port of the resonator. An additional mea-
surement of the output voltage of the detector when the
generator is on-resonance determines the only other un-
known parameter so that QL can be determined. The in-
tegration method has also been proposed as an accurate
method to determine the small changes in Q associated
with determining losses in materials via resonator per-
turbation methods [50].

4.1.3.8. Numerical Methods. One of the earliest com-
puter-based methods of measuring the Q factor was re-
ported by Pandrangi et al. [51]. A computer directed a
voltage-controlled oscillator (VCO) to step through the
resonance curve of a transmission resonator at around
1 GHz. The incident and transmitted power were moni-
tored by detectors that were in turn monitored by the
computer. The power transmission coefficient was ob-
tained by a division of these signals and a polynomial fit-
ted to a smoothed version of these data. By differentiation
of this polynomial, the inflection points of the resonance
curve were found (see Fig. 8). To determine how the in-
flection points are related to the Q, we need to find when

-6 -4 -2 2 4 6

A

C

B

Frequency detuning (in units of ∆fU)

Figure 8. A plot of the frequency dependence of the power trans-
mission coefficient (region A) as well as its first (region B) and
second derivative (region C) with respect to frequency (arbitrary
vertical scale). Note that the curve possesses two inflection points
(points where the second derivative is equal to zero).
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the second frequency derivative of Eq. (18) is equal to zero,
specifically

@2

@Df 2
fjs21ðDfinf Þj

2g¼ 0 ð49Þ

which has the following equation as its solution:

Dfinf ¼ �
f0

2
ffiffiffi
3
p

QL

ð50Þ

The experimental results were limited by frequency in-
stability in the VCO to around 5%.

4.1.3.9. Oscillator Frequency Lock Technique. An inter-
esting method for accurately measuring the phase as a
function of frequency is presented by Linzer and Stokes-
berry [52]. In this case a klystron is frequency-locked to
the center of a resonance by detection of the imaginary
part of the reflection or transmission coefficient and then
by controlling the frequency of the klystron to hold the
imaginary response at zero. Adjustment of the feedback
mechanism is then made so that the locking system is now
partially sensitive to the real part of the reflection coeffi-
cient, and thus it will then lock at some distance from the
center of resonance. The particular dependence of the os-
cillator frequency on this adjustment is determined by the
loaded Q of the resonator, and hence a measurement of the
frequency dependence of the oscillator on this adjustment
allows determination of the loaded Q with a relatively
high accuracy.

4.1.4. Vector Static Frequency-Domain Methods
4.1.4.1. Q Circles Method. If one measures both the

phase and magnitude (or real and imaginary components)
of s11 using either the VSWR method, a reflection bridge
[53], or a network analyzer, then it is possible to plot s11

directly on a Smith chart. If plots of the loci of Eqs. (29)
and (30) for all DfL and DfU are also placed on the chart,
then the intersections of the s11 curve and these two so-
lution sets give the loaded and unloaded half-bandwidths.
This manual graphical solution method has been outlined
in great detail by Ginzton [17].

4.1.4.2. Straight-Line Methods. If one can measure the
real and imaginary components of s11 or s21 of a resonator
separately, then one can plot the following ratios as a
function of Df for each of the different resonator types:

Im½s11ðDf Þ�

Re½s11ðDf Þ�
½reaction ð54Þ�;

Im½s21ðDf Þ�

Re½s21ðDf Þ�
ðtransmissionÞ;

Im½s11ðDf Þ�

Re½s11ðDf Þ�
ðreflectionÞ

All of these ratios yield a straight line with a slope of
2QL/f0. Clearly a simple measurement of the slope yields a
value for QL.

4.1.5. Dynamic Frequency-Domain Techniques. There
are two main dynamic frequency-domain techniques: the
harmonic or inflection point technique and the intermod-
ulation method. Both of these techniques rely on the fact
that at two frequency points on either side of the resonant
frequency there are points where the second derivative of
the resonance curve is equal to zero [see Fig. 8 and Eqs.
(48) and (49)]. It is important to note that the sweep rates
(in Hz/s1) for both of these techniques need to be much
slower than (f0/QL)2 for the measurement to be accurate.
In this sense the measurements are still quasistatic, al-
though we have chosen to term them ‘‘dynamic’’ as the
measurement is made at a frequency that differs from the
sweep frequency.

4.1.5.1. Harmonic (Inflection Points) Technique. When a
frequency-modulated (FM) signal is incident on a typical
transmission or reflection resonance response (as shown
in Fig. 4), it will result in an amplitude modulation of the
transmitted or reflected signal because of the intrinsically
dispersive nature of a resonance. If the frequency devia-
tion is small, the magnitude of the resulting amplitude
modulation (AM) will be proportional to the slope of the
response curve at the average frequency of the incident
signal. If the resonance response has a nonzero curvature,
that is, if the second derivative is not zero, then the trans-
mitted or reflected signal will also contain an AM compo-
nent at the second harmonic of the modulating frequency.
For example, a measurement of the second-harmonic AM
amplitude when transmitted through a resonance will
yield a curve that is proportional to curve C in Fig. 8
(the second frequency derivative of the resonance). Since
extremely sensitive synchronous detection techniques ex-
ist (such as lockin amplifiers) this method can very accu-
rately find the points for which there is no second-
harmonic AM [17,18]. Using Eq. (50), this value can be
easily converted to the loaded Q of the resonator.

4.1.5.2. Intermodulation Method. A potential problem
arises in the previous method if the original FM signal
is not completely free from higher-harmonic content, as is
often the case. If the incident signal already contains some
level of second-harmonic AM, then the measurement of
the inflection points will be in error. To avoid this, it is
possible to use a development of the method mentioned in
Section 4.1.5.1 termed the intermodulation method
[17,18]. If we simultaneously frequency-modulate an inci-
dent signal at two different frequencies, it is clear that we
will generate AM components in the transmitted signal at
the two fundamental FM frequencies. However, if there is
any nonlinearity of the frequency dependence of the res-
onance response, then we will also generate AM compo-
nents at the difference and sum frequency of the two
modulating frequencies. We can set the detection system
to be sensitive to one of these intermodulation compo-
nents. Once again, when identification of the inflection
points is completed, we can calculate QL using Eq. (50).

4.2. Modern Measurement Techniques

Because of advent of powerful personal computers for
data analysis, combined with the wide availability of
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microwave equipment with computer interfaces, many
new techniques have been devised that allow the lifting
of the restrictions that were previously placed on Q mea-
surement. For example, accurate measurements can now
be made in the presence of transmission-line or coupling
reactance. An additional advantage of computer-aided
measurement is that a large number of measurements
that would be tedious to take manually, are easily made.
The data averaging that occurs from using such large
numbers of data samples gives improved immunity to
random noise in the Q measurement. This section de-
scribes some of the latest methods and is divided into sec-
tions that highlight the major advantage of the technique.

4.2.1. Scalar High-Resolution Measurements. Kajfez [24]
has developed a technique that uses a scalar network an-
alyzer to measure the values of the reflection coefficient as
a function of frequency. This technique takes into account
moderate coupling losses and therefore allows the off-res-
onance reflection coefficient to differ from 1. When com-
pared to vector curve-fitting methods, this technique, like
all scalar techniques, suffers from the disadvantage that it
is impossible to tell whether a resonator is over- or un-
dercoupled. Nonetheless, its accuracy is comparable with
vector methods (B0.2%).

Luiten et al. [55] have developed a new data averaging
technique that eliminates the need for expensive network
analyzers and relies only a measurement of the square of
the magnitude of the reflection or transmission coefficient
as a function of frequency. The acquired data are then fit-
ted using a nonlinear algorithm to the expected shape of a
completely general resonance [Eq. (17) or (18)]. The fitting
mechanism is adaptive, which gives the program a ro-
bustness and an ability to ‘‘follow’’ the parameters of a
resonance if these evolve during the measurement. This
feature has been used to measure the temperature depen-
dence of the thermal, electrical, and magnetic properties
of TiO2 and Al2O3 crystals [10]. The extreme frequency
stability of the source in this case (fractional frequency
stability B10� 15) meant that the Q measurements had a
resolution of 0.03% despite the loaded bandwidth being
only 10 Hz.

4.2.2. Vector High-Resolution Measurements. Al Zoubi
et al. [56] have developed a modern method that is essen-
tially an update of the traditional VSWR-based techniques
mentioned earlier in this article. This method is intended
for accurate, automatic, and rapid measurements of res-
onators intended for integrated microwave circuit devices.
It yields Q-factor measurements with 2–3% accuracy in
just a few seconds of measurement time.

A simple modification to the Q-circle method has been
suggested by Hearn et al. [57] to take into account losses
in the coupling network. It can be shown that Eq. (30) is
equivalent to the condition that the magnitude of the real
and imaginary parts of the impedance of the resonator are
equal. In cases where there is loss in the coupling mech-
anism or the transmission lines, a correction needs to be
made; otherwise the estimated Q will be less than the true
value. Hearn et al. have suggested a correction that re-
duces the errors of the traditional measurement by

around 80 times in the case of high coupling loss and
small coupling. Unfortunately this correction cannot be
implemented with a simple Smith chart overlay, although
it is easily implemented in an automated measurement
system.

Sanchez et al. [54] report an absorption resonator Q
measurement system based on a computer-driven net-
work analyzer. This system empirically removes the ef-
fects of any loss in the coupling network, or transmission
lines, by rescaling the data by a factor obtained from the
transmission coefficient far from resonance. A fit is per-
formed to the Q circle from which the coupling and Q is
found. The QU measurement error is around 1%.

Kajfez [58] has developed a method that uses a network
analyzer combined with computer analysis to generate
and fit Q circles [Figs. 3d and 6]. Instead of graphically
finding the solutions, he uses a least-squares fitting rou-
tine to an expression that includes the effects of a fre-
quency-independent line and coupling reactance as well
as any losses in the coupling network. This technique
avoids the ambiguity that exists between over- and un-
dercoupled resonators in scalar techniques. The tech-
nique’s accuracy is estimated at around 0.1% when
utilizing approximately 1000 data points. This technique
is now available as a commercial software product.

In the presence of significant line inductance we find
that instead of the ideal circle that should be seen in a plot
of the real and imaginary components of the resonator
impedance, we find an curve that is nearly circular but
with a smaller diameter and that crosses over itself [59].
By finding the two frequencies corresponding to the cross
over point as well as those corresponding to the maximum
and minimum of the imaginary impedance component
(the ‘‘critical points’’), we can determine QU very accurate-
ly. These measurements are relatively easy using a mod-
ern network analyzer and will generate Q factors that
have an accuracy of about 0.5%

4.2.3. Harmonic Power Ratiometry. A very interesting
technique has been developed that is closely related to the
dynamic frequency-domain techniques mentioned above
and offers high speed and extreme precision as well as a
very inexpensive measurement system in order to deter-
mine the loaded Q factor [60]. The basis of the technique is
to lock the average frequency of a frequency-modulated
(FM) microwave signal to the resonant frequency. The
dispersion of the resonance generates amplitude modula-
tion (AM) in the reflected or transmitted signals, but since
the resonance is an even function about the resonant fre-
quency, there will be power only in the even harmonics of
the modulation frequency. The power ratio in two adjacent
even harmonic orders is related to both the bandwidth of
the resonance and the frequency deviation of the incident
signal. The remarkable performance of synchronous de-
tection methods allows a measurement precision of better
than parts in 104.

4.2.4. Measuring Resonance Parameters in the Presence
of Other Resonances. Kajfez and Hwan [61] have devel-
oped an overlay for a network analyzer that takes into
account the effects of inductance and loss in the coupling
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and transmission network as well as the effects of any
distant resonant modes. These effects are modeled as a
frequency-dependent reactance in series with the mode of
interest. The effect of this frequency-dependent series in-
ductance is to cause the Q circle to develop distortions that
make its apparent diameter smaller than it would other-
wise be. If an accurate determination of the reference
plane of the measurement is made, this technique can also
generate the inductance of the coupling network.

Sauer et al. [62] have modeled the effects of reflections
that exist in the lines between the measuring apparatus
and the resonator under test. These reflections create sub-
sidiary line resonances that distort the resonance shape
and create errors in measurement of the Q factor. The
model can accurately fit experimental data taken in the
presence of interfering line resonances and thus yield a Q
factor with an accuracy of B1%.

An extensive analysis and experimental procedure has
been developed that allows for the accurate measurement
of Q factors and coupling coefficients of two or more modes
that are in extremely close proximity [19,63]. The process
relies on developing an expression that fully represents
the circuit shown in Fig. 1b with enough free parameters
to represent all visible resonance curves in the data as
well as an additional frequency-dependent term to repre-
sent any coupling reactance. The free parameters are then
adjusted by a least-squares fitting procedure to the exper-
imental data. Even in the situation where a double loop is
visible on the Smith chart because two resonances are
within a few bandwidths of each other, the accuracy of the
Q measurement is maintained at around 2%.

4.2.5. Measuring the Q of Low-Q Resonators. Resonator
measurements are generally made through transmission
lines or coupling networks that have poorly understood
characteristics. The interaction between these external
networks causes distortions to the resonance and there-
fore to the apparent Q factor. This is an especially difficult
problem when the Q factor of the resonator is low since the
frequency dependence of the resonator impedance be-
comes comparable to that of the external circuit parame-
ters. Kajfez and Wheless [64] have developed an
expression for determining QU when it is measured
through an arbitrary two-port. Using a similar approach,
Drozd and Joines [15] have developed a general Q-factor
measuring method based on the full s11 parameters as de-
termined by a computer-driven network analyzer. The
loaded Q is shown to be given by

QL¼
o0

2Rk

dXk

do

����

���� ð51Þ

where Xk is the total reactance of the kth resonance and Rk

is the total resistance of the kth resonance. The frequency
derivative of the reactance is estimated from a number of
measurements of s11 in the immediate neighborhood of
center frequency of the resonance. Measuring near the
center of resonance gives immunity from the influences of
stray inductance in the transmission line and coupling
mechanism. This method proves to be far more accurate
than a measurement of the half-power points or of the

critical points, both of which are relatively distant from
the resonant frequency. In addition, this method does not
make the common assumption of Eq. (16), which can cause
errors for the lowest Q values. As a result, this method
yields accurate results even for Q factors of the order of 2.

4.2.6. Oscillator Phase Noise Determination. Fuchs [65]
has made use of Leeson’s [66] relation that in a microwave
resonator–oscillator the loaded Q factor of the resonator
translates the phase fluctuations of the oscillator compo-
nents into frequency fluctuations for noise frequencies
within the bandwidth of the resonance. By artificially in-
troducing high levels of component phase noise, the oscil-
lator frequency noise can easily prevail over the noise of
the measurement system. A measurement of the spectrum
of the oscillator phase noise will yield the loaded Q to an
accuracy of around 10%.

4.2.7. Theoretical Q Estimates. Theoretical estimation
of Q factors has always been extremely difficult for all ex-
cept the simplest metallic cavities with a well-known sur-
face resistance. A number of attempts have been made to
model more complex hybrid dielectric resonators and es-
timate the Q factors on purely theoretical grounds
[42,67,68]. These estimates have value in that they could
allow an independent verification of the veracity of Q
measurement techniques. Unfortunately, as the accuracy
of these calculations is still only around 10%, their pre-
dictive power is not yet useful in selecting between the
results of various measurement techniques.
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1. INTRODUCTION

The various modulation techniques offered different solu-
tions in terms of cost and received signal quality. Fre-
quency modulation and phase modulation present certain
immunity to noise, whereas amplitude modulation was
simple to demodulate. More recently, however, digital
modulation has gained in popularity.

Quadrature phase shift keying (QPSK) is a digital fre-
quency modulation technique used for sending data over
radio or cable networks. In QPSK modulation, a cosine
carrier is varied in phase while keeping amplitude and
frequency constant. The term ‘‘quadrature’’ implies that
there are four possible phase values of the carrier in time.
In QPSK modulation, information is conveyed through
phase variations. In each time period, the phase can
change only once. Since there are four possible phases,
there are two bits of information conveyed within each
timeslot.

Figure 1 shows a typical QPSK constellation in the
complex plane and the bit pair associated with each pos-
sible signal phase value. The bits are mapped onto corre-
sponding QPSK symbols using the Gray code. An
important property of this code is that the adjacent sym-
bols (phase states) differ by only one bit. In transmission
systems corrupted by noise and interference, the most fre-
quent errors are introduced by decision errors between
adjacent states. In such cases, the Gray code is advanta-
geous, particularly when QPSK systems are followed by
single-error-correcting decoders.

Each QPSK symbol is represented by a complex num-
ber Iþ jQ, corresponding to the real-valued I and Q chan-
nels, respectively.
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2. QPSK MODULATORS

2.1. QPSK Modulating Principle

Figure 2 shows a block diagram of the QPSK modulator
[1]. The datastream is converted by a serial to parallel
converter into two separate streams. One stream, I(t), is in
phase signal, and the other, Q(t), is in quadrature signal,
and each stream has a symbol rate equal to half the in-
coming bit rate. Both I and Q signals are separately ap-
plied to multipliers. The second input to the I multiplier is
the carrier signal, cos(ot), and the second input to the Q
multiplier is the quadrature carrier, the signal shifted by
exactly 901. The outputs of both multipliers are BPSK sig-
nals. The I and Q multiplier outputs are then added to
give the QPSK signal, S(t).

For an unfiltered QPSK signal, phase transitions occur
instantaneously and the signal has a constant-amplitude
envelope. According to this principle, the QPSK modulat-
ed signal S(t) can be expressed as follows:

SðtÞ¼ IðtÞ . cosðotÞþQðtÞ . cos otþ
p
2

	 

ð1Þ

Each real signal, I(t) or Q(t), has two possible values.
These values are A=

ffiffiffi
2
p

and � A=
ffiffiffi
2
p� �

, respectively, con-
sidering that the radius value in Fig. 1 is equal to A.

Therefore, for a QPSK-modulated signal, four possible
phase values of S(t) signal can be obtained: p/4, 3p/4, 5p/4,
and 7p/4. These values are expressed in the following four
equations:
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p
4

	 


ð2Þ

�
Affiffiffi
2
p . cosðotÞþ

Affiffiffi
2
p . cos otþ

p
2
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p
4

	 
h i

¼A . cos otþ
7p
4

� �
ð5Þ

Figure 3 represents a typical phase variation of a QPSK
modulated signal versus time. The simulation was per-
formed using the proprietary Advanced Design System
(ADS) simulator of Agilent Technologies. Typically, during
simulations, a random bit generator is employed as a bit
source, and such is the case here. Four possible phases can
be clearly identified, as seen in this figure. In the case of
the simulation presented in Fig. 3, the bit rate was set at
2 Mbps (1 Mbps on each channel I or Q).

Figure 4 shows the spectrum of an unfiltered QPSK
signal, obtained using an ADS simulation having the same
bit rate of 2 Mbps. The spectrum is centered on the carrier
frequency. The baseband signals, I(t) and Q(t), and the
QPSK signal at the modulator output were not filtered.
Therefore, the resulting spectrum is a wideband signal.

Phase changes for filtered QPSK signals result in a
varying envelope amplitude. The effects of the envelope
fluctuation on the transmitter RF spectrum and the bit
error rate (BER) performances are presented by Feher [1].

At the modulator the QPSK signal output is usually
filtered to limit the radiated spectrum, then amplified, and
finally transmitted to the receiver over the transmission
channel.

The offset-keyed quadrature-phase shift-keyed
(OQPSK) modulation is quite similar to the conventional
or coincident QPSK modulation [1]. The difference lies in
the data transitions between the I and Q streams as they
enter in the multipliers. One of the serial-to-parallel con-
verter output streams is then offset from the other by de-
laying with a half of the incoming bit duration. The I and
Q datastreams can never be in transition simultaneously.
The result is that only the 901 phase transition occurs in
the modulator output signals. Similarly to the QPSK, the
unfiltered OQPSK signal has a constant-amplitude enve-
lope. However, for filtered OQPSK signals, the transmit-
ted signal has an amplitude envelope variation of 3 dB

I

Q

1101

00 10

Figure 1. The QPSK constellation.

90°

S(t)

I(t)

Q(t)

cos(�t)

Figure 2. The QPSK modulating principle.
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(30%), as compared to the 100% amplitude envelope vari-
ation for conventional QPSK systems [1].

The design of coherent QPSK and OQPSK demodula-
tors is a difficult task, particularly if very fast modem
synchronization is required. To avoid the need of a com-
plex carrier recovery circuit and to improve the synchro-
nization speed of the demodulator, differential QPSK
(DQPSK) demodulation may be employed instead of
coherent demodulation [1].

2.2. Six-Port QPSK Modulator

In practice, especially at millimeter-wave frequencies, the
mixers are costly components and difficult to fabricate. To
avoid this problem, a different type of QPSK modulator,
the six-port modulator, can be designed using power
dividers and couplers [2].

The basic components of this QPSK modulator are
the Wilkinson power divider and the 901 hybrid coupler.
Figure 5 shows the Wilkinson power divider and the 901
hybrid coupler symbols.

The related S parameters of the Wilkinson power divid-
er and of the 901 hybrid coupler, respectively, are as follows:

S¼ �
1ffiffiffi
2
p

0 j j

j 0 0

j 0 0

2
664

3
775 ð6Þ

S¼
1ffiffiffi
2
p

0 j 1 0

j 0 0 1

1 0 0 j

0 1 j 0

2

666664

3

777775
ð7Þ

In order to understand the six-port QPSK modulator
principle, a basic circuit-the controlled phase shifter must
be first presented. This circuit consists of a 901 hybrid cou-
pler and two monoports having the reflection coefficient
equal to G. Figure 6 shows the phase shifter block diagram.

The scattering parameters are used to express the cir-
cuit equations. For each monoport, the input and output
reflected signals, a and b, are related by the equation
ai¼G �bi, where i¼ 2,3. Therefore, we obtain

b1

b2

b3

b4

2
666664

3
777775
¼

1ffiffiffi
2
p

0 j 1 0

j 0 0 1

1 0 0 j

0 1 j 0

2
666664

3
777775
.

a1

Gb2

Gb3

a4

2
666664

3
777775

ð8Þ

and

b1¼
1ffiffiffi
2
p ðjGb2þGb3Þ ð9Þ

b2¼
1ffiffiffi
2
p ðja1þa4Þ ð10Þ

b3¼
1ffiffiffi
2
p ða1þ ja4Þ ð11Þ

b4¼
1ffiffiffi
2
p ðGb2þ jGb3Þ ð12Þ

The relationship between the output and the input sig-
nal can be obtained using the previous equations. The
phase of the output signal b4 depends of the phase of the
reflection coefficient G:

b4¼ jGa1 ð13Þ

Supposing that G¼ expðjjÞ, the output signal will be
equal to

b4¼ ja1 expðjjÞ ð14Þ

If a 50-O load is connected at the output port of this cir-
cuit, the reflected signal to the input port (b1¼ jGa4) will
be equal to zero because a4¼ 0. Therefore, the circuit will

1
2

3

1 2

34
(a) (b)

Figure 5. Wilkinson power divider (a) and the 901 hybrid coupler
(b) symbols.
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Figure 3. The phase of a QPSK-modulated signal using a random bit sequence.
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be a phase shifter having an excellent return loss to the
input port.

Figure 7 shows the six-port modulator diagram accord-
ing to relations (6) and (7). A 901 hybrid coupler, two con-
trolled phase shifters, and a Wilkinson power combiner,
compose the six-port QPSK modulator. This modulator cir-
cuit has six ports: an RF input port connected to the carrier
generator, an RF output port that generates the modulated
signal, and four control ports connected to monoports.

The signal values are specified on the diagram in Fig. 7.
The output signal is a function of the input signal a, and of
the monoports reflection coefficients G1 and G2:

SðtÞ¼
a

2
½jG1ðtÞþG2ðtÞ� ð15Þ

During the modulation process, each reflection coeffi-
cient, G1(t) or G2(t), has two possible values. In this study,
these values are –1 (equivalent to a short circuit) and þ 1
(equivalent to an open circuit). Table 1 shows the four
states of the output QPSK modulated signal and related G
values. In this table, four possible phase values of the RF
signal can be clearly identified.

3. QPSK DEMODULATORS

3.1. QPSK Demodulating Principle

Figure 8 shows a block diagram of the QPSK demodulator.
The demodulated signals I(t) and Q(t) are obtained using a

reference signal, a 901 phase shifter, mixers, and lowpass
filters.

The QPSK-modulated signal can be expressed as

SðtÞ¼RefA exp½jðotþjiÞ�g ¼A cosðotþjiÞ ð16Þ

where the phase variation during the time ji has four
possible states, according to the QPSK constellation of
Fig. 1:

ji¼ ð2i� 1Þ
p
4
; i¼ 1; 2; 3; 4 ð17Þ

The demodulation of QPSK signals requires coherent
detection. Because the I and Q signals are in quadrature
(orthogonal), the receiver is able to demodulate them
independently of each other, operating effectively as two
independent BPSK receivers.

The signal value to the I multiplier output can be
expressed as

A cosðotþjiÞ .A cosðotÞ

¼
A2

2
cosð2otþjiÞþ

A2

2
cosji

ð18Þ

The signal value to the Q multiplier output is given by
the equation

A cosðotþjiÞ .A cos otþ
p
2

	 


¼ � A2 cosðotþjiÞ . sin otð Þ

¼ �
A2

2
. sinð2otþjiÞþ

A2

2
sinji

ð19Þ
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Figure 6. Phase shifter block diagram.
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Figure 7. Block diagram of the six-port QPSK modulator.

Table 1. The Four States of Output QPSK-Modulated
Signal and Related C Values

G1 G2 QPSK Signal

1 1
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Figure 8. Block diagram of the QPSK demodulator.
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Finally, at the output of the lowpass filters we obtain the
I/Q-demodulated signals:

IðTÞ¼

Z T

0

A2

2
cosð2otþjiÞþ

A2

2
cosji

� �
dt

¼
A2T

2
cosji

ð20Þ

QðTÞ¼

Z T

0

�
A2

2
sinð2otþjiÞþ

A2

2
sinji

� �
dt

¼
A2T

2
sinji

ð21Þ

where T is the symbol period and ji is the phase of the ith
QPSK signal. The regenerated I and Q streams are then
recombined in a parallel-to-serial converter to recover the
original input datastream.

Table 2 lists the specific binary outputs in the case of
the four possible input symbols, where the constant C is
defined as A2T=2

ffiffiffi
2
p

. Comparison with the diagram pre-
sented in Fig. 1 shows that the correct binary data are
recovered by the QPSK demodulator.

The OQPSK demodulator is identical to that used for
coincident QPSK, except that the regenerated I data-
stream is delayed with half the incoming bit duration (if
the Q datastream is delayed in the modulation process), so
that when combined with the regenerated Q stream, the
original input data stream is recreated. Details of encod-
ing and decoding subsystems QPSK, OQPSK, and DQPSK
are presented in Ref. 1.

A typically standard demodulator, the MAX 2701 cir-
cuit from the Maxim Company, is shown in Fig. 9. The
circuit diagram follows the demodulator principle. This
circuit uses differential amplifiers, mixers, and external
bandpass and lowpass filters. This circuit operates excel-
lently up to 2.45 GHz [3].

In practice, especially at millimeter-wave frequencies,
the mixers are costly components, and are difficult to fab-
ricate. To avoid this problem, a different type of QPSK de-
modulator, the six-port demodulator, will be presented in
the next section.

Table 2. Specific Binary Outputs for Four Possible Input
Symbols

ji I Q Binary Output

p
4

C C 11

3
p
4

�C C 01

5
p
4

�C �C 00

7
p
4

C �C 10

Figure 9. Diagram of a typically standard QPSK demodulator.

3968 QUADRATURE PHASE SHIFT KEYING (QPSK)



3.2. Six-Port QPSK Demodulator

3.2.1. Basic Theory. The six-port junction is a passive
and linear microwave circuit composed of several
couplers. The four six-port output signals are a function
of two RF input signals. Complex impedance or phase
measurements can be obtained by simple power or
voltage magnitude measurements at the four output
ports [4].

The six-port junction was first utilized as a low-cost al-
ternative to a network analyzer. A number of six-ports
were designed to perform measurements of reflection co-
efficients [5–7].

The six-port can also be designed to perform phase
measurements between two input RF signals. If one
of these signals is a reference signal, and the second one
is an unknown RF signal, their phase difference can
be measured. Therefore, a phase shift key (PSK) demod-
ulator can be developed using direct-conversion architec-
ture. Excellent demodulation results were obtained
in direct-conversion receivers (DCRs) for QPSK modula-
tion [8–12].

Figure 10 shows the complete diagram of the six-port
phase discriminator, composed of a Wilkinson power di-
vider and three 901 hybrid couplers. This junction is spe-
cially designed to perform phase measurements. The
phase shift between the RF input signal and the RF ref-
erence signal can be obtained using power measurements
to the six-port outputs.

The S matrix of the proposed six-port phase discrimi-
nator can be easily obtained using this figure and the S
parameters of the Wilkinson power divider and the 901
hybrid coupler as presented in Eqs. (6) and (7). The S
matrix of the six-port phase discriminator is

S½ � ¼
1

2

0 0 0 0 �j þ j

0 0 0 0 þ 1 þ j

0 0 0 0 þ 1 þ 1

0 0 0 0 �j �1

�j þ 1 þ 1 �j 0 0

þ j þ j þ 1 �1 0 0

2
666666666664

3
777777777775

ð22Þ

If the two input signals have the same amplitude a, the
general equation of the six-port output signals is

bi¼a . ½S5i expðjy5ÞþS6i expðjy6Þ�; i¼1; 2; 3; 4 ð23Þ

bi¼
a

2
expðjy5Þ . 1� expbj y6 � y5 � ði� 1Þ

p
2

	 

c

n o
;

i¼ 1; 2; 3; 4

ð24Þ

Each output power is proportional with |bi|
2 and has a

minimum value corresponding to a certain phase differ-
ence Dy ¼ y6� y5, according to Eq. (24).

Therefore, the six-port junction can be used directly to
demodulate a QPSK signal, where each minimum corre-
sponds to a different state of the input signal. The two RF
signals have the same frequency, but a different phase: the
reference phase y5, for the local-oscillator (LO) signal
and an unknown phase y6, for the input PSK modulated
signal.

If the phase of the reference signal is set at y5¼ p/4, the
qi points of the six-port junction are

qi¼ exp j
p
4
þ ði� 1Þ

p
2

h in o
; i¼ 1; 2; 3; 4 ð25Þ

where the qi points represent the complex solution of the
equations bi¼ 0.

Four power detectors are connected to the six-port cir-
cuit outputs. The DC output voltage of an ideal power de-
tector is proportional to the second power of the
magnitude of the RF input signal:

Vi¼Kijbij
2; i¼ 1; 2; 3; 4 ð26Þ

Assuming that four identical detectors Ki¼K are used,
the theoretical DC output voltages are

Vi¼Kjaj2 sin
Dy
2
� ði� 1Þ

p
4

� �����

����
2

; i¼ 1;2; 3; 4 ð27Þ

Each DC output voltage is periodical with 3601 and
shifted in phase with 901 multiples compared to the other
DC output signals. The normalized output voltages can be
obtained using Eq. (27):

vi¼ sin
Dy
2
� ði� 1Þ

p
4

� �����

����
2

; i¼ 1; 2; 3; 4 ð28Þ

Figure 11 shows the normalized output voltages as a
function of phase difference between the two RF input
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Figure 10. Block diagram of the six-port phase discriminator.
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Figure 11. Normalized six-port DC output voltages versus the
phase difference between the RF input signals.
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signals. Each output voltage has a single maximum (or
minimum) value corresponding to a 01 to 3601 phase dif-
ference between the RF input signals.

In the I/Q complex plane a G vector can be defined us-
ing the four six-port DC output voltages:

G¼ ½ðV3 � V1Þþ jðV4 � V2Þ� exp j
p
4

	 

ð29Þ

The normalized Gn vector is obtained using the normal-
ized six-port DC output voltages:

Gn¼ ½ðv3 � v1Þþ jðv4 � v2Þ� exp j
p
4

	 

ð30Þ

In the I/Q complex plane the Gn vector turns in a circle
having the radius equal to one and the center in the origin.
This Gn vector, always having the magnitude equal to one
and the phase equal with the RF input signal phase y6,
represents the analog demodulated signal in the I/Q
plane.

A QPSK modulated signal has four possible phase
states: p/4, 3p/4, 5p/4 and 7p/4, as presented in Fig. 1.
The analog direct demodulated signal can be calculated
using the six-port DC output voltage equations (28) and
the Gn vector (30). The theoretical demodulation results
are presented in Table 3.

This new approach allows for high-speed QPSK demod-
ulation because the direct demodulated signal is obtained
using only a linear combination of six-port DC output
voltages. However, a reference signal must be obtained
using a carrier recovery technique.

3.2.2. Examples of Six-Port Demodulators. Three six-
port circuits operating in the Ka frequency band will be
presented in this section: a hybrid circuit (MHMIC) and
two MMIC (monolithic microwave integrated circuit) cir-
cuits.

As is known, the six-port junction is composed of three
901 hybrid couplers and a Wilkinson power divider. Four
RF power detectors, connected to the six-port outputs, are
also integrated on the same circuit.

Figure 12 shows a photograph of the distributed
parameters MHMIC Ka-band six-port circuit, fabricated
on a 250-mm ceramic substrate having a relative permit-
tivity of 9.9. The RF power detectors are realized using
Schottky diodes. The MHMIC six-port circuit size is
23� 23 mm [11].

Figure 13 shows a photograph of the distributed pa-
rameters MMIC six-port circuit fabricated on a 100-mm
GaAs substrate, having a relative permittivity of 12.9. The
RF power detectors are implemented using integrated
Schottky diodes. Transitions to a coplanar line were used
to the RF inputs. The size of the distributed parameters
MMIC six-port circuit is 4� 4 mm [12].

A photograph of the second MMIC six-port circuit, fab-
ricated on the same type of GaAs substrate, is presented in
Fig. 14. Shunt capacitors connected to the ports were used
in order to reduce the size of the 901 hybrid coupler.
Therefore, the diameter of the 901 hybrid coupler becomes
600 mm, compared to 1300 mm in the first MMIC version.
The matching networks are made using transmis-
sion lines and shunt capacitors. The size of the distri-
buted and discrete parameters MMIC six-port circuit is
2� 3-mm [12].

Analog signal processing (ASP) was used to demodulate
a QPSK signal according to Eqs (27)–(30). Comparative
demodulation results for these six-port junctions, in the
operating frequency band, are presented.

The six-port output signals are a function of six-port S
parameters and input RF signals according to Eq. (23).
Therefore, the QPSK-demodulated signal, represented
by the G vector in the I/Q complex plane, is a function of
the six-port S parameters in the operating frequency
band, the input RF power to DC voltage conversion

Table 3. Theoretical Demodulation Results for QPSK Modulation Using a Six-Port Demodulator

Bits Tx y6 v1 v2 v3 v4 Gn(Rx) Bits Rx

11
p
4

0 0.5 1 0.5 exp j
p
4

	 

11

01 3
p
4

0.5 0 0.5 1 exp j
3p
4

� �
01

00 5
p
4

1 0.5 0 0.5 exp j
5p
4

� �
00

10 7
p
4

0.5 1 0.5 0 exp j
7p
4

� �
10

Out 4 Out 2

Out 1 Out 3

1na

OSC

Figure 12. The MHMIC circuit (size 23�23 mm).
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characteristic of the Schottky detector, and the input RF
signal power.

Figure 15 shows the six-port DC output voltages versus
the phase difference between the RF input signals for the
MHMIC circuit. The LO power level and the RF input
power level are –20 dBm.

The geometric representation of the G vector in the I/Q
plane was obtained through Advanced Design System
(ADS) simulations using a sweep of the phase difference
between the RF input signals. The phase step was set
at 51.

Figure 16 shows the demodulation results for various
input power levels, at the central frequency of 27 GHz
(MHMIC circuit). The markers indicate the demodulation
result corresponding to a QPSK modulation, having a
phase error of the demodulated signal of less than 21.
Even if the RF levels are not equal, the G vector still turns
on a circle. The reduced radii correspond to the decrease of
the RF input power level. The DC offset is close to zero, as
seen in this figure, because a differential approach was

used in the G equation and all the detectors are almost
identical.

Figure 17 shows the G vector using a sweep of the
phase difference between the RF input signals, in the fre-
quency band. The four states corresponding to the QPSK
modulation can be clearly identified. This shows that the
MHMIC circuit is an excellent direct demodulator and can
be used for other PSK modulations, because the G vector
turns practically on a circle, as presented in the theoret-
ical part. Two MMIC circuits, fabricated at the TriQuint
Semiconductor Foundry using 0.25mm GaAs PHEMT
technology, were also investigated using the same method.

The conversion result of the DC output voltage versus
the RF input power in the case of the distributed param-
eters MMIC detector is nonlinear. Therefore, the shape of
the six-port DC output voltages versus the phase differ-
ence between the RF input signals corresponding to the
first MMIC circuit, presented in Fig. 18, are different com-
pared to the theoretical result of Fig. 11. However, each
output voltage has a single maximum value corresponding
to a 3601 phase difference sweep, which allows the direct
demodulation of a BPSK or a QPSK signal. The geometric
representation of G vector in the I/Q complex plane was
obtained using ADS simulations. The phase step was
set at 51.

Figure 19 shows the simulated demodulation results
corresponding to various input power levels at the central

OUT 4
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OUT 1

OUT 3

RF IN

H2

H2
H2

H2

EG1747-G

Polygrames Research Center

Sixport Rx 11

c1

c1
c1
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c2

c2
c1

c2

c2

c1
c2
c2

Figure 14. The second MMIC six-port (size 2�3 mm).
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Figure 13. The first MMIC six-port (size 4�4 mm).
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Figure 15. Six-port DC output voltages versus the phase differ-
ence between the RF input signals for the MHMIC circuit.
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frequency of 27 GHz. The dynamic range is reduced, com-
pared to the MHMIC circuit, because the MMIC detector
is not very sensitive for small RF input power levels. The
markers indicate the demodulation result corresponding
to a QPSK modulation, having a phase error of less than
21. Even if the RF levels are not equal the G vector turns
around the origin, and the DC offset is close to zero. The G
shape is no longer a circle because of the nonlinearity of
the RF power to DC voltage detector conversion. However,
BPSK or QPSK signals can be demodulated with no need
of the six-port calibration.

Figure 20 shows G vector as a function of the sweep of
the phase difference between the RF input signals in the
frequency band of 1 GHz. The four states corresponding to
the QPSK modulation can be clearly identified in this
figure.

The conversion result of the DC output voltage versus
the RF input power corresponding to the second MMIC
detector is not linear. Therefore, the shape of the six-port
DC output voltages versus the phase difference between
the RF input signals for the second MMIC circuit, pre-
sented in Fig. 21, are also different from the theoretical
result of Fig. 11.

In the case of this MMIC implementation, the detector
sensibility increases by using a higher load value, but the

linearity of the conversion result deteriorates. For this
reason, a 1000O load value was used for a greater sensi-
tivity of the Schottky detector, instead of a 50O load value,
as used for the first MMIC circuit.

Figure 21 shows that each six-port DC output voltage
has a single maximum value corresponding to a 3601
phase difference sweep, which allows the direct demodu-
lation of a BPSK or QPSK signal.

Figure 22 shows the simulated demodulation results
corresponding to various input power levels, at the central
frequency of 27 GHz. The markers indicate the demodu-
lation result corresponding to a QPSK modulation, having
a phase error of less than 11. Even if the RF levels are not
equal, the G vector turns around the origin. Therefore, the
DC offset is close to zero. The G shape is no longer a circle
because of the nonlinearity of the RF power to DC voltage
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Figure 17. Demodulation results in the frequency band
(MHMIC circuit).
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Figure 18. Six-port DC output voltages versus the phase differ-
ence between the RF input signals for the first MMIC circuit.
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detector conversion. However, BPSK or QPSK signals can
be demodulated with no need of the six-port calibration.

Figure 23 shows the G vector in function of the sweep of
the phase difference between the RF input signals in the
frequency band of 0.75 GHz. The four states corresponding
to the QPSK modulation can be clearly identified in this
figure.

In order to perform bit error rate (BER) measurements,
baseband circuits were designed. To build up the baseband
circuits, operational amplifiers, high-speed comparators
and NAND logic circuits are used [11,12]. These circuits
make up an analog to digital converter and generate out-
put bits [a TTL (transistor–transistor logic) signal] using
the analog vector G represented in the I/Q complex plane,
as seen in Figs. 16,17,19,20,22, and 23.

In conclusion, analog signal processing (ASP) and a six-
port circuit were used to directly demodulate a QPSK sig-
nal. This new approach allows a high-speed PSK demod-
ulation because the direct demodulated signal (the G
vector) is obtained using only a linear combination of the
six-port DC output voltages. The DC offset is close to zero,
due to the differential approach used in G equation.

The six-port calibration and the use of a digital signal
processing (DSP) are not needed in the case of this appli-
cation. Therefore, the bit rate is limited only by the speed
of the baseband circuit, composed of operational amplifiers
and comparators, and not by the speed of the DSP module.

In the case of a general PSK modulation, RF power de-
tectors having almost a linear conversion characteristic
must be used. In particular, for BPSK or QPSK modula-
tions, this condition can be avoided, due to the particular
six-port architecture, as concluded in the case of the
MMIC circuits.

The main advantages of the six-port direct-conversion
receiver, compared to a standard one, are the low cost and
high bit rate. This new QPSK demodulator avoids the use
of mixers using a passive circuit, the six-port phase dis-
criminator.

4. CARRIER RECOVERY

The design of the coherent carrier recovery circuit for the
demodulation of QPSK signals is critical and involves sev-
eral performance considerations and tradeoffs. Therefore,
various carrier regeneration schemes have been developed
and implemented.

Design of the coherent carrier recovery circuit has to be
done considering various critical requirements. The effects
of the input data rate and the signal to noise ratio vari-
ations on the overall performance of the system have to be
considered, and system elements having broadband char-
acteristics must be designed.

The following schemes are considered to implement the
coherent carrier recovery in a QPSK demodulator: the
Costas loop [13], the multiplication loop [14], and the re-
verse-modulation loop [15].

4.1. The Costas Loop

A block diagram of this carrier recovery method is pre-
sented in Fig. 24.

The input-modulated signal is split into two paths,
which are mixed with the voltage-controlled oscillator
(VCO) signal in the QPSK detector to produce the demod-
ulated I and Q signals.
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Figure 21. Six-port DC output voltages versus the phase differ-
ence between the RF input signals for the second MMIC circuit.
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The samples of the same I and Q datastreams are also
amplified and filtered into the Costas arm filters. The arm
filter outputs feed the Costas phase detectors, which gen-
erate an estimated phase error signal through a polarity
loop. The corresponding output phase error signal feeds a
loop filter or a phase-locked loop (PLL) circuit, which
drives the VCO. The VCO replaces the local oscillator
(LO) of the coherent detector.

4.2. The Multiplication Loop

A multiplication loop block diagram for QPSK carrier re-
covery is given in Fig. 25.

The input QPSK modulated signal is

SðtÞ¼RefA exp½jðotþjiÞ�g

¼A cosðotþjiÞ
ð31Þ

where

ji¼ ð2i� 1Þ
p
4
; i¼ 1; 2; 3;4 ð32Þ

during the time, for a QPSK modulated signal.
Considering the output of Fourth-order nonlinearity

and assuming ideal quadrupling, by a trigonometric iden-
tity, we obtain

S4ðtÞ¼ A cosðotþjiÞ
 �4

¼ 3
A4

8
þ

A4

2
cos 2ðotþjiÞ
 �

þ
A4

8
cos 4ðotþjiÞ
 �

ð33Þ

The filtered output contains the desired harmonic:

cos 4ðotþjiÞ
 �

¼ cos 4otþ ð2i� 1Þp½ �

¼ cosð4ot� pÞ ¼ � cosð4otÞ
ð34Þ

Frequency division by 4 yields the desired coherent carrier
component:

RðtÞ¼ cosðotÞ ð35Þ

4.3. The Reverse Modulation Loop

A remodulation technique for QPSK carrier recovery is
shown in Fig. 26.

The input-modulated signal is split into two paths. The
first path feeds the QPSK demodulator. The second one is
delayed with a percentage of the bit period (t); this signal
represents the local oscillator signal of the QPSK modu-
lator. The I and Q streams are also amplified and filtered.
The filter outputs feed the phase detectors. The reverse-
modulated signal feeds the loop filter circuit, which
replaces the VCO (voltage-controlled oscillator) of the co-
herent demodulator.

For a high signal-to-noise ratio (SNR), the phase detec-
tor error characteristic has four stable lock points situated
at 901 multiples. Therefore, the QPSK remodulator should
exhibit a faster acquisition time compared to a conven-
tional Costas loop [15].

A reverse-modulation loop (RML) using the six-port
demodulator was proposed for Ka-band direct-conversion
receivers [16].

The RML provides a rapid carrier recovery using the
input QPSK-modulated signal. The proposed RML gener-
ates the reference signal using a QPSK modulator, con-
trolled by output-demodulated signals, and avoids the
need of a PLL circuit with VCO. For a 4-Mbps QPSK sig-
nal, the time delay is set at 0.1 ms, which corresponds to
20% of a bit length.

Figure 27 shows the simulated QPSK signal spectrum
and the carrier recovery signal spectrum corresponding to
the same bit rate. It is seen that the signal level of the
recovered signal is at least 30 dB above other spectral
lines. The power level of the carrier-recovered signal
is related to the power level of the input QPSK signal.
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Figure 24. Block diagram of QPSK demodulator with the Costas
loop.
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Therefore, the dynamic range of the QPSK six-port re-
ceiver increases [12].

Figure 28 shows demodulation results using a QPSK
six-port demodulator with a carrier recovery circuit based
on this reverse modulation loop. The phases of the input
QPSK signal and carrier recovery signal, the pseudoran-
dom bit sequence at the transmitter (labeled ‘‘In I’’ and ‘‘In
Q’’ on the diagram) and the received bit sequence (‘‘Out I’’
and ‘‘Out Q’’) versus the time are presented.

The phase error of the recovered signal is about 7201,
except for the glitches. These glitches produce spectral
lines spaced at around 2 MHz, as seen in Fig. 27.

The I/Q bit sequence obtained at the six-port QPSK
demodulator output shows excellent demodulation re-
sults. The time delay between output and input I/Q sig-
nals corresponds to the propagation time from transmitter
to receiver.

5. PROBABILITY OF ERROR FOR QPSK

The probability of error for the QPSK signals can be de-
rived using the equations of I and Q demodulated signals
[Eqs. (20) and (21)] in the presence of noise. The presence
of noise may cause an incorrect reception of symbols by the
demodulator [17].

By symmetry, the error rates for all input symbols are
equal, so it can be assumed that one of these symbols (e.g.,
i¼ 2) is received. According to Eqs. (16) and (17), this sig-
nal can be expressed by

S2ðtÞ¼RefA exp½j . ðotþj2Þ�g

¼A cosðotþj2Þ

¼A cos otþ 3
p
4

	 

ð36Þ

Then, considering the additive Gaussian noise having a
power spectral density of N0/2, the received signal is

SðtÞþNðtÞ¼S2ðtÞþNðtÞ

¼A cos otþ 3
p
4

	 

þNðtÞ

ð37Þ

Frequency

Figure 27. The QPSK and carrier recovery signal spectrum
using a reverse modulation loop.
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According to Eqs. (20) and (21), the output filtered I and
Q signals are

IðTÞ¼ �
A2T

2
ffiffiffi
2
p þN0ðTÞ¼ �

ESffiffiffi
2
p þN0ðTÞ ð38Þ

QðTÞ¼
A2T

2
ffiffiffi
2
p þN0ðTÞ¼

ESffiffiffi
2
p þN0ðTÞ ð39Þ

where ES¼ (A2T)/2 is the symbol energy and N0(T) is the
noise component of the output:

N0ðTÞ¼

Z 1

0
NðtÞA cosot dt ð40Þ

which represents a Gaussian random variable.
The variance of N0(T) can be calculated as follows:

s2¼EfN2
0 ðTÞg

¼E

Z T

t¼ 0

Z T

s¼0
A2NðtÞNðsÞ cosot cosos dt ds

� �

¼
A2TN0

4
¼

ESN0

2

ð41Þ

The detection threshold for both detectors is zero, so the
probability of a symbol error for I signal is

PI
e¼PðI	0Þ¼P N0ðTÞ	

ESffiffiffi
2
p

� �

¼

Z 1

Es=
ffiffi
2
p

1

s
ffiffiffiffiffiffi
2p
p exp �

u2

2s2

� �
du

ð42Þ

By changing the variable x¼u=ðs
ffiffiffi
2
p
Þ, the error proba-

bility becomes

PI
e¼

1ffiffiffi
p
p

Z 1

ES=2s
expð�x2Þ .dx¼

1

2
erfc

ES

2s

� �
ð43Þ

Using equation (41) it can be obtained that:

ES

2s
¼

ffiffiffiffiffiffiffiffiffi
ES

2N0

s

ð44Þ

Because the symbol period T is twice the bit period, it
can be concluded that ES¼ 2Eb, where Eb is the bit energy.
Therefore, the error probability will be

PI
e¼

1

2
erfc

ES

2s

� �
¼

1

2
erfc

ffiffiffiffiffiffiffiffiffi
ES

2N0

s !

¼
1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s ! ð45Þ

By symmetry, the probability of a symbol error for Q is

PQ
e ¼

1

2
erfc

ES

2s

� �
¼

1

2
erfc

ffiffiffiffiffiffiffiffiffi
ES

2N0

s !

¼
1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s ! ð46Þ

Since the overall probability that a symbol is received
correctly is the product of the probabilities that each arm
operates correctly, the overall probability of error for a
symbol is

PðSÞe ¼ 1� ð1� PI
eÞ
. ð1� PQ

e Þ¼ 2PI
e

� PI
e

� �2
� 2PI

e¼ erfc

ffiffiffiffiffiffiffi
Eb

N0

s !
ð47Þ

In practice, the QPSK signal with Gray coding is used.
We can then assume that a symbol error is most likely to
cause only a single bit error. Since each symbol contains 2
bits, the bit error rate for the QPSK will be one half the
symbol error rate:

PQPSKðgrayÞ
e ¼

1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s !
ð48Þ

This equation (48) shows that the probability of error of
a QPSK signal (Gray coded) is equivalent to the probabil-
ity of error for a BPSK signal. Thus, using QPSK modu-
lation it is possible to achieve twice the data rate of the
BPSK modulation, with the same bandwidth and error
rate. This fact has led to the extensive use of QPSK mod-
ulation in a wide variety of applications.

Figure 29 shows the theoretical bit error rate (BER)
versus the Eb/N0 ratio for a QPSK modulation, according
to Eq. (48).
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QUASI-OPTICAL CIRCUITS

WAYNE A. SHIROMA

MICHAEL P. DELISIO

University of Hawaii at Manoa

In contrast to conventional electronic circuits in which the
input and output signals are voltages and currents, qua-
sioptical circuits have input and output signals that are
electromagnetic beams. Quasioptical circuits use compo-
nents typically associated with optics, such as lenses,
mirrors, and polarizers, but are targeted toward the mil-
limeter- and sub-millimeter-wave regimes of the electro-
magnetic spectrum between 30 GHz and a few terahertz.
This article focuses on active quasioptical circuits used for
generating, amplifying, and processing millimeter-wave
beams.

Millimeter-wave systems offer a number of advantages
over their microwave and optical counterparts. Compared
with microwave systems, millimeter-wave systems have
wider bandwidth and reduced size and weight. Compared
with optical systems, millimeter waves have the advan-
tage of penetrating smoke, fog, and dust. Millimeter-wave
applications include high-resolution imaging systems, sat-
ellite crosslinks, automotive collision avoidance, indoor
wireless communications, and identification tagging for
tracking inventory.

These applications often exploit the atmospheric ab-
sorption characteristics of the millimeter-wave regime
(Fig. 1). For example, the attenuation windows are used
for long-range communications and radar systems, while
the absorption peaks are used for short-range communi-
cation systems such as indoor wireless local-area net-
works and covert battlefield communications.

A major obstacle in developing millimeter-wave sys-
tems, however, is the limited power-handling capacity of
semiconductor devices in this frequency range. Figure 2
[1] compares the average power of representative solid-
state and vacuum electronic devices. While solid-state
devices have the advantage of size, weight, reliability,
manufacturability, and DC requirements, their power
tends to fall off with a 1/f to 1/f2 frequency dependence.

To take advantage of the benefits of solid-state tech-
nology while at the same time meeting system specifica-
tions, the power from many individual devices must be
added coherently. Although a variety of power combiners
based on conventional circuit techniques have been devel-
oped [2] they have serious limitations at millimeter-wave
frequencies where large numbers of devices must be com-
bined and transmission losses are excessive.
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1. QUASIOPTICAL POWER COMBINING

To address this problem, research has concentrated on de-
veloping power combiners using quasioptical methods. Al-
though active quasioptical techniques have a history
dating back several decades, it was Mink’s classical paper
on quasioptical power combining [3] that provided the cat-
alyst for the increased research activity in recent years. A
quasioptical power combiner can be likened to a gas laser
system, shown in Fig. 3. Even though each gas molecule
contributes just a small portion of the total power in the

optical beam, the total power can be quite large. This com-
bining scheme is efficient for two reasons: because of the
dense packing of molecules in the system and because the
combined power is guided in free space rather than by
lossy metal walls.

In a quasioptical power combiner, an array of solid-
state devices is distributed over a planar radiating struc-
ture and interacts directly with an electromagnetic beam.
The spacing between devices scales with frequency: the
higher the frequency, the closer the spacing, and therefore
the more devices can be packed per unit area. As in the
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laser, the total output power can be substantial, even
though the power from an individual device is small.

Since the publication of Mink’s paper, quasioptical ap-
plications have evolved beyond just power generation to
more functional circuits such as amplifiers, mixers, phase
shifters, switches, frequency multipliers, modulators, and
beamsteerers. All of these quasioptical circuits share the
following advantages:

* The array’s unit cell primarily determines the driv-
ing-point impedances seen by the active devices,
while the output power scales with the total number
of devices incorporated. This allows a designer to op-
timize for gain through the unit cell and to select the
array size independently to meet the system power
requirement. In many arrays already demonstrated,
100 low-power devices have been spatially power-
combined.

* Quasioptical circuits are compact, lightweight, and
amenable to monolithic integration. The antenna is
an integral part of the circuit design, which reduces
the size of the circuit–antenna module since the feed-
lines are eliminated. The biasing scheme is also sim-
ple, since often all of the devices in the array are
biased in parallel.

* The noise from each unit cell is usually uncorrelated,
so the noise figure for the array will be no worse than
the noise figure of a single device, leading to a high
signal-to-noise ratio at the receiver.

* The total output power is a result of combining a
large number of devices. Therefore, the reliability of
quasioptical components is high; a fraction of the de-
vices can fail before the component fails, resulting in
graceful degradation of the component.

Millimeter-wave power can be generated quasioptically
in three basic ways: by direct conversion of direct current
(DC) power to radiofrequency (RF) power with an oscilla-
tor array; by amplifying a low-power source with an am-
plifier array; or by cascading a low-frequency source with
a frequency-multiplier array. Each of these techniques
will be discussed in the following sections.

2. OSCILLATORS

An oscillator is essentially a device that converts DC pow-
er to RF power. In quasioptical architectures, the RF pow-
er must also be radiated efficiently into free space.
Quasioptical oscillators can be divided into two catego-
ries: grid oscillators and coupled-oscillator arrays.

2.1. Grid Oscillators

In the grid approach, solid-state devices are embedded in a
metal grating supported by a dielectric substrate (Fig. 4).
The horizontal lines of the grid serve as DC bias lines, and
the vertical lines as antennas. The mirror, substrate, and
grid dimensions are chosen to resonate the devices at the
oscillation frequency. The devices are typically spaced a
small fraction of a wavelength apart. An oscillation is

triggered by any noise or transient on the DC bias. RF
currents on the vertical leads cause an electromagnetic
wave to be radiated away from the grid. Feedback from the
mirror provides the injection-locking between devices, re-
sulting in a single-frequency, self-locked oscillation.

Grid oscillators have been demonstrated at both micro-
wave and millimeter-wave frequencies, up to 43 GHz
[4–10]. Oscillators using up to 100 transistors have been
developed, demonstrating the feasibility of large-scale
power combining. Active grids can also be cascaded, as
demonstrated in Ref. 11, where four transistor grids were
placed in a cavity so that the final configuration resembled
that of Fig. 3b. Other cascaded grids include a quasioptical
voltage-controlled oscillator, which was composed of back-
to-back transistor and tuning-diode arrays [12].

2.2. Coupled-Oscillator Arrays

In the grid approach, the oscillator can be interpreted as
an active frequency-selective surface with the spacing be-
tween devices a small fraction of a wavelength apart. In
contrast, in the coupled-oscillator array, each element is
independent and contains a conventional planar antenna,
and elements are not as closely spaced apart as they are in
a grid. Mutual coupling between devices can be enforced
using transmission-line interconnections, as shown in
Fig. 5. A wide variety of coupled-oscillator arrays have
been demonstrated in recent years [13–21], owing to the
flexibility of this approach.

Electronic steering of the radiated beam, which is im-
portant for radar applications, can be accomplished by en-
forcing a prescribed phase shift between elements in the
array. Typically this is done by associating a phase shifter
with each oscillator element; the result is known as a
phased array. Two types of steering techniques have been
demonstrated in quasioptical oscillator arrays that do not
require individual phase shifters for each antenna. In the
first method, two coherent signals with a predetermined
phase shift are injected into two opposite ends of the array
[22]. The phase shift is divided equally along the chain. In
the second method, the constant phase progression is es-
tablished by detuning the frequencies of the end elements
in the array [23] . When all of the oscillators are set to the
same free-running frequency, the array is uniformly
phased and a broadside beam results. When the frequen-
cies of the end elements are slightly detuned from the

Mirror
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Substrate Partial reflector

Radiated
power

Active
device

E

H

Figure 4. Schematic of a grid oscillator. The radiated power is
combined in free space. (Courtesy of IEEE [10].)
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others, a constant phase progression is established along
the array. A scanning range from �151 to 301 from broad-
side was reported for an X-band array [24].

3. AMPLIFIERS

Quasioptical amplifiers have been the object of consider-
able attention since their development in the early 1990s.
Because of their immediate applicability to both military
and industrial radar and communications systems, these
amplifiers have been the focus of several coordinated ac-
ademic, government, and industrial research efforts. Sev-
eral possible amplifier configurations are illustrated in
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�Figure 5. Coupled-oscillator array using
patch antennas and field-effect transistors
(FETs). (Courtesy of IEEE [24,53].)
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Figure 6. (a) Free-space, (b) waveguide, and (c) lens-focused
quasioptical amplifier configurations [25]. Successful amplifiers
have been demonstrated using all three configurations [1].
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Fig. 6 [25]. The amplifier arrays consist of many unit cells,
each cell containing input and output antennas connected
by an amplifier. The arrays are excited by an input mi-
crowave or millimeter-wave beam. The amplified output is
reradiated into free space. The input and output beams
are usually orthogonally polarized to provide isolation and
thus reduce mutual coupling. Wire-grid polarizers are of-
ten used to help confine the signal path to the forward di-
rection. Several amplifier arrays may be cascaded to
increase the gain.

Quasioptical amplifiers are often labeled as being ei-
ther grid amplifiers or active arrays. Grid amplifiers have
smaller unit cells, typically less than l0/4. A differential
transistor pair usually provides the gain. The input and
output antennas are short dipoles that are strongly cou-
pled because of the close spacing. Grid amplifiers are usu-
ally modeled by defining an equivalent waveguide unit cell
based on symmetry and then developing a transmission-
line equivalent circuit. Active arrays, on the other hand,
have larger unit cells, usually near l0/2. Because of the
larger cells, multitransistor MMIC: monolithic microwave
integrated circuit amplifiers can be employed. More con-
ventional resonant slot or patch antennas are often used.

Modeling of active arrays is more straightforward because
the larger cell reduces coupling between elements. At this
point, both the grid amplifier and active-array approaches
have been quite successful.

3.1. Grid Amplifiers

The first quasioptical amplifiers were grids developed
in the early 1990s by Rutledge and coworkers at the
California Institute of Technology [26,27]. A unit cell for
a 100-element hybrid X-band array using pHEMT: pseu-
domorphic high-electron-mobility transistor transistors is
shown in Fig. 7 [28]. A horizontally polarized input beam
excites RF currents on the horizontal leads of the grid.
These currents drive the gates of the transistor pair in the
differential mode. The output currents are redirected
along the vertical leads, producing a vertically polarized
output beam. Thin meandering lines provide the transis-
tor bias. These bias lines are intended to present a rather
high impedance to the input wave. The peak gain is 12 dB
at 9 GHz with a 15% 3 dB bandwidth. The minimum
noise figure is 3 dB, which is less than 2 dB greater than
the minimum noise figure available from a single HEMT.
Finally, this 100-element grid provided 3.7 W of saturated
output power.

Grid amplifiers are among the few successful monolith-
ic millimeter-wave quasioptical amplifiers. A 36-element
heterojunction bipolar transistor (HBT) grid produced
5 dB of gain at 40 GHz with a saturated output power of
670 mW [29]. Figure 8 shows a photograph of a 36-element
pHEMT grid amplifier [30]. This amplifier could be tuned
to operate at frequencies between 44 and 60 GHz by repo-
sitioning the external wire-grid polarizers. Continued ef-
forts are underway to develop monolithic grids further.

3.2. Active Arrays

Active-array amplifiers have also been very successful.
The approaches vary, but usually involve larger unit
cells with more conventional antennas [31–39]. Amplifi-
ers using back-to-back integrated horn antennas, patch
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antennas, slot antennas, and probe antennas have been
demonstrated. Figure 9 illustrates an approach pursued
by York and coworkers at the University of California at
Santa Barbara [32]. Orthogonally polarized folded slot an-
tennas are used to provide 50O input and output feeds. A
commercial HBT MMIC amplifier is used as a gain stage.
Coplanar waveguide transmission lines connect the am-
plifier to the antennas. A 16-element array produced
about an 8 dB gain at 11 GHz with a 5% bandwidth.

Another very successful approach is the lens–amplifier
configuration developed by Popović and others at the Uni-
versity of Colorado [33]. Figure 10 shows the idea. Patch
antennas are used at the input and output. The two an-
tennas are on opposite sides of a dielectric substrate, iso-
lated by interleaving ground strips. Gain is provided by a
single transistor, although multistage amplifiers may also
be used. Microstrip lines connect the antennas to the am-
plifier. Through careful selection of the electrical lengths
of these microstrip lines, the array can be designed to fo-
cus a plane wave to a spot much like a lens. This particular
array demonstrated a peak gain of 8 dB at 9.8 GHz. Other
lens amplifiers have also been developed with consider-
able success [34], including bi-directional amplifiers that
can be used for both transmission and reception [35].

Figure 11 illustrates yet another very promising ap-
proach developed by York and others [38]. MMIC ampli-
fiers are integrated with tapered slot antennas forming an
amplifier ‘‘card.’’ Several cards are stacked into a conven-
tional metal waveguide to form the active array. This ap-
proach has been very successful with an X-band array; a
2� 4 array has achieved 10 dB of gain over the entire
waveguide band from 8 to 12 GHz. Furthermore, the array
generated 20 W of output power.

Monolithic active-array amplifiers have also shown
success in the millimeter-wave band. An array of 112
pHEMT amplifiers achieved a gain of 9 dB at 39 GHz
with an output power of 630 mW [39]. Researchers are
continuing to develop active-array technology for millime-
ter-wave applications.

4. FREQUENCY CONVERSION AND BEAM
CONTROL ARRAYS

Quasioptical technology shows great promise for many
other applications in addition to direct power genera-
tion and amplification. Quasioptical mixers, frequency
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Figure 10. A 24-element lens-amplifier array
using patch antennas [33]. The input and out-
put patch antennas are on opposite sides of the
dielectric substrate, isolated by interleaving
ground strips [1].
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multipliers, beam switches, and beamsteering components
have been investigated. While these components are in-
teresting alone, they are integral components in any qua-
sioptical transmitter or receiver.

4.1. Frequency Conversion Arrays

A quasioptical grid periodically loaded with diodes will act
as a nonlinear surface. When illuminated with an incident
beam of radiation, the nonlinearities in the diode array
will generate radiation not only at the fundamental fre-
quency but at higher-order harmonics as well. Diode grids
can therefore be used to generate very-high-frequency sig-
nals by multiplying a lower fundamental frequency.
Luhmann and others at the University of California at
Davis have demonstrated a 760-element doubler grid that
generated 0.5 W at 66 GHz when illuminated with a 2.5 W
input at 33 GHz [40]. This group has also reported a 5 W
99 GHz output tripler grid using 3100 diodes [41]. Multi-
plier grids have proved extremely successful at terahertz
frequencies; a 144-element doubler produced 5.5 mW out-
put at 1 THz [42,43]. This output power is almost two or-
ders of magnitude more than that available using
competing non-quasi-optical techniques. The terahertz
doubler array is shown in Fig. 12. The success of these
grids is a testament to the utility of quasioptics.

Diode mixer grids have also been demonstrated. The
local-oscillator (LO) and RF signals illuminate a diode grid
quasioptically. The intermediate-frequency (IF) signal is

the difference between the RF and LO frequencies. Due to
the nature of quasioptical arrays, the mixer’s conversion
loss and noise figure are comparable to those of a single-
diode microstrip mixer. On the other hand, the array’s
power-handling capability increases with the number
of elements, thereby increasing the dynamic range. A
100-element mixer grid [44] had a third-order intercept
nearly 20 dB greater than that of a single-diode microstrip
mixer. This feature makes quasioptical receivers very at-
tractive for high-dynamic-range wireless communications
applications.

4.2. Beam Control Arrays

Diode grid arrays have also shown promise as beam-con-
trol arrays. Quasioptical phase shifters [45,46] and
switches [46–48] are among the many successful beam
control components. Figure 13 shows a millimeter-wave
monolithic p-i-n-diode switching array [48] developed by
Stephan and others. The p-i-n diodes act as switches; de-
pending on the DC diode bias, the array will either reflect
or transmit an incident beam. This array switched a 94
GHz beam with an insertion loss of 4 dB and an isolation of
22 dB. An array of varactor diodes will behave in a similar
way. By varying the varactor bias, and thus the junction
capacitance, the phase of a quasioptical beam can be
shifted.
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One very intriguing application of quasioptical phase
shifters is for beamsteering. Progressively shifting the
phase of an incident beam across the surface of the qua-
sioptical array will cause the beam to change directions.
These quasioptical beamsteerers could one day replace the
slow, heavy mechanical systems or the complicated
phased-array systems used in many radar transmitters.
One particularly promising approach is to use tiny micro-
electromechanical (MEMS) switches to provide the phase
shift [49] without the parasitic losses associated with mil-
limeter-wave diodes.

5. CHARACTERIZATION OF QUASIOPTICAL ARRAYS

Quasioptical components are both active circuits and an-
tenna arrays. These components must be characterized
with this unique property in mind. Researchers have de-
veloped several figures of merit useful for quasioptical
characterization. Gouker [50] has attempted to standard-
ize some of these figures. In this section, characterization
of quasioptical oscillators and amplifiers will be discussed.

5.1. Oscillator Characterization

Consider the quasioptical oscillator or transmitter array
illustrated in Fig. 14. This array, with active area A and
directive gain Gt is located a distance R from a receiving
horn antenna with directive gain Gh. The quasioptical ar-
ray transmits a total power of Pt. l0 is free-space wave-
length. The power received by the receiving horn antenna
Pr will be given by the Friis transmission equation:

Pr¼GtPtGh
l0

4pR

� �2

ð1Þ

Gh, R, and l0 are usually well-known quantities. This
measurement directly reveals the array’s effective isotro-
pic radiated power (EIRP), which is the product of the ac-
tual radiated power Pt and the array’s directive gain Gt:

EIRP¼PtGt¼
Pr

Gh

4pR

l0

� �2

ð2Þ

To compute the array’s total radiated power, the directive
gain Gt must be computed from a complete measurement

of the array’s three-dimensional radiation pattern. Often,
one can estimate the array’s the directive gain using the
active area A:

Gt �
4pA

l2
0

ð3Þ

This approximation is most valid for larger arrays with
dimensions of several wavelengths on a side. This gives an
estimate of the radiated power from the measured EIRP.

5.2. Amplifier Characterization

Several techniques have been used to measure the gain of
quasioptical amplifiers. One popular method is a far-field
approach shown in Fig. 15. The first step is to calibrate the
system. This is done with the two horn antennas copolar-
ized, as shown in Fig. 15a. The calibrated power Pc is re-
lated to the transmitted power Pt using the Friis
transmission equation

Pc

Pt
¼

Ghl
4pð2RÞ

� �2

ð4Þ

where Gh is the directive gain of the transmitting and re-
ceiving horn antennas and R is the distance between the
amplifier and each horn. Then, the amplifier gain is mea-
sured using the setup shown in Fig. 15b. In this case, the
received power is related to the transmitted power by

Pr

Pt
¼

GhA

4pR2
G

GhA

4pR2
ð5Þ

where G is the power gain of the amplifier and A is the
physical area of the active array. This allows us to express
the amplifier gain as

G¼
Pr

Pc

lR

2A

� �2

ð6Þ

This simple formula reveals that the gain of the amplifier
can be computed from a relative power measurement and
three well-known parameters.

Another method used to measure gain is the lens-fo-
cused approach shown in Fig. 16. This is a modified ver-
sion of the quasioptical reflectometer reported by Gagnon
[51]. The system is calibrated by placing an absorbing
screen at the focal plane, as depicted in Fig 16a. The
screen has an aperture cut in it, matching the physical
area A of the amplifier. The gain is measured in the cross-
polarized setup illustrated in Fig. 16b. For this method,
the amplifier gain is simply the ratio of the power received
from the grid Pr to the calibration power Pc.

A third method of measuring amplifiers involves plac-
ing the array in a large, overmoded waveguide [36,39].
Like the lens-focused approach, this method has the ad-
vantage of being very straightforward—the gain can be
measured directly using a network analyzer. Care must be
taken, however, to avoid exciting higher-order waveguide
modes. Furthermore, the edges of the overmoded wave-
guide must be loaded with a dielectric in order to uni-
formly illuminate the array.

Oscillator

Active area = A
Directive gain = G t

Radiated power = P t
Receiver

Pr

R

Figure 14. Measurement setup used to characterize a quasiop-
tical oscillator.
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At this point, it should be stressed that the far-field
arrangement of Fig. 15 is not how a quasioptical amplifier
is ultimately intended to be used—the high path losses
between the grid and the horns would result in a very in-
efficient system. Instead, a quasioptical amplifier would be

employed in a system where the microwave beam is con-
fined, such as in an overmoded waveguide or a lens-fo-
cused system like Fig. 16. Much of the diffraction losses
are eliminated, possibly resulting in a system with appre-
ciable flange-to-flange gain. On the other hand, the far-
field method is simpler to set up in the laboratory, as there
are no lenses to focus or align or metal waveguide to ma-
chine. Any of the methods should give similar results; the
gain of a 100-element HBT grid amplifier was measured
using both far-field and lens-focused approaches, with
nearly identical results [28].

6. PASSIVE QUASIOPTICAL COMPONENTS

Passive components are used to characterize the active
arrays described above, and are also necessary building
blocks for quasioptical subsystems. Goldsmith [52] sum-
marizes the extensive work on passive quasioptical devic-
es, including their use in Gaussian beam waveguide
systems. Frequency-dependent components include path-
length modulators, polarization processing components,
polarization transducers, hybrids, attenuators, power di-
viders, ferrite devices, absorbers, and calibration loads.
Frequency-dependent components include planar fre-
quency-selective surfaces and grids, perforated plates, in-
terferometers, layered dielectrics, diffraction gratings, and
resonators.

7. QUASIOPTICAL SUBSYSTEMS AND
MODELING TECHNIQUES

One of the attractive features of the quasioptical approach
is the ability to form systems by cascading surfaces that
perform different analog signal processing functions, such
as the transceiver front end shown in Fig. 17. Numerous
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Figure 16. Lens-focused setup used for gain measurement. (a)
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individual components have already been developed, and
a demonstration of an end-to-end quasioptical subsystem
could occur soon.

To characterize the various components that constitute
a quasioptical subsystem, one must understand the com-
plicated interactions among the semiconductor devices,
the antenna element, dielectric substrate, and the radiat-
ed and evanescent fields. Determining the driving-point
impedance presented to the device at each feedpoint of the
array is thus a nontrivial task. Further complications

arise from edge effects and the mutual coupling between
array elements. One of the simplest techniques for making
this problem more tractable is to assume an infinite array
with identical cells. Based on symmetry, a unit cell can be
defined with prescribed boundary conditions.

An example of a transmission-line model arising from
this approximation is that of a diode-loaded grid shown in
Fig. 18 [45]. The vertical metal leads of the grid are
represented by a shunt inductor, and the substrate is rep-
resented by a section of transmission line whose charac-
teristic impedance is equal to the wave impedance in the
dielectric. A system such as the one in Fig. 17 can be
characterized in a similar manner by cascading equivalent
transmission-line models. For more complex array geom-
etries, full-wave methods must be used to more accurately
design these systems.

For a more detailed discussion of quasioptical circuits,
the interested reader is referred to Ref. 1.
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1. INTRODUCTION

Satellite-based radar altimetry over the world’s oceans is
the main theme of this article. Rather than measure the
unknown clearance of the radar above potentially hazard-
ous topography (which is one rationale for an aircraft ra-
dar altimeter, for example), satellite-based altimeters are
designed to measure the height of the ocean’s surface rel-
ative to an objective reference such as Earth’s mean ellip-
soid. Such sea surface height measurements have become
essential for a wide variety of applications in oceanogra-
phy, geodesy, geophysics, and climatology [1]. A satellite-
based altimeter circles Earth in about 90 min, generating
surface height measurements along its nadir track. These
measurements accumulate, providing unique synoptic
data that have revolutionized our knowledge and under-
standing of both global and local phenomena, from El Niño
to bathymetry. A satellite-based radar altimeter also pro-
vides measurements of significant wave height and wind-
speed along its nadir track.

Although one might view these altimeters as relatively
simple instruments, their phenomenal measurement ac-
curacy and precision requires elegant microwave imple-
mentation and innovative signal processing. This article
provides an overview of the applications that drive these
requirements, and a description of the resulting state-of-
the-art design concepts.

A nadir-viewing altimeter in a repeat-track orbit is con-
strained by a fundamental tradeoff between temporal cov-
erage (revisit period D days) and spatial coverage (track
separation at the equator W kilometers): DW¼ constant
for a given inclination and altitude. If more than one al-
timeter is under consideration, as either independent as-
sets or a preplanned constellation, then the spacetime
trade space is enlarged, and more measurement objectives
may be satisfied. The limitations imposed by this con-
straint have motivated ‘‘multibeam’’ or ‘‘wide swath’’ al-
timeter concepts, although all such architectures imply a
compromise on height measurement accuracy. The leading
example of this genre is reviewed at the end of this article.

The sea surface height (SSH) measurement objectives
of space-based altimeters can be grouped into three broad
categories: large-scale dynamic sea surface topography,
mesoscale oceanic features, and the cryosphere—near-
polar sea ice and continental ice sheets. Satellite altime-
ters dedicated to determining the ocean’s large-scale
dynamic surface topography are characterized by abso-
lute SSH measurement accuracy on the order of centime-
ters along tracks of more than 1000 km, and orbits that
retrace their surface tracks every 10–20 days. In contrast,

mesoscale missions focus on SSH signals of less than
B300 km in length. This application requires measure-
ment precision sufficient to sustain relative height
measurements, and for geodetic data, relatively dense
track-to-track spacing. Geosat is the leading example of
this category, for both geodetic (nonrepeat) and mesoscale
(exact-repeat) orbits. Observation of oceanic and polar ice
sheets requires that the altimeter have robust range and
spatial resolution, accuracy, and precision in response to
the nonzero average surface slope in both the along-track
and cross-track directions of the continental glaciers. Suit-
able orbits must have near-polar inclination, and multi-
year relative accuracy. Cryosat is reviewed as the first
example of this class of radar altimeter mission.

Radar altimeters must provide accurate and precise
SSH measurements from a spacecraft whose roll and pitch
attitudes are not known exactly. These requirements can
be satisfied by the pulse-limited altimeter paradigm,
which is characterized by (1) large time–bandwidth pulse
modulation, (2) antenna directivity that illuminates a sur-
face area larger than the spatially resolved footprint, and
(3) extensive noncoherent (postdetection) waveform aver-
aging. The design of the TOPEX altimeter is described
as an example. Footprint resolution and measurement
precision can be improved by combining coherent and
increased incoherent processing, exemplified by the de-
lay–Doppler altimeter, which borrows applicable tech-
niques from synthetic aperture radar (SAR). The article
closes with an overview of future developments and ad-
vanced mission concepts.

2. RADAR ALTIMETER SATELLITES

All satellite radar altimeters to date (Table 1) are inco-
herent pulse-limited instruments, as described in a later
passage. Since 1973 height measurement accuracy has
improved, due primarily to dedicated effort and increasing
skill applied to estimation and correction of systematic
errors. Performance also has benefited from improved on-
board hardware and algorithms, and improved orbit de-
termination. The Jason-1 altimeter represents the state of
the art in absolute SSH measurement accuracy (as of the
year 2003). Online access to descriptions of most of these
radar altimeter missions may be found at the Website
given in Ref. 2.

2.1. Orbits

An altimeter’s SSH accuracy on large scales depends to
first order on how well the height of the altimeter itself
can be determined. Given the state of the art in satellite
tracking systems, the dominant error in satellite (radial)
position determination is uncertainty in knowledge of the
gravity field (often expressed in terms of geoid height) [3].
At lower orbit altitudes, the higher-frequency components
of the gravity field are enhanced. The impact can be sig-
nificant. For example, gravity variations of about 400 km

R
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wavelength are 100 times larger at an altitude of 500 km
than they are at 1000 km. In general, the accuracy of pre-
cision orbit determination is better for higher altitudes.

Atmospheric drag is approximately 10 times greater at
800 km than at 1200 km [4]. For example, over one orbit at
1200 km altitude, drag imposes a 1-cm decay on the orbit
radius. At 800 km altitude, the effect is 10 times greater,
resulting in a 10-cm decay per orbit. Atmospheric drag
increases significantly during periods of higher solar flare
activity, the peaks of which occur approximately every
eleven years.

Whereas a 10-cm decay in radius per orbit may not
seem like much for a satellite at 800 km altitude, these
decreases accumulate. Smaller orbit radii induce higher
spacecraft velocities. Thus, orbit decay accelerates the sat-
ellite, shifting its ground track away from its exact-repeat
path. An altimeter’s repeat pattern can be maintained
only by replacing the energy removed by drag forces. Ac-
tive intervention is required, usually in the form of thrust-
er firings of controlled strength, duration, and direction.
Orbit maintenance maneuvers are required more fre-
quently when the altimeter’s orbit is subject to larger per-
turbations. A review of the orbit maintenance histories of
radar altimeter satellites may be found in Ref. 5.

2.2. Review of Missions

The first satellite radar altimeter was the proof-of-concept
S-193 instrument (General Electric) that flew on three
Skylab missions. The objectives were to verify predicted
waveform response to wind and waves, measure the radar
cross section of the sea at vertical incidence, measure in-
terpulse correlation properties, and observe the effect of
off-nadir antenna orientation. Geos-3 (General Electric)
provided the first geodetic and geophysical results of sig-
nificance within the National Geodetic Satellite Program,
including the first maps of sea-level variability and the
marine geoid. Geos-3 and the S-193 altimeters used con-
ventional pulse compression techniques.

The Seasat altimeter (Johns Hopkins University Ap-
plied Physics Laboratory) was the first to use full-deramp
pulse compression, which opened the way for the very

small range resolution required for many oceanographic
applications. The deramp technique (described below) has
been adopted by all radar altimeters since then. Seasat
was designed to measure global ocean topography and the
marine geoid, as well as wave height and surface wind-
speed. The Geosat (Johns Hopkins University Applied
Physics Laboratory) altimeter’s design was patterned
closely after that of the Seasat altimeter. Geosat was a
U.S. Navy military satellite whose primary mission was to
map Earth’s marine geoid to then-unprecedented accuracy
(drifting orbit). Since their declassification in 1995, data
from the first 18 month geodetic mission have become the
backbone of the global bathymetric chart that is the in-
dustry standard [6,7]. Geosat’s secondary mission was to
observe dynamic oceanographic phenomena, for which it
was maneuvered into an exact-repeat orbit (period 17.05
days) [8]. The Geosat follow-on (GFO) altimeter (E-Sys-
tems) is meant to replicate as much as possible the Geosat
exact-repeat mission, leading toward an operational capa-
bility for the U.S. Navy. There has been no dedicated geo-
detic radar altimeter mission since Geosat, although a
new mission known as ‘‘Abyss-Lite’’ is being actively pro-
moted.

In the late 1980s, planning for satellite radar altimeter
missions split into two themes, determined by the relative
priority of their measurements. If the altimeter is the
prime payload instrument, then the orbit and mission de-
sign can be optimized accordingly. This theme was initi-
ated by TOPEX/Poseidon (T/P), a joint United States
(NASA) and French (CNES) mission. TOPEX (Johns Hop-
kins University Applied Physics Laboratory) was designed
to measure and map the dynamic ocean topography with
sufficient accuracy to determine large-scale circulation
patterns [1]. TOPEX’ most famous contribution is early
observation and near-real-time monitoring of El Niño
events, whose height signature over the equatorial east-
ern Pacific ocean typically is an increase on the order of
10–20 cm with respect to the mean. Poseidon (Alcatel
Espace), contributed by France, is a small proof-of-
concept instrument that has a solid-state transmitter. Po-
seidon is the precursor of the Jason altimeters, and the
SIRAL instrument aboard Cryosat. Cryosat (described

Table 1. Summary of Satellite Radar Altimeters

Altimeter Agency Year
Orbit Repeat

(days)
Inclination
(degrees)

Altitude
(km)

Equatorial
Spacing (km) Band

Propagation
Measurements Accuracy

Skylab (3) NASA 1973 No B48 435 — Ku None 50 m
GEOS-3 NASA 1975–1978 No 115 845 B60 Ku None 50 cm
Seasat NASA 1978 B17, 3 108 800 160, 800 Ku H2O 20 cm
Geosat USN 1985–1989 B3, 17.05 108 800 B4, 160 Ku None 10 cm
ERS-1 ESA 1991–1997 3, 35, 176 98.5 785 20–800 Ku H2O 7 cm
TOPEXa NASA 1992– 9.916 66 1336 315 C, Ku H2O, e� 2 cm
Poseidona CNES 1992– 9.916 66 1336 315 Ku H2O 5 cm
ERS-2 ESA 1995– 35 98.5 781 80 Ku H2O 7 cm
GFO USN 1998– 17.05 108 800 160 Ku H2O 5 cm
RA-2 ESA 2002 35 98.5 800 80 S, Ku H2O, e� 7 cm
Jason-1 CNES 2001 9.916 66 1336 315 C, Ku H2O, e� 1.5 cm
Cryosat ESA (2004) 369 92 720 — Ku None (5 cm)
Jason-2 CNES (2007) 9.916 66 1336 315 C, Ku H2O, e� (1.5 cm)

aTOPEX/Poseidon was a joint NASA/CNES mission on the same spacecraft.
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below) will be the first radar altimeter designed to observe
polar and continental ice sheets from space.

The T/P orbit repeat period (9.916 days) was chosen
carefully to satisfy adequate observation of the dominant
aliased tidal constituents. All solar tidal constituents
would be ambiguous with other height signals if the re-
peat period were an integral number of days (20). For T/P,
the time of day for each subsequent observation slips by
about 2 h. The T/P repeat pass footprint location accuracy
is better than 71 km, a requirement that is bounded by
the cross-track gradient of the oceanic geoid. The T/P in-
strument package includes a three-frequency radiometer
to measure and compensate for propagation delays due to
atmospheric moisture (H2O). TOPEX is the first altimeter
to use two frequencies to estimate and compensate for
propagation delays imposed by ionospheric electrons (e� ).
The Jason-1 altimeter (Alcatel Espace) [9] is designed to
follow in the footsteps of TOPEX, figuratively and literally.
Following the launch of Jason-1 into the T/P orbit, TOPEX
was maneuvered into a ‘‘tandem’’ phasing so that the
measurements of the two altimeters could be cross-cali-
brated. The follow-on mission Jason-2 will be identical to
Jason-1, and may also include an experimental wide-
swath ocean altimeter (outlined in the closing sections of
this article).

If the altimeter is not the primary payload, then the
resulting mission and orbit are likely to be determined by
other requirements, which may compromise altimetry.
The European Space Agency’s satellite altimeters (Selenia
Spazio) on ERS-1 and ERS-2, as well as the advanced ra-
dar altimeter RA-2 [10] (Alenia Spazio) on ESA’s Envisat,
are of second priority with respect to the other instru-
ments on their respective spacecraft. Their sun-synchro-
nous orbits are less than optimum for precision altimetry.
The orbit of ERS-1 was adjusted during its mission to a
long repeat period (176 days). That long repeat period
generated a relatively dense surface sampling grid useful
for estimating sea ice cover, geodesy, and bathymetry, but
is less than optimum for most other applications.

3. GLOBAL DYNAMIC TOPOGRAPHY—ACCURACY

The principal objective of an oceanographic satellite radar
altimeter designed to observe the dynamic sea surface to-
pography over very large spatial scales is to measure the
absolute height hS of the sea surface (Fig. 1) with respect
to the standard reference ellipsoid. The keyword here is
accuracy: the mean bias error of the measurements with
respect to an absolute reference. Height measurement ac-
curacy depends, among other factors, upon the accuracy of
accounting for variations in the speed of microwave prop-
agation between the radar and the surface. The absolute
SSH measurement problem is challenging because the
geophysical signal is small, at most on the order of tens of
centimeters, yet that signal has to be derived from a sat-
ellite altimeter at altitude of 1400 km or so, whose raw
range measurement is subject to corrections as large as
several tens of meters, and corrections for the geoid of
many tens of meters. The accuracy of estimating the
dynamic topographic signal is limited by the corrections

for variations in the speed of light (nominally c) and other
perturbations, as well as the height accuracies of the orbit,
marine geoid, tides, and atmospheric pressure. The im-
plied errors have been reduced over the years, after con-
siderable focused effort. State-of-the-art height accuracy
(Jason-1) is better than 3 cm (10-day average) or 1.5 cm (1
month average computed with multi-orbit crossover data),
which is a remarkable achievement.

The mean sea level, governed primarily by the marine
geoid, differs from the reference ellipsoid by 750 m or
more, approaching þ 100 m in parts of the Indian Sea.
Often, the geophysical signal of interest is the dynamic
topography x, defined as the distance between the marine
geoid hG and the physical sea surface, corrected for sys-
tematic offsets due to tides and atmospheric pressure, for
example. The dynamic topography would be zero if the sea
were at rest relative to Earth. The dynamic topography
reflects small surface slopes associated with geostrophic
currents, of which the Gulf Stream is a well-known exam-
ple. Cross-stream surface slopes are proportional to the
mean current flowrate; the resulting slope signals are
indicative of large-scale oceanic circulation patterns.

3.1. The Altimeter’s Measurements

Whereas the objective is determination of the distance
between the radar and the sea surface, the altimeter

hO

h

hS hG

δhS δhB

Reference ellipsoid

Geoid
Mean sea

Orbit

IONOSPHERE (e--)

TROPOSPHERE (H2O)

δhA

Dynamic
topography

ξ

δhh

(Waves)

Figure 1. A satelliteborne radar altimeter measures the round-
trip time delay of transmitted signals, from which is deduced the
altimetric height h between the satellite’s orbit and the reflecting
surface. For most geophysical interpretations, the altimetric
height is converted to the surface’s height, which is described
using the standard ellipsoid of Earth as the reference.
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actually measures round-trip delay tT. The altimeter’s rel-
ative height h is derived from the measured time delay by
h¼ tT c/2, where c is the speed of light. At the accuracy
required of an oceanographic altimeter, this deceptively
simple proportionality must take into account the small
but significant retardation of the radar’s microwaves as
they propagate through the atmosphere and the iono-
sphere.

In addition to sea surface height, the satellite radar
altimeter’s waveform supports two other oceanographic
measurements: significant wave height (SWH) and sur-
face windspeed (WS). Over a quasiflat sea, a pulse-limited
altimeter’s idealized mean waveform is a step function
whose risetime is equal to the compressed pulselength,
and whose position on the time-delay axis is determined
by the altimeter’s height (Fig. 2). If the sea surface is
modulated by gravity waves, the altimetric depth of the
surface increases, which reduces the slope of the wave-
form’s leading edge. Hence, SWH is proportional to the
waveform risetime. If the sea surface is under stress from
wind, the resulting fine-scale roughness decreases the
power of the pulse reflected back to the altimeter. Hence,
WS is inversely related to mean waveform power. In prac-
tice, the inflections of the idealized flat-surface response
function waveform are softened by the pulse weighting,
and the waveform plateau is attenuated over time by the
weighting of the antenna pattern.

To extract SWH and WS from waveform data, finely
tuned algorithms have been developed and validated
against in situ buoy measurements. For example, the
TOPEX Ku-band altimeter measures SWH to within
70.5 m up to more than 5.0 m, and WS within 71.5 m/s
up to more than 15 m/s. These figures correspond to av-
erages over 1 second, or about 6 km along the subsatellite
path of the altimeter’s footprint, which typically is 3–5 km
wide, determined by mean sea state.

3.2. Height Error Budget

The ultimate accuracy of an altimeter depends critically
on estimation and removal of the systematic errors inher-
ent to the measurement. Once recovered from the altime-
try data, sea surface height hS is used to derive the signal
x of the dynamic sea surface topography by

x¼hS � hG � dhS

in which the independent variables imply geophysical cor-
rections: geoid determination (hG), and Earth tides, oce-
anic tides, inverse barometer corrections and so on (dhS).

An oceanographic altimeter collects radar ranging data
that are reduced to sea surface height hS according to

hS¼hO � h� dhA � dhB � dhh ð1Þ

where the last three terms on the right-hand side of Eq. (1)
entail corrections to be derived from electromagnetic (EM)
reflection and propagation phenomena. Orbit radial
height (hO) is determined through extensive instrumen-
tation and analysis, with a net uncertainty. The magni-
tude of the uncorrected height errors, and the TOPEX
postcompensation residual height uncertainties that
remain in hS, are summarized in Table 2.

3.2.1. Instrument Corrections dhA. Height errors that
arise in the altimeter and spacecraft environment may
be driven close to zero by careful design and calibration
[11,12]. Range delay has to be adjusted to account for the
electronic distance from the antenna phase center,
through the transmitter, receiver, and processor, to the

Sea surface (flat)

Wavy sea surface (SWH 2)

Wavy sea surface (SWH 1)

Time delay (Range bins)

Waveform
power

Mean
noise
level

Track
point t T

Flat

SWH 2SWH 1

Range window

Radiating pulse

(a)

(b)

Figure 2. A pulse-limited altimeter’s radiated signal intersects
the wavy surface of the ocean from above (a). The output (aver-
aged) waveform is the altimeter’s response to the surface (b).
Waveform (round-trip) time delay tT and leading-edge slope indi-
cate height above the surface and the large-scale roughness
(SWH) of the surface, respectively.

Table 2. TOPEX Height Accuracy

Uncertainty Source Height Error
Residual

Uncertainty (cm)

Instrument dhA

Noise B25 cm 2
Waveform bias B25 cm 3
Timing bias B1 m 1

Surface interaction dhB

EM bias B0.05�SWH 2
Skewness pSWH 1

Propagation dhh

Ionosphere 5–25 cm 1.3
Dry troposphere B2.2 m 0.7
Wet troposphere 5–50 cm 1.2

Orbit hO (Large) 3.5
RSS error 42.5 m o5
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satellite’s center of mass. The required timing correction is
a function of spacecraft attitude, temperature, and age,
among other perturbations. The waveform leading-edge
delay is tracked dynamically on-board, but not perfectly.
After calibration and compensation, the combined equiv-
alent distance root-sum-squared (RSS) uncertainty of
TOPEX from all on-board sources is about 3.7 cm, less
than two Ku-band wavelengths.

3.2.2. Surface Corrections dhB. The radiated wave front
impinges on the sea surface, and then is reflected. In the
presence of waves, the mean EM surface sensed by the re-
flection deviates from the physical sea surface. The result-
ing height measurement bias occurs because ocean waves
tend to reflect more strongly from their troughs than from
their crests. Ocean waves also tend to be asymmetric in
their height distribution, described by skewness. This
causes the area of the reflecting surface that lies above
the mean sea level to be larger than the area below. If
scattering were simply proportional to area, this skewness
would bias the height measurement. Both EM bias and
skewness bias are reduced through empirically derived al-
gorithms that depend on the local significant wave height.

3.2.3. Propagation Corrections dhh. EM propagation is
retarded by free electrons in the ionosphere, by the air
mass of the troposphere, and by the water content of the
troposphere. If uncorrected, the height measurement er-
ror from these three sources would be about 2.5 m, intol-
erable for oceanic radar altimetry. The largest error is due
to the dry troposphere, but this contribution varies slowly
over the planet, and is not problematic. It can be removed
almost completely through application of standard models
that depend simply on atmospheric pressure and Earth
latitude.

Atmospheric water content may vary considerably with
location. The resulting pathlength changes, if uncorrect-
ed, could imply the presence of large but false oceanic
height signals. The only reliable way to counteract its ef-
fect is to measure the water content directly along the al-
timeter’s propagation path. Atmospheric water content
may be estimated rather well with radiometric tech-
niques. TOPEX carries a three-frequency (18, 21, and
37 GHz) water-vapor radiometer (WVR) whose data are
used to reduce the wet troposphere pathlength error to
1.2 cm [13].

The altimeter’s radiation is delayed also by the total
count of free electrons [i.e., total electron content (TEC)]
found in the layer above about 70 km [14]. Depending on
the solar cycle, solar illumination, and other parameters,
the TEC varies widely, causing an apparent increase in
pathlength up to 25 cm. The optical pathlength delay due
to TEC depends on frequency f as f� 2. Hence, simulta-
neous altimeter heights h1 and h2 obtained at two differ-
ent frequencies f14f2 can be combined as

h¼
f 2
1

f 2
1 � f 2

2

h1 �
f 2
2

f 2
1 � f 2

2

h2

to offset the unwanted ionospheric delay error. The
TOPEX altimeter operates at Ku band (13.6 GHz) and

C band (5.2 GHz), generating height estimates hK and hC,
respectively. The TOPEX algorithm that corrects for the
ionospheric pathlength delay is h¼ 1.18hK� 0.18hC.

3.2.4. Orbit Determination hO. The dominant error in
absolute height measurements from a radar altimeter is
the uncertainty of the satellite’s instantaneous radial
distance from the reference ellipsoid. The perturbations
on a satellite in low-Earth orbit, in order of importance,
include: variations in the gravity field; radiation
pressures; atmospheric pressure; tides, both oceanic and
solid Earth; and the troposphere. Real-time observation
of the satellite’s orbital perturbations is subject to
errors also, compounded by insufficient knowledge of the
Earth’s geoid, and location uncertainties for the tracking
systems.

The principal methods used by T/P for precision orbit
determination (POD) rely on its global positioning system
(GPS) receivers and the ‘‘Doppler orbitography and radio-
positioning integrated by satellite’’ (DORIS) data system.
DORIS instantaneous navigation is better than 4 m on all
axes, a tolerance that reduces to less than 5 cm (radial)
after precision processing. T/P carries a set of optical ret-
roreflectors (corner cubes) mounted around the circumfer-
ence of the altimeter antenna. When within view of
ground stations equipped with precision range measure-
ment lasers, the corner cubes can be illuminated. The re-
sulting laser ranging measurements are used to calibrate
the onboard orbit determination systems.

The radial orbit determination error for TOPEX/Posei-
don has been reduced to less than 3.5 cm when averaged
(RSS) over its orbital repeat period [15]. The predominant
errors have 2–3 cm peaks, concentrated at a once-per-orbit
frequency. Orbit determination residuals can be reduced
through analysis of height measurements at locations at
which the ascending and descending satellite orbits cross.
After removal of all geophysical signals and adjustment
for changes in the orbit, the measured heights at each
crossover point should be equal. Comparison of the actual
crossover differentials helps refine the orbital models. For
TOPEX, crossover analysis of many orbits over a period of
30 to 60 days reduces the residual to about 2 cm. At this
level of precision, inaccuracies in Earth’s tide and geoid
models dominate the remaining error. Improvements in
these models are expected to lead to 1 cm radial orbit
accuracies for the Jason series of altimeters.

Such tight orbit determination is unlikely to be
achieved in the near future for the radar altimeter satel-
lites at 800 km altitudes. For example, the working objec-
tive for POD on GFO is 5 cm, based primarily on GPS
tracking and dynamic modeling (although it was better
than 7 cm only rarely during 1998–2002).

4. THEORETICAL FOUNDATIONS

Altimeters generally fall into one of two kinds, determined
by their beamwidth and range resolution. Radar altime-
ters illuminate the surface through an antenna pattern of
width b, which typically is less than a few degrees. As
a part of the onboard processing, the received energy is
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processed into resolved range shells. Beamwidth deter-
mines the width bh of the surface illuminated by the an-
tenna. As it intersects the surface, each range of resolved
length r also determines a surface area of width 2rP [16].
Beam-limited radar altimeters are those for which
bho2rP. Conversely, 2rPobh for pulse-limited altimeters.
The altimeters cited in Table 1 are all pulse-limited.

4.1. Pulse-Limited Altimeters

Figure 3 illustrates the pulse-limited condition. The
height accuracy of a pulse-limited altimeter is much less
sensitive to (small) angular pointing errors than is the
case for a beam-limited altimeter.

The pulse-limited radius rP of a quasiflat surface on
Earth of mean radius RE is

rP¼

ffiffiffiffiffiffiffiffi
cth
aR

s

ð2Þ

where aR¼ (REþh)/RE is a consequence of the spherical
observation geometry. For typical satellite radar altime-
ters, the pulse-limited footprint over a quasiflat surface is
on the order of 2 km in diameter. The pulse-limited area is

AP¼ pr2
P¼

pcth
aR

ð3Þ

As the pulse continues to impinge on and spread over the
surface, the resulting pulse-limited annuli all have areas
equal to that of the initial pulse-limited footprint. Hence,
the received power tends to maintain the level correspond-
ing to the peak of the initial response. The pulse-limited
areas expand in response to increasing large-scale surface
roughness, which in the oceanographic context is ex-
pressed as significant wave height (SWH).

4.2. Radiometric Response

The classical single-pulse radar equation that describes
the postprocessing peak power P is

P¼
PTG2ðyÞl2CRs

ð4pÞ3h4
ð4Þ

where s is the effective radar cross section, PT is the
transmitted power, G(y) is the one-way power gain of the
antenna as a function of off-boresight angle, l is radar
wavelength, h is height, and the range pulse processing
gain (compression ratio) is CR. In the altimetry literature,
the radar cross section usually is interpreted to mean s¼
s0As, where s0 (sigma 0) is the normalized scattering co-
efficient (dimensionless) of the terrain and As is the area of
the resolved footprint. The peak power observed within a
conventional radar altimeter, at the instant that the
pulse-limited area at nadir is fully illuminated, is given
from Eqs. (3) and (4) by

PP¼
PTG2l2CRpcts0

ð4pÞ3h3aR

ð5Þ

The power described by Eq. (5) is proportional to
compressed pulselength t and to the inverse cube of
height h� 3.

4.3. Flat-Surface Response

Under reasonable conditions, the expected output g(t)
from any linear sensor is given by the convolution g(t)¼
p(t)�s(t) of the sensor’s impulse response p(t) over the dis-
tribution s(t) that describes the input data source. A pulse-
limited radar altimeter is an example of a linear system,
but its response to input data takes on a special form due
to the relatively strange geometry through which it views
surface height variations. As a function of time, the
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Figure 3. Elevation (a) and plan view (b) of a pulse-limited radar
altimeter’s illumination geometry. The surface area simulta-
neously illuminated within the duration of the compressed radar
pulselength dominates the height measurement. This pulse-lim-
ited area expands for larger significant wave height (SWH).
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radiating pulse first strikes the surface, and then spreads
out over it. The so-called flat-surface response is the alti-
metric counterpart to the generic impulse response func-
tion. It serves as the primary analytical basis for
description of a radar altimeter’s waveform from a vari-
ety of surface topographies.

In the altimetry literature two closely related ‘‘flat sur-
face’’ functions appear, denoted here as pI(t) and pF(t). The
(idealized) flat surface response pI(t) was introduced orig-
inally [16] as a system function to account for the effects of
antenna pattern, illumination geometry, and incoherent
surface scattering. As an extension, Brown’s [17] flat-sur-
face response pF(t) includes the impact of the compressed
pulseshape and signal processing as well as the functional
dependencies captured in pI(t). Brown’s model is used
most widely.

The difference between these two flat-surface functions
is subtle but significant. The average input data distribu-
tion presented to a conventional radar altimeter is accu-
rately modeled by s(t)¼pI(t)

�q(t), which is a convolution of
the (idealized) flat-surface response pI(t) with the topo-
graphic distribution q(t) of the surface. The resulting ra-
dar altimeter linear model is the convolution gA(t)¼
pF(t)�q(t), where pF(t)¼p(t)�pI(t) is Brown’s flat-surface
response function and p(t) is the conventional linear sys-
tem impulse response of the altimeter. The output gA(t) is
known as the altimeter waveform, examples of which are
sketched in Fig. 2.

The flat-surface response function (averaged) of a con-
ventional satellite radar altimeter is

pFðtÞ ¼ 0
1

t
t�

2h

c

� �
�0

¼
t

t
0o

1

t
t�

2h

c

� �
�1

¼ 1 1o
1

t
t�

2h

c

� �
ð6Þ

under the simplifying condition of a perfectly rectangular
compressed unity pulse of length t. The defining charac-
teristic of this response is that it is essentially a step func-
tion; following its linear rise over the duration of the
compressed pulse, its maximum value is supported for
many subsequent delay intervals. In practice, this wave-
form is attenuated in time, due primarily to weighting of
the antenna pattern away from boresight. Also, the wave-
form itself is more rounded, as a consequence of the
weighted shape of the compressed pulse produced by a
realistic altimeter.

5. DERAMP ON RECEIVE

A satellite-based radar altimeter needs to measure the
distance accurately, but only for an essentially planar sur-
face, oriented orthogonally to the radar’s line of sight.
Conservative design suggests that all radar resources
should be concentrated near the reflection from that sur-
face. Hence, ocean-viewing altimeters have a small range
window that tracks the delay and strength of the surface

reflection. The ocean’s surface has a significant wave
height of less than 20 m or so, and its radar backscatter
coefficient spans 3–20 dB, to cite parameters used in the
testing of the TOPEX altimeter. In practice, range gate
delay and backscatter tracking are met with two servo-
regulator feedback loops (Fig. 4). The first loop is a second-
order height tracker consisting of range position (alpha
tracker) and range rate (beta tracker). The second loop is
the receiver gain control (AGC). Altimeter height mea-
surement is given by the setting of the range delay coarse
and fine values, corrected by the remaining height error
measured from the waveform’s position in the tracker.
Surface windspeed and significant wave height are de-
rived from the AGC values and the waveform’s shape,
respectively.

The precision of an individual height measurement is
determined by range resolution. If a simple short pulse
were transmitted, then the height resolution would equal
the pulselength. The principal disadvantage of a short
pulse is that it contains little energy. The inherent reso-
lution of a pulse is inversely proportional to its bandwidth.
Most radar altimeters use some form of modulation on the
transmitted signal to maintain a large bandwidth within a
longer pulse, thus increasing the transmitted energy at no
loss of resolution. A well-established modulation technique
used in many airborne radar altimeters is frequency-mod-
ulated continuous wave (FMCW), from which height is
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Figure 4. The functional diagram of a modern satellite altimeter
is centered on the waveform tracker, whose outputs are (1) trans-
lated into science data to be returned via telemetry and (2) trans-
formed into closed-loop timing and gain controls for the radar.
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proportional to the frequency difference between the
transmitted and received signals. An alternative approach
is pulse compression, whereby a relatively long large
time–bandwidth pulse is transmitted, and then processed
(compressed) after reception to a simple short pulse of
unity time–bandwidth.

Satellite-based radar altimeters use a different and
specialized form of modulation and demodulation. The
relatively distant and narrow range window typical of
an ocean-viewing satellite radar altimeter is ideal for the
full-deramp (stretch) technique [18], which was first ap-
plied to altimetry by MacArthur [19] in the Seasat altim-
eter. The defining feature of the full-deramp technique is
that the transmitted pulselength is longer that the depth
of the range window.

The full-deramp (dechirp) technique employs a trans-
mitted chirp (linear FM signal) of duration TP, bandwidth
BP, chirp rate kP, and center frequency f0. For a pulse ini-
tiated at t¼ 0, the transmitted frequency is f0þ kPt, teTP,
as shown in Fig. 5. The bandwidth is BP¼ kP TP, and the
associated time–bandwidth product is kP TP

2. Pulse band-
widths and the time–bandwidth products for satellite ra-
dar altimeters are large, on the order of 300 MHz and
30,000, respectively. The compressed pulselength t is giv-
en by the inverse bandwidth of the transmitted pulse, or
alternatively, by the original pulselength TP divided
by the time–bandwidth product. Thus, a fully deramped
altimeter’s height resolution is

t¼
1

kPTP
seconds or r¼

c

2kPTP
meters ð7Þ

The altimeter tracking system anticipates the time t0

when the reflected signals will arrive back at the radar;
to meet them, another chirp is generated, at time tCEt0

and center frequency f0� fI, where fI is to become the re-
ceiver’s intermediate frequency (IF). (The deramp chirp

time tC in general is slightly different from t0, as explained
in the tracking discussion below.) The deramp chirp is
mixed with the incoming signals, after which their differ-
ence frequencies are retained, to produce the set of
deramped data signals shown in the figure.

The key to many characteristics unique to a radar al-
timeter lies in this deramp domain. The deramped signal
from the mth individual scatterer at time delay tm is a CW
segment of length TP and frequency

fm¼ 2kPðtm � tCÞ; tm 2 TR ð8Þ

where TR is the time spanned by the received signals. For
a range window RH meters deep, TR¼ 2RH/c. The IF band-
width BI is determined by the FM rate and the range win-
dow, BI¼ 2kPRH/c. If the range depth of the scene is small,
as is the case with radar altimeters meant to operate
over the ocean, then the corresponding IF bandwidth is
small, typically less than 5 MHz. Clearly, the full-deramp
technique offers a considerable savings in system band-
width at all subsequent stages, and at no cost in range
resolution.

The deramped window duration TDZTPþTR must be
larger than the pulse duration to accommodate the extra
time induced by the range window timespan. The full-
deramp technique works best when TPbTR, a condition
that is very well satisfied for oceanographic altimeters for
which TR is less than 1% of TP. Alert: There is a conceptual
pitfall lurking in the deramped signal domain. Time and
frequency reverse their customary roles. In this domain,
time delay is no longer a measure of the radar range to
reflectors. Rather, the signals’ time duration TP deter-
mines their compressed pulse resolution according to
Eq. (7), and thus ‘‘time’’ behaves as a bandwidth. Con-
versely, each scatterer’s round-trip time delay, relative to
the trackpoint, is proportional after deramp to the CW
frequency given by Eq. (8), relative to the IF center fre-
quency. Thus ‘‘frequency’’ behaves as delay time, which is
proportional to radar range.

6. THE TOPEX DESIGN

The TOPEX Ku-band altimeter [11,12,19] illustrates the
essential features of conventional space-based radar al-
timeters (Fig. 4). The TOPEX altimeter is controlled by a
synchronizer whose inputs are derived from the tracker
outputs, slaved to a master radiofrequency clock at
80 MHz. The tracker and synchronizer control the altim-
eter in all seven of its operational modes: test, calibrate,
standby, coarse track acquisition, fine track acquisition,
coarse-resolution track, and fine-resolution track. Table 3
lists values for selected TOPEX parameters.

In the fine-resolution track mode, the radar transmits a
linear FM (chirp) pulse of length 102.4 ms and bandwidth
320 MHz. The signal generator consists of a digital section
that creates 40-MHz chirps at baseband, followed by RF
sections that multiply and mix the signals to meet the fi-
nal bandwidth and center frequency. The chirped pulses at
13.6 GHz are amplified in a traveling-wave tube (TWT) to
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Figure 5. A long linearly frequency-modulated (chirp) pulse is
transmitted (as in Fig. 4), followed by full-deramp demodulation
on receive to produce a relatively narrowband set of CW data sig-
nals at intermediate frequency f1.
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20 W (peak), and transmitted at 4.5 kHz pulse repetition
frequency (PRF) through an antenna 1.5 m in diameter.

The received pulses are amplified and then mixed with
a delayed chirp signal, centered at 13.1 GHz to produce an
ensemble of CW data signals spread over a band of
B3 MHz about an intermediate frequency of 500 MHz.
The deramped data signals are further amplified, subject
to gain control in the AGC attenuator, mixed down to
in-phase and quadrature video, lowpass-filtered and dig-
itized. At this stage, the lowpass filter has the effect of
removing echoes from ranges that are well outside the
desired range gate window. The signals are magnitude-
squared, and summed to produce smoothed height wave-
forms. Extensive waveform averaging over statistically
independent samples is essential to suppress the speckle
noise that otherwise would dominate the waveforms. The
smoothed waveforms are processed to extract the data of
interest, and the tracking outputs are fed back to close the
control loops of the radar.

The Ku-band and the C-band channels are time-multi-
plexed, which impacts system timing from the PRF to the
processor.

6.1. Sampling and Waveform Processing

The mean amplitude of the deramped signals is normal-
ized through an AGC amplifier. The receiver gain is set by
the level observed in the waveform processor. Signal level
is proportional to the scattering coefficient (sigma 0) of the
water’s surface, which in turn is a function of surface
windspeed. The normalized signals in the TOPEX altim-
eters are mixed down to in-phase (I) and quadrature (Q)
video channels and passed through 625-kHz lowpass fil-
ters prior to analog-to-digital sampling at a 1.25 MHz rate.
This produces a set of 128 complex samples uniformly
spaced over the 103.2-ms deramp interval TD.

The tracker and synchronizer control the position of the
altimeter height settings through two paths: coarse, and
fine. The coarse height feedback depends on the deramp
trigger tC that is slaved to the 80 MHz clock, which has a
period of 12.5 ns. Thus, choice of tC is restricted to a set of
discrete delays separated by 12.5 ns, corresponding to
height intervals of 1.875 m each. The fine height feedback
is exercised in the digitized deramp domain (Fig. 6). In the
deramp domain, a small frequency shift is equivalent to a

small time delay Dt. For a fine time shift interval
� 12.5 nsoDto12.5 ns, the corresponding frequency shift
is kPDt, bounded by 739.0625 kHz. The 25-ns fine time
shift adjustment interval is large enough to accommodate
anticipated range rates without having to reset the course
height feedback selection within one waveform-processing
cycle.

Following frequency shift, the data are inverse fast
Fourier transformed (IFFT) and magnitude-squared de-
tected. The IFFT converts CW to time shift (relative to the
trackpoint), and compresses the data to its individual
pulse resolution, 0.469 m. Each resulting waveform is a
distribution of power across the bins within the range
window (as suggested in Fig. 2).

As is true for most radars, the received waveform pro-
duced by an individual pulse is corrupted by speckle noise.
Speckle is created by the coherent interference within a
given echo between unresolved and competing elementary
scatterers, and causes the signal’s standard deviation to
be large. (In the limit, the standard deviation equals the
signal’s mean value for an individual waveform drawn
from a Gaussian ensemble). The standard deviation of the
speckle can be reduced by summing (averaging) many
statistically independent waveforms together. Statistical
independence between sequential returns observed by a
radar altimeter depends primarily on the radar pulse rep-
etition rate (PRF), the antenna size, the spacecraft veloc-
ity, and sea surface conditions [20]. The pulse-to-pulse
statistical independence threshold for TOPEX is about
2.5 kHz, yet its PRF¼ 4.5 kHz. The pulse rate above the
threshold improves the additive SNR, but does not con-
tribute to speckle reduction.

6.2. Tracking

The TOPEX Ku-band channel averages 228 pulses over a
so-called track interval of about 50 ms to produce the
smoothed waveforms delivered to the tracker at a 20 Hz
rate. For each waveform, the range window (Fig. 2) is par-
titioned into 128 sample positions or bins, each of size
equal to the radar’s range resolution. Groups of bins are
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Figure 6. The waveform processor (see Fig. 4) of a pulse-limited
radar altimeter performs three basic functions: (1) application of a
frequency shift to effect the fine range delay correction, (2) an in-
verse FFT applied to each return to transform the CW signals into
a power distribution as a function of altimetric height (relative to
the trackpoint), and (3) summation over many of these individual
power waveforms to form the averaged waveform that is sent to
the tracker.

Table 3. TOPEX Chirp Parameter Values

Parameter Symbol Value Units

Chirp rate kP �3.125 MHz/ms
Pulse duration TP 102.4 ms
Pulse bandwidth BP 320 Hz
Time�bandwidth — 32768 (Nil)
Pulse resolution r 0.469 m
Pulse resolution t 3.125 ns
Carrier (Ku-band) f0 13.6 GHz
Carrier (C band) f0 5.2 GHz
IF frequency fI 500 MHz
IF bandwidth BI 3 MHz
Range timespan TR 400 ns
Deramp timespan TD B103 ms
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organized into tracking gates of various sizes whose out-
puts are used to calculate the parameters that control the
altimeter’s feedback loops, and to provide the first-order
science data from the instrument [21]. The tracking algo-
rithm, based on an Intel 80186 microprocessor, iterates at
the waveform input rate of 20 Hz. Each tracking gate is
normalized so that its gain is inversely proportional to its
width, which is the number of samples that it spans. The
range width of each gate is a power of 2 times the intrinsic
range resolution of the altimeter.

The noise gate estimates the mean noise level from
samples 5–8, which occur well before the waveform begins
to respond to surface reflections. The mid-point of the
waveform’s leading edge is tracked to keep it centered be-
tween samples 32 and 33. The AGC gate spans samples
17–48, which are centered on bin 32.5, the so-called track-
point.

The output of the AGC gate is fed back to control the
altimeter’s gain loop. TOPEX is required to measure
waveform power (proportional to sigma 0) with an accu-
racy of 71 dB and a precision of 70.25 dB. In response to
the waveform levels observed in the AGC gate, the receiv-
er attenuator is adjusted in 1 dB steps. To meet the accu-
racy and precision requirements, from pulse to pulse the
attenuator setting is dithered between neighboring steps.
This has the effect of interpolating the mean AGC setting
to an effective accuracy of less than 0.1 dB when averaged
over all 228 input waveforms. Waveform power (sigma 0)
returned as science data is equal to the mean AGC level
plus the AGC tracking gate level.

To summarize, the altimeter’s measurements are:
SSH—the position of the trackpoint, plus the trackpoint
offset; SWH—proportional to the width of the waveform
leading edge of the waveform; and WS—proportional to a
function (empirically determined) of 1/(waveform power),
hence derived from the AGC setting.

7. GRAVITY AND BATHYMETRY—PRECISION

Radar altimetric data are the basis for state-of-the-art ge-
odesy expressed through the ocean’s surface, and conse-
quently, global bathymetry. The principal objective of a
geodetic satellite radar altimeter [22] is to measure the
(along-track) slope of the sea surface caused by gravity
deflections over spatial scales less than a few hundreds of
kilometers (Fig. 7). Sea surface slope is derived by taking

the difference between two neighboring height measure-
ments, where the slope tangent equals ‘‘rise over run.’’ The
keyword for these measurements is precision: the stan-
dard deviation (noise) of the sea surface height measure-
ment about its mean value. Height measurement
precision is determined by the radar altimeter’s postpro-
cessing range resolution, and by the amount of averaging
available for each estimate. Note that a precision mea-
surement may still have poor accuracy, if its mean value is
biased away from the correct value. When comparing two
neighboring height measurements, any constant bias is
canceled by differentiation as long as the error is the same
for both measurements. The sea surface slope measure-
ment problem is challenging because the desired slope
signals are as small as 6 mm height differential (rise) for
each 6-km along-track separation (run). Such a slope cor-
responds to one microradian of gravity deflection, or about
a one milligal gravity anomaly.

In addition to height precision, geodetic altimetry re-
quires smaller along-track resolution than does a conven-
tional altimeter, and a suitable orbit. The altimeter’s
footprint resolution should be smaller than about 6 km,
which corresponds to the minimum half-wavelength scale
of the observable gravity anomaly spectrum. The orbit
should not repeat for B1.2 years, to yield an average
ground track spacing of 6 km, again in respect of the
anomaly spectrum. The orbit’s inclination should be near
50–631 (or 113–1201 retrograde) to resolve north and east
slopes nearly equally, and to cover the lower latitudes
where existing data are inadequate. Note that oceano-
graphic radar altimeter missions (TOPEX/Poseidon, Ja-
son-1, ERS1/2, Envisat, and Geosat ERM/GFO) normally
are placed into exact-repeat orbits (10–35 days), and as a
consequence have widely spaced (80–315-km) ground
tracks. Such orbits cannot resolve the short-wavelength
two-dimensional surface slopes required for useful
bathymetry.

Since absolute height accuracy is not required, geodetic
radar altimeters can be relatively basic instruments. They
do not need to compensate for propagation delays; hence
they need only one frequency, and they do not need a wa-
ter-vapor radiometer. Indeed, such an instrument is pre-
ferred; it has been shown that efforts to correct for path
delays usually add noise to slope estimates [23]. Geodetic
measurements provided by the Geosat and ERS-1 (both
single-frequency altimeters with no WVR) furnish the best
resolution oceanic gravity from space to date. Their re-
sulting bathymetric resolution is limited to about 25 km
north–south, with poorer resolution of east–west slope
components. These results reflect the less-than-optimum
resolution, waveform precision, and orbit inclination of
those two altimeters. Geodetic resolution at the ocean’s
surface can be no finer than about 6 km (half wavelength),
a limit that is determined by the average depth of the
ocean, which is about 4 km.

Gravity anomalies are caused by topographic relief on
an interface between two volumes of differing mass den-
sity. In the deep ocean, sediments are thin, and the basal-
tic seafloor crust is internally flat-layered, and so gravity
anomalies at the surface reflect the topography of
the ocean floor. Conversely, at continental margins the

Standard
gravity

Deflected
gravity

Ocean floor with seamount

Induced
surface
slope

Ocean

Figure 7. The ocean’s bottom topography causes subtle varia-
tions in the local gravity field, which are expressed as small tilts
in the ocean’s surface. These are observable by satellite altimetry.
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seafloor is nearly flat and sediments are generally thick.
Beneath these sediments there may be basins or other
geologic structures of interest. In such regions, surface
slope signals are due primarily to topographic variations
at the interface between crystalline rocks and their sedi-
mentary overburden. The sediment–basement interface
provides essential reconnaissance information for petro-
leum exploration. The correlation between slope and
existing depth soundings readily distinguishes these two
environments [24].

The slope signals required to estimate bathymetry are
bandlimited (12–300 km full wavelength), as determined
by fundamental physical principles. Hence, the height
measurements of a geodetic altimeter need to maintain
relative accuracy—precision—only over this relatively
narrow band. Within this band, precision turns out to be
the dominant limiting condition. Sea surface slope mea-
surements are derivatives of the altimeter’s natural mea-
surements, height. Taking derivatives eliminates constant
and longwave height errors, but it amplifies noise at short
wavelengths. Using a simple model in which height errors
are assumed to be a Gaussian white-noise process over the
geodetic band, the one-sigma slope error is about 1.8 mrad
if the altimeter’s one-sigma height precision is 1 cm for a
one-second averaged height value. Experience teaches
that height precision degrades with increasing significant
wave height (SWH). One of the factors that motivated
the development of the delay–Doppler approach to radar
altimetry was to improve measurement precision.

8. DELAY–DOPPLER

The delay–Doppler technique leads to better measure-
ment precision, a smaller effective footprint at nadir, and
increased tolerance of along-track surface gradients typi-
cal of continental ice sheets. The central innovation in the
delay–Doppler concept [25,26] is that it combines the ben-
efits of coherent and incoherent signal processing, rather
than relying exclusively on incoherent averaging as is the
case for all conventional satellite radar altimeters. The
coherent processing stages, patterned after well-estab-
lished methods developed for synthetic aperture imaging
radar (SAR), allow much more of the instrument’s radiat-
ed power to be converted into height measurement data.
One consequence of delay–Doppler signal processing is
that less transmitted power is required than with a con-
ventional altimeter. The delay–Doppler technique also en-
joys the benefits of the pulse-limited range measurement
geometry.

The coherent processing transforms groups of data into
the Doppler frequency domain, where delay corrections
are applied, analogous to SAR range curvature correction
[27]. Doppler processing determines the size and location
of the along–track footprint, which is (1) smaller than the
pulse-limited diameter, (2) a constant of the system, and
(3) relatively immune to surface topographic variations.
Waveforms are incoherently summed corresponding to
each surface position as the altimeter progresses along
track. One direct result is that each height measurement
from a delay–Doppler altimeter has more incoherent

averaging than is possible from a conventional radar al-
timeter.

The delay–Doppler technique exploits coherence be-
tween pulses, in contrast to the pulse-to-pulse incoher-
ence that is the norm for conventional pulse-limited
altimeters. Pulse-to-pulse coherence requires that the
PRF be above the interpulse correlation threshold, rath-
er than below it as is normal for conventional incoherent
radar altimeters [20]. To assure correlation, the PRF must
be high enough so that at least two pulses are emitted
while the satellite’s forward motion equals the along-track
aperture size of the altimeter’s antenna.

8.1. Delay–Doppler Domain

The objective of delay compensation is to remove the extra
delay (Fig. 8) that is induced by the spherical curvature of
the radar’s ranging wavefront as it impinges on the
ocean’s surface. At each along-track angular offset yD

from nadir, there is an extra range distance Dh¼
h(sec yD� 1) due to range curvature. As it is received,
the signal includes returns from scatterers at many dif-
ferent angles. Hence, the problem is multivalued; in the
signal domain compensation for wavefront curvature is
impossible. This is the situation for conventional incoher-
ent radar altimeters. In the delay–Doppler altimeter, how-
ever, along-track coherent processing circumvents this
dilemma. Transformation from the signal domain to the
frequency (Doppler) domain reduces delay compensation
to a single-valued problem: at each Doppler frequency fD

the extra range delay increment is unique, and known.
The delay increment, in terms of Doppler frequency fD

as its independent variable, is

DhðfDÞ � aR
l2h

8V2
f 2
D ð9Þ

where V is the velocity of the spacecraft along its orbit.
Recall that the deramped data in the range direction ap-
pear as constant (CW) frequencies. Each range delay in-
crement translates into an equivalent CW frequency shift.
These unwanted frequency shifts may be nullified by mul-
tiplying the data field by equal and opposite CW signals
prior to the range IFFT, analogous to the fine tracking
frequency shift of a conventional radar altimeter. The re-
sult is evident in Fig. 9, which compares the flat-surface
response waveform (as it would appear in the delay–Dopp-
ler domain) before and after delay compensation.

8.2. Implementation

The delay–Doppler altimeter introduces additional along-
track processing steps (Fig. 10) after the range deramp
and before the range IFFT. The net effect of the extra pro-
cessing is to transform the signal space from one to two
dimensions. A Fourier transform is applied to these data
in the along-track dimension, implemented in real time
onboard as a set of parallel FFTs that span the range win-
dow width. Signals in the resulting two-dimensional
deramp/Doppler domain are phase-shifted to eliminate
the unwanted range.
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The delay correction phase functions are

FðfD; tÞ¼ exp þ j2pkP
2

c
DhðfDÞt

� �
ð10Þ

which are CW signals whose frequency is matched to the
delay increment given by Eq. (9). The data at this stage
consist of an ensemble of two-dimensional CW signals.
Frequency in the time-delay direction is proportional to
(minimum) delay relative to the range trackpoint, and

frequency in the along-track direction is proportional to
the scatterer’s along-track position relative to the zero-
Doppler position.

The remaining data processing is carried out in paral-
lel, consisting of a range IFFT at each Doppler frequency
bin, detection, and assignment of the height estimates to
their respective along-track positions. The process is re-
peated over subsequent blocks of data, from which many
statistically-independent waveforms are accumulated at
each along-track position. As the altimeter passes over
each scatterer, the corresponding height estimates move
in sequence from the highest Doppler filter to each lower
frequency filter, until the scatterer is out of sight. Thus,
the final waveform at each along-track position is the av-
erage (incoherent sum, normalized) of estimates from all
Doppler filters. If the Doppler filters are designed to span
the along-track antenna beamwidth, then all along-track
data contribute to the height estimates.
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Figure 9. Simulated height waveforms, as they would appear in
a compressed pulse (delay) and Doppler data array before (a) and
after (b) curvature compensation, illustrate how delay/Doppler
processing shifts more of the reflected energy into the pulse-lim-
ited region, thus improving the height estimates.
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Figure 8. Elevation (a) and postcompensation plan view (b) of a
delay/Doppler radar altimeter’s illumination geometry. The
resolved along-track footprint XD is Doppler-limited. The cross-
track footprint is pulse-limited. Although the footprint is smaller
than the pulse-limited area, more averaging is available at each
Doppler bin position.
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8.3. Footprint

Delay–Doppler processing may be interpreted as an oper-
ation that flattens the radiating field in the along-track
direction. In this transformed data space (Fig. 8b), the
(x, y) cells have constant along-track length, but their
cross-track widths decrease as the square root of delay
time. The cross-track footprint is determined by the pulse-
limited condition.

The along-track impulse response is set up by the
Doppler filters. Along-track impulse position is deter-
mined by the zero-Doppler position for each burst of
data. Along-track position can be adjusted by artificial
Doppler shifts to maintain registration of subsequent
Doppler bins, which is the along-track analog of the fine
height adjustment in an incoherent radar altimeter.

Ideally, the along-track zero-Doppler position is equiv-
alent to the geometric subsatellite point, nadir. The along-
track location of the zero-Doppler plane is independent of
satellite attitude, and also is independent of terrain slope.
Thus, the height measurements at all Doppler frequencies
can be located along track with respect to zero Doppler. In
practice, the zero-Doppler bin location may not coincide
with nadir. A vertical spacecraft velocity component adds

a Doppler shift to the signals. Vertical velocity and its im-
plied Doppler error can be estimated. Offsetting Doppler
shifts can be applied in response to a spacecraft vertical
velocity component to assure registration of the Doppler
bins with their corresponding along-track positions de-
fined with respect to nadir.

8.4. Unfocused Condition

The foregoing is predicated on a simple isometry between
Doppler frequency and along-track spatial position. This
equivalence is valid for an along-track resolution that is
comparable to or larger than the first Fresnel zone. In
synthetic aperture radar parlance, this zone is known as
the unfocused SAR resolution. Using the classic quarter-
wavelength criterion, the radius a0 of the first Fresnel
zone is

a0¼

ffiffiffiffiffiffi
hl
2

r

which for a Ku-band altimeter leads to an along-track
(unfocused) dimension of 180 m from an altitude of 800 km
(or about 230 m from an altitude of 1334 km). As these
quantities are less than the nominal delay–Doppler along-
track cell size of 250 m, the processing task is trivial—no
focusing is required. Focus operations would be required if
the Fresnel radius were larger than the along-track cell
dimension. If a smaller cell size is desired such as for al-
timetry over land, or if a very high satellite altitude or
longer radar wavelength were chosen, then the along-
track processor would have to incorporate phase matching
to focus the data.

8.5. Incoherent Averaging

There are two stages in a delay-Doppler altimeter at
which incoherent averaging takes place: within each
Doppler bin and across neighboring bins. Detected returns
from many pulses are averaged together to build the
waveform within each bin. For a typical satellite altime-
ter, these waveforms would accumulate within each 250-m
bin at about a 26 Hz rate. Subsequent averaging (incoher-
ent integration) over adjacent waveforms typically ex-
tends over 0.1 s (or 1.0 s), during which time the antenna
illumination pattern progresses in the along-track direc-
tion by an appreciable distance, approximately 0.6 km (or
6 km). Alert: the relative location of each delay–Doppler-
derived height estimate is synchronized to coincide with
the forward motion of the instrument, thus eliminating
along-track elongation of the footprint, as is the case for a
conventional altimeter. The result is that a delay–Doppler
altimeter generates significantly more incoherent averag-
ing than does a conventional altimeter, and at less com-
promise in along-track footprint size.

One immediate benefit is better measurement preci-
sion. Consider the case of height precision in the context of
geodetic requirements. Figure 11 shows a plot of height
precision versus SWH for a delay–Doppler altimeter
(DDA) and a conventional radar altimeter (RA). The plot
shows that the DDA meets the height precision require-
ment of 1 cm at 3 m SWH, a result that is consistent with
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previous analyses [28]. The figure also shows that the
DDA is about half as sensitive as an RA to increasing
SWH. This is important for geodetic applications, as mea-
surement precision degraded by larger significant wave
heights is a major source of noise in Geosat surface slope
estimates [7].

8.6. Flat-Surface Response

The customary concept of flat surface response applies
only to the delay time dimension for a delay–Doppler al-
timeter. This means that the inherent delay/elevation am-
biguity characteristic of pulse-limited altimeters is
reduced from two spatial dimensions to only one dimen-
sion. The cross-track ambiguity that remains is suggested
in Fig. 8, which shows that at any given Doppler frequen-
cy, there are two possible sources for reflections having a
given (relative) time delay. These arise from either side of
the minimum delay locus, which nominally is the subsat-
ellite track. Of course, the point of first reflection (at zero
relative delay time) may be to one side of the subsatellite
track, as would be true in general when there is a nonzero
cross-track terrain slope. The cross-track ambiguity and
the delay/elevation ambiguity both may be at least par-
tially resolved through application of other means such as
the monopulse phase-sensing technique.

The flat-surface delay time response (after processing)
of the delay–Doppler altimeter has the functional form

fDðtÞ ¼ 0
1

t
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2h

c

� �
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ð11Þ

where t is the compressed pulselength (Eq. (7)). The curve
of Eq. (11) represents the (average) strength of the altim-
eter’s response to illumination of a quasiflat surface as a
function of time delay, just as in the conventional case.
Note that the response to a flat surface for all regions tot
have much less relative power for the delay–Doppler
altimeter than for the conventional radar altimeter

described by Eq. (6). The cross-track (time-delay) width
of fD(t) is approximately equal to t.

8.7. Radiometric Response

The delay–Doppler altimeter can take advantage of reflec-
tions from the entire length of the antenna illumination
pattern in the along-track direction to estimate the height
of each resolved patch of subsatellite terrain. This implies
that substantially more integration is possible than in a
pulse-limited altimeter. Under the assumption that the
dominant scattering mechanism is nonspecular, the inte-
gration gain is linear in power. It follows that the total
power arising from each resolved cell is larger for the de-
lay–Doppler altimeter than for a conventional pulse-lim-
ited altimeter, even though the postprocessing footprint
size is smaller.

Height estimation for each resolved scattering cell ben-
efits from integration as long as that cell is illuminated by
the antenna pattern. For each scattering cell, the equiv-
alent along-orbit integration is governed by the length bh
of the antenna footprint, expanded by the orbital factor aR.
The along-orbit integration may be interpreted in terms of
an equivalent along-track area AD that contributes to the
received signal power for a delay–Doppler altimeter on a
single-pulse basis. The cross-track dimension is set by the
pulse-limited condition. Thus

AD¼ 2hb
ffiffiffiffiffiffiffiffiffiffiffiffiffi
cthaR

p
ð12Þ

The postprocessing power of the delay–Doppler flat-sur-
face response function is

PD¼
PTG2ðyÞl2CRs0

ð4pÞ3h5=2
2b

ffiffiffiffiffiffiffiffiffiffi
ctaR
p

ð13Þ

which has an h� 5/2 height dependence, and a square-root
dependence on compressed pulselength. The height de-
pendence in Eq. (13) is the geometric mean between (h� 3)
for the pulse-limited case described by Eq. (5) and (h� 2)
for the beam-limited case. Reduced sensitivity to com-
pressed pulselength t in comparison to the pulse-limited
case may be helpful in system optimization.

From Eqs. (4) and (13), the relative power efficiency of
the two altimeters is given by the ratio

PD

PP
¼ aR

AD

AP

in which it is assumed that all other factors (such as av-
erage transmitted power and antenna gain) are equal in
the two cases. The areas AD and AP are given by Eqs. (3)
and (12), respectively. To first order, the relative radio-
metric advantage of the delay–Doppler altimeter over the
pulse-limited altimeter is given simply by the ratio of the
equivalent areas over which the signals are integrated.
For example, the delay–Doppler technique would require
only about one-tenth of the transmitter power of TOPEX
to support the same SNR performance, yet it yields wave-
forms with reduced speckle due to increased incoherent
summation.
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Figure 11. Height precision of a delay–Doppler radar altimeter
(calculated for a Ku-band system in an 800-km Earth orbit) com-
pared to that of a conventional altimeter, as a function of signif-
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8.8. Cross-Track Interferometry

Pulse-limited radar altimeters work best over relatively
mild topographic relief of mean slope zero, such as the
ocean’s surface. Over ice sheets or terrestrial surfaces,
performance is degraded. Unwanted characteristics in-
clude footprint dilation over rougher terrain, height er-
rors in proportion to surface mean slope, and the tendency
of the footprint location to hop from one elevated region to
another (without the control or knowledge of the data an-
alyst). Beam-limited techniques, of which laser altimeters
are extreme examples, circumvent these problems, but
may imply their own set of disadvantages.

A major potential application of radar altimetry is to
monitor the height of extensive ice sheets, as found in
Greenland or Antarctica. Approximately 95% of these sur-
faces have slopes less than B31, which is sufficient to trick
a conventional altimeter into very large height errors. For
example, an unknown one-degree slope would lead to a
120-m surface height error, which is unacceptable. Al-
though the delay–Doppler technique helps overcome
errors induced by surface slope components in the along-
track direction, that is not sufficient.

Error due to an unknown cross-track slope component
can be mitigated if its slope is known. Radar interferome-
try, as an adjunct to a delay–Doppler altimeter, can be
used to measure such cross-track surface slopes. The
phase monopulse technique uses this principle to estimate
the angle of arrival of reflections from a tilted surface col-
lected through two antennas separated in the cross-track
direction of the altimeter (Fig. 12). In a radar altimeter
that uses phase monopulse [29], a scatterer at cross-track
distance Dy away from nadir precipitates a pathlength
difference Dh, observable through the cross-channel
differential phase. The cross-track phase monopulse tech-
nique can measure the presence of small (mean) cross-
track surface slopes. Once measured, the slope data can be
applied to recover accurate estimates of the height h of
(gently) sloping surfaces. The cross-track phase mono-
pulse technique complements the delay–Doppler tech-
nique, which is an along-track enhancement.

8.9. D2P Airborne Testbed

The first embodiment of the delay–Doppler altimeter com-
bined with a phase monopulse cross-track receiver is the
D2P radar developed at the Johns Hopkins University
Applied Physics Laboratory [30]. The D2P is a coherent
airborne radar altimeter that operates from 13.72 to 14.08
GHz (Ku band). The system transmits a linear FM chirp
signal at 5 W peak power, with pulselengths ranging from
0.384 to 3.072 ms. The system uses two receiver channels
and a pair of antenna arrays, separated by a 14.5-cm
baseline, to provide for angle measurements in the cross-
track direction. The system provides real-time display of
the delay–Doppler spectrum and cross-track phase of a
burst sequence (typically 16 consecutive pulses). The D2P
system typically is installed into a P-3 research aircraft.
More recent campaigns include flights to Greenland, Sval-
bard, and Antarctica, and over sea ice.

9. FUTURE DIRECTIONS

9.1. Cryosat

Cryosat [31] is the first satellite of the European Space
Agency’s Living Planet Programme to be realized in the
framework of the Earth Explorer Opportunity Missions.
The mission concept was selected in 1999 with launch an-
ticipated in 2004. The Cryosat orbit will have high incli-
nation (921) and a long repeat period (369 days, with a
30-day subcycle), designed to provide dense interlocking
coverage over the polar regions. Its aim is to study possible
climate variability and trends by determining the varia-
tions in thickness of Earth’s continental ice sheets and
marine sea ice cover.

The Cryosat altimeter will be the first of its kind: SAR/
Interferometric Radar ALtimeter (SIRAL), whose ad-
vanced modes are patterned after the D2P altimeter
[32], and whose flight hardware has extensive Poseidon
heritage. Unlike previous radar altimeter missions, Cryo-
sat will downlink all altimetric data. These data will sup-
port three modes: conventional, interferometric, and
synthetic aperture. The conventional (pulse-limited)
mode will be used for open ocean (for calibration and sea
surface height reference purposes) and the central conti-
nental ice sheets that are relatively level. The interfero-
metric mode will be used for the more steeply sloping
margins of the ice sheets. The synthetic aperture mode
will be used primarily over sea ice, where its sharper
spatial resolution and better precision will support
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Figure 12. The cross-track (mean) surface slope can be estimat-
ed by a measurement of the phase difference between the same
return observed through two separated antennas. The range dif-
ference DR is proportional to their phase difference, from which
the slope-induced height correction dh can be calculated.
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measurement of the freeboard for floating sea ice. These
measurements can be inverted to estimate ice thickness.

9.2. WSOA

The wide-swath ocean altimeter (WSOA) [33] has been
promoted by the Jet Propulsion Laboratory as a means to
overcome the dominant timespace coverage dilemma that
confronts ocean altimetry. The standard altimeter mea-
surement geometry is strictly nadir-viewing; only one sub-
satellite height profile is gathered during each pass of the
spacecraft. Whereas nadir heights can be very accurate,
the surface heights of all regions between nadir tracks re-
main unobserved, and hence unknown. Many applications
would prefer a substantially wider swath of simultaneous
height measurements.

Several altimeters have been proposed over the years
that would scan the surface below with a set of altimetric
beams arrayed orthogonally to the subsatellite path. The
goal is reasonable—to generate a wide swath of height
measurements, rather than the single subsatellite line of
data points typically available. However, there are prob-
lems with this general approach. The predominant diffi-
culty is that the measurement is based on triangulation,
rather than the much more robust (minimum) range mea-
surement of nadir altimetry. Off-nadir triangulation is ex-
tremely sensitive to the satellite’s roll angle error dy.
Height accuracy within a beam-limited paradigm, at an
off-nadir measurement angle y, depends to first order on
h(tan y sec2 y)dy, which increases rapidly from zero as the
off-nadir angle is increased. In contrast, a pulse-limited
nadir altimeter’s height measurement accuracy is not
degraded in response to small attitude errors at the space-
craft. The height accuracy requirements typical of ocean-
ographic applications of a few centimeters cannot be met
by a single-pass multibeam or wide-swath system given
the state of the art of controlling or determining spacecraft
(roll) attitude control.

The WSOA concept promises to overcome this road-
block by combining swaths from ascending and descend-
ing passes. The accurate nadir heights from one pass will
be applied to remove systematic cross-track height errors
in the intersecting swath. This approach is expected to
provide useful height measurements across the swath for
those oceanic features whose height signals are highly
correlated over the time between the two passes, typically
a few days.

The WSOA is designed to measure ocean surface height
within a 200-km swath centered on the nadir track. In a
suitable orbit, such an instrument could observe nearly all
the ocean’s surface with a spatial resolution of B15 km.
This WSOA is under negotiation as a demonstration
instrument on the Jason-2 mission, post 2007.

9.3. WITTEX

WITTEX, named in honor of E. Witte, who in 1878 first
discovered the geostrophic current equation, is an acro-
nym for ‘‘water inclination topography and technology ex-
periment.’’ A WITTEX constellation would consist of three
coplanar small-satellite radar altimeters [34,35]. The sat-
ellites would be spaced apart by several hundred kilome-

ters along their orbit. Earth rotation will cause their
subsatellite tracks to be laterally separated. Along-orbit
spacecraft spacing will determine the separation and tem-
poral coverage of the resulting surface tracks. The mea-
surements along each set of three near-parallel tracks
occur within minutes of each other.

In principle, WITTEX data would support measure-
ment of the cross-track surface gradient as well as the
usual along-track gradient. Hence, two orthogonal com-
ponents of the surface gradient could be observed, from
which can be derived the two-dimensional geostrophic
current. In practice, height biases will exist between the
cross-track measurements. Even if small, such differential
biases would compromise the track-to-track height com-
parisons. One means of offsetting these systematic errors
is to cross-calibrate the respective altimeters. This is eas-
ily done, since the altimeters are in the same orbit plane.
Their surface tracks cross each other at maximal lati-
tudes. When these crossovers occur over the ocean, coin-
cident height measurements from the different
instruments can be cross-calibrated.

9.4. Dual-Use Altimetry

To date, the two themes of dynamic mesoscale ocean to-
pography and geodesy have remained disjoint. Geodesy
requires a nonrepeating orbit, whereas traditional ocean-
ographic altimetry, including mesoscale observations, re-
lies on exact-repeat orbits. More recent investigations
suggest that the two objectives could be satisfied by one
altimeter in a nonrepeating orbit, if adequate near-simul-
taneous ancillary data were available from a more con-
ventional mission such as Jason. The feasibility of dual-
use altimetry is a work in progress [36]. If verified, such a
mission could be very appealing, since it would attract
more potential users (and sponsors), and would require
relatively low-cost space-based assets (single frequency,
and no WVR, as long as the resolution and precision re-
quirements imposed by geodesy were satisfied). Adoption
of this paradigm would require users to think outside tra-
ditional boundaries.
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RADAR ANTENNAS
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University of Illinois at
Urbana—Champaign

Although the principle of radar has been known and ad-
vocated by many scientists since the early 1900s, it did not
come into its own until its widespread development and
application in World War II when the word radar was
coined. Since then, the use of radar has expanded prodi-
giously. Important applications are found not only in nu-
merous military problems but also in many public and
commercial areas (e.g., civil air-traffic control, aircraft
navigation, ship safety, spacecraft, ground detection, and
remote sensing of the environment). It is even applied to
law enforcement when police use radar to check the speed
of cars.

The major types of radar are pulse radar, high-range-
resolution radar, continuous-waveform (CW) radar, mov-
ing-target indication (MTI) radar, airborne radar, tracking
radar, pulse Doppler radar, ground penetrating radar,
synthetic aperture radar (SAR), and inverse SAR. Each
of these radar types employs a different characteristic
waveform, which is determined by the corresponding
radar antenna and signal-processing method.

The radar antenna is an important component of radar.
For different radar types, the requirement for antenna
performances and functions is varied. Because the subject
of radar antennas is very extensive, only selected types
and performances of radar antennas are discussed in this
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article. The reader should consult the bibliography for
further details [1–5].

Radar antennas serve as transduces to couple electro-
magnetic (EM) energy into the atmosphere. A simple
description of the antenna in a radar system is shown in
Fig. 1. The functions of the antenna when transmitting
are to concentrate the radiated energy from the transmit-
ter into a shaped directive beam in a predetermined di-
rection. When receiving, the antenna again forms a beam
in a particular direction and collects the energy contained
in the reflected target echo signals. Received energy is
sent to the receiver via transmission lines. Therefore, the
primary purpose of the antenna is to determine accurately
the angular direction of the target in both transmit and
receive modes. For this purpose, a highly directive beam-
width is required, not only to achieve accurate angular
targets but also to resolve closely located targets. This im-
portant feature of radar antennas can be quantitatively
expressed in terms of the beamwidth, gain, and sidelobes.

Generally, the functions of radar antennas can be clas-
sified into beamscanning and target tracking. Beamscan-
ning fulfills the search or surveillance function of a radar.
It requires that the narrow directive beam be scanned
rapidly and repeatedly over the region where the detected
target may appear. Target tracking, however, requires
that the narrow beam follow the target once it has been
detected. In some radar systems, particularly airborne ra-
dars, the antenna is designed to perform both searching
and tracking functions.

The preceding functional description of radar antennas
implies that a single antenna is used for both transmitting
and receiving via the duplexer, a device that permits both
transmission and reception of EM waves with the single
antenna. This is true for most radar systems, but there are
exceptions (e.g., the bistatic radars in which separate
transmit and receive antennas are used). This article con-
siders only the single antenna.

Radar antennas are mainly classified into two types:
quasioptical antennas, which can be analyzed by optics
methods like geometric optics and physical optics, and ar-
ray antennas. In some cases, small antennas are used
(e.g., in ground penetrating radars). Quasioptical anten-
nas include reflector antennas and lens antennas. The
former are still widely used for radar, whereas lens an-
tennas, although still used in some communication and

military applications, are no longer used in modern radar
systems. Therefore, because of limited space, we discuss
only reflector antennas and array antennas.

1. BASIC PARAMETERS AND REQUIREMENTS

Consider a radar antenna located at the origin of a spher-
ical coordinate system as shown in Fig. 2. The observation
point is on a sphere having a very large radius R, which is
located in the far field of the antenna. Assuming that the
antenna is reciprocal, so that the transmit and receive
patterns are identical. When the antenna is transmitting,
its radiation efficiency is defined as

Z¼
Pr

P0
ð1Þ

where P0 is the total power consumed by the antenna, and
Pr is the power radiated by the antenna. The later can be
expressed by the radiation intensity Fðy;fÞ

Pr¼

Z 2p

0

Z p

0
Fðy;fÞ sin ydydf ð2Þ

in which f is the azimuth angle and y is the elevation an-
gle, as shown in Fig. 2. From Eq. (2), the average radiation
intensity is easily obtained:

hFi¼
Pr

4p
ðwatts=steradianÞ ð3Þ

From Eqs. (1)–(3), we can define some basic parameters
of an antenna. Directivity is a measure of the ability
of the antenna to concentrate the radiated power in a par-
ticular direction. Thus it can be defined as the ratio of
the achieved radiation intensity in the direction to the
average:

Dðy;fÞ¼
Fðy;fÞ
hFi

ð4Þ

In practice, one is usually interested in the maximum
directivity of the mainlobe.

Duplexer
Antenna

Transmitter

Receiver

Indicator

Noise

Signal processing

Transmitted EM wave

Reflected EM wave

Target

Figure 1. Basic elements in a radar system in which the antenna
is an important part. It can be served as transmitting and
receiving.

Location of 
antenna

z

y

x

P

R

 

 �

�

Figure 2. Spherical coordinate system. The azimuth angle f and
elevation angle y are adopted by most antennas.
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Gain is another important parameter of an antenna. It
represents the ability to concentrate the power accepted
by the antenna in a particular direction:

Gðy;fÞ¼
Fðy;fÞ
P0=4p

¼ ZDðy;fÞ ð5Þ

Thus antenna gain is always less than directivity except
for a lossless and reflectionless antenna ðZ¼1Þ. Again, the
peak value of the gain, G0, is of more interest in practice.

The aperture of an antenna is its physical area project-
ed on a plane perpendicular to the desired direction. If the
antenna is lossless and the aperture of area A is uniformly
illuminated with equiphase, the directivity is given by

D0¼
4pA

l2
ð6Þ

which is the maximum available gain from an aperture A.
Practical antennas are not uniformly illuminated, but
they have a maximum in the center of the aperture and
are less tapered toward the edges in order to reduce the
sidelobes of the pattern. In this case, an effective aperture
is defined from the directivity:

Aeðy;fÞ¼
l2

4p
Dðy;fÞ ð7Þ

The concept of effective aperture is very useful when con-
sidering the antenna in its receiving mode, which mea-
sures the effective absorption area of the antenna to an
incident plane wave. Let Ae be the peak value of Ae(y,f).
Clearly, the effective aperture Ae is always less than the
physical aperture A by a factor Za

Ae¼ ZaA ð8Þ

which is usually called the aperture efficiency. From the
definitions in Eqs. (6)–(8), we can see that the aperture
efficiency measures only how effectively a given aperture
is used, but does not involve the EM energy loss. There-
fore, the efficiency of the antenna should be the multipli-
cation of Za and antenna losses ZL.

When the power radiation intensity F(y,f), the direc-
tivity D(y,f), the gain G(y,f), and the effective aperture
Ae(y,f) are normalized to their peak values, they will be
identical and are called the antenna radiation pattern,
which in fact represents the EM-energy distribution in
three-dimensional (3D) angular space. There are several
ways to plot the radiation pattern: rectangular or polar,
voltage intensity or power density, absolute value or dB
value, or power per unit solid angle. However, the 3D plots
of radiation pattern require extensive data. Thus two-
dimensional (2D) plots are usually adopted as a result of
the ease in measurement and plotting. Generally, the two
cuts of 3D plots in the principal elevation and azimuth
planes are sufficient to describe the pattern performance
of an antenna, which is much less costly.

Instead of azimuth and elevation, E- and H-plane pat-
terns are usually used in actual radar antennas because
the terms azimuth and elevation imply the Earth-based

reference coordinates, which are not applicable to some
space-based systems like airborne and satellite.

The mainlobe of the radiation pattern is in the direction
of maximum gain; all other lobes are called sidelobes. In
addition to the peak gain of the main lobe, two other im-
portant features of an antenna pattern are the beamwidth
of the mainlobe, which is usually specified at the half-
power level (3 dB), and the maximum sidelobe level. The
half-power beamwidth (HPBW) is usually a measure of
the resolution of an antenna. Therefore, if two identical
targets at the same range can be separated by the HPBW,
they are said to be resolved in angle.

The beamwidth of an antenna is determined by the size
of the antenna aperture as well as the amplitude and
phase distributions across the aperture. For a given dis-
tribution, the half-power beamwidth in a particular plane
is inversely proportional to the size of the aperture in that
plane

HPBW¼K
l
L

ð9Þ

where L is the aperture dimension and K is a constant for
the given distribution, which is known as the beamwidth
factor. Accurate estimate of the beamwidth factor must
take into account the aperture illumination function.
However, K¼ 701 can give a rough estimate in most cases.
For reflector-type antennas, a good estimation to K is giv-
en by [6]

K ¼ 1:05238Iþ 55:9486 ðdegÞ ð10Þ

in which I is the absolute value of edge illumination in
decibels.

From the half-power beamwidths in two orthogonal
principle planes, one can obtain a practical formula for
predicting the gain of a relatively lossless antenna

G0¼
C

y1y2
ð11Þ

where C is a unitless constant and y1 and y2 are HPBWs in
degrees. The accurate value of C depends on the antenna
efficiency, but the rough estimate can be taken from 26,000
to 35,000 [1,7].

Ideally, an antenna radiation pattern would consist of a
single mainlobe and no sidelobes. However, for all practi-
cal radar antennas, it contains numerous sidelobes. These
sidelobes can be a source of problems for the radar system.
For example, a radar for detecting low-flying aircraft tar-
gets can receive strong ground or ocean echoes, which is
called the clutter, through the sidelobes. This signal will
interfere with the desired echoes coming from the low
radar-cross-section targets through the mainlobe. Another
fatal problem of the sidelobes is coming from jamming,
which threatens most military radars. Therefore, it is of-
ten (but not always) desirable to design radar antennas
with sidelobes as low as possible to minimize such prob-
lems. However, low sidelobes and high gain are competing
requirements. Thus, the tradeoff between sidelobes level,
gain, and beamwidth is an important consideration for
designing radar antennas.
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2. REFLECTOR RADAR ANTENNAS

Reflector antennas are one of the most important radar
antennas and are widely used in practical radar systems.
They provide an economical way to distribute energy over
a large aperture area and produce shaped or pencil beams
with high gain. In accordance with different demands,
there are many types of reflector antennas with different
shapes and feed systems.

2.1. Types of Reflectors

A wide variety of reflector antennas have been used in ra-
dar system. Figure 3 shows the most common reflector
antennas.

2.1.1. Paraboloidal Reflector Antennas. The parabolo-
idal reflector antenna shown in Fig. 3a is a classical one
with a round aperture. The theory and design of this kind
have been well developed and discussed in the literature
[1,5]. In this antenna, the feed is placed at the focus of the
paraboloid. Then the spherical wave emerging from the
feed strikes on the reflector and is transformed into a
plane wave after reflection to form a pencil beam. Usually,
the paraboloidal antenna provides a high gain and a min-
imum beamwidth with the simplest and smallest feed.

An important parameter for this paraboloid is the ratio
of the focal length f to the aperture diameter D. For fixed
aperture, when f increases, the reflector becomes flatter
and introduces less distortion for polarization and off-axis
beam. However, a narrow primary beam that leads to a
larger feed is also required. For example, the size of the
horn to feed a reflector of f=D¼ 1:0 is approximately four
times that of f=D¼ 0:25. In general, most reflectors are
chosen to have a ratio between 0.25 and 0.5.

Besides the round aperture, a variety of reflector out-
lines are also used in practice (2, 5). For example, an ob-
long shape is chosen when the azimuth and elevation
beamwidths have different requirements.

2.1.2. Parabolic Cylinder Antennas. It is very common
that only one of the azimuth and elevation beams must be
steerable or shaped while the other is not. In this case, a
parabolic cylinder reflector fed by a line source shown in
Fig. 3b can meet the requirement at a modest cost. The
line source feed may be a parallel-plate lens, a slotted
waveguide, a phased array, and so on [1]. Of course, the
parabolic cylinder antenna is not limited to these applica-
tions. It can even be applied when both patterns are fixed
in shape (e.g., the AN/TPS-63).

Parabolic cylinders suffer from large blockage if they
are symmetric; thus they are often built offset. Properly
designed, however, a cylinder fed by an offset multiple-
element line source can have excellent performance [8].

2.1.3. Shaped-Reflector Antennas. A good method of
shaping the beam in one plane is using shaped reflectors
[9], as shown in Fig. 3c, in which the surface itself is no
longer a paraboloid. From Fig. 3c, each portion of the re-
flector is aimed in a different direction, making the anal-
ysis complicated. However, with modern computers,
arbitrary beam shapes can be approximated accurately
by direct integration of the reflected primary pattern.

A disadvantage of the shaped reflector is that its effec-
tive aperture is very small because a large fraction of its
energy is radiated to a wide angle. However, it can reduce
the blockage from the feed. In most shaped reflectors, the
feed is usually placed outside the secondary beam. Then
the blockage can be virtually eliminated even though the
feed appears in front of the reflector, as shown in Fig. 3c.

Comparing shaped-reflector antennas with parabolic
cylinder antennas, the shaped reflector is cheap and sim-
ple to construct. But it has less control over the beam
shape because only the phase of the wave across the ap-
erture is changed, whereas both phase and amplitude can
be adjusted in the linear array for the parabolic cylinder.

2.1.4. Multiple-Beam Reflector Antennas. Very often the
radar designer needs multiple beams to provide extended

Difference

Sum

(a) (b) (c)

(d) (e) (f)

Figure 3. Common reflector antenna types:
(a) paraboloid; (b) parabolic cylinder; (c) shaped
reflector; (d) multiple beam; (e) monopulse;
(f) Cassegrain.
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coverage. This requirement can be achieved by using a
reflector with multiple feeds [10], as shown in Fig. 3d. As
we know, a feed at the focal point of a paraboloid forms a
beam at the direction parallel to the focal axis. The feeds
displaced from the focal point, however, will form addi-
tional beams at distinct angles from the axis with nearly
full gain. Therefore, the coverage range of the radar can be
increased. However, when the feed is off the focus, a dis-
tortion occurs on the antenna pattern. As the angular dis-
placement increases, the beamwidth becomes larger, and
additional sidelobes arise. The other limitation of this kind
of antennas is that the extended feeds increase the block-
age of the aperture.

2.1.5. Monopulse Reflector Antennas. An especially
common multiple-beam radar antenna is the monopulse
reflector illustrated in Fig. 3e. In fact, the illustration
shows an amplitude comparison system, which is far more
prevalent than the phase comparison system. In the am-
plitude system, the sum of the even-numbered source out-
puts fed by a single pulse forms a high-gain and low-
sidelobe beam, and the difference forms a precise deep null
at the peak value direction of sum pattern. The sum beam
is used on bolt transmit and receive to detect the target,
whereas the difference beams provide angle determination
in both azimuth and elevation angles. Therefore, the
monopulse reflector is normally used in tracking systems
in which the antenna is removable and keeps the target
near the null in difference pattern.

A tradeoff to design the monopulse radar antenna is the
choice of feed size. The conflict arises between the goals of
high sum-beam gain and large difference-beam slopes. For
example, for a four-horn feed, the former requires a small
overall horn size to reduce the blockage, whereas the lat-
ter requires large individual horns. Also, high difference
sidelobes are required for tracking purpose in the design.
To overcome these problems, many methods have been
presented and several suggested configurations of the feed
are given in Ref. 11.

2.1.6. Multiple-Reflector Antennas. Multiple-reflector
systems can offer more degrees of flexibility by shaping
the primary beam and then overcoming some of the short-
comings of single reflector. Figure 3f shows the most com-
mon type of multiple reflector, the Cassegrain antenna
[12], in which the feed system is conveniently located be-
hind the main reflector. In the Cassegrain system, the
subreflector is a hyperboloid. The feed is placed at the left
focus of the hyperboloid, and the paraboloid focus coin-
cides with the right focus. From geometry optics, the
spherical wave radiated by the feed and then reflected to
the main reflector by the hyperboloid is equivalent to the
one emerging directly from the right focus. Therefore, the
wave reflected from the main reflector is also a plane wave
that forms a pencil beam. A similar antenna to Cassegrain
is the Gregorian antenna, which uses an ellipsoidal sub-
reflector rather than a hyperboloidal one.

Aperture blockage can be very large for symmetric
Cassegrain antennas, as illustrated in Fig. 3f. There are
two ways to reduce blockage. The first method is to make
the diameter of the subreflector equal to that of the feed,

but the reduction is limited. The second method, which is
generally used, is achieved by offsetting both the feed and
subreflector. For example, Fig. 4 shows an offset dual re-
flector with blockage and supporting struts virtually elim-
inated. This antenna usually has very low sidelobes.

The geometry of the Cassegrain antenna is especially
attractive for monopulse tracking radar because the ra-
diofrequency (RF) plumbing can be placed behind the re-
flector to avoid blocking of the aperture. Also, the long
runs of transmission line out to the feed at the focus of a
conventional monopulse reflector are avoided. Therefore,
the Cassegrain antennas usually have a low noise tem-
perature.

2.2. Feeds for Reflector Antennas

In the previously discussed antennas, a spherical wave
from the focus of the paraboloidal reflectors will be trans-
ferred into a plane wave to form a pencil beam at the
transmit mode, while the incoming plane wave will be
converted into spherical phase fronts centered at the focus
on their receive mode. Thus the feeds for reflector anten-
nas must be point-source radiators so that they can radi-
ate spherical waves. Other requirements for reflector
feeds include the proper illumination of the reflector
with a prescribed amplitude distribution, a minimum
spillover, and the correct polarization with no or mini-
mum cross-polarization. These are the basic factors cho-
sen to design a feed. For a different application of the
antennas, other considerations must be included.

The most common feeds for reflector antennas are the
flared waveguide horns, which are very suitable for mi-
crowave-frequency radar systems (L band and higher). At
lower frequencies, dipole feeds, Yagi–Uda, or logperiodic
feeds are sometimes used. For example, a linear array of
dipoles can feed a parabolic cylinder reflector. Rectangular
waveguide horns propagating the dominant TE01 mode
are widely adopted because they meet the high-power and
other requirements, although in some cases circular wave-
guide horns propagating TE11 mode have also been used.
These single-mode horns provide just one linear polariza-
tion. When such additional requirements as polarization
diversity, multiple beams, high beam efficiency, or ultra-
low sidelobes are needed, the design for feeds becomes

Figure 4. Offset dual reflector. The blockage of the subreflector
can be virtually eliminated.
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more complicated. In these cases, segmented horns, finned
horns, multimode horns, and corrugated horns must be
used. Figure 5 illustrates some of the types, which have
been well studied [1,13].

In addition, the sitting of the feeds has also a great
influence to the performance of the reflector antennas.
Figure 6 shows several placement styles of the feeds.

2.3. Reflector Antennas Design and Analysis

The analysis and design of conventional paraboloidal re-
flectors are well developed [1,5] and not stated here. How-
ever, most of the rotating search radars require that the
antenna patterns have a narrow azimuth beamwidth for
angular resolution and a shaped elevation beam for mul-
tiple requirements, for example, the ARSR-3 radar for air-
traffic control and the AN/TPN-19 for ground control.
Thus, a shaped reflector is nearly always the practical
choice. In this section, we will consider the analysis and
design of such kinds of antennas.

2.3.1. Requirements. When a search radar works, small
nearby targets like birds and insects may clutter the
output of the radar because of the inverse fourth-power

variation of signal strength with range. For example, the
radar that can detect a 1 m2 target at 100 nmi can detect a
10�4 m2 target at 10 nmi. [Nautical mile (nmi), where
1 nmi¼ 1852 m is usually used as the range unit.] To avoid
the clutter, the receiver gain should be reduced at short
range and increased at distant range so that the received
signal from a target of constant size remains unchanged
with range. The programmed control of the receiver gain
to keep a constant echo signal strength is called sensitive
time control (STC), which is an effective method of elim-
inating the radar echoes from unwanted objects. There-
fore, STC is usual requirement for designing the search
radar.

A typical range coverage requirement for the rotating
search radars is shown in Fig. 7, which is an idealized
simplification of the STC requirement [14]. It gives a re-
lationship between the radar range, height, and elevation
angle. From Fig. 7, at low elevation angles (0.5–3.51), the
maximum range is the critical requirement. When the el-
evation angle increases (3.5–9.51), however, the height be-
comes the governing requirement. In this period, the
corresponding pattern is a cosecant square. At high ele-
vation angles (9.5–301), the STC is used.

The two-way coverage requirement shown in Fig. 7 is
inconvenient for antenna design. It can be converted into a
pattern requirement if we plot only the range against an-
gle because the range is directly proportional to the pat-
tern amplitude, as shown in Fig. 8 (the solid line).

2.3.2. Analysis. Antenna analysis is very important not
only in analyzing a given antenna but also in antenna de-
sign. Because the accurate design is usually an iterative
procedure, in each iterative cycle, an analysis is needed.

There are two methods to analyze a given antenna:
current distribution method and aperture field method [5].
For shaped antennas, however, the first one is more suit-
able. From the magnetic field H radiated by the feed, one
can get the induced current on the reflector surface

Simply flared
rectangular horn

Finned horn

Simply flared
conical horn

Segmented
 aperture horn

Compound flared
multimode horn

Corrugated
conical horn

Figure 5. Various types of feeds used in radar antennas.

Rear-feed dipole

Offset feed

Rear-feed horn Front-feed horn

Cassegrain feed Gregorian feed

Figure 6. Various placements of the feeds in radar antennas.
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J¼2n̂n�H. Then the radiated fields by the reflector can be
obtained by integration.

This type of accurate analysis is quite time-consuming.
In practical design, the antenna pattern and gain are usu-
ally approximated in the first several iterative cycles. For
rotating search radars, the antenna pattern can be ob-
tained directly from the coverage requirement; however,
the designer must realize that the range-angle plot rep-
resents the minimum range requirement. If some ripple is
anticipated (normally about 71 dB), the design curve
should be raised 1 dB in the height limit and STC cover-
age regions. For the range limit region, a reasonable sit-
uation is achieved by assuming that a section or several
sections of the reflector are shaped so that the � 3 dB
points of the resulting pattern will coincide with the two
corners of the range limit portion, as shown in Fig. 8
(dashed line), which is just the realizable elevation pat-
tern of the antenna.

For the gain of shaped beam considered here, we as-
sume that the azimuth and elevation power patterns are
separable. Then, using the definition in Eq. (5), the max-
imum gain (in mainbeam direction) can be expressed as

G¼
4pZ Z

fazðfÞfelðyÞdfdy
¼

4pZ
fazðfÞdf

Z
felðyÞdy

ð12Þ

where fazðfÞ and felðyÞ are azimuth and elevation power
patterns. For simplicity, the azimuth power pattern
can be approximated by a Gaussian function: fazðfÞ¼
exp½�2:7726ðf=BWAZÞ2�. Then

Z
fazðfÞdf¼ 1:0645BWAZ ð13Þ

in which BWAZ is the azimuth half-power beamwidth.
For the other integral in Eq. (12), it can be easily found
from Fig. 8.

2.3.3. Design. For shaped-beam antennas, the shaping
is generally in one plane (elevation), with a narrow pat-
tern of conventional design in the orthogonal plane (azi-
muth). The parabolic cylinder antenna fed from a line
source is convenient for obtaining independent control of
the patterns. However, it is much more expensive and
heavier than a reflector fed from a point source. In order to
obtain a shaped beam, the antenna with a point source
feed requires a reflector surface with double curvature. An
easy but efficient way to do this is to use an offset para-
boloidal antenna by adding several shaped sections. Each
successive section points slightly higher than the preced-
ing section, as shown in Fig. 9. Clearly, the projections of
added sections are virtually missing the feed. So there is
no feed blockage. The design of the added sections can be
done iteratively by using a computer. However, the anten-
na’s width and height can be directly approximated from
the antenna patterns [14]

Width¼
65l

BWAZ
ð14Þ

Height¼
65l

BWEL

Z
felðyÞdy

D
Z

felðyÞdy
ð15Þ

in which BWEL is the elevation half-power beamwidth,
and D

R
is the integral in the range-limit region.

2.4. Practical Considerations

In the analysis and design of radar antennas, some prac-
tical considerations must be taken into account because
they can affect the performances of the antennas. There
are a lot of practical details for different radar antennas,
but here we consider only four common effects: feed sup-
port blockage, surface leakage, surface tolerance, and
radomes.
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Figure 9. An example of shaped-beam antenna design.
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2.4.1. Feed Support Blockage. No matter whether the
feed is placed in the front or rear, there is always blockage
from the feed supports. In the case of Cassegrain or Gre-
gorian, the blockage comes from the support of the subre-
flector. Like the blockage of feeds, the supports have two
effects on the antenna’s performance: they put a shadow in
the desired distribution, and they scatter the intercepted
power. Both effects can reduce the gain and increase the
sidelobe level.

The effective size of the blockage may be larger than its
projected area depending upon the material and polariza-
tion. For conducting supports, the effective size equals the
actual dimension in the E plane, whereas the effective
width becomes Wþ

ffiffiffiffiffiffiffiffiffiffiffiffi
0:5ld
p

(where W and d are the width
and thickness of a strut) in the H plane [15]. Therefore,
the blockage of a strut of 0.125l square in cross section
will be three times larger when it is parallel to the E field
than when it is parallel to the H field. In addition, various
ways of sitting the supports have different effects. Figure
10 shows three common ways of supporting the feeds.
Note that the tripod arrangement produces sidelobe ridges
that are broader but 6 dB lower than those of the quadra-
pods [15]. The feed support blockage can be reduced by
using a dielectric strut.

2.4.2. Surface Leakage. Many reflectors are designed
with a tubular grid or wire mesh instead of a solid metal
surface in order to reduce the wind resistance and the an-
tenna’s weight. To accomplish this, the opening area in the
structure should be as large as possible. However, the
openings lead to surface leakage, from which backlobe is
produced. The larger the area of the opening is, the higher
the backlobe is. Therefore, a suitable design of the surface
structure is important to the antenna’s performance. Fig-
ure 11 illustrates some of the common reflector surfaces,
in which the gap S between conductors must be much
smaller than a half-wavelength in the H plane so that the
passage of EM energy will be below cutoff [14].

2.4.3. Surface Tolerance. Mechanical consideration to
design reflector antennas is very important in a radar
system. In most cases, it is even more difficult and com-
plicated than the electrical design, especially for a high-
performance radar. The surface tolerance is one important
part of the mechanical design. The reflector surface must
be smooth enough so that it remains within close toler-
ances of the ideal surface. Typically, the surface error
must be less than l/28.

The roughness of reflector surface can cause small
phase error on the aperture. From the antenna tolerance

theory, the loss of gain due to phase error is approximated
by

G1

G0
� 1� d

2
ð16Þ

where G1 and G0 are gains with and without phase error,
and �dd2 is the mean square phase error. From Eq. (16), one
clearly sees that for 1 dB loss of gain the phase error

ffiffiffiffiffi
d2

p

must be less than 0.45 rad, which means the reflector sur-
face error must be less than l/28.

2.4.4. Radomes. Antennas for ground-based radars are
often subjected to high winds, icing, and temperature ex-
tremes so they must be sheltered if they are to survive and
perform under adverse weather conditions. The shelter to
protect antennas is called a radome. Antennas mounted
on aircraft must also be housed within a radome to offer
protection from large aerodynamic loads. An ideal radome
should be perfectly transparent to the RF radiation from
(or to) the antenna but mechanically strong if they are to
provide the necessary protection. These two requirements
are usually competing, thus the design of radomes must be
compromised [17].

The design of radomes for antennas can be divided into
two separate classes, depending on whether the antenna
is for airborne or ground-based (or ocean-based) applica-
tions. The airborne radome is characterized by smaller
size than ground-based radomes because the antennas
that can be carried in an aircraft are generally smaller.
The airborne radome must be strong enough to form a part
of the aircraft structure and usually it is designed to con-
form to the aerodynamic shape of the aircraft, missile, or
space vehicle in which it is to operate. If the antenna scans
inside the streamlined radome, the incident angle may be

Quardrapod TripodCross quadrapod

Figure 10. Some common feed supports used in radar antennas.
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Figure 11. Common types of reflector surfaces that can reduce
the wind resistance.
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varied around the normal direction. This will lead to great
degradation of antenna performance.

A properly designed radome should distort the antenna
pattern as little as possible. The presence of a radome can
affect the gain, beamwidth, sidelobe level, beam direction,
the voltage standing-wave ratio (VSWR), and antenna
noise temperature. Sometimes in tracking radars, the
change rate of the beam direction can be very important.

3. PHASED-ARRAY RADAR ANTENNAS

Besides reflectors, phased-array antennas are also impor-
tant in radar systems. An attractive advantage of the
phased-array antenna for radar applications is that it can
steer a beam without having to move a large mechanical
structure. For example, when a single radar simulta-
neously carries out the functions of surveillance and
tracking, it must pause for an instant to confirm or dis-
prove a possible alert as a surveillance radar, however, it
is required to follow several targets by pointing at each of
them successively without any loss of time as a tracking
radar. In this case, a phased-array antenna is the best
choice because it can steer the beams rapidly by means of
electronic control.

The first large steerable directive phased-array anten-
na for the reception of trans-Atlantic shortwave commu-
nication was developed and installed by the Bell
Telephone Laboratories in the late 1930s. However, it
was limited because the beam was scanned by mechani-
cally actuated phase shifters. A major advance in phased-
array technology was made in the early 1950s with the
replacement of the mechanically actuated phase shifters
by electronic phase shifters, from which the scanning in
one angular coordinate can be electronically controlled.
The introduction of digitally switched phase shifters em-
ploying either ferrites or diodes in the early 1960s made a
significant improvement in the practice use, in which a
phased array could be electronically steered in two or-
thogonal angular coordinates. With the development of
modern computer and solid-state microwave devices, mul-
tifunction phased-array antennas have been developed.

Array antennas can take many different forms for var-
ious applications. However, they always include some
common components. Figure 12 shows a basic schematic
of the phased-array antennas. Clearly, a phased-array
system contains an element array composed of many sim-
ilar radiating elements, a power splitter, the phase shift-
ers, the transmitter and receiver, and a central computer.
The radiating elements might be dipoles, open-ended
waveguides (or small horns), slots cut in waveguide, print-
ed-circuit patches, or any other type of antennas. On its
transmission mode, the power splitter divides the energy
from the transmitter to the various elements of the array
via the phase shifters. Then the phases and amplitudes of
the array can be controlled by the computer. Generally,
the amplitude characteristic does not vary during scan-
ning except for adaptive and optimum arrays. Therefore,
one can adjust the phase and amplitude taper on array by
using the phase distribution and the amplitude distribu-
tion to meet different uses.

3.1. Basic Characteristics

See ANTENNA ARRAYS for a detailed analysis of phased-
array antennas. Here we give only some general charac-
teristics important to the analysis and design of radar
antennas.

For a general planar array, when the elements are
spaced by a half-wavelength to avoid the generation of
grating lobes, the number of the radiating elements N for
a pencil beam can be approximated from the broadside
beamwidth by [18]

N �
10000

HPBW2
or HPBW �

100ffiffiffiffiffi
N
p ð17Þ

where HPBW is the 3 dB beamwidth (in degrees) of
the antenna pattern. When the beam points in the broad-
side direction to the aperture, the corresponding antenna
gain is

G0 � NpZ ð18Þ

a1

A1 A2 An AN

b1 aN bN

Array

 Phase shifters

Phase
shifter
driver

Power splitter

Transmitter
receiver

Central
computer

Figure 12. General structure of a phased ar-
ray in which the phase shifter driver provides
different phases to the array.
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where Z is the antenna efficiency, which accounts for
antenna losses ðZLÞ and reduction in gain caused by
weighting the elements with a nonuniform amplitude dis-
tribution ðZaÞ.

When the antenna is scanning to an angle y0, the
scanned beamwidth is increased from the broadside beam-
width

HPBWðy0Þ �
HPBW

cos y0
ðy0O90�Þ ð19Þ

whereas the gain of the planar array is reduced to that of
the projected aperture:

G0ðy0Þ � NpZ cos y0 ð20Þ

These characteristics can provide an easy way to
estimate quickly when analyzing and designing array
antennas.

3.2. Types of Arrays

The arrays used in radar systems can be classified by such
different means as geometry and functions. This subsec-
tion will discuss several typical arrays.

3.2.1. Linear Arrays. The linear array generates a fan
beam when the phase relationships are such that the ra-
diation is perpendicular to the array. If the radiation is at
some other angles, the antenna pattern is a cone-shaped
beam. The broadside linear-array antenna may be used
where broad coverage in one plane and a narrow beam-
width in the orthogonal plane are required. An active ap-
plication of linear array is that it can act as the feed for a
parabolic cylinder antenna, as discussed earlier.

3.2.2. Planar Arrays. The two-dimensional planar array
is capable of steering the beams in two angular coordi-
nates. It is probably the array of most interest in radar
applications because of its versatility. Generally, a rectan-
gular aperture can produce a fan-shaped beam, whereas a
square or a circular aperture can generate a pencil beam.
The array may also be made to produce simultaneously
many search and or tracking beams with the same aper-
ture. Most of arrays discussed later will be the planar
arrays.

3.2.3. Conformal Arrays. Sometimes, a radar designer
is required to place array elements on an arbitrary surface
to achieve a directive beam with good sidelobe level and
efficiency, which can be easily scanned electronically. For
example, on an aircraft, arrays arranged along the nose,
on the wings, or on the fuselage would be attractive op-
tions. In this case, a conformal array, which conforms to
the geometry of a nonplanar surface, should be used [1].

In principle, the array on any surface can be made to
radiate a beam in some given direction by applying the
proper phase, amplitude, and polarization at each ele-
ment. In practice, however, it is very difficult to control the
beam shape and obtain low sidelobes from an arbitrary
surface when the beam is electronically scanned. Further-

more, the mechanisms for feeding the elements and gen-
eration of the phase shifter command are also more
complicated than those of a planar array. Therefore, the
application of conformal array is possible only for some
simple shapes like cylinder and cones.

Most of the work on conformal arrays has been with the
cylinder because it has a geometry suitable for antennas
that scan 3601 in azimuth. Although it is of a relatively
simple shape compared with others, the properties of the
cylindrical array are not as suitable as those of planar ar-
ray. In the cylindrical array, the radiation pattern cannot
be separated into an element factor and an array factor as
they can in the planar array. Considering the additional
difficulties in the practical control, the conformal arrays
are not widely used in the radar systems.

3.2.4. Thinned Arrays. Most array antennas have equal
spacings between adjacent elements. In order to obtain a
given beamwidth with considerably fewer elements, a
thinned array has sometimes been considered. Generally,
the shape of the main beam has little distortion after
thinning. However, the average sidelobes are degraded in
proportion to the number of elements removed. Figure 13
shows an example of thinned arrays, in which 77.5% of the
elements are randomly removed from a regular grid [19].
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Figure 13. (a) Thinned array with a 4000-element grid contain-
ing 900 elements; (b) typical pattern for thinned array in which
SA is the average sidelobe level. (From Willey [15, Figs. 5 and 6]
courtesy of Bendix Radio Div., Bendix Corporation.)
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Then the gain, which is caused by the actual element
number, will drop by 6.5 dB, while almost 77.5% of the
power is delivered to the sidelobes because the main beam
is nearly unchanged.

Therefore, the design of a thinned array consists of se-
lecting the size of the aperture to give the desired beam-
width, selecting the number of actual elements to give the
desired gain, and arranging the element distribution to
obtain some required properties of the sidelobes.

The thinned arrays have seen only limited applications
in radar system because of the reduction in gain and the
increases in sidelobes. Instead of thinning elements, the
number of phase shifters can also be thinned, in which
some of the phase shifters in the array can be used to ad-
just the phase of more than one element. A 50% saving of
the phase shifters might be possible [20].

3.2.5. Phase-Scan Arrays. The beam of an antenna
points to the direction perpendicular to the phase front.
In phase-scan arrays, the phase front is adjusted by con-
trolling the phase of each radiating element to steer the
beam, as shown in Fig. 14a. The phase shifters are elec-
tronically actuated to perform rapid scanning and are ad-
justed in phase to a value between 0 and 2p rad. If the
spacing between two adjacent elements is S, the incre-
mental phase shift c will be c¼ð2p=lÞS sin y0, in which y0

is the scan angle. Because the phase shifters have phase
shift that is virtually independent of frequency, the scan
angle y0 is frequency-dependent.

3.2.6. Time-Delay-Scan Arrays. Phase scanning was
seen to be frequency-sensitive. Time-delay scanning pro-
vides a way that is independent of frequency. Instead of
the phase shifters, delay lines are used in the time-delay-
scan arrays, as illustrated in Fig. 14b. For the spacing
distance between two adjacent elements S, the incremen-
tal time delay from element to element is t¼ (S/c) sin y0, in
which c is the velocity of propagation of wave and y0 is

again the scan angle. The time-delay circuits accompanied
by all radiating elements are normally too cumbersome. A
reasonable compromise solution is to share one time-delay
network by a group of elements in which each element has
its own phase shifter. However, this will cause a grating
lobe problem.

3.2.7. Frequency-Scan Arrays. A change in frequency of
an EM signal propagating along a transmission line pro-
duces a change in phase. This provides a simple way for
obtaining the electronic phase shift, as shown in Fig. 14c.
In this case, the incremental phase shift is

c¼ð2p=lÞl¼ ð2p=lÞS sin y0þ 2pm ð21Þ

in which l is the length of line connecting adjacent ele-
ments. When the beam points broadside ðy0¼ 0Þ, Eq. (21)
yields m¼ l=l0, where l0 is the wavelength corresponding
to the beam position at broadside. Then the direction of
beam pointing can be obtained from Eq. (21):

sin y0¼
l

S
1�

l
l0

� �
ð22Þ

Comparing with other ways, the frequency-scanning sys-
tem is relatively inexpensive and easy to implement. Fre-
quency-scan arrays have been developed and used to
provide elevation-angle scanning. Combined with the
mechanical horizontal rotation, it served as 3D radars in
the past.

3.2.8. Multiple-Beam-Forming Arrays. One of the prop-
erties of the phased array is the ability to generate mul-
tiple independent beams simultaneously from a single
aperture. In principle, an N-element array can generate
N independent beams. Multiple beams allow parallel op-
eration and can obtain a higher data rate than a single
beam. The multiple beams may be fixed in space, steered
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Figure 14. Scanning of arrays: (a) phase
scan; (b) time-delay scan; (c) frequency scan.
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independently, or steered as a group. In some applications,
multiple beams are generated on receive and connected to
separate receivers, whereas only one wide radiation pat-
tern is needed on transmit so that it can cover all the re-
ceived beams. Such multibeam systems have found
application with mechanical rotation for 3D coverage.

3.2.9. Low-Sidelobe Arrays. A low sidelobe level is one
of the most important requirements for the radar anten-
nas, especially for military radars that may be threatened
by the jamming. Therefore, the low sidelobe level has been
and will be of great interests to radar designers. By mod-
ern technology, an ultralow sidelobe has been achieved in
the Airborne Warning and Control System (AWACS) ra-
dar, which now supports sidelobe levels of more than 50 dB
below the mainbeam peak [21]. However, as mentioned
earlier, the low sidelobe and high gain are competing re-
quirements. Thus the cost to achieve low sidelobe is a re-
duction in gain and an increase in beamwidth.
Considering the practical implementation, the low side-
lobes also require a high-tolerance control and a good en-
vironment free from obstructions that could increase the
sidelobes so low-sidelobe antennas are usually expensive.
Inspite of these drawbacks, the trend toward low-sidelobe
arrays has accelerated because low sidelobes provide an
excellent deterrent to electronic countermeasures (ECM).

From the aperture theory, antenna sidelobes are relat-
ed to the aperture amplitude distribution. For phased ar-
rays, the amplitude taper is generally fixed and does not
change. However, the amplitude of each radiating element
can be controlled individually by the computer, which
makes it possible to achieve very low sidelobes.

The relation between the antenna pattern and the ap-
erture illumination has been studied extensively in many
literatures. It has been shown that the far-field pattern is
just the Fourier transform of the aperture distribution.
Some typical illumination functions and their correspond-
ing gains, sidelobes, and beamwidths can be found in Refs.
5 and 18. For low-sidelobe arrays, the Taylor illumination
for the sum patterns and the Bayliss illumination, a de-
rivative form of the Taylor illumination, for the difference
patterns are usually chosen because they can provide low
sidelobes at a minimum loss in gain. Note that the side-
lobes predicted by the aperture illuminations are suitable
for perfect phase and amplitude distributions (error-free).
In practice, aperture illuminations must be chosen to pro-
vide peak sidelobes below the requirements to allow for
errors. The effect of errors on the design will be mentioned
next.

3.3. Practical Considerations

The array theory gives only the theoretical analysis and
design of the phased arrays. For practical use in radar
systems, a lot of details must be considered. In this sub-
section, some important considerations are addressed.

3.3.1. Phase Shifters. As already stated, there are three
basic techniques to steer the beam electronically: frequen-
cy scanning, time-delay scanning, and phase scanning
with phase shifters. In practice, the use of phase shifters

is the most popular technique, but many other techniques
have been developed for a variety of phase shifters [22].
Generally, the phase shifters can be classified into two
categories: reciprocal and nonreciprocal. For reciprocal
phase shifters, the phase change does not depend on the
direction of propagation. Therefore, it is not needed to
switch the phase states between transmit and receive if
the reciprocal phase shifters are used. For a nonreciprocal
phase shifter, however, it is necessary to change the phase
states between transmit and receive. Typically, it takes a
few microseconds to switch the nonreciprocal phase shift-
ers. During this period, the radar cannot detect targets.

A perfect phase shifter could change its phase rapidly;
handle high power; require control signals of little power;
be of low loss, light weight, small size, and reasonable cost;
and have a long life. But in practice, no one device is uni-
versal enough to meet all the requirements. Various phase
shifters possess these properties in varying degrees. Pres-
ently, three types of phase shifters are used in the phased-
array antennas: the diode phasers, which are all recipro-
cal; the nonreciprocal ferrite phasers; and the reciprocal
ferrite phasers. Each of the three types has its own ad-
vantage. The choice of phase shifters is highly dependent
on the radar requirements.

3.3.2. Array Elements and Matching. Almost any type of
radiating antenna element can be considered for an array
antenna. In practice, the dipole, open-ended waveguide (or
small horn) and slotted waveguide have found wide ap-
plications. Detailed descriptions of these antennas have
been investigated in the standard textbooks [1,5]. Howev-
er, note that the properties of a radiating element in an
array is significantly different from its properties when in
free space. For example, the radiation resistance of a half-
wavelength dipole in free space is 73O, but when it is in an
infinite array with half-wavelength spacing and a back
screen of quarter-wave separation, it will be 153O when
the beam is broadside. The impedance also varies with
scan angles.

The change of impedance with scan angle makes the
matching of an array antenna difficult. There are condi-
tions where an antenna that is well matched at broadside
may have some angles at which most of the power is re-
flected. Unlike a conventional antenna, the mismatch of
array antennas will affect both the level of the radiated
power and the shape of the antenna pattern.

3.3.3. Mutual Coupling. If two radiating elements are
widely separated, the energy coupled between them is
small, and the influence of one to the other on the current
excitation and pattern can be negligible. However, when
the elements are placed closer, their coupling will in-
crease. Generally, the strength of the coupling in a phased
array is related to the distance between elements, the
pattern of the elements, and the structure of the array. For
example, the radiation pattern of a dipole has a null at y¼
7901 and a peak value at y¼ 01. Thus, the dipoles in a
straight line are loosely coupled, whereas the dipoles par-
allel to each other have a strong coupling.

For a phased array, the effect of coupling between ele-
ments is focused mainly on the pattern and impedance of
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the element, which are usually called the active element
pattern and the active element impedance. The exact
analysis of coupling in practical arrays is rather compli-
cated. A convenient way is to assume that the array is in-
finite in extent and has a uniform amplitude distribution
and a linear phase taper from element to element. Under
such an assumption, every element in the array has the
same environment; thereby a significant simplification in
the calculations can be made. It has been shown that the
infinite-array model has a good prediction to the actual
arrays. Even for a modest array that has fewer than 100
elements, the predicted results can also give reasonable
agreement [23].

3.3.4. Errors in Arrays. As indicated in Section 3.2.9, the
errors in the amplitude and phase of the current at indi-
vidual elements of the array may cause distortion of the
radiation pattern. Additional factors of the error include
the missing or inoperative elements, rotation or transla-
tion of an element from its correct position, and variations
in the individual element patterns. These errors can result
in a decrease in gain, increase in sidelobes, and shift in the
direction of the main beam.

When errors occur in the phase and amplitude of the
aperture, the energy will be removed from the main beam
and distributed to the sidelobes. If the errors are purely
random, they will produce random effects on the main
beam and all sidelobes. When the errors are correlated,
the sidelobe energy will be lumped at discrete locations in
the far field. Usually, the correlated errors provide higher
sidelobes than do the random errors, but they are located
at some certain directions only. Both of the correlated and
random errors should be considered in the practical design
of phased arrays [18,24].

3.4. Applications

In many cases, phased-array antennas have been of con-
siderable interest in the radar systems because they have
different properties from those of reflector antennas.
Hence, a number of phased-array radar systems have
been built for different uses [18,25]. Examples include
the AN/SPS-33 radar for the purpose as aircraft surveil-
lance from onboard ship; the AN/FPS-85 for satellite sur-
veillance; the PAR and MSR for ballistic missile defense;
the AN/SPY-1 and PATRIOT for air defense; the EAR
(Electronically Agile Radar) for airborne bomber; the
AN/TPN-19 and AN/TPS-32 used in aircraft landing sys-
tems; the AWACS and AN/TPS-70 for airborne warning
and control systems; the MESAR as a multifunction elec-
tronically scanned adaptive radar; the AN/TPQ-37 Fire-
finder radar; the PAVE PAWS for providing early warning
of ballistic missiles and performing satellite tracking; the
COBRA DANE for tracking of ballistic missile; and the
COBRA JUDY for collecting data on foreign ballistic mis-
sile tests [18,25].

Although the array antennas have many unique char-
acteristics that make them candidates for use in radar sys-
tems, they are expensive. As technology advances, the costs
can be reduced, particularly in the areas of phase shifters
and drivers. In the meantime, the high demand for better
performance with lower sidelobes and wider bandwidth

makes the costs high. In the future, the great potential for
cost reduction may be the application of solid-state systems
with a transmit/receive module at each element.
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RADAR APPLICATIONS
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University of Piraeus
Piraeus, Greece

1. INTRODUCTION

Radar (radio detection and ranging) systems attempt to
infer information about remotely located objects from
reflections of deliberately generated electromagnetic
waves at radio frequencies. Typically, a radar system
operates in the environment depicted in Fig. 1 and the
information sought is detection of the presence of target
objects in the midst of clutter, recognition (classification) of
targets, and estimation of target parameters such as range
(distance from the radar antenna), bearing (azimuth and

elevation), orientation, velocity, acceleration, or backscat-
tering cross section (reflectivity) distribution.

Early radar systems could only scan the environment,
to detect an aircraft when it appeared in their beam and to
measure its range and bearing. The range resolution cell
was determined by the length of the unmodulated trans-
mitted pulse and was much larger than the aircraft. Thus,
it was reasonable to model the aircraft as a point target
and the system interference as white Gaussian thermal
noise. Subsequently, the detection problem was reduced to
that of detecting a point target in white Gaussian noise.
Modern radar systems, however, are expected to perform
the much more sophisticated tasks stated above for multi-
ple targets simultaneously, at the finest possible target
resolution and with the highest possible accuracy. Addi-
tionally, the domain of utilization of radar techniques has
expanded beyond the traditional aircraft detection and
ranging to applications such as estimation of the para-
meter (range, velocity, acceleration, and backscattering
cross section) distribution of spread targets, aerial ima-
ging, and ground or foliage penetrating radar imaging. To
achieve their expanded tasks, modern radar systems
combine high-quality hardware with sophisticated signal
design and processing algorithm development and imple-
mentation based on statistical descriptions of both the
target characteristics and the clutter distributions.

Figure 1. Typical environment in which a
radar system needs to operate.
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Applications of modern radar can be found in the
military, the civilian, and the scientific regimes. Military
applications include search and surveillance of enemy
targets; navigation, control, and guidance of weapons;
battlefield surveillance; and antiaircraft fire control.
Among civilian applications, prominent are those in air,
water, and land transportation, including aircraft naviga-
tion; collision avoidance with both other aircraft and
terrain obstacles; detection and avoidance of weather
disturbances and clean-air turbulence; altimetry; air traffic
control; shore-based ship navigation; collision avoidance
for ships and small boats; harbor and waterway traffic
control; collision avoidance of land vehicles; tracking of
vehicles; and traffic law enforcement, as well as space
applications in detection and tracking of satellites and
control of rendezvous and docking of space vehicles.
Finally, scientific applications include remote sensing of
Earth’s environment from aircraft and satellites for plane-
tary observation; weather radar for study and monitoring
of precipitation, clouds, and major weather disturbances;
ground mapping; ground-penetrating radar for detection of
buried objects; foliage-penetrating radar for detection of
hidden targets; and high-resolution imaging of objects and
terrain via synthetic aperture imaging radars.

2. RADAR TARGET MEASUREMENT ELEMENTS

2.1. Point-Target Measurements

Assume that the radar antenna transmits the narrowband
pulse

sTðtÞ¼uðtÞei2pf0t; 0otoT ð1Þ

where f0 is the carrier frequency at which the radar
operates and u(t) is a pulse of duration T and bandwidth
B smaller than the carrier frequency. Typical transmitted
radar pulses are illustrated in Fig. 2. Specifically, Figs. 2a
and 2c illustrate square pulses of duration T¼10�2 ms
modulating the amplitude of sinusoids of carrier frequency
f0¼ 0.25 MHz and f0¼ 1 MHz, respectively. In Fig. 2d, a
sinusoid of carrier frequency f0¼ 1 MHz is amplitude-
modulated by a Gaussian rather than a square pulse of
duration T¼ 10� 2 ms. Finally, in Fig. 2b, a sinusoid of
carrier frequency f0¼ 0.25 MHz is frequency-modulated by
a square pulse of duration T¼ 10� 2 ms with a rate of
change of transmitted frequency b¼ 1.5� 102 ms� 2. Sig-
nals, such as the linear frequency-modulated sinusoid in
Fig. 2b, are also referred to as chirps and are used to
increase the range resolution of the radar system.

The pulse illuminates a point target and is reflected
back toward the antenna. Let D be the round-trip delay
between the time at which the rising edge of the pulse
leaves the radar antenna, is reflected by the target, and is
received back at the antenna. Since the target is moving,
this delay will be a function D(t) of time. Ignoring ampli-
tude attenuation and constant phase shifts due to reflec-
tion, the received pulse will be

sRðtÞ¼u½t�DðtÞ�ei2pf0½t�DðtÞ� ð2Þ

The information about the target motion is contained in
the round-trip delay D(t) as a function of time and the
distortion it causes on the received pulse sR(t). The delay
D(t) depends on the target position at the instant of
reflection, which for a signal received at time t, occurs at
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Figure 2. Typical transmitted radar pulses of var-
ious modulation formats.
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time t� [Dt/2]. Thus

DðtÞ¼
2

c
R t�

DðtÞ
2

� �
ð3Þ

where R(t) is the target range, that is, the distance from
the radar antenna to the target, as a function of time.

If the target moves slowly enough for the delay D(t) to
be approximately constant within the duration T of the
illuminating pulse, then the target can be regarded as
stationary. However, it is often the case that the target
moves very fast in comparison with the pulse duration and
different instants of the pulse are differently delayed. In
the general case, the relation between the target motion,
the round-trip delay, and the received pulse is too compli-
cated to be tractable. Several simplifications can lead,
however, to tractable mathematical relations. Assume
that the delay D(t) is a smooth enough time function to
be expandable into a Taylor series around the time instant
t0¼D(t¼ 0)�D0 at which the leading pulse edge is
received back at the receiver:

DðtÞ¼D0þDð1Þ0 ðt� t0Þþ
Dð2Þ0

2
ðt� t0Þ

2

þ
Dð3Þ0

6
ðt� t0Þ

3
þ 	 	 	

ð4Þ

where D0
(k)
¼ (dkD/dtk)(t0) is the kth derivative of the round-

trip delay evaluated at the time instant t0.
Define now the target parameters of interest:

t0¼D0 delay coefficient

v0¼ � f0D
ð1Þ
0 Doppler ðvelocityÞ coefficient

g0¼ � f0
Dð2Þ0

2 acceleration coefficient

e0¼ � f0
Dð3Þ0

6 hyperacceleration coefficient

and use Eqs. (3) and (4) to relate them to the target range
and its derivatives. Algebraic manipulation gives the
target parameters as the following functions of the range
R0¼R(t0/2) and its derivatives R0

(k)
¼ (dk/dtk)R(t0/2) at

time t0/2:

t0¼
2R0

c
ð5Þ

v0 � �f0
2Rð1Þ0

c
ð6Þ

g0 � �f0
Rð2Þ0

c
ð7Þ

e0 � �f0
Rð3Þ0

3c
�

Rð2Þ0

c

 !2
2
4

3
5 ð8Þ

The approximations in Eqs. (6)–(8) are valid simplifica-
tions for the practical cases of R0

(1)
5c of the exact expres-

sions in Ref. 16 (p. 59).

From Eq. (8), it is seen that even the simplified expres-
sion for the target hyperacceleration e0 is still a compli-
cated function of target range derivatives. Higher order
terms in Eq. (4) have coefficients that are nonmanageable
functions of target range derivatives. Fortunately, practi-
cal radar systems need deal only with targets moving
sufficiently smoothly for only the delay and Doppler and,
occasionally, the acceleration coefficient (and, rather
rarely, the hyperacceleration coefficient) to be significant
in the expansion in Eq. (4). Additionally, only the delay
term t0 is significant in the complex envelope u[t�D(t)],
while the higher order terms affect only the phase in the
exponential in Eq. (2); that is, the pulse received by the
radar from a single target illuminated with the pulse of
Eq. (1) is

sRðtÞ � uðt� t0Þe
i2p½f0ðt�t0Þþ v0ðt�t0Þþ g0ðt�t0Þ

2
þ e0ðt�t0Þ

3
� ð9Þ

where t0, v0, g0, and e0 are the target delay, Doppler
(velocity), acceleration, and hyperacceleration para-
meters. Typical return pulses are shown in Fig. 3. The
pulses are computed from Eq. (9) for various values of the
parameters t0, v0, g0, and e0, assuming that the trans-
mitted pulse was the pulse in Fig. 2a.

2.2. Matched-Filter Response to Received Pulse

The received pulse is processed through a bank of filters,
each matched to a different set of values of the target
parameters. The filter matched to the set of parameter
values (t, v, g, e) has impulse response

hðt; t; v; g; eÞ¼u�ð�t� tÞe�i2p½f0ð�t�tÞþ vð�t�tÞ þ gð�t�tÞ2 þ eð�t�tÞ3 �

¼u�ð�t� tÞei2p½f0ðtþ tÞþ vðtþ tÞ�gðtþ tÞ2 þ eðtþ tÞ3�

ð10Þ

Assume now that the input to this matched filter is the
received pulse in Eq. (9), multiplied by an unknown
complex-valued amplitude Aeid and corrupted by additive
noise: AeidsRðtÞþnðtÞ: The output of the filter will be

Zt;v;g;eðtÞ¼
Z T0

0
½AeidsRðxÞþnðxÞ�hðt� xÞdx

¼Aeidei2pf0ðtþ t�t0Þwðtþ t� t0; v� v0; g� g0; e� e0Þ

þ

Z T0

0
nðxÞhðt� xÞdx

ð11Þ

where T0 is the time interval during which the radar is in
receive mode (e.g., the time interval between two succes-
sive pulse transmissions). Equation (11) consists of two
terms, a term due to noise and a signal term containing
the ambiguity function

wðt; v; g; eÞ¼
Z 1

�1

uðxÞu�

� ðx� tÞe�i2p½vðx�tÞþ gðx�tÞ2 þ eðx�tÞ3 � dx

ð12Þ
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Clearly, the magnitude of the signal term at any time t is
maximized if the filter parameters are selected equal to the
target parameters, that is, if t¼ t0, v¼ v0, g¼ g0, and e¼ e0.
Target detection can be performed by monitoring the
matched-filter outputs at each instant t and examining
whether they exceed a preset threshold. If the threshold is
exceeded, then target detection is declared. If a target is
thus detected, its parameters are subsequently estimated
as the parameters of the matched filter that produces
maximum output. A simplification to this target detec-
tion/estimation rule can be achieved by noticing that the
matched-filter delay t is not significant in that it corre-
sponds only to a shift in the time instant of occurrence of
the maximum of the matched-filter output. Indeed, a
change in the round-trip delay t0 changes only the time
at which the maximum occurs. Thus, only a bank of
matched filters need to be used, in which the delay t is
fixed to zero and the target range is estimated from the
time instant of occurrence of the maximum of the matched-
filter output. If, however, the other target parameters are
significant, an entire bank of filters need to be used, with
each filter matched to different target parameter values. In
summary, the criterion for declaring target detection is

maxt;v;g;e jZðtÞj
threshold ð13Þ

and the set of values ðt̂t; v̂v; ĝg; êeÞ; which provide the maximum
constitute the target parameter estimates. The threshold
is set so as to keep the probability of a false alarm below a
specified maximum tolerance. Since the complex ampli-
tude Aeid is unknown and varying, constant false-alarm
rate (CFAR) techniques need to be utilized to adaptively set
the threshold. Figure 4 depicts typical CFAR receiver
operating characteristics, which have been experimentally
computed for three different foliage-penetrating radar
receivers (reprinted with permission from Ref. 10).

2.3. Distributed-Target Measurements

The theory of single-target measurements needs to be
modified and extended if the radar is to operate at a
resolution that is sufficiently high for the spread of one
or more target parameters to exceed the corresponding
resolution bin. Examples of such targets include the
terrain, vegetation foliage, extended manmade objects
such as buildings with more than one smooth surfaces,
or even aircraft when the resolution bin is significantly
smaller than its typical dimensions. In these cases, the
pulse received at the radar antenna can be considered as
the superposition of a small or large or even infinite
number of reflections from individual scattering centers
on the target.
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Figure 3. Typical radar return pulses. The pulses are computed from Eq. (9) for various values of
the delay, Doppler, acceleration, and hyperacceleration parameters, assuming that the transmitted
pulse was the pulse in Fig. 2a.
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Serious difficulties in extending the theory of single-to
multiple- (distributed-) target measurements arise if the
scattering centers of the target are not stationary during
illumination with the radar pulse or new ones emerge or
several disappear as a result of target motion. Addition-
ally, the target may be dispersive; that is, its significant
scattering centers may vary with frequency, making
the target behavior rather complex. For the theory of
distributed-target measurements to remain tractable,
the assumption needs to be made that the target is
represented by a possibly infinite, yet fixed, set of scatter-
ing centers. Additionally, no dispersion can be allowed;
that is, the scattering centers need to be frequency-
independent.

With these assumptions in mind, consider a target
consisting of N scattering centers illuminated with the
pulse of Eq. (1). The reflected pulse measured at the radar
antenna will be

sRðtÞ¼
XN

n¼ 1

Aneidn uðt� tnÞ

� e2p½f0ðt�tnÞ þ vnðt�tnÞþ gnðt�tnÞ
2
þ enðt�tnÞ

3
�

ð14Þ

producing the signal part at the output of the matched
filter of Eq. (10)

Zt;v;g;eðtÞ¼
XN

n¼ 1

Aneidnwðtþ t� tn; v� vn; g� gn; e� enÞ ð15Þ

Under the assumptions of stationarity of the target scat-
tering centers during illumination with the radar pulse
and their independence, cross-terms in the signal part of
the magnitude square of the matched-filter output will be

relatively small. Thus

jZt;v;g;eðtÞj
2 �

XN

n¼ 1

jAnj
2jwðtþ t� tn; v� vn; g� gn; e

� enÞj
2 ð16Þ

Considering the limit of N !1 densely packed scattering
centers, the magnitude square of the matched-filter out-
put becomes

jZt;v;g;eðtÞj
2¼

ZZZZ
jAðt0; v0; g0; e0Þj

2jwðtþ t� t0;

v� v0; g� g0; e� e0Þj
2 dt0 dv0 dg0 de0

ð17Þ

In Eq. (17), jAðt0; v0; g0; e0Þj
2 is the target backscattering

cross-section distribution as a function of the delay, Dop-
pler (velocity), acceleration, and hyperacceleration para-
meters. Clearly, if the magnitude square of the ambiguity
function consists of a single central spike with very
narrow width, that is, if

jwj2 � dðtþ t� t0; v� v0; g� g0; e� e0Þ ð18Þ

then

jZt;v;g;eðtÞj
2 � jAðtþ t; v; g; eÞj2 ð19Þ

In words, the matched-filter response represents (and
measures) the target backscattering cross section for the
particular values of delay, Doppler, acceleration, and
hyperacceleration to which the filter is matched. Conse-
quently, a bank of matched filters, each adjusted to a
different delay, Doppler, acceleration, and hyperaccelera-
tion, yields the entire target cross-section distribution.
A simplification can be obtained by considering only
matched filters corresponding to delay t¼ 0 in the bank
and utilizing the entire matched-filter output for para-
meter distribution estimation.

3. SEARCH (SURVEILLANCE OR ACQUISITION),
TRACKING, AND NAVIGATION RADAR

3.1. Search Radar

A search (also known as surveillance or acquisition) radar
uses an efficient scan pattern to cover an angular sector
with a narrow pencil beam in order to detect the presence
of a suspected target. Typical scan patterns include the
helical (Fig. 5a), the Palmer (Fig. 5b), the spiral (Fig. 5c),
the raster (or TV) (Fig. 5d), and the nodding (Fig. 5e)
patterns. In the helical pattern, the beam is continuously
rotated in azimuth while it is simultaneously raised or
lowered in elevation. The Palmer pattern consists of a
rapid circular scan about the antenna axis, combined with
a linear movement of the axis of rotation, and is suited to a
search area which is larger in one dimension than the
other. The spiral scan covers an angular search volume
with circular symmetry. Both the Palmer and the spiral
scans need to vary the scanning speed during the scan
cycle for all parts of the scan volume to receive the same
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that have been computed experimentally for three different
foliage-penetrating radar receivers (reprinted with permission
from Ref. 10, r 1999 IEEE).
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energy. The raster scan is produced by oscillating the
antenna beam fast in azimuth and slowly in elevation,
while the nodding scan is produced by oscillating the
antenna fast in elevation and slowly in azimuth. Both

the raster and the nodding scans cover a rectangular area,
but can also be used to obtain hemispherical coverage.
Hemispherical coverage can also be obtained by the helical
pattern.

(a) (b)

(c)

(e)

(d)

Figure 5. Depiction of the helical (a), Palmer (b), spiral (c), raster (d), and nodding (e) scan
patterns of a surveillance radar.
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3.2. Tracking Radar

A tracking radar measures the coordinates of a target
found by a search radar and provides data that can be
used to determine the target path and predict its future
position. All or part of the available data (range, elevation
and azimuth angle, Doppler frequency shift, acceleration,
and hyperacceleration) may be used in predicting future
target position. Correspondingly, the radar may track in
range, in angle, in Doppler, in acceleration, in hyperacce-
leration, or in any combination of those. Tracking radars
either supply continuous tracking data on a particular
target (continuous tracking radar) or supply sample data
on one or more targets (track-while-scan) radar. The
target parameters in a continuous tracking radar are
tracked by a servocontrol loop activated by an error signal
generated at the radar receiver. The information available
from a tracking radar can either be displayed on a
cathode-ray-tube (CRT) display for action by a human
operator, or may be supplied to a digital computer and
automatically processed to determine the target path and
predict its probable future course. The latter is usually
called automatic detection and track mode or integrated
automatic detection and track mode when the outputs
from more than one radars are automatically combined.

3.2.1. Sequential Lobing Radar. The difference between
the target angular position and a reference direction,
usually the antenna axis, is the angular error. The track-
ing radar attempts to position its antenna to make the
tracking error zero and, thus, locate the target along the
reference direction. One method used to obtain the direc-
tion and the magnitude of the angular error in one
coordinate is to alternately switch the antenna beam
between two positions. This is called lobe switching, or
sequential switching, or sequential lobing. The difference
in amplitude between the voltages in the two switched
positions is a measure of the angular displacement of the
target from the switching axis. The sign of the difference
determines the direction that the antenna must be moved
in order to align the switching axis with the direction of
the target. Two additional positions are needed to obtain
the angular error in the orthogonal coordinate. Thus, a
two-dimensional sequentially lobing radar might consist
of a cluster of four feed horns illuminating a single
antenna, arranged so that the right–left up–down sectors
are covered by successive antenna positions. Both trans-
mission and reception are accomplished at each position.

3.2.2. Conical Scan Radar. Conical scan tracking radar
uses continuous rotation of an offset antenna beam rather
than discontinuous stepping between four discrete posi-
tions. The angle between the rotation and the antenna
axes is called the squint angle. The echo signal is modu-
lated at the frequency of the beam rotation. The phase of
the modulation depends on the angle between the target
and the rotation axis and can be used to locate the target
and continuously position the rotation axis on it.

3.2.3. Monopulse Tracking Radar. The sequential lobing
and conical scan tracking radars require a train of echo

pulses in order to extract the angular error signal. This
echo train must contain no amplitude modulation compo-
nents other than the modulation produced by the scan-
ning, otherwise the tracking accuracy will be degraded.
On the other hand, pulse-to-pulse amplitude modulations
have no effect on tracking accuracy if the angular mea-
surement is based on a single pulse rather than several. If
two or more antenna beams are used simultaneously, it is
possible to extract angular error information from a single
pulse from the relative phase or the relative amplitude of
the echo signal received in each beam. Tracking radars
that derive angular error information from a single pulse
are known as simultaneous lobing or monopulse radars.
An example of a simultaneous lobing technique is ampli-
tude comparison monopulse, in which the echoes received
from two offset antenna beams are combined so that both
the sum and the difference signals are obtained simulta-
neously. The sum signal provides range information, while
the difference signal provides angular error information in
one angular direction.

3.2.4. Track-While-Scan Radar. A search radar can ob-
tain the track of a target by marking the coordinates of the
target from scan to scan. Such a radar is called track-
while-scan radar and either requires a human monitor to
manually mark the target path or uses a digital computer
to perform automatic detection and tracking. The auto-
matic detection is achieved by quantization of the range
into intervals equal to the range resolution. At each range
bin, the detector integrates the number of pulses expected
to be returned from a target as the antenna scans past and
compares them with a threshold to indicate the presence
or absence of a target. When a new detection is received,
an attempt is first made to associate it with an existing
track. When the detection is declared independent of
existing tracks, the radar attempts to make a smooth
estimate of the target’s present position and velocity, as
well as a predicted position and velocity. One method to
achieve this is to use either the so-called a–b tracker or a
Kalman filter that utilizes a dynamic model for the
trajectory of a maneuvering target and the disturbance
or uncertainty of the trajectory.

3.3. Navigation Radar

Navigation radar is used to provide the necessary data for
piloting an aircraft from one position to another without
any need for navigation information transmitted to the
aircraft from a ground station. A self-contained aircraft
navigation system utilizes a continuous-wave Doppler
radar to measure the drift angle and true speed of the
aircraft relative to Earth. The drift angle is the angle
between the centerline (heading) of the aircraft and the
horizontal direction (ground track). A navigation radar
requires at least three noncoplanar beams to measure the
vector velocity, that is, the speed and its direction, of the
aircraft. Such a radar measures the vector velocity rela-
tive to the frame of reference of the antenna assembly.
This vector velocity can be converted to a horizontal
reference on the ground by determining the direction of
the vertical and the aircraft heading by some auxiliary

4024 RADAR APPLICATIONS



means. Usually, the radar uses four beams that are
initially disposed symmetrically about the aircraft axis,
with two facing forward and two facing rearward. If the
aircraft vector velocity is not in the direction of the aircraft
heading, the two forward-facing beams will not read the
same Doppler frequency. This Doppler difference can be
fed in a servomechanism that will align the axes of the
antennas with the ground track of the aircraft. The
angular displacement of the antennas from the aircraft
heading is the drift angle, and the magnitude of the
Doppler frequency is a measure of the speed along the
ground track. The uses of the two rearward beams are
similar, but improves the accuracy considerably by redu-
cing the errors caused by vertical motion of the aircraft
and pitching movements of the antennas.

4. HIGH-RESOLUTION IMAGING RADAR

A radar image is a visual representation of the spatial
microwave reflectivity distribution of a target illuminated
by the electromagnetic radiation emitted by the radar.
Equivalently, a radar image represents a collection of
reflection coefficients assigned to an array partitioning
the target space. Thus, a radar image is generated by the
same physical mechanism that generates an optical image
observed by a human observer, in which the optical
reflectivity distribution is reconstructed. In humans, how-
ever, the aperture size of the imaging system is on the
order of 10,000 wavelengths, orders of magnitude (in
wavelengths) greater than the aperture size of the corre-
sponding radar imaging systems. Since the resolution of
an imaging system, namely, its ability to represent dis-
tinctly two closely spaced elements, is inversely related to
its aperture size, radar imaging systems would appear
primitive when compared to their optical counterparts
and, whereas a single optical image is usually sufficient
for target recognition, several radar images of the same
target, corresponding to various viewing angles, are
usually required. However, the usefulness of radar ima-
ging systems is not undermined by their lower-resolution
capabilities. Advantages of radar imaging systems over
their optical counterparts include their day or night
capability, since they supply their own illumination, or
their all-weather capability, since radiowaves propagate
through clouds and rain with only limited attenuation.
Additionally, larger aperture sizes (and, thus, higher
resolution) can be synthesized from the given physical
aperture using techniques such as those described later in
this article.

4.1. Direct-Imaging Radar

Direct imaging radar systematically scans a three-dimen-
sional volume in angle and range with short pulses
emitted from a pencil-beam antenna and range gating
and displays the intensity of the received signals as a
function of the spatial coordinates interrogated. The spa-
tial resolution is established by the angular (beamwidth)
and range (pulse duration) resolution of the sensor with-
out subsequent processing. If range gating is not used,
then range is not resolved and the radar image is a

two-dimensional projection of the reflectivity distribution
along the radar line of sight. Direct imaging is the
simplest form of radar imaging, requiring minimal data
processing and allowing the target to be stationary. How-
ever, it requires very large aperture and subnanosecond
pulses for a high degree of spatial resolution, while, as
a result of beam widening, its cross-range resolution
degrades as the range increases.

4.2. Synthetic Imaging Radar

Synthetic imaging radar attempts to overcome the limita-
tions of direct imaging radar and create fine spatial
resolution by synthetic means in which results from
many observations of the target at different frequencies
and illumination angles are coherently combined. The
term ‘‘synthetic’’ here refers to the synthesis of resolution
commensurate with short-pulse, large-aperture illumina-
tion from a number of elemental measurements of illumi-
nation with not-as-short pulses and not-as-large aperture.

4.2.1. Range Processing Radar. The first task of imaging
radar involves discrimination on the basis of range. High
resolution in the determination of range is achieved when
the transmitted pulse duration T is narrowed down and
the corresponding system bandwidth B is increased, so
that the time–bandwidth product (TB) is constant. Max-
imum sensitivity is accomplished when the time-band-
width product is set to unity, TB¼ 1. Thus, the required
range resolution can be achieved when target reflections
are measured over a band of frequencies. Any radar
waveform that supports an extended bandwidth can be
used; the specific type of waveform determines only the
necessary implementation of the receiver for coherently
processing the wideband signal.

In contrast to direct-imaging methods, in which all the
spectral components of the signal must be present simul-
taneously, synthetic imaging methods require that the
spectral components be present sequentially. In the sim-
plest implementation of high range resolution by syn-
thetic means, several narrowband measurements are
made at discrete frequency increments. Such radars are
called stepped-frequency systems and can be either con-
tinuous-wave (CW), at each frequency emitting an unmo-
dulated sinusoid, or pulsed, amplitude-modulating each
frequency sinusoid. Stepped-frequency continuous-wave
systems are susceptible to aliased responses and trans-
mitter coupling, shortcomings alleviated by pulsing the
transmitter and time-gating the receiver as in a pulsed,
stepped-frequency system. Although individual narrow-
band responses have insignificant resolution potential,
the coherent combination of the responses provides the
resolution allowed by the total bandwidth spanned. Alter-
natively, high range-resolution can be accomplished using
swept-frequency (linear FM) systems and corresponding
wideband receivers. Range resolution in swept-frequency
systems is achieved by measuring the difference in in-
stantaneous frequency between the instant of emission of
the radar pulse by the transmitter and the instant of its
reception back at the receiver.
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4.2.2. Synthetic Aperture Processing Radar. High resolu-
tion in the cross-range direction can be obtained by
scanning a focused beam across the object. If the aperture
that forms the scanning beam is focused at the target
plane, the minimum lateral extent of the focused spot is
approximately

D¼
lR

D
ð20Þ

where l is the wavelength, R is the observation distance,
and D is the aperture dimension. Resolution of two
adjacent object points on a plane perpendicular to the
line of sight of the radar is possible if their distance is
greater than the spot dimension. Thus, for a fixed wave-
length and observation distance, the resolution is in-
creased by increasing the aperture size. High-resolution
direct-imaging radars would, therefore, need to have
physically large aperture.

Synthetic imaging radars synthesize equivalent large
aperture for high-resolution cross-range imaging by se-
quentially stepping a sensor through small incremental
distances and storing samples of the amplitudes of the
corresponding received signals. The stored signals are
coherently summed to produce signals equivalent to those
that would be received by the corresponding large physical
aperture. In effect, synthetic aperture radars (SARs) co-
herently process signals scattered from the same target
for various viewing angles by utilizing relative motion
between the sensor and the target. Depending on the type
of relative motion between sensor and target, synthetic
aperture radars can be linear, spotlight, or inverse.

Linear Synthetic Aperture Radar. In linear SAR, also
called stripmap SAR, the radar sensor is moved along
a linear path and images stationary targets in its line
of sight. Linear SAR is widely used for mapping
terrain features and ground-based objects from air-
borne platforms.

Spotlight Synthetic Aperture Radar. Spotlight SAR
involves observing a target with the radar antenna
fixed on it while the viewing angle is changed.

Inverse Synthetic Aperture Radar. Inverse SAR in-
volves a stationary radar viewing targets rotating
about an axis perpendicular to the line of sight.

4.2.3. Doppler Processing Radar. Spatial resolution in
cross-range, that is, along an axis perpendicular to the
radar line of sight, can be obtained if a target rotates
relative to the radar sensor and the target reflections are
Doppler-processed. This is possible since the Doppler
frequency shift in waves reflected by a rotating target is
proportional to the lateral offset of the reflector along an
axis normal to the axis of rotation and the line of sight.
Indeed, if d and R0 (R0bd) are the distances of a reflecting
point and the radar sensor, respectively, from the center of
a target rotating at an angular velocity O, then the
distance of the reflecting point from the radar sensor at
time t is approximately

rðtÞ¼R0 � d sinðOtÞ ð21Þ

According to Eq. (6), the Doppler coefficient at time t in the
received wave will be

v0ðtÞ¼
�2

c

drðtÞ

dt
¼

2dO
c

cosðOtÞ ð22Þ

From Eq. (22), it is clear that the Doppler coefficient for
every reflecting point in a target rotating with angular
velocity O is a harmonic function of time, the amplitude of
which is proportional to the instantaneous lateral distance
of the reflecting point from the center of rotation. Doppler
processing of the received signal for cross-range resolution
can be done online by either a bank of contiguous filters or
first sampling it and then analyzing it with Fourier trans-
form processors of sufficiently high speed. Offline proces-
sing, on the other hand, can be performed by recording the
received signal for later processing. In either case, the
signal is usually frequency translated to retain only its
complex envelope.

4.2.4. Holographic Processing Radar. Optical hologra-
phy records the spatial distribution of the intensity of
the interference of lightwaves diffracted by an object and a
reference beam in a hologram. This overcomes the diffi-
culty associated with lack of optical phase-sensitive sto-
rage media. Later, the hologram can be used to
reconstruct the lightwaves associated with the original
object by illumination with the reference beam used in the
recording step. A holographic reconstruction allows a
viewer the perception of a virtual image of the original
object.

Microwave holography follows recording and recon-
struction procedures analogous to optical holography. In
microwave holography, the field amplitude scattered from
an object coherently illuminated from a transmitter is
mapped over a prescribed recording aperture by a coher-
ent detector that is scanned over the aperture. The
detected bipolar signal, representing the complex envel-
ope of the time-varying field, is added to a bias level
sufficient to make the resultant always positive. The
resulting signal is used to produce a film transparency
with an amplitude transmittance function that is real and
positive. The area probed by the detector represents the
hologram aperture, the reference signal for the coherent
detector represents the reference beam, and the signal
scattered from the object is the object beam. A variation,
known as scanned holography, of the (conventional) pro-
cedure described above attempts to scan the transmitter
and the receiver independently and offers some advan-
tages in resolution.

5. WEATHER OBSERVATION RADAR

Radar is a powerful research instrument in meteorology
and also for telecommunications at frequencies higher
than 1 GHz, since it allows for the gathering of consider-
able quantities of data on the three-dimensional structure
of the atmosphere in a flexible, efficient, and rapid man-
ner. Radar applied to hydrometeor observation provides
two types of information: (1) quantitative information on
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the local distribution of the reflectivity and speed distribu-
tion in the scattering medium and (2) qualitative informa-
tion on the small- and medium-scale structure of the
targets, their evolution and movement, and other infor-
mation heuristically extracted by expert analysts. This
information can be used to describe atmospheric phenom-
ena and study radiowave propagation, such as the
provision of various statistics on precipitation and
attenuation.

5.1. Precipitation Measurements

The most frequent quantitative application of the radar
observation is to distinguish ice and liquid phases of
precipitation. This task is particularly challenging in
convective storms, where liquid water can exist at tem-
peratures colder than 0 1C and ice can be found at tem-
peratures warmer than 0 1C. Equally important and
challenging is the task of quantifying rain, snow, or hail
precipitation rates, where the difficulty lies in the depen-
dence of the rates on detailed knowledge of the drop size
distributions. Although radar techniques have practical
limitations and their accuracy is highly suspect, they offer
important advantages over conventional methods based
on pluviometer array measurements—they allow for spa-
tial continuity of the observations and improved access to
the observation of the variability of the precipitation; and
make it possible to observe the three-dimensional struc-
ture of the system generating the precipitation, as well as
survey over a wide area from a single measurement point
in real time; data acquisition, storage, and processing is
simple. Radars capable of measuring multiple parameters
(e.g., vertical and horizontal reflectivities and/or a spec-
trum of terminal velocities) in each resolution cell, in
combination with satellites, rain gauges, and other instru-
ments, may give the desired accuracy in measuring
rainfall rates and discriminating rain from frozen preci-
pitation.

5.2. Storm and Wind Observation

A pulsed Doppler radar can estimate the reflectivity and
range velocity distribution inside a storm’s shield of
clouds. If a single beam is used, a three-dimensional
picture of a storm typically requires 2–5 min of data
collection time. This delay is imposed not only by antenna
rotation limitations but also by the requirement for collec-
tion of a large number of radar echoes for reduction of the
statistical uncertainty in the reflectivity and velocity
estimates. Although the storm can change significantly
during this period, with subsequent distortion of the
reflectivity and velocity radar images, the returned esti-
mates are considered highly valuable.

In practice, more significant than the reflectivity and
velocity distributions are estimates of the rainfall rate and
wind velocity. Doppler radar, however, measures the
range velocity of hydrometeors rather than air, and often
this differs significantly from the range component of
wind. Nevertheless, since hydrometeors quickly respond
to wind forces, their terminal velocities give negligible
bias estimates of the range component of the wind.

5.3. Turbulence Measurement

The mean velocity and spectrum width measured by
Doppler radar are weighted averages of point velocities.
Therefore, they are sufficient to depict motion on scales
larger than the resolution cell, but cannot infer the details
of the flow inside the cell. Nevertheless, Doppler radar
offers the possibility of measurement and study of turbu-
lence on scales smaller than the resolution cell if a firm
connection between the statistical and physical properties
of the atmosphere and Doppler-derived measurements is
established.

5.4. Clean-Air Observation

A radar designed to identify and track precipitating
storms can also detect echoes from scatterers in fair
weather. In such cases, the distribution of spatial reflec-
tivity in clean air can be associated with meteorological
phenomena such as turbulent layers, waves, and fronts,
flying birds and insects, or atmospheric pollutants. Clean
air echoes not related to any visible scatterers have been
conclusively proved to emanate from refractive index
irregularities.

Waves reflected by sharp, quasipermanent changes in
the dielectric permittivity of the atmosphere form the
coherent component in the echo received by the radar.
Coherent echoes exist if the scattering medium does not
time-modulate the amplitude or phase of the transmitted
radar pulses, even though spatial variations may exist.
Coherent echoes appear as peaked and narrow compo-
nents in the Doppler spectrum. On the other hand,
incoherent components are contained in the echo signal
if time-varying (turbulent) scatter is present. Incoherent
echoes demonstrate themselves as broad components in
the Doppler spectrum.

6. LASER RADAR SYSTEMS

It is natural to attempt to extend radar techniques to the
optical portion of the electromagnetic spectrum. The fact
that optical wavelengths are orders of magnitude smaller
than their radio counterparts allows for very fine resolu-
tion in the estimation of target parameters, such as
angular position, range, and tangential and radial velo-
cities. The first optical radar systems investigated used
incoherent light from xenon or other flashlamps. With the
invention of the laser (light amplification by stimulated
emission of radiation), however, they were replaced by
systems that employed coherent laser light. Such systems
were initially called lidar (light detection and ranging)
and, in more advanced, higher performance versions,
ladar (laser detection and ranging) in complete analogy
to radar.

The development of practical ladar systems followed a
path similar to the development of radar systems: Reflec-
tivity and backscattering cross-section data were collected
and tabulated for a number of targets at available laser
operating wavelengths; laser pointing could be accom-
plished by mounting the laser on existing radar platforms;
the scan patterns of radar were employed in ladar systems
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as well; the signal design and processing techniques of
radar were also applicable to ladar systems.

When compared to radar, ladar systems exhibit advan-
tages and disadvantages, both due to their use of very
short wavelengths. On one hand, very short wavelengths
result in very high information bandwidths and very fine
resolution. Exploitation of the bandwidth can be achieved
with today’s advanced signal-processing techniques and
hardware. Additionally, unlike the use of solid-state lasers
in early ladars, which allowed only for signal envelope
processing, today’s ladars use gas lasers, which also allow
for signal phase processing. On the other hand, however,
very short wavelengths result in low power efficiency and
high atmospheric propagation losses. As a result, ladar is
preferable to microwave and millimeter-wave radar for
long-range ground-to-space and space-to-space applica-
tions or short-range atmospheric applications, where the
propagation loss penalty does not outweigh fine resolution.

6.1. Ladar Information Processing

A ladar measures a target’s range, position, velocity, and
motion by modulating its laser beam, detecting the re-
flected return, and processing the return signal to derive
the desired information. Methods have been developed for
amplitude, frequency, and phase modulation and for mod-
ulation by polarization. Laser radiation can be modulated
both by direct action on coherent signals inside the laser
during their generation (internal modulation) and through
action on the radiated light outside the laser (external
modulation). A number of electrooptical, acoustooptical,
and mechanical beam modulation devices are available
with different inherent modulation rates, yielding ampli-
tude or frequency modulation of the transmitted beam.

Solid-state lasers cannot provide the necessary spectral
purity to utilize phase processing of ladar signals. Gas
lasers, such as helium–neon and carbon dioxide, however,
have high spectral purity and can be modulated in ampli-
tude or frequency with bandwidths of up to 525 MHz

(yielding a resolution of approximately one foot) with
relatively low drive powers. Ladar signal processing tech-
niques are similar to those used in microwave radar. In
fact, the same circuits for signal-envelope processing may
be employed in many cases. The use of ladar allows the
exploitation of highly precise and unique methods for
angle estimation and tracking.

7. GROUND/FOLIAGE-PENETRATING RADAR

In the recent years (as of 2003), an attempt has been made
to use radar systems to detect and map ‘‘targets’’ buried
under Earth’s surface or obscured by foliage. Primarily,
interest arises from a number of potential applications,
such as detecting and locating unexploded ordnance in a
battlefield, manmade objects in landfills, buried hazar-
dous waste, subsurface plumes of refined hydrocarbons,
or military equipment hidden in forest vegetation. The
radar is either spaceborne, airborne, or ground-towed and
possibly operates in SAR mode. In Fig. 6, a typical config-
uration is shown in which a ground-towed, ground-pene-
trating radar is utilized for excavation planning. The task
of the radar in this application is to map (image) the
location of buried pipes and discriminate them from other
unwanted buried objects, such as rocks and small metal
pieces (volume clutter).

A ground/foliage-penetrating radar needs to utilize
ultrawideband (UWB) signals, containing both low- (for
deeper penetration) and high- (for higher resolution) fre-
quency components. This can be achieved in two ways:
(1) by emission of very short in duration (and, subsequent-
ly, ultrawide in bandwidth) pulses or (2) by sequential
emission of narrowband signals whose carrier frequency
increases in steps, covering a wide frequency band.

Even though the perspective of ground/foliage-pene-
trating radar from initial tests has been encouraging, a
number of difficulties have delayed the development of
this technology. These include:

Unwanted objects 
      (clutter)

Metal pipe�pipe, �pipe, �pipe

soil   �1, �0, �

air   �0, �0

Transmitting 
   antenna 

Receiving
 antenna

Figure 6. Typical configuration of a
ground-towed, ground-penetrating radar
utilized for excavation planning. The
task of the radar in this application is to
map (image) the location of buried pipes
and discriminate them from other un-
wanted buried objects, such as rocks and
small metal pieces, (volume clutter).
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* High electromagnetic wave absorption, especially
under moist soil conditions

* Random distributions of soil particles, such as rocks,
that tend to scatter the electromagnetic energy, in-
crease propagation losses, and reduce the image
contrast

* High clay content to which water binds and, thus,
dipolar relaxation loss mechanisms are encouraged

* Roughness of the air–soil interface that tends to
increase backscattering that interferes with the pe-
netrating radar signature

Similar factors affect the development of foliage-penetrat-
ing radar systems.

To date, the success of ground/foliage-penetrating radar
surveys seems to be absolutely site-dependent. A thorough
understanding of a site’s geology, hydrology, and topogra-
phy is of paramount importance. Before undertaking a
radar survey, it is necessary to obtain as much information
as possible about the physical characteristics of the spe-
cific site. If log-boring log or well-monitoring data are
available, they should be analyzed to determine soil
stratigraphy and hydrology. If such data are not available,
it is prudent to gather representative soil samples.

The applications for radar in subsurface target detec-
tion seem to fall into two broad categories, depending on
the scale of the system, target, terrain structures, and
search volumes. The case of large scales is made if the
targets sought are large relative to the average wave-
length and the soil inhomogeneities. In this case, imaging
would play a (secondary) role in reducing the number of
false alarms of the detection procedure. If small targets,
such as mines or weapons, are of interest, they would be
hard to distinguish from clutter and the role of imaging
would be enhanced. Thus, it is difficult or perhaps point-
less to develop a single radar system for the detection of
both large/deep and small/shallow targets. The wide fre-
quency range requirement imposes stringent require-
ments in the range of both the electronics and the size of
the relevant antennae and contributes to the delay of
development of this significant radar application. How-
ever, ground/foliage-penetrating radar technologies are
presently an area of significant research investigation.

8. CURRENT TRENDS

Besides research in ground/foliage penetrating radar tech-
nologies, significant research is also conducted in the
development of spacetime adaptive processing (STAP) al-
gorithms. STAP refers to multidimensional adaptive filter-
ing algorithms that simultaneously combine the signals
from the elements of an array antenna and the multiple
pulses of a coherent radar waveform. STAP can improve
the detection of low-velocity targets obscured by mainlobe
clutter, detection of targets masked by sidelobe clutter, and
detection in combined clutter and jamming environments.

Significant research is also conducted into the use of
signal processing tools other than the traditional Fourier
transform-based ones for target detection and recognition.
Such tools are, for example, based on the theories of

wavelet-induced multiresolution analyses (WIMAs) of sig-
nals. A WIMA allows for the decomposition and simulta-
neous representation of a signal in time and scale and,
therefore, is capable of processing signals at different
scales. WIMA-based radar target detection and recogni-
tion have been actively researched.
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RADAR CROSS-SECTION

DAVID C. JENN

Naval Postgraduate School

Radar cross section (RCS) is a measure of the magnitude
of the scattered electromagnetic wave from a body relative
to the magnitude of the wave incident on the body. To
many people RCS is synonymous with stealth. Stealth
technology has become an integral part of all military
systems since it was first employed in the 1970s. However,
RCS is just one aspect of stealth, the design philosophy
that seeks to make a platform (such as an aircraft, ship, or
ground vehicle) undetectable to a wide range of sensors.
Such a platform is referred to as low-observable (LO). In
addition to radar, the infrared, acoustic, and visible sig-
natures must be controlled. In the past, the RCS has
received the most attention because the detection range
of radar is generally much greater than that of other
sensors. Undetectability does not necessarily imply a very
low signature, only that the target must be indiscernible
against the background. In the visible region (wave-
lengths visible to the eye) stealth has been used since
World War II in the form of camouflage.

A typical radar and target arrangement is shown in
Fig. 1. The transmitter illuminates the target from a
distance Rt. If the body is sufficiently far from the trans-
mitting antenna, the incident spherical wavefront will be
approximately planar across the target. The incident wave
induces currents on the surface of the body, and even
within its volume if the material is not a perfect electric
conductor. The induced currents give rise to a scattered
field, which is detected by the receiver at a distance Rr.

The arrangement shown in Fig. 1 is referred to as
bistatic; the directions of the transmitter and receiver
are different as viewed from the target. The monostatic
case is more common; that is, the directions of the
transmitter and receiver are the same as viewed from
the target. For a truly monostatic radar the transmit and
receive channels should use the same antenna. Fre-
quently the radar will use separate antennas for transmit
and receive, but they will be closely spaced on the same
platform. This configuration is referred to as quasimono-

static, and can be considered as monostatic for the purpose
of specifying the RCS of a distant target. The majority of
radars currently in use for both military and civilian
applications are monostatic.

Most radars are designed to provide information on the
target’s location and velocity. Location is given in terms of
the range (radial distance) from the radar along with
direction. The range to the target is obtained by a time-
delay measurement. An electromagnetic wave is trans-
mitted in the direction of the target, and the round-trip
travel time is converted to distance using the known
velocity of propagation of the wave. The direction of the
wave is obtained from antenna pointing. Velocity can be
measured using the frequency shift due to the Doppler
effect or two range measurements at closely spaced times
to obtain the target’s range rate. Any measurement of the
target parameters assumes that the reflected wave is
strong enough to be detected and processed by the radar.
Search radars are specifically designed for this purpose.
They are used to scan large volumes of space for targets at
great distances (hundreds or even thousands of kilo-
meters). Once a target has been detected it is handed
over to a tracking radar. Modern multifunction radars are
designed to perform both search and track functions.

Although both the search and track operations are
more difficult for targets with low RCS, the primary
objective of RCS reduction is to defeat search radars
(i.e., avoid detection). The role of the RCS in the detection
of a target is demonstrated by the basic form of the radar
equation derived later. It shows that when all other radar
system parameters are fixed, the maximum detection
range of a target varies as the fourth root of RCS. Thus,
by reducing the target RCS, the range at which it is first
seen by the radar is also reduced.

The RCS of modern aircraft and ships has been sig-
nificantly reduced, but in response to the lower cross
sections, more sensitive radars have evolved. The RCS
designer is at a disadvantage in this respect because a
truly LO platform must be designed from the start.
Stealth cannot simply be added on after all other design
tradeoffs have been made. The entire design and test cycle
of an aircraft can be a decade, and its operational life
several decades. On the other hand, the radar designer
may be able to significantly increase the capability of a
radar by simply replacing a system component such as an
antenna or signal processor. These are relatively minor
changes and can be integrated into deployed radars in a
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Scattered
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antenna
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plane wave

front

Incident
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  Target
with RCS σ 
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Figure 1. Bistatic RCS refers to an arrangement where the
transmitting and receiving antennas are at different locations
as viewed from the target. For the monostatic case the transmit-
ting and receiving antennas are collocated.
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couple of years, thereby decreasing the effectiveness of the
LO platform for the rest of its operational lifetime.

The scattering properties of the target are only one of
several considerations that enter into the selection of the
operating frequency of a radar [1,2]. Others are size
constraints, antenna gain and beamwidth, transmitter
power, ambient noise, Doppler shift, and atmospheric
attenuation. The frequency spectrum is divided into bands
with letter designations as shown in Table 1. A few long-
range ballistic missile defense radars operate in the 300-
MHz region (UHF), but most others use frequencies
greater than 1 GHz (L band and above). Devices at low
frequencies are larger than similar devices at a higher
frequency, and therefore the system’s components require
more volume. Likewise the antenna must be larger at a
low frequency than at a high frequency to achieve the
same beam width and gain. Low frequencies are capable of
handling more power because the applied voltages can be
higher without causing breakdown. Finally, ambient noise
is lowest in the 1–10 GHz range, and low-altitude atmo-
spheric attenuation favors frequencies below 18 GHz.

The function of the radar also influences the choice of
frequency. For instance, an airborne imaging radar must
be compact and lightweight, but also have a narrow
antenna beam for resolving scatters. These all favor a
high frequency. On the other hand, a ground-based search
radar must radiate high power to achieve a large detection
range. In this case the larger and heavier equipment that
is necessary for high-power operation is not a problem.

1. DEFINITION OF RADAR CROSS SECTION

Radar cross section is defined as [3]

Power reflected towards receiver per unit solid angle

Incident power density=4p

In general it is dependent on many parameters. They
include

1. The size, shape, and material composition of the
body

2. The frequency and polarization of the incident elec-
tromagnetic wave

3. The direction from which the wave illuminates the
body, as well as that at which the observer is located
(the angle at which the target is viewed is referred to
as the aspect angle)

These factors are taken into consideration when a radar is
designed to detect a specific target. On the other hand, if a
vehicle is to face a radar with known specifications, the
target can be designed with the radar’s performance in
mind. For example, if an aircraft will be flying directly at a
radar in most mission scenarios, then it will be wise to put
extra effort into reducing the nose-on RCS, perhaps even
at the expense of raising it at broadside aspect angles.
Furthermore, if the frequency of the radar is known, then
the RCS reduction effort need only concentrate on that
frequency.

The conventional symbol for RCS is s and it has units of
square meters. As evident in Table 2, typical values of the
RCS range from 0.0005 m2 for insects to 100,000 m2 for a
large ship. The decibel unit is convenient when working
with quantities that extend over several orders of magni-
tude. The RCS in decibels relative to a square meter
(dBsm) is defined as

sdBsm¼ 10 log10 s

Implicit in the definition of RCS is the assumption that the
frequency is fixed.

Mathematically the RCS is given by

sðy;f; yi;fiÞ ¼ lim
Rr!1

4pR2
r

jEsðy;fÞj2

jEiðyi;fiÞj
2

ð1Þ

where

Ei ¼plane-wave electric field intensity incident from the
direction ðyi;fiÞ

Es¼ scattered spherical wave electric field intensity ob-
served from the direction ðy;fÞ

Rr¼distance from the target to the observer as shown in
Fig. 1

At first glance it may appear that RCS is a function of
range because of the R2

r in Eq. (1). However, the scattered
field is a spherical wave whose electric field has a l/Rr

dependence, which, when squared, cancels the factor in
the denominator. Hence RCS is a range-independent
quantity.

Electromagnetic scattering and radiation problems
can be formulated in either the time domain (TD) or the

Table 1. Frequency Band Designations

Band Designation Frequency Range

HF 3–30 MHz
VHF 30–300 MHz
UHF 300–1000 MHz
L 1–2 GHz
S 2–4 GHz
C 4–8 GHz
X 8–12 GHz
Ku 12–18 GHz
K 18–27 GHz
Ka 27–40 GHz
MM 40–300 GHz

Table 2. Typical Values of RCS

Target RCS (m2)

Insects 0.0005
Small birds 0.01
People 0.5
Cars (front) 5–10
Fighter aircraft nose on broadside 10–50
Bomber aircraft 500–1000
Ships 1000–100000
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frequency domain (FD) [4,5]. In fact, the scattering body
can be represented as a linear system with impulse and
frequency responses. The RCS as a function of time is
related to the RCS as a function of frequency by the
Fourier transformation. There are advantages and disad-
vantages to working in each domain. Early radar systems
operated over narrow frequency ranges, and the need to
compare calculated and measured data dictated that
calculations also be done in the frequency domain. Modern
radars operate over wide frequency ranges, and in order to
characterize their performance adequately, the target
RCS must also be determined over the same wide range
of frequencies. For a large, complex target, the calculation
of the RCS at each frequency is potentially a time-con-
suming task. It may be more efficient to compute the
target’s response to a waveform in the time domain and
then perform a Fourier transformation to obtain the RCS
at many frequencies simultaneously. Thus the measure-
ment or calculation of RCS can be performed by either of
two procedures:

1. Frequency Domain. The received power is obtained
as the target is rotated through a range of angles
while a continuous wave (CW) fixed-frequency
source is radiating. The frequency can be changed
and another plot of RCS versus angle obtained, and
so on. At any fixed angle the RCS from a large
number of frequencies can be Fourier transformed
to obtain the time-domain response of the target at
that particular angle.

2. Time Domain. The received power as a function of
time is obtained at each aspect angle of interest. The
time histories are inverse Fourier transformed to
yield the frequency response of the target at each
angle. If the Fourier transform of the waveform and
the impulse response of the radar system are known,
then the target’s frequency response can be con-
verted to RCS.

There are several aspects of the RCS that enter into the
design of an LO platform, and therefore the discussion of
the RCS logically falls along similar lines. They include
the following topics:

1. Electromagnetic (EM) scattering mechanisms and
the physical aspects of scattering

2. Analytical and computational methods

3. Reduction methods

4. Measurement techniques

A brief overview of each of these four topics is given,
followed by mathematically based discussions of RCS
prediction and reduction.

2. BASIC SCATTERING CHARACTERISTICS OF BODIES

2.1. Frequency Regions

The scattering characteristics of a target are strongly
dependent on the frequency of the incident wave. There

are three frequency regions in which the RCS of a target is
distinctly different. They are referred to as the (1) low-
frequency, (2) resonance, and (3) high-frequency regimes
[6]. The labels are somewhat misleading in that low and
high are defined relative to the size of the target when
normalized to the incident wavelength, rather than to its
physical size. If the target is smooth and it can be roughly
described by a characteristic length L, then the three
frequency regimes can be defined in terms of the quantity
bL, where

b¼ 2p=l ð2Þ

and l is the wavelength.
Low-Frequency Region ðbL51Þ. At these frequencies

the phase variation of the incident plane wave across the
extent of the target is small. Thus the induced current on
the body is approximately constant in amplitude and
phase. The particular shape of the body is not a factor in
the RCS pattern shape. For example, both a small sphere
and a small cube have essentially isotropic (direction-
independent) scattering patterns. In general, s versus
bL is smooth and varies as l� 4. This region is also called
the Rayleigh region.

Resonance Region ðbL � 1Þ. When bL is on the order of
1, the phase variation of the incident field across the body
is significant and all parts contribute to the scattering
pattern. A plot of s versus bL is oscillatory. This region is
also referred to as the Mie region.

High-Frequency Region ðbLb1Þ. There are many cycles
in the phase variation of the current across the body, and
consequently the scattered field will be very angle-depen-
dent. The peak scattering levels are primarily due to
isolated points. For example, the peak scattering from
large flat plates originates from specular points on the
surface. (They are the mirrorlike reflection points for
which the angle of reflection equals the angle of inci-
dence.) A plot of s versus bL is smooth in this region and
may be independent of l. This is also called the optical
region.

The RCS of a sphere, which is plotted in Fig. 2, clearly
illustrates the three frequency regions. The appropriate
characteristic dimension of the sphere is its radius; there-
fore, let L¼a. (One could argue that based on the previous
discussion that L¼ 2a should be used. However, the
boundaries between the frequency regions are defined by
orders of magnitude; they are not sharp. Hence either
choice for L is acceptable. For a sphere quantities are
generally normalized to the radius, and therefore L¼a is
the most convenient choice.) For bao1, the curve is almost
linear, but above 1 it begins to oscillate. This is the
resonance region. The oscillations die out at higher values,
and above ba�10 the curve approaches a constant equal
to pa2.

2.2. Polarization and the Scattering Matrix

In addition to frequency, polarization plays a major factor
in determining the scattering characteristics of a body.
Polarization refers to the orientation of the electric field
vector. The incident wave polarization is determined by
the orientation of the transmit antenna, while the receive
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antenna determines the receive polarization. If the anten-
nas are linearly polarized and their electric field vectors
are aligned, then the copolarized scattered field is mea-
sured. On the other hand, if linear transmit and receive
antennas are orthogonal (electric field vectors crossed at
901), then the cross-polarized component of the scattered
field is sensed.

The copolarized scattered field is generally used, for
several reasons. First, the copolarized scattered field
component is usually much higher than the cross-polar-
ized component. Second, for monostatic radars it is more
efficient to use the same antenna for transmit and receive,
and hence the transmit and receive polarizations are
identical. However, measuring both components provides
the most information available from the scattered field
and may assist in target identification.

A polarization-specific RCS can be expressed as

sqp¼ lim
Rr!1

4pR2
r

Esq

�� ��2

Eip

�� ��2 ð3Þ

where p denotes the polarization of the incident wave and
q the polarization of the receiver. Common polarization
designations are defined with regard to a reference such
as the ground or surface. They include horizontal and
vertical (H and V); parallel and perpendicular (8 and >);
rectangular (x and y). A scattering matrix relates the
scattered field components to the incident field compo-
nents:

Esy

Esf

" #
¼

Syy Syf

Sfy Sff

" #
Eiy

Eif

" #
ð4Þ

The elements of the scattering matrix can be determined
by computation or measurement.

The RCS of a cylinder illustrates the effect of polariza-
tion on scattering level and pattern shape. As shown in
Fig. 3, a relatively strong copolarized RCS exists even for
thin wires, whereas the cross-polarized RCS tends to zero.

At high frequencies the cross sections for both polariza-
tions asymptotically approach the same value.

2.3. Monostatic versus Bistatic RCS

The vast majority of radars currently in use are mono-
static, because most systems must operate from a single
platform. However, the monostatic RCS (backscatter) of
electrically large smooth flat targets is very small unless
the radar is positioned normal to the surface. Besides the
normal, large cross sections are observed in the specular
ðy¼ yiÞ and forward ðy¼ yiþ pÞ scattering directions.

Bistatic radars have the transmit and receive antennas
in two separate locations. Thus a bistatic radar with a
receiver at either of these two locations would have the
advantage of larger target RCS. However, there are also
disadvantages such as reduced operational flexibility be-
cause of the restricted transmit–receive relationships, and
maintaining a coherent reference for the transmitter and
receiver.

3. SCATTERING MECHANISMS

The RCSs of targets encountered by most radars are
complicated geometric shapes. There are a few exceptions
such as weather balloons and buoys. However, simple
shapes such as plates, spheres, cylinders, and wires are
useful in studying the phenomenology of RCSs. Further-
more, complex shapes can be decomposed into basic geo-
metric building blocks (primitives) that can be assembled
to form a more complex shape. Figure 4 shows an aircraft
represented by cylinders, plates, cones, and hemispheres.
The RCS of the model in Fig. 4 is shown in Fig. 5. A
collection of basic shapes gives an acceptable RCS esti-
mate that can be used during the initial design stages of a
platform. The locations and levels of the largest RCS lobes
are of most concern at this stage of the design process. The
accuracy of the RCS estimate at other angles depends on
how the interactions between the various shapes are
handled. These are more difficult to include, as will be
seen later. Even when they are included, the agreement
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Figure 2. The RCS of a sphere illustrates the three frequency
regions: (1) Rayleigh (linear region at low frequencies),
(2) resonance (oscillatory region), and (3) optical (flat high fre-
quency region).
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Figure 3. A cylinder illustrates how a target’s RCS can depend
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with the measured RCS may not be particularly good if
the interactions are not modeled accurately. For an LO
target more sophisticated numerical techniques must be
used.

As evident from the pattern in Fig. 5, the RCS of a
large, complex target is a rapidly varying function of
angle. However, as complicated as it looks, isolated fea-
tures of the pattern shape and level can be associated with
the behavior of the currents induced in and on the
scattering body. For example, the high narrow spikes
result from mirrorlike specular reflections from large flat
surfaces. Other lobes can be associated with surface
waves, multiple reflections, diffraction, and so on. These
so-called scattering mechanisms are depicted in Fig. 6.
The lines in the figure are ray representations for propa-
gating waves. They denote the direction of power flow and
are normal to the planes of constant phase.

For any particular aspect angle, frequency, and polar-
ization, if one scattering mechanism dominates over all
others, then it may be possible to express the total
scattered field as a combination of scattered fields Es1,
Es2, Es3,y, each due to a separate scattering mechanism:

Es � Es1þEs2þEs3þ 	 	 	

and if one of these terms is much greater than all others,
then

Esj j
2
� Es1j j

2
þ Es2j j

2
þ Es3j j

2
þ 	 	 	

It follows from Eq. (1) that the total RCS can be written as
a sum of RCSs, each attributed to a separate scattering
mechanism:

s � ss1þ ss2þ ss3þ 	 	 	 ð5Þ

Note that Eq. (5) is a convenient way of decomposing the
scattered field for the purpose of assisting the RCS model-
ing and reduction efforts. First, if sufficiently accurate
models exist for the individual scattering mechanisms,
then Eq. (3) suggests that they can be combined under the
appropriate circumstances to model their collective effects
for a complex target. Second, since the largest terms in
Eq. (3) correspond to the source of the most intense
scattering, it may be possible to determine which scatter-
ing mechanism dominates, and thereby choose an appro-
priate reduction technique.

3.1. Reflection

This is the mechanism that yields the highest RCS peaks,
but they are limited in number because Snell’s law must
be satisfied. When multiple surfaces are present, multiple
reflections are possible. For instance, the incident plane
wave could reflect off of the fuselage of an aircraft, hit a
fin, and then return to the radar.

3.2. Diffraction

Diffracted fields are those scattered from discontinuities
such as edges, corners, and vertices. The waves that are
diffracted from these shapes are less intense than reflected
waves, but they can emerge over a wide range of angles. At
aspects requiring low RCS, the diffracted waves can be
significant.

3.3. Surface Waves

The term surface wave refers to the current traveling
along a body and includes several types of waves [7]. In
general, the target acts as a transmission line, guiding the
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Figure 4. Simple geometric shapes such as plates, cylinders, and
spheres can be used to build more complicated targets. The
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wave along its surface. If the surface is a smooth closed
shape such as a sphere, the wave can circulate around the
body many times. Such waves are called creeping waves
because they appear to creep around the back of a curved
body. On curved bodies the surface wave continuously
radiates. Radiating surface waves on flat bodies are
usually called leaky waves. Traveling waves appear on
slender bodies and along edges, and suffer little attenua-
tion as they propagate [8]. If the surface is terminated
with a discontinuity such as an edge, the traveling wave
will be reflected back along the surface and radiate toward
its origin.

3.4. Ducting

Also called waveguide modes, ducting occurs when a wave
is trapped in a partially closed structure. An example is an
air inlet cavity on a jet. Once the wave enters the cavity,
many bounces can occur before a ray emerges. There are
many paths that the ray can take, and therefore rays
emerge at almost all angles. The result is a large, broad
monostatic RCS lobe. An optical analogy of this is the
glowing of a cat’s eye when it is illuminated by a light.

3.5. Interactions

It is possible that these mechanisms will interact with
each other. For example, a wave reflected from a flat
surface can subsequently be diffracted from an edge or
enter a cavity. For a complex target the interactions are
not always obvious and the decomposition of the scattered
field no longer makes sense.

4. PREDICTION METHODS

The analytical methods used to calculate RCSs are similar
to those used in antenna analysis. A radar target is
essentially acting as an antenna. The incident wave
induces a current on the target, and the induced current
radiates a field just as an antenna would. However, in the
radar case it is called a scattered field as opposed to a
radiated field. A good example is a reflector antenna or
‘‘satellite dish.’’ The incident field from a feed horn excites
currents on the reflector, which in turn give rise to a
radiated field. In the radar analogy, the feed horn repre-
sents the radar’s transmit antenna, while the reflector is
the target. If the distribution of current is known for a
target, then the currents can be used in the radiation
integrals (Stratton–Chu integrals) to determine the scat-
tered field. Once the scattered field is known, the RCS can
be computed.

Of course, the problem is that the induced current on
the target is unknown and generally very difficult to
determine. An analytical solution is possible in only a
few simple cases. In other cases it is feasible to solve
Maxwell’s equations or integral equations for the current
numerically. These solutions are rigorous in that there are
no assumptions or restrictions imposed. The only error in
the solution is due to the numerical evaluation of the
integral or differential equations. The alternative to a
numerical solution is to take an intuitive guess at

the current, in which case the resulting RCS is only
approximate.

Several methods of RCS prediction are described below.
The classical solution techniques are not discussed in this
list, because most are limited to one- or two-dimensional
structures or simple three dimensional ones. The methods
of interest here are those that can be applied to complex
three-dimensional targets. The methods most commonly
encountered are physical optics, microwave optics (ray
tracing), the method of moments, and finite-difference
methods.

4.1. Physical Optics

The physical optics (PO) approximation [9] provides a
means of estimating the surface current induced on an
arbitrary body. On the portions of the body that are
directly illuminated by the incident field, the induced
current is simply proportional to the incident magnetic
field intensity. On the shadowed portion of the target the
current is assumed to be zero. The current is then used in
the radiation integrals to compute the scattered field far
from the target.

PO is a high-frequency approximation that gives best
results for electrically large bodies ðL
10lÞ. It is most
accurate in the specular direction. Since PO assumes that
the current abruptly decays to zero at a shadow boundary,
the computed field values at angles far from the specular
directions and in the shadow regions are inaccurate.
Furthermore, surface waves are not included. PO can be
used in either the time or the frequency domain. It can be
supplemented by the physical theory of diffraction (PTD),
which provides corrections to PO approximation that
improve the accuracy of the current distribution near
edges.

4.2. Microwave Optics

Microwave optics refers to a collection of ray-tracing
methods that can be used to analyze electrically large
targets of arbitrary shape. The rules for ray tracing in a
simple medium (linear, homogeneous, and isotropic) are
similar to reflection and refraction in optics. Geometric
optics (GO) [10] is the classical theory of ray tracing used
since the days of Newton. It provides a formula for
computing the reflected and refracted fields. In addition,
the geometric theory of diffraction (GTD) is used in con-
junction with GO to include diffraction. Diffracted rays
originate from the scattering of the incident wave at
edges, corners, and vertices. The formulas are derived on
the basis of infinite frequency ðl!1Þ, which implies an
electrically large target. Ray optics is frequently used in
situations that severely violate this restriction and still
yields surprisingly good results. The major disadvantage
of ray tracing is the bookkeeping required for a complex
target. It is used primarily in the frequency domain.

4.3. Method of Moments

The method of moments (MM) is a technique used to solve
an integral equation [11]. Integral equations are so named
because the unknown quantity appears in an integrand.
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In electromagnetics they are derived from Maxwell’s
equations and the boundary conditions. The unknown
quantity can be a combination of volume or surface
current (either electric or magnetic). The MM reduces
the integral equations to a set of simultaneous linear
equations that can be solved using standard matrix alge-
bra. The size of the matrix involved depends on the size of
the body; current computer capabilities allow bodies on
the order of 10 or 20 wavelengths to be modeled.

Most MM formulations require a discretization (seg-
mentation) of the body. Therefore, they are compatible
with finite-element methods used in structural engineer-
ing, and the two are frequently used in tandem during the
design of a platform. The MM can be used to solve both
time- and frequency-domain integral equations.

4.4. Finite-Difference Methods

Finite differences are used to approximate the differential
operators in Maxwell’s equations in either the time or the
frequency domain [5,6]. As with the MM technique, the
target and surrounding space must be discretized. Max-
well’s equations and the boundary conditions are enforced
on the surface of the target and at the boundaries of the
discretization cells. This method has found extensive use
in computing the transient response of targets to various
waveforms. Finite-difference methods do not require the
large matrices that the MM does, because the solution is
stepped in time throughout the scattering body.

5. REDUCTION OF RADAR CROSS SECTIONS

RCS reduction techniques are traditionally classified as
geometric shaping, materials selection, and passive and
active cancellation. The boundaries between these cate-
gories are not always distinct, and a reduction approach
may draw on all of these simultaneously.

5.1. Shaping

Target shaping is the first step in RCS reduction. The first
rule of shaping is to avoid presenting large flat surfaces to
the radar. For large surfaces specular reflection is the
dominant scattering mechanism. The direction of stron-
gest reflection for a smooth surface is given by the law of
reflection. Therefore, by examining the relationship be-
tween the direction of incidence and the surface normal,
the direction of maximum scattering can be predicted. If a
target is composed of several surfaces and one could
visualize a plot of the normals of the surfaces, then it is
expected that there would be few normals pointed in
directions of low RCS.

It will be shown that the maximum monostatic RCS of a
large flat surface occurs when the incident wave and
observer are located normal to the surface. The maximum
value is

sm¼
4pA2

l2
ð6Þ

where A is the area of the surface. Thus the RCS can be
minimized by minimizing the area presented to the radar.

If it is not possible to tilt a large surface sufficiently, then it
can be broken into a number of smaller surfaces, each
tilted in a slightly different direction.

These approaches have led to rather unconventional
aircraft shapes such as that of the F-117 Nighthawk
(commonly referred to as the ‘‘Stealth Fighter’’) [12]. To
date, shaping has not been applied extensively to ships
and ground vehicles, although that is beginning to be
done. Modern ship designs are making some concessions
to RCS control, such as canting deckhouse walls and
enclosing mast structures.

Another aspect of shaping is edge alignment. Once the
specular reflections have been controlled, the contribu-
tions from edges (such as traveling waves and diffraction)
may become important. Aligning edges is one way of
maintaining low-RCS spatial sectors. For example, in
plan form it is seen that the edges of the B2 bomber fall
along only a couple of fixed angles.

The second rule of shaping is to avoid or hide retro-
reflectors. Retroreflectors are simple geometric structures
that tend to redirect the incident radar wave back in the
direction from which it arrives. Surfaces that meet at a 901
angle are strong retroreflectors, and therefore the angles
between the tail rudder and elevator surfaces of a stealthy
aircraft are always canted. New designs such as the
tailless McDonnell Douglas X-36 have no vertical surfaces
at all.

Cavities are another type of retroreflector. They have a
very broad scattering pattern. Thus jet intakes are often
located above the wing or else employ an electromagnetic
screen to prevent penetration by the incident wave.

Obviously there is a limit to the degree of shaping that
can be incorporated while simultaneously meeting other
operational requirements. For example, extreme shaping
applied to an aircraft degrades its aerodynamic perfor-
mance and control characteristics. Another disadvantage
of low-RCS shapes is that they have slim profiles, which
reduces the useful enclosed volume relative to a conven-
tional shape.

5.2. Materials and Coatings

Obviously the material composition of a body affects its
RCS. For example, a metal plate has a higher RCS than a
glass plate. Similarly, a plastic aircraft body has a lower
RCS than one with a metal skin. The electrical character-
istics of a material are defined by its constitutive para-
meters [13]:

1. Permittivity, e¼ e0er¼ e0 � je00 ðF=mÞ
2. Permeability, m¼ m0mr¼ m0 � jm00 ðH=mÞ
3. Conductivity, sc ðO=mÞ

where e0 and m0 are the permittivity and permeability of
free space. The imaginary parts are associated with dis-
sipation (attenuation) of the fields in the medium.

The permittivity determines the fundamental relation-
ship between the electric field intensity E and flux density
D. For the vast majority of materials that occur in nature
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one can write

D¼ eE ð7Þ

where the boldface e denotes a matrix. Expanding Eq. (7)
and explicitly including the spatial and frequency depen-
dences gives

Dx

Dy

Dz

2
664

3
775¼

exxðx; y; z; f Þ exyðx; y; z; f Þ exzðx; y; z; f Þ

eyxðx; y; z; f Þ eyyðx; y; z; f Þ eyzðx; y; z; f Þ

ezxðx; y; z; f Þ ezyðx; y; z; f Þ ezzðx; y; z; f Þ

2
664

3
775

Ex

Ey

Ez

2
664

3
775

ð8Þ

Likewise, the permeability determines the fundamental
relationship between the magnetic field intensity H and
magnetic flux density B, which for most materials can be
written as

B¼ lH

or

Bx

By

Bz

2
664

3
775¼

mxxðx; y; z; f Þ mxyðx; y; z; f Þ mxzðx; y; z; f Þ

myxðx; y; z; f Þ myyðx; y; z; f Þ myzðx; y; z; f Þ

mzxðx; y; z; f Þ mzyðx; y; z; f Þ mzzðx; y; z; f Þ

2
664

3
775

Hx

Hy

Hz

2
664

3
775

ð9Þ

The following special cases occur frequently:

1. Isotropic. The diagonal components of the permit-
tivity and permeability matrices are equal, and the
off-diagonal elements are zero; that is, epp¼ ere0 and
mpp¼ mrm0; epq¼0 and mpq¼ 0 if paq (p,q¼ x,y, or z).

2. Nondispersive. The constitutive parameters are in-
dependent of frequency. Most materials exhibit some
dispersion (frequency dependence) if the frequency
change is great enough. However, we define a non-
dispersive material as one whose er and mr are
sufficiently constant within the frequency band of
the radar illuminating the material.

3. Homogeneous. The constitutive parameters are in-
dependent of location in the material. Almost all
materials are inhomogeneous on a microscopic scale.
For our purpose a homogeneous material is one that
has a sufficiently small variation in er and mr through-
out its volume.

To examine the dependence of the RCS on the consti-
tutive parameters, consider an infinite interface between
free space and a half-space of material with er and mr. The
Fresnel reflection coefficient for a plane wave normally
incident on the interface is

G¼
Z� Z0

Zþ Z0

ð10Þ

where the intrinsic impedances are defined by

Z0¼

ffiffiffiffiffi
m0

e0

r

and

Z¼
ffiffiffiffiffiffiffiffiffiffi
mrm0

ere0

r
¼ Z0

ffiffiffiffiffi
mr

er

r

From Eq. (1) the RCS is proportional to the square of the
scattered electric field intensity. Since the scattered field
intensity (in this case the reflected field) is proportional to
G, it follows that s / Gj j2. Thus the RCS will be reduced in
direct proportion to the reduction in reflection coefficient
squared. This is an ideal limit, because in practice the
material thickness is finite, and there will likely be some
reflection from its back face and scattering from its edges.

Unfortunately, in most applications the target materi-
als cannot be selected solely on the basis of the electro-
magnetic properties er and mr. Mechanical properties such
as strength, weight, and thermal conductivity have a
higher priority. In the drive to reduce weight and increase
strength, composite materials have found widespread
military and civilian application [14].

Composites are formed from multiple constitutive ma-
terials in a manner that yields a final product having
desirable properties from each material. Graphite is an
example of a composite that is used extensively in the
aircraft industry. Although the primary motivation for the
use of composites has been structural, the reflection from
most composite materials is lower than that for conduc-
tors. However, the majority of the incident field that is not
reflected from the composite’s surface is transmitted
through the material, and the transmitted field can po-
tentially be scattered from internal metallic objects. The
use of nonconductors also complicates other electrical
design issues such as the grounding of electrical systems
and lightning protection.

An absorbing layer is another example of the applica-
tion of materials for RCS reduction. A layer of absorbing
material is deposited on the surface of the target. As the
incident wave propagates through the material, energy is
extracted from the field and its intensity diminishes [15].
Thus a weaker field is reflected at the target surface, and
the reflected wave is attenuated further as it travels back
through the material. The circuit analog of this type of
material is a resistor.

A material that performs the function just described is
referred to as a radar absorbing material (RAM). High
absorption is desired, yet the material thickness and
weight must be minimized. Unfortunately, many materi-
als with high loss also have high reflection coefficients.
Thus there is significant reflection of the incident wave at
the absorbing-layer face, and little energy enters the
material where attenuation takes place.

There are some materials that possess more compli-
cated or exotic electromagnetic properties that can poten-
tially be exploited for RCS reduction. For example, since
the epq affect the velocity of propagation along the coordi-
nate axes of the material, it may be possible to construct e

for a material so that the polarization of the scattered field
is different from that of the incident field. Thus the
polarization of a wave rotates as it propagates through
the medium, and scattered energy is converted to a field
component that the radar is not capable of sensing.
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Another example is a spatially dispersive medium. The
electric flux density depends on both the electric field
intensity and the magnetic flux density. A chiral material
[16] has the constitutive relationship

D¼ eEþ jnB

This type of behavior is associated with materials that
have a helical molecular structure. It is possible to pro-
duce this type of behavior artificially by dispersing small
helical coils throughout a bulk material.

In the past, the reduction of RCSs has focused on
treating each scattering source, or hotspot, individually.
For instance, an absorbing layer might be installed to
reduce scattering from a wing edge. The layer will reduce
the edge scattering, but will also introduce new scattering
sources at the perimeter. For a useful reduction method,
the new scattering sources must be much weaker than
those of the original edge. But as the scattering intensities
of the sources become smaller, one quickly reaches the
point where the new scattering sources introduced by the
treatments are comparable to those being treated. At this
level the interaction between scatterers becomes impor-
tant, and this complicates the design and application of
RCS treatments.

5.3. Cancellation Techniques

Cancellation refers to RCS reduction methods that are
based on the introduction of a secondary scatterer whose
scattered field is adjusted to cancel the reflection of the
primary target [17,18]. The total field at the radar receiver
is the vector sum of the fields scattered by the target and
the cancellation element. Therefore, if the cancellation
field can be made equal and opposite to the field scattered
from the body at the angle, polarization, and frequency of
interest, then destructive interference occurs. The second-
ary scatterer is referred to as the cancellation element,
and its scattered field the cancellation field.

The cancellation element can be a detached body
located near the original target, or an attached protrusion.
Both are referred to as parasitic elements. The combina-
tion of the target with the scattering element is frequently
called the loaded body. If the cancellation field is fixed,
then the system is a passive one. On the other hand, if the
system can respond to changes in the incident field, then it
is an active one. A fair amount of information about the
radar and the target is required for an active system: the
threat radar frequency, its direction and polarization, and
the target’s RCS in the direction of the radar.

5.3.1. Passive Cancellation. Since the cancellation of
the two fields is essentially a tuning method, this techni-
que is only effective over a narrow frequency band and
usually limited to a small spatial sector. If large parasitic
elements are to be avoided, then the magnitude of RCS
that can be canceled is small. Thus passive cancellation is
usually used to supplement shaping and absorbers.

The most common cancellation elements are slots and
wires. Two orthogonal elements are required to cancel an
incident wave of arbitrary polarization. The elements can

be increased in size or number so as to provide sufficient
gain to cancel the RCS in the direction of interest.

Two examples of passive cancellation are the Salisbury
screen and Dallenbach layer [19]. A Salisbury screen
consists of a resistive film located a distance d in front of
the target surface. The film resistivity is chosen so that
the reflection from its surface is exactly canceled by the
field that passes through the film, is reflected from the
target, and then is transmitted back through the film.

The Dallenbach layer shown in Fig. 7 is similar to the
RAM coating discussed earlier, except that the layer
thickness is chosen to provide destructive interference
between the fields scattered from the top of the layer
and the boundary at the back of the layer, rather than
absorption within it. Thus the top of the layer serves the
same purpose as the resistive film does for the Salisbury
screen.

5.3.2. Active Cancellation. Active cancellation (also
known as adaptive cancellation) is the extension of pas-
sive cancellation to handle dynamic threat scenarios. In
the context used here, it does not include deception, which
comprises techniques of modifying and retransmitting a
signal. For the present discussion, the source of RF energy
is the radar’s signal. Two levels of sophistication are
considered:

1. Fully Active. The cancellation network receives,
amplifies, and retransmits the threat signal in
such a way that it is out of phase with the static
(skin) RCS of the target. The transmitted signal
amplitude, phase, frequency, and polarization can
be adjusted to compensate for changing threat para-
meters.

2. Semiactive. No amplification of the incident signal
energy is provided by the cancellation network, but
adjustable devices in the network allow the rera-
diated signal to compensate for limited changes in
the radar signal parameters.

The demands for a fully active system are almost
always so severe as to make it difficult to implement. It
requires amplifiers and antennas that cover the antici-
pated threat angles, frequencies, incident power densities,
and polarizations. A knowledge of the radar’s direction is
required, as well as the target’s own RCS. A semiactive
system is not as complicated with regard to hardware, but
the use of adjustable devices still requires bias lines,
controller units, and a computer with the appropriate
databases.

Coating

Bare target
surface 
(PEC)

d�, �

Figure 7. A Dallenbach layer is used to reduce the RCS of a
conductor. The material electrical characteristics and thickness
are chosen to provide a reflection coefficient of zero.
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Because of the growing importance of low-level scatter-
ing sources (in particular, manufacturing-induced errors
that differ from platform to platform), adaptive cancella-
tion techniques are receiving increased attention. Adap-
tive cancelers have the ability to modify the amplitude and
phase of the new scattering source to compensate for
changes in the original scattering source that may occur
with frequency or observation angle. In principle, adaptive
techniques are capable of adjusting to changing physical
and electrical conditions brought on by exposure to the
environment. However, cancellation is most effective when
there are a small number of coherent scattering sources
rather than a large number of random sources.

5.3.3. Treatments for Surface Waves. Surface waves,
and in particular traveling waves, present a special chal-
lenge as far as RCS reduction is concerned [6]. The target
acts as a combination of antenna and transmission line,
collecting incident energy and guiding it along the surface.
As depicted in Fig. 8, when a discontinuity (such as a
termination) is encountered, the surface wave is reflected.
As it propagates in the reverse direction, it loses energy by
radiation. A dielectric-coated ground plane can support a
surface wave for incident plane waves having a component
of E normal to the surface; a magnetic-coated ground
plane can support a surface wave for incident plane waves
having a component of H normal to the surface.

The most common technique for treating surface-wave
reflections that arise from surface discontinuities is one
borrowed from transmission line theory: the use of trans-
former sections. Typically a quarter-wave matching sec-
tion is appended to the termination of the surface, and the
surface characteristics of the matching section are chosen
to allow the wave to continue propagating in the forward
direction, thereby eliminating the reflected field.

6. SPECIAL STEALTH ISSUES

To achieve and maintain low observability requires careful
design, manufacturing and maintenance procedures to a
level that may seem trivial to the nonspecialist. Instances
of bird droppings, loose screws, and pebbles kicked up
from the takeoff roll having resulted in increased RCS
have been reported [12]. Some special stealth-related
issues are discussed below.

6.1. Integration of Sensors and Sensor RCS

Active sensors that transmit energy, such as microwave
and laser radars, need to have a low probability of inter-

cept (LPI). One aspect of LPI involves controlling the
spatial distribution of radiation by using narrow antenna
beams and low sidelobes. Another is to control the power
distribution in the frequency spectrum, which is directly
related to the transmitted waveform. For example, wide-
bandwidth spread-spectrum pseudorandom waveforms
distribute their power almost uniformly over a wide
frequency band and hence appear like noise, making
detection extremely difficult.

The RCSs of sensors installed on an LO platform,
especially antennas in the radar frequency bands, are an
area of concern. Unlike cavities, antennas cannot always
be hidden from the radar’s field of view without degrading
the performance of the accompanying system. Ideally, if
the incident wave frequency is in the operating band of the
antenna (where the antenna is efficient), then its RCS is
low because most of the incident wave is collected and
appears at the antenna terminals.

The antenna scattering occurs when the frequency of
the radar wave is outside the antenna’s operating band.
Large reflection sources may occur inside the antenna at
frequencies out of its operating band, resulting in scatter-
ing characteristics similar to those of a cavity. Further-
more, if the antenna is composed of widely spaced (relative
to wavelength) periodic elements, Bragg diffraction can
occur. Bragg lobes are high-RCS spikes that result at
multiple angles when the round trip path length differ-
ences between adjacent elements are an integer multiple
of 2p. (This is similar to array grating lobes in the
radiation case.)

The obvious antenna RCS reduction methods, such as
adding lossy materials to attenuate out-of-band reflec-
tions, also decrease the antenna’s gain in its operating
band. The preferred approach is to incorporate a fre-
quency-selective surface (FSS) into the design. An ideal
FSS permits radiation in the antenna’s frequency band to
pass through unattenuated while all other frequencies are
reflected or absorbed. FSS shielding has been applied to
antennas on ship masts [20] and as missile radomes [21].

In the drive to reduce the number of low-level scatter-
ing sources, continuity of the platform external surface
should be maintained. The number of apertures (open-
ings) must be kept to a minimum. Apertures are needed
for radar and communication antennas, which operate at
microwave frequencies, and infrared and optical sensors.
By integrating the infrared and optical sensors into the
antennas, two or three apertures can be replaced by a
single one.

6.2. Computational Advances

The need to predict the mutual interactions between
many low-level scattering sources has fueled research in
the area of computational electromagnetics (CEM). Nu-
merical solutions of the rigorous equations of scattering
from complex bodies have existed since the early 1960s.
They involve reducing the electromagnetic equations
to a set of simultaneous linear equations, which are solved
by matrix methods. The dimension of the matrix increases
as the size of the target measured in wavelengths in-
creases (that is, all target dimensions are scaled by the

Traveling wave
reflection

Trailing
edge

Leading
edge

L

Conducting
plate

Incident TM wave

Figure 8. Traveling waves along a surface are treated using
a transmission line matching method: the quarter-wave trans-
former.
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wavelength of the incident wave). It has only been in
recent years that the dramatic increase in computer
memory and speed has made this approach practicable
for aircraft and ships. Even so, rigorous methods are still
limited to low frequencies for targets that are physically
large.

Approximate solutions have been developed based on
the assumption that scattering is localized, so that inter-
actions between distant parts of the structure can be
neglected. The approximations have constantly been im-
proved by adding higher-order corrections based on ever
more detailed electromagnetic models as well as empirical
data. Both the rigorous and the approximate computer
models have incorporated geometry builders that can
utilize computer-aided drawing (CAD) files generated by
commercially available drawing programs. This capability
allows for concurrent engineering—the ability to make a
structural change and immediately assess its effect on the
RCS.

6.3. Effect of Imperfections and Flaws

An important limitation in achieving low RCS is the
imperfections introduced during the manufacture and
assembly of the platform and the installation of its sys-
tems. Their effect on RCS performance depends on
whether the imperfections are periodic or random in
nature. Most error sources are nearly random, and their
net effect on RCSs is to shift energy from the scattering
mechanisms discussed previously to diffuse scattering.
Diffuse surfaces reflect uniformly in all directions, inde-
pendent of the angle of incidence; they are electrically
rough surfaces. The magnitude of the diffuse scattering
increases with the extent of the surface roughness (im-
perfection). Since diffuse scattering is not angle-depen-
dent, shaping is not a practical way of reducing the RCS
for it, and therefore very close tolerances must be main-
tained to keep the diffuse scattering to acceptable levels.
Maintaining close tolerances is one of the primary cost
drivers in the manufacture of LO platforms. Eventually a
point is reached where the question must be asked: How
much money is an additional RCS reduction of a few
percent worth?

6.4. Maintenance and Testing

A second important cost driver is the maintenance of an
LO platform. The natural elements, along with the harsh
operating environment, stress and degrade the electrical
and mechanical properties of materials. Special testing
methods are required to determine if and when the RCS
has been affected by exposure to the environment. So-
called go–no-go tests compare a set of measured data from
the platform under test with a reference dataset obtained
from a known ‘‘clean’’ one of identical configuration. A
significant deviation in the data sets would signify a
correspondingly significant change in RCS. A test of this
type does not require a high level of precision, and there-
fore can be conducted using portable test equipment. Data
can be taken by probes located close to the platform
surfaces, that is, in the near-field region of the scatterers.

If a platform fails the go–no-go check in the field, then it
will be sent to a test and repair facility for further
evaluation. Specialized facilities and repair techniques
are required because of the uncommon materials involved
and the exacting tolerances that must be satisfied. The
integrity of localized repairs can be checked using hand-
held reflection devices that verify local surface reflection
characteristics.

6.5. Tradeoff between Stealth and Electronic Warfare

Low observability demands the most of technology and
forces concessions in many other aspects of platform de-
sign and performance. At some point the burden of
increasing stealth may become unacceptable. Electronic
warfare (EW) techniques (now referred to as electronic
attack and electronic protect in the United States) are a
complement to low RCS. Common EW techniques cur-
rently in use around the world include jamming, decoys,
and chaff [22]. The major disadvantage of EW is that the
radar is aware of the target’s presence. However, the radar
is denied information on the target’s range and velocity.
Even though the radar is not completely disabled, a
combination of EW and low RCS can cause the radar to
loose lock, forcing it to reacquire a target repeatedly. This
is a time-consuming process that ties up valuable radar
resources. With all other factors constant, chaff, deception,
and jamming are more effective for low-RCS targets than
for conventional ones.

Some older platforms currently in the field are being
retrofitted or upgraded to reduce the RCS and other
signatures. All new aircraft, ships, and ground vehicles
are incorporating some degree of stealth design and
technology. However, it appears that the complete dom-
inance of stealth in all aspects of design, as seen in the
F-117, has been abandoned. Programs like the F-22, the
Comanche helicopter, and the Euro-fighter are opting for a
balance between stealth and other performance measures.

7. THE RADAR EQUATION

Consider the situation shown in Fig. 1 with the radar
operating at a frequency f. The corresponding wavelength
is l¼ c=f , where c � 2:998� 108 m=s is the speed of light in
free space. Define the following quantities:

Pt ¼ transmitter power delivered to the transmit antenna
Gt ¼ transmit antenna gain, a measure of how efficiently

the antenna concentrates power in the direction of
the target

Gr ¼ receive antenna gain
Aer¼ effective area of the receive antenna, which can

approach the physical area of the antenna aperture
for a very efficient antenna

From antenna theory, antenna gain and effective area are
related by

Gr¼
4pAer

l2
ð11Þ
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The power scattered by the target that is delivered to the
receive antenna terminals is given by

Pr
PtGt

4pR2
t

s
1

4pR2
r

Aer

The first factor on the right-hand side is the power density
incident on the target. Multiplying this factor by s gives
the fraction of incident power scattered in the direction of
the receiver. The product of the first three factors repre-
sents the scattered power density at the receive antenna.
Finally, multiplying by Aer gives the scattered power
collected by the antenna.

Specializing to the monostatic case (Gt¼Gr � G and
ðRt¼Rr � RÞ and using the relationship between effective
area and gain give the result

Pr¼
PtG

2sl2

4pð Þ3R4

This form of the radar equation is too simple to be of
practical use in predicting a radar’s performance. How-
ever, two important features are evident. The first is
the R4 in the denominator, which is a disadvantage to
the radar system designer, whose goal is to increase the
detection range of the radar. The second is that the
received power is linearly related to s, which is a dis-
advantage to the RCS engineer.

If the minimum scattered power that the radar receiver
can detect is Pm, then the corresponding maximum detec-
tion range is obtained by solving the radar equation for R:

Rm¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PtG2sl2

ð4pÞ3Pm

4

s

ð12Þ

Therefore, to halve the maximum detection range requires
that the RCS be reduced by a factor of 24 ð¼ 16Þ.

Finally, note that the radar equation was derived for a
single-frequency wave. Typical radar waveforms, such as
pulse trains, occupy a band of frequencies. The radar
equation may have to be evaluated at several frequencies
in the radar band if the quantities in the equation are not
constant.

8. CALCULATION OF RADAR CROSS SECTION

RCS prediction methods can be broadly categorized as
either rigorous or approximate. Rigorous methods are
those that have been shown by mathematical proof to
converge to the exact result under the appropriate condi-
tions. However, in practice, there is always some small
error present in the computed data due to the numerical
evaluation of integrals, computer roundoff, and so on.
Examples of rigorous methods are the finite-difference
time domain (FDTD) technique and the MM.

Approximate formulations are based on assumptions
and therefore are subject to limitations in their applica-
tion and accuracy. Unlike the rigorous methods, even if
there is no computational error, the approximate result

will not necessarily converge to the true result. If the
approximation is a good one, then the error will not be
significant for the problem under consideration. Examples
of approximate methods are PO and microwave optics.

8.1. Phasors

Phasor notation is commonly used when working with
time-harmonic fields. Time-harmonic fields are those that
have a sinusoidal time variation of the form cos ot, where
o¼ 2pf. Since the sources and fields have the same time
dependence, it can be factored out of all electromagnetic
quantities and suppressed (i.e., dropped). When the calcu-
lations are completed, the time variation is reintroduced.
Thus a time-varying quantity Eðx; y; z; tÞ can be obtained
from the phasor E(x, y, z) by multiplying the phasor by ejot

and taking the real part

Eðx; y; z; tÞ¼Re½Eðx; y; zÞejot�

All quantities appearing throughout this article are pha-
sors unless otherwise indicated.

8.2. Spherical and Plane Waves

Ideal spherical waves (i.e., waves for which the planes of
constant phase are spheres) originate from point sources,
which do not actually exist. However, for practical pur-
poses, spherical wave behavior results if the observer is
located ‘‘far enough’’ from an extended source as depicted
in Fig. 1. Spherical waves have the phasor form

EðrÞ¼E0
e�jbr

r
ð13Þ

where r is the distance from the source. The vector
constant E0 (which may have complex components) is
determined by the amplitude, phase, and polarization of
the extended source.

At great distances from the source ðr!1Þ the target
only intercepts a small section of the spherical wavefront
with a very large radius of curvature. Thus it appears that
planes of constant phase exist over the extent of the
target, and the electric field can be approximated by

EðrÞ¼E0e�jbr

where r is now the distance from the phase reference and
E0 is determined from the intensity of the spherical wave
at the target. If the source is at the origin of a spherical
coordinate system, then E0 can only have ĥh and /̂/ compo-
nents in the far zone. (This would be the case for a radar
antenna located at the origin.)

Both spherical and plane waves have the characteris-
tics of a transverse electromagnetic (TEM) wave:

1. The electric and magnetic field vectors are perpen-
dicular to each other and the direction of propaga-
tion.

2. The magnitudes of the electric and magnetic fields
are related by the intrinsic impedance of free space.
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Thus, if b̂b is a unit vector in the direction of propagation,
then

H¼
b̂b�E

Z0

ð14Þ

A plane wave of arbitrary polarization is given by the
formula

E¼ ðE0yĥhþE0f/̂/Þe�jb . r ð15Þ

where r is a position vector to the point x,y,z at which the
field is to be evaluated:

r¼ x̂xxþ ŷyyþ ẑzz

The corresponding magnetic field intensity for a plane
wave propagating inward toward the origin ðb̂b¼ � r̂rÞ is

H¼ �
1

Z0

ðE0y/̂/� E0fĥhÞe�jb . r ð16Þ

The ĥh component of the electric field is called transverse
magnetic to z (TMz) because the magnetic field vector
associated with this component [E0y/̂/ term in Eq. (16)]
lies entirely in a plane transverse to the z axis. Similarly,
the /̂/ component of the electric field is referred to as
transverse electric to z (TEz) because this component of the
electric field [E0f/̂/ term in Eq. (15)] lies entirely in a plane
transverse to the z axis. Thus, for a TMz-polarized plane
wave E0f¼ 0; for a TEz-polarized plane wave E0y¼ 0. Any
arbitrary polarization can be expressed as a linear combi-
nation of the two. In a similar manner one could define
TEx, TMy, and so on.

8.3. Radiation Integrals

Scattered fields are set up by a combination of electric and
(in general) magnetic currents. Currents are induced such
that the total fields satisfy the boundary conditions and
Maxwell’s equations. The radiation integrals provide a
means of calculating the fields due to a prescribed set of
currents. The radiation integrals, or Stratton–Chu inte-
grals, are integral solutions to Maxwell’s equations. They
can be derived directly by taking the curl of Maxwell’s first
two equations, using the vector Green’s theorem, and then
integrating [23].

For RCS calculations, according to Eq. (1), only the
scattered field far from the target is of interest, because
R!1. Consider a scattering body of volume V that is
enclosed by a surface S as shown in Fig. 9. The standard
convention is to denote observation point quantities by
unprimed symbols, and source point quantities by primed
symbols.

In the far zone, the following approximations are
employed:

1. The vector from the origin to the observation point
and the vector from any source point on S to the
observation point are approximately parallel (R
parallel to r).

2. For large distances the difference in amplitude
between a spherical wave emanating from the origin
and one emanating from any point on the surface S
is negligible ð1=R � 1=rÞ.

With these assumptions, the radiation integral for the
electric field components tangential to a sphere of radius r
centered at the origin can be expressed as

Esyðx; y; zÞ

¼ �
jbZ0

4pr
e�jbr

ZZZ

V

J . ŷyþ
1

Z0

M . f̂f
� �

e�jbr̂r . r0
ð17aÞ

Esfðx; y; zÞ

¼ �
jbZ0

4pr
e�jbr

ZZZ

V

J . f̂f�
1

Z0

M . ŷy
� �

e�jbr̂r . r0
ð17bÞ

where J (A/m2) and M (V/m2) are the volume electric and
magnetic currents, respectively. (Magnetic current is a
fictitious quantity because isolated magnetic charge does
not exist, but under some circumstances it is used as a
matter of mathematical convenience.)

The use of volume current is advantageous for comput-
ing the scattered fields from highly inhomogeneous bodies.
However, for most targets, it is more efficient to use a
surface current formulation. As shown in Fig. 10, current
flows on all interfaces between materials, as well as the
external surface of the target. For surface currents, the

(x, y, z)

x

y

r

S

R

Js
Target

z

r ′

Figure 9. Current flows on the surface of a PEC. The total
scattered field at the observation point is obtained by an integra-
tion of the current over the entire surface.
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Figure 10. If a target is not a PEC, then volume currents may
exist inside the target. The volume currents can be replaced by
surface currents using the surface equivalence principle.
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far-field form of the radiation integral becomes

Esyðx; y; zÞ

¼ �
jbZ0

4pr
e�jbr

ZZ

S

Js . ŷyþ
1

Z0

Ms . f̂f
� �

e�jbr̂r . r0
ð18aÞ

Esfðx; y; zÞ

¼ �
jbZ0

4pr
e�jbr

ZZ

S

Js . f̂f�
1

Z0

Ms . ŷy
� �

e�jbr̂r . r0
ð18bÞ

where S includes all of the surfaces over which nonzero
current exists. If the current is known, then the integrals
in Eqs. (17) or (18) can be evaluated numerically.

If the scattering body is a perfect electrical conductor
(PEC), then only electric current exists, and the surface of
integration corresponds to a real physical surface. How-
ever, S in Eq. (18) need not exist; it can be a fictitious
surface defined for convenience. The currents on the
fictitious surface can be determined from the actual
tangential electric and magnetic fields at every point on
S. Thus

JS¼ n̂n�H ð19aÞ

MS¼ n̂n�E ð19bÞ

where n̂n is the unit vector normal to the surface. This is a
consequence of the equivalence principle of electromag-
netics [4].

8.4. Approximate Prediction Methods

Approximate prediction methods are used for a variety of
reasons, but primarily because they are computationally
less demanding, thereby allowing data to be generated
more rapidly. This is an advantage in the early stages of
design, when major tradeoff studies are being performed.
Coarse approximations can be applied in the beginning,
and then refined as the design progresses. Eventually it
may be necessary to verify the performance of a specific
design by a rigorous calculation.

At microwave frequencies, useful approximations
should include scattering contributions from large surface
areas, edges, surface waves, and interactions between and
among surfaces and edges. There are two approaches to
computing the RCS. One is based on estimating the
induced currents and is referred to as a current-based
approach: the PO approximation. The second is based on
postulating relationships between the incident and scat-
tered waves, or rays: GO. This is a ray-based approach.

PO and GO are used to calculate the scattered field
from surfaces; the effects of the edges of surfaces are not

properly modeled or not included. Supplemental theories
have been developed to allow for edge scattering. The PTD
is the current-based method used in conjunction with PO.
The GTD is a ray-based method for calculating diffracted
fields. Both the current and ray approaches can be
shown to yield identical results under the same conditions.
Table 3 summarizes the two methods.

8.4.1. Physical Optics. A rigorous calculation of the
currents Js and Ms typically requires a great amount
computational effort. The PO approximation is an esti-
mate of the electric current that is accurate for a large,
smooth PEC. The current is approximated by [9]

Jsðx; y; zÞ¼

2n̂nðx; y; zÞ

�Hiðx; y; zÞ on the illuminated part of S

0 on the shadowed part of S

8
>><

>>:

ð20Þ

where Hi is the incident magnetic field intensity.
Equation (20) is explained by approximating the target

surface in the vicinity of the point (x,y,z) by an infinite, flat
surface. Assume that the incident wave is due to a source
at a distance R and the electric field vector is parallel to
the surface. By the method of images, the target can be
removed and replaced by an equivalent scattering source
at a distance R below the surface. To satisfy the boundary
conditions (i.e., the tangential component of the total
electric field must be zero) the electric field of the equiva-
lent scattering source must be equal and opposite to that
of the incident field. Because the two waves are propagat-
ing in opposite directions toward the surface, from Eq. (14)
the magnetic field vectors will be oriented in the same
direction; thus the factor of 2 in Eq. (20).

Perhaps the simplest application of the PO approxima-
tion is for a flat plate [6]. Let the plate be centered at the
origin in the z¼ 0 plane and have dimensions of a in the x
direction and b in the y direction. A plane wave of
arbitrary polarization is incident at an angle yi. The PO
approximation for the current is

JS � 2ðJ0xx̂xþJ0yŷyÞ
e�jbr̂ri

. r0

Z0

ð21Þ

where

J0x¼E0y cos f� E0f cos y sin f

J0y¼E0y sin fþE0f cos y cos f

and

�r̂ri . r
0 ¼uixþ viyþwiz

Table 3. Summary of Approximate Methods For RCS Prediction

Mechanism Current-Based Ray Optics–Based

Surface scattering GO surface current—physical optics (PO) Specular rays—geometric optics (GO)
Edge scattering Fringe currents—physical theory of diffraction (PTD) Diffracted rays—geometric theory of diffraction (GTD)
Surface waves Interaction between fringe currents Multiple diffractions between edges
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The subscript ‘‘i’’ denotes incident wave quantities. The x,
y, and direction cosines are defined by

ui¼ sin yi cos fi ð22aÞ

vi¼ sin yi sin fi ð22bÞ

wi¼ cos yi ð22cÞ

Using Eq. (21) in (18a) and the fact that z0 ¼ 0 gives

Esy¼
�jb
2pr

e�jbrĥh . ðJ0xx̂xþJ0yŷyÞ

Z a=2

�a=2

Z b=2

�b=2

ejbðx0ui þ y0viÞejbðx0uþ y0vÞ dx0dy0

ð23Þ

For the monostatic RCS ui¼u and vi¼ v; therefore the
exponents in the integrand can be combined. Further-
more, the x and y integrals can be separated, and both are
of the form

Z a=2

�a=2
ej2bx0u dx0 ¼a

sinðbuaÞ

bua
� a sincðbuaÞ ð24Þ

Now assume that a TMz-polarized plane wave is incident
ðE0f¼ 0Þ and the radar receive antenna is sensitive to the
same polarization. Thus we use the notation syy, where
the first subscript denotes the polarization of the receiver
and the second the polarization of the incident wave.
Using Eqs. (23) and (24) in the definition of RCS yields

syy¼
4pA2

l2
sinc2

ðbuaÞ sinc2
ðbvbÞ cos2 y ð25Þ

where A¼ab is the area of the plate.
The monostatic RCS of a square plate with a¼ 5l and b

¼ 2.5l is shown in Fig. 11 for f¼ 01. The xz and yz planes
are referred to as principal planes, because they are
transverse to the plate edges. For comparison, the RCS
obtained by a rigorous calculation of the current (MM) is
also shown. (The MM result is converged and can there-
fore be considered exact.) The maxima of the sinc( . )

functions in Eq. (25) occur at y¼f¼ 01 and have values
of 1. Thus the maximum value of the RCS is given by
Eq. (6). As the dimensions of the plate in wavelengths in-
crease, the width of the central lobe narrows. Note that the
major difference between the two methods occurs at wide
angles (near 7901). In this region the RCS is primarily
determined by the current distribution near the plate
edges, which is where the PO approximation fails.

8.4.2. Physical Theory of Diffraction. The PTD, also
known as the method of edge waves (MEW), is a cur-
rent-based approach to obtaining the edge scattered field
[24]. The total current on a conductor with an edge can be
decomposed into a PO component and a nonuniform (edge
or fringe) component. If the fringe current is known, then
the edge-scattered field can be computed by using this
current in the radiation integral. The total field at an
observation point is the sum of the PO and edge-scattered
fields.

For a surface that is very large relative to the wave-
length of the incident wave, the current distribution at a
point near the edge is primarily determined by the local
features of the geometry. If the edge is very long and the
point under consideration is not close to the end of the edge,
then the current is approximately the same as that for an
infinitely long edge. Thus edge scattering can be considered
a local phenomenon, and the current approximated by the
current of the corresponding canonical scattering problem.
(A canonical problem is one that has fundamentally the
same geometry as the one under consideration, but whose
solution is known.) If the total current can be determined
for a canonical problem, in this case an infinite knife edge,
then the PO component can be subtracted out and the
result used as an estimate for the fringe current on a finite
edge. The fringe currents are then used in the radiation
integrals to obtain an edge-scattered field.

This approach has the advantage that the edge-scat-
tered fields remain finite at shadow and reflection bound-
aries. However, the fringe currents extend a significant
distance from the edge (a minimum of about 0.5l), so that
two-dimensional integrals must be evaluated. Michaeli
has reduced the PTD fringe currents to filaments that
flow along the body edge, thus reducing the integration to
one dimension [25].

The electric and magnetic current filaments for a knife
edge are given by

Ie¼
�2j

Z0b sin2 g0

ffiffiffi
2
p

sinðf0=2Þ
cos f0 þ d

½
ffiffiffiffiffiffiffiffiffiffiffi
1� d
p

�
ffiffiffi
2
p

cosðf0=2Þ�ðEiÞtan

þ
2j

b sin g0ðcos f0 þ dÞ
cot g0 cos f0 þ cos f cot g
	

þ
ffiffiffi
2
p

cosðf0=2Þ
d cot g0 � cot g cos fffiffiffiffiffiffiffiffiffiffiffi

1� d
p Þ ðHiÞtan ð26Þ

Im¼
2jZ0

b sin g0 sin g cos f0 þ d
1�

ffiffiffi
2
p

cosðf0=2Þffiffiffiffiffiffiffiffiffiffiffi
1� d
p

 !
ðHiÞtan

ð27Þ
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Figure 11. A comparison of the RCS of a plate with dimensions
a¼5l and b¼2.5l in the plane f¼01. The approximate (PO) and
rigorous (MM) methods are in close agreement in the region of the
main lobe but disagree at wide angles.
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where

d¼
cos g0 cos gþ sin g0 sin g� cos2 g0

sin2 g0

The PTD is simple in principle, but can be inconvenient
in practice. The currents in Eqs. (26) and (27) are a
function of incidence angle, so for monostatic calculations
the integrations must be performed again after each angle
change. Another disadvantage is that modeling the fringe
current interaction is difficult. On the plus side is that the
edge-scattered field is simply added to the PO field. This is
the major attraction of the PTD, since PO is so convenient
and widely used.

8.4.3. Geometric Optics. GO is the theory of ray tra-
cing that has been used for centuries to design systems of
lenses such as telescopes. It works well at optical frequen-
cies because the lens and mirror dimensions are much
larger than a wavelength and thus the interaction of the
wave with the lens becomes a localized phenomenon. The
reflected ray appears to originate from a single point on
the surface, called a specular or reflection point.

GO is the most basic theory that describes wave
behavior on reflection or refraction at an interface be-
tween two materials [10]. GO is based on seven assump-
tions or postulates:

1. Waves are everywhere locally plane and TEM.

2. The wave direction is specified by the normal to the
equiphase surfaces, that is, a ray. (Equiphase sur-
faces are also referred to as eikonal surfaces.)

3. Rays travel in straight lines in a homogeneous
medium (Fermat’s principle).

4. Polarization is constant along a ray.

5. At the reflection point, the reflected fields are line-
arly related to the incident fields by reflection
coefficients.

6. Reflected rays satisfy the law of reflection.

7. Power in a tube of rays is conserved. The field
strength is inversely proportional to the square
root of the cross-sectional area of the flux tube.

Ray tubes are also called ray bundles or flux tubes. For
a plane wave, all of the rays are parallel and therefore a
bundle of rays has a constant cross section. However, for a
spherical wave, a bundle of rays expands as the distance
from the source increases. The power flowing through a
slice of the bundle must be constant if the medium is
lossless and power is conserved.

For the general scattering problem the incident wave
front and scattering surface may have some curvature, as
illustrated in Fig. 12. The local curvature at a point on a
doubly curved surface, whether it is a wave front or target
surface, can be expressed in terms of two principal radii of
curvature. Let the incident wave front be characterized by
the principal radii of curvature Ri

1 and Ri
2. Similarly, let

the scattering surface be characterized by the principal
radii of curvature Rs

1 and Rs
2. If these two sets of radii are

known, then the radii of curvature of the reflected wave-
front can be computed using the following equation

1

Rr
1;2

¼
1

2

1

Ri
1

þ
1

Ri
2

� �
þ

1

f1;2
ð28Þ

where f1,2 are the focal lengths in the two principal planes.
(The focal length is another measure of curvature.) The
focal lengths can be computed by [4]

1

f1;2
¼

1

cos yi

sin2 y2

Rs
1

þ
sin2 y1

Rs
2

 !

�
1

cos2 yi

sin2 y2

Rs
1

þ
sin2 y1

Rs
2

 !2

�
4

Rs
1Rs

2

2
4

3
5

1=2
ð29Þ

where the angles are given by

y1¼ cos�1ðt̂t1 . b̂biÞ ð30aÞ

y2¼ cos�1ðt̂t2 . b̂biÞ ð30bÞ

yi¼ cos�1ðn̂n . b̂biÞ ð30cÞ

The vectors t̂t1 and t̂t2 are tangent to the surface at the
reflection point and lie in principal planes 1 and 2,
respectively.

The postulates allow the reflected field to be computed
from the incident field at the reflection point by multi-
plying by a reflection coefficient. In matrix form

ErðsÞ¼R .Eiðs
0ÞAðsÞe�jbsejfc ð31Þ
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Rs
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F1

t1

t2

 
 

 

^

^

^

n̂ �i

�2

�1

1

2

Figure 12. GO can be used to predict the reflected field from a
doubly curved surface. The curvatures of the incident wave front
and surface affect the curvature of the reflected wavefront.
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where

ErðsÞ ¼
Er?ðsÞ

ErkðsÞ

" #
ð32Þ

Eiðs
0Þ ¼

Ei?ðs
0Þ

Eikðs
0Þ

" #
ð33Þ

and the reflection coefficient matrix is

R¼
G?? G?k

Gk? Gkk

" #
ð34Þ

The subscripts 8 and > refer to a polarization where the
electric field is parallel or perpendicular to the plane of
incidence (the plane defined by the vectors n̂n and b̂bi).

The divergence and spreading factor for the reflected
wave is

AðsÞ¼
Rr

1Rr
2

ðRr
1þ sÞðRr

2þ sÞ

� �1=2

ð35Þ

The quantity s0 is the distance from the source point S to
the reflection point Q, and s is the distance along the
reflected ray from the reflection point to the observation
point P.

The last factor in Eq. (31) allows for phase transitions
through caustics, which are points or lines at which the
cross section of a ray tube is zero (and thus the power
density is infinite); we have

fc¼

0 if neither center of curvature lies between Q and P

p=2 if one center of curvature lies between Q and P

p if both centers of curvature lies between Q and P

8
>><

>>:

ð36Þ

A well-known formula for the RCS of a curved surface
can be derived using the preceding formulas. The fact that
for a plane wave Ri

1¼Ri
2¼1 and the observer is far from

the target ðRs
1;R

s
2bsÞ yields the approximation

s � pRs
1Rs

2 ð37Þ

Equation (37) has been widely applied to basic geometric
shapes such as spheres and ellipsoids. Note that GO
predicts zero field in shadow regions. That is, if the path
between the source and observation points is blocked, then
there is no received field.

8.4.4. Geometric Theory of Diffraction. GO provides a
means of calculating the field reflected from a surface. The
associated edge effects require a mathematical model for
edge diffraction. The GTD is such a ray-based edge
diffraction theory [26]. For the GTD, rays are hypothesized
that obey diffraction laws similar to reflection laws. A
diffraction coefficient is defined, which depends on the
edge geometry and polarization of the incident wave. On
diffraction, the scattered field is given by the incident field

times the diffraction coefficient. Furthermore, the dif-
fracted wave follows prescribed straight-line paths in
free space. The total field at an observation point is the
vector sum of all the reflected and diffracted fields arriving
at that point.

As first developed, the GTD had several shortcomings
with regard to singularities in the field. Several modified
versions of the GTD, such as the uniform theory of
diffraction (UTD) [27] and the asymptotic theory of dif-
fraction (ATD) [28], have eliminated the problems in many
cases by introducing correction factors. In the following
discussions GTD will refer to the collection of these
diffraction theories.

The postulates of the GTD are similar to those of GO;
only numbers 5 and 6 change:

5. At the diffraction point, the diffracted fields are
linearly related to the incident fields by diffraction
coefficients.

6. Diffracted rays emerge radially from the edge.

In addition, rays traversing a caustic encounter a phase
advance of 901; an edge is always a caustic. At a focus
there is a phase advance of 1801.

The behavior of diffracted rays from an infinite con-
ducting wedge is illustrated in Fig. 13. The diffracted rays
lie on the surface of a cone (referred to as the Keller cone)
with its tip located at the diffraction point and axis along
the edge. The cone half-angle g is equal to the angle that
the incident ray makes with the edge, g0 (a consequence of
Fermat’s principle). The coordinate variables (s, g, f) and
(s0,g0, f0) uniquely define the directions of diffraction (ob-
servation) and incidence (source), respectively.

In the light of postulate 5 the diffracted field from an
edge can be written as

EdðsÞ¼D .Eiðs
0ÞAðsÞe�jbs ð38Þ

The vectors Ed and Ei have the same form as in Eqs. (32)
and (33), except that parallel and perpendicular are
defined relative to the edge rather than the plane of
incidence. In Eq. (38) D is a two-dimensional matrix of

2(n −1)
s′

s
y

x

z

Q

(s, �, 	)

	′

	

(s′, �, 	′)

�′
�

Figure 13. The GTD is used to predict edge diffracted fields. As
long as the diffraction point is not near the end of the edge, the
diffracted field is similar to that of an infinitely long edge.
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diffraction coefficients

D¼
D?? D?k

Dk? Dkk

" #
ð39Þ

and the divergence and spreading factor is

AðsÞ¼
rc

sðrcþ sÞ

� �1=2

¼

1ffiffiffi
s
p ; plane waves

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s0

sðsþ s0Þ

r
; spherical waves

8
>>><

>>>:

ð40Þ

where rc is the distance from the caustic.
The diffraction coefficients are derived from the appro-

priate canonical problem. The GO field is subtracted from
the total scattered field. The difference is the diffracted
field, which can be used to determine the elements of D,
given the known form of Eq. (36). For a knife edge the
diffraction coefficients are

Dk;? ¼
e�jp=4

2
ffiffiffiffiffiffiffiffi
2pb

p
sin g

Fðb‘aðf�ÞÞ
cos f�

�
Fðb‘aðfþ ÞÞ

cos fþ

� �
ð41Þ

where the transition function is

FðxÞ¼ j2j
ffiffiffi
x

p
jejx
Z 1

j
ffiffi
x
p
j

e�jt2

dt ð42Þ

with

f� ¼f� f0

aðf�Þ¼ 2 cosðf�=2Þ

‘¼

ss0

sþ s0
sin2 g; spherical waves

s sin2 g; plane waves

8
><

>:
ð43Þ

In special cases where Ed is tangent to the surface of a
PEC, the surface diffracted ray is zero. For a rectangular
plate, there will not be an interaction (higher-order dif-
fraction) between the two parallel edges. In fact, there is
an interaction between two edges of a parallel plate even
when the electric field is parallel to the edge, and it is
included by adding a slope diffraction term to Eq. (38)

EdðsÞ¼ D .EiðQÞþD0 .
@Ei

@n

����
Q

 !
AðsÞe�jbs ð44Þ

where D0 is a matrix of slope diffraction coefficients.

8.5. Rigorous Methods

8.5.1. Method of Moments. The radiation integrals pro-
vide a means of calculating the scattered field from a
target once the induced current on the surface is known.
Except for the most simple shapes, the current distribu-

tion on the target is not known accurately. For electrically
large bodies that are smooth and sufficiently flat, the PO
approximation provides a good estimate at points far from
discontinuities and shadow boundaries. By a discontinuity
is meant any abrupt change in the surface contour or
composition. Examples are edges, steps, cracks, and ma-
terial joints.

In order to compute the current rigorously, an integral
equation (IE) for the current can be formulated from
Maxwell’s equations and the boundary conditions. IEs
have the unknown quantity in the integrand and possibly
in other terms outside of the integral. In most problems of
practical interest, the IE must be solved numerically using
a computer. The most popular solution technique, called
the method of moments (MM), consists in expanding the
current into a series with unknown coefficients [11]. The
expansion is inserted into the integral equation and a
weighting process applied. The properties of the expan-
sion functions are used to reduce the integral equation to a
set of simultaneous linear equations that can be solved for
the coefficients.

The E-field integral equation (EFIE) is the most com-
monly used. It can be derived by using the general form of
the radiation integrals and placing the observation point
on the surface of the body. [The general form of the
radiation integrals does not make the assumption of a
far-field observation point as in Eqs. (17) and (18).] If the
target is a PEC, then (EiþEs)tan¼ 0 on the surface. The
incident field is known, and the radiation integrals give
the scattered field in terms of the unknown surface
current. Thus the following form of the EFIE is obtained:

EiðrÞ tanj ¼

ZZ

S

jom0JSðr
0ÞGðr; r0Þ

	

�
j

oe
½r0 .JSðr

0Þ�½r0Gðr0Þ�

�

tan

ds0
ð45Þ

where, as usual, primes denote source point quantities
associated with the current and unprimed denotes obser-
vation point quantities. The free-space Green function is
defined by

Gðr; r0Þ ¼
e�jbRðr;r0Þ

4pRðr; r0Þ
ð46Þ

with

Rðr; r0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2þ ðy� y0Þ2þ ðz� z0Þ2

q

Equation (45) is reduced to a matrix equation using the
MM. First the current is expanded into a series of basis
functions {Jn} with unknown current coefficients {In}:

Jsðr
0Þ ¼

XN

n¼ 1

InJnðr
0Þ ð47Þ

The basis functions are chosen to be mathematically
convenient and adequately represent the current over
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the surface. They are of two general types: (1) subdomain
or (2) entire domain. In the subdomain case, each function
is nonzero over only a part of the surface. On the other
hand, each entire domain basis function is nonzero over
the entire surface. Using a function of time as an analogy,
it can be expressed as a series of sinusoids (Fourier series),
which are an example of entire-domain basis functions.
The time function could also be expressed as a series of
steps (a ‘‘stair step’’ approximation), which is an example
of subdomain basis functions.

Once the basis functions are chosen, Eq. (47) is inserted
into Eq. (45) and a test is performed that involves multi-
plying by a set of weighting functions Wn and integrating.
Generally the complex conjugates of the basis functions
are selected as the weighting functions (Galerkin’s
method): Wn¼J�n. This leads to N equations

Vm¼
XN

n¼ 1

ZZ

sm

ZmnIn; m¼ 1; 2; . . . ;N

which can be cast into the matrix form

V¼ZI ð48Þ

where

Zmn¼

ZZ

Sm

ZZ

Sn

jom0



WmðrÞ .Jnðr

0Þ

�
j

oe
½r0 .Jnðr

0Þ�½r0 .WmðrÞ�g�Gðr; r0Þds ds0

ð49Þ

which is an impedance, and

Vm¼

ZZ

Sm

WmðrÞ .Ei ds ð50Þ

which is a voltage. Thus Eq. (48) can be solved for I, then
used in Eq. (47), which in turn is used in the radiation
integrals to obtain the scattered field.

A commonly encountered basis function is the trian-
gular subdomain [29]. The surface of a target is repre-
sented by a collection of triangular facets. This type of
subdomain has the flexibility to model curved surfaces
with arbitrary edge contours. Each basis function is
associated with an edge as shown in Fig. 14:

Jnðr
0Þ ¼

Lnrþn
2Aþn

; r0 in Tþn

Lnrn

2A�n
; r0 in T�n

8
>>><

>>>:
ð51Þ

The current at a point in a subdomain is the vector sum of
the currents crossing all edges, weighted by the distance
from the edge.

Using Eq. (51) in Eq. (49) gives

Zmn¼Lm
jo
2
ðAþmn

. rcþ
m þA�mn

. rc�
m ÞþF�mn � Fþmn

� �

where

A�mn¼
m0

4p

ZZ

Sn

Jnðr
0Þ

e�jbR�mn

R�mn

ds0

F�mn¼
j

4poe0

ZZ

Sn

r0 .Jnðr
0Þ

e�jbR�mn

R�mn

ds0

R�mn¼ rc�
mn � r0

�� ��

The excitation vector elements are

Vm¼LmðE
þ
m

. qcþ
m þE�m . qc�

m Þ

where the electric field at the centroid of the facet is

E�m¼Eiðr
c�
m Þ

These basis functions result in a linear approximation to
the current over each facet. The rigorous result for the
rectangular plate shown in Fig. 11 was computed using
the method of moments.

There are a few instances when other basis functions
may be more efficient than triangular subdomains. For
example, consider a body of revolution (BoR), which is
generated by rotating a plane curve around an axis.
Included in this class are cylinders, cones, spheres, and
ellipsoids. A hybrid basis function, that is, a combination
of entire-domain and subdomain basis functions, is an
efficient alternative to triangular facets [30]. In these
cases overlapping triangular basis functions can be used
to represent the current along the generating curve axis,
while entire-domain complex exponentials are used in the
azimuthal direction (around the circumference of the
body). The result is a linear approximation to the current
in the axial direction (from back to front) and a Fourier
series representation for the current around the body. The
major advantage of this approach is that each Fourier
mode, which is actually a matrix whose size is determined
by the number of subdomains along the axis, is indepen-
dent of all other modes. Thus a large-matrix problem is
decomposed into a series of smaller matrices, thereby

Jn

Jn

Tn

n L n

Ln

+ T n
−

An
+

An
+

2An
+

An
−

An
−

+

+ 
h =


n

Figure 14. Any arbitrary-shaped surface can be represented by
triangular facets. Triangular (rooftop) basis functions span each
edge. The total current is a superposition of all of the basis
functions at a point.
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permitting larger bodies to be modeled for a given compu-
ter resource.

8.6. Hybrid Methods

Hybrid computation methods combine several prediction
techniques in a single solution [31,32]. A hybrid solution
decomposes a problem into subproblems, which are solved
using different techniques. Generally the mutual effects
(interaction between the subproblems) are included to
some degree. For example, PO is known to give excellent
results for large smooth surfaces away from edges and
discontinuities. A hybrid approach might use PO on
regions of the surface away from discontinuities and the
MM near discontinuities. Larger problems can modeled
than with a pure MM approach, and more accuracy is
achieved than using PO separately. The disadvantage is
that each hybrid combination is tailored for a specific type
of problem and therefore may not yield accurate results
under all conditions.

One hybrid method that is used extensively in RCS
calculation for large targets at high frequencies is the
shooting and bouncing ray (SBR) technique [33]. It com-
bines GO and PO, and can be supplemented by the PTD.
Current distributions are determined from the trajectories
of rays in a dense bundle. The current distributions can be
used to:

1. Initiate secondary rays to evaluate multiple reflec-
tions

2. Compute PTD fringe currents for edge diffraction
contributions

3. Compute the far scattered fields

Currently this technique is the most accurate and flexible
for computing the RCSs of large complex targets such as
aircraft with engine inlets and cockpits.

8.7. Surface Impedance Approximation

The impedance boundary is an approximate boundary
condition that can be used to replace a surface composed
of multiple materials and layers by a single surface. It was
first proposed by Leontovich [34] and is frequently re-
ferred to as the Leontovich boundary condition. The
concept is illustrated in Fig. 15, which shows the use of
a surface current approach to calculate the scattered field
from a target composed of several materials.

The possibility of surface currents flowing on all of the
interfaces dramatically increases the mathematical and
computational complexity of the problem over that of a
single surface. In many cases it may be sufficient to
replace the collection of surfaces with a single layer that
has approximately the same external scattering proper-
ties as the combination of original surfaces. (For the RCS
the fields inside the body are not of interest.) The same
scattering properties for the original and equivalent pro-
blems are ensured if the boundary conditions on the
tangential field components are the same. The required
relationship between the electric and magnetic fields is
referred to as a surface impedance approximation.

Mathematically it relates the tangential components of
the electric and magnetic fields at every point on the
surface:

Zs¼
Etanj j

Htanj j
ð52Þ

where Zs is the surface impedance in ohms. In vector form

Zsn̂n�H¼E� ðn̂n .EÞn̂n¼ ZsJs ð53Þ

There is a dual to this equation:

�
1

Zs

n̂n�E¼H � ðn̂n .HÞn̂n¼
1

Zs

Ms ð54Þ

Comparing Eqs. (53) and (54) reveals that the surface
impedance relates the electric and magnetic currents at
every point on the surface:

Ms¼ � Zsn̂n�Js ð55Þ

Note that Zs¼ 0 corresponds to a PEC, and the resulting
reflection coefficient for a wave normally incident on the
PEC is

G¼
Zs � Z0

Zsþ Z0

¼ � 1 ð56Þ

The surface impedance approximation is most accurate
when

1. The surface is electrically large and the incident
wave is near normal incidence to the surface
(yiE01).

2. The relative dielectric constant of the material is
high ð

ffiffiffiffi
er
p

b1Þ.

3. The local radius of curvature of the surface is large
compared to a wavelength.

Original problem
(multiple surfaces)

Approximate
equivalent problem

(single surface)

S1

S1

S2

S3

 ̂

 ̂�i

�i

Γ

Γ

Figure 15. A complex multilayered target can be replaced by an
equivalent target having the same surface contour but an equiva-
lent surface impedance.
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Impedance boundary conditions can be used to derive
integral equations (35) or to simplify an approximate
solution. They are widely used in spite of the fact that
they usually cannot be justified rigorously.

An estimate of the surface impedance can be obtained
from the permittivities and permeabilities of the constitu-
ent materials. For layers, a transmission-line model can be
used to compute the reflection coefficient at the outer
surface, and then Eq. (56) solved for Zs. Using this
approach, Zs is a function of the angle of incidence because
the Fresnel reflection coefficients are angle-dependent.
Generally an average value near normal incidence is
used, because it is near the local normal that each region
of the surface makes its greatest contribution to the RCS.

A second set of approximate boundary conditions are
used to represent thin films [36]. They are the resistive
sheet and conductive sheet boundary conditions, which
provide a relationship between the currents on the surface
and the tangential field components. A resistive sheet is
an infinitely thin imperfect electric conductor (finite con-
ductivity), and it does not support a magnetic current,
namely

Etan¼JsRs ð57Þ

where Rs is the surface resistivity in ohms per square. The
limiting cases are Rs¼0 for a PEC and Rs¼1 for a
perfectly transparent sheet. The reflection coefficient of
the sheet is

G¼
�Z0

2Rsþ Z0

ð58Þ

Resistive films are an effective means of controlling the
reflection coefficient of a surface. They consist of thin
metallic deposits on low-dielectric films such as Mylar. A
common example of a commercially available resistive
film is window tinting of the type used for automobiles.

The dual of the resistive sheet is the conductive sheet,
with the boundary condition

Ms¼ �
Htan

Gs
ð59Þ

where Gs is the surface conductance. The conductive sheet
does not support an electric current. A combination of
resistive and conductive sheets can be viewed as an
impedance sheet.

Figure 16 compares the RCSs of PEC and composite
aircraft wings. The RCS of the composite wing is signifi-
cantly reduced because more of the wave is transmitted
and less reflected.

8.8. Rough Surfaces

Imperfections and errors in the assembly and manufac-
turing processes have a significant effect on the low-level
RCS. The sources of errors are variations in the physical
dimensions and electrical characteristics of the target
materials. Most of the errors behave in a random fashion.
Random deviations in the characteristics of a target result
in an increase in diffuse scattering and a corresponding
decrease in specular reflection.

The Rayleigh condition is the traditional criterion for a
rough surface

h�
l

8 sin c

where h is the average height of the irregularities and c
the grazing angle. The surface impedance boundary
condition can also be used to simulate surface irregula-
rities [37].

The calculation of the RCS for targets with random
characteristics can be performed using a Monte Carlo
simulation (method of repeated trials) or by applying
probability theory to the governing equations of electro-
magnetics. Both approaches start by writing the RCS in
terms of the random variables of interest (for example,
target dimensions). In the Monte Carlo method, the
equations are computer-programmed and repeatedly exe-
cuted using a different random seed each time. The
average RCS and its standard deviation can be computed
from the output data.

Another approach is to take the expected value of the
RCS expression. If the probability density functions of the
random variables are known, then the expectation opera-
tion results in an expression for the average RCS. Using
this approach, the RCS of a ‘‘lumpy’’ surface with a
correlation interval c (the distance beyond which on
average the surface deviations become independent) is
given approximately by [6]

s¼
4pA2

l2
cos2 y e�4b2d2

P0þ
4pc2b2d2

A
exp

c2p2 sin2 y

l2

 !" #

ð60Þ

where d2 is the variance of the surface deviations
(assumed small). P0 is the error-free power pattern
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Figure 16. The RCS of a metal skin aircraft is compared to that
of a composite aircraft. The monostatic RCS is lower for the
composite aircraft because more of the incident field is scattered
in the forward direction. The surface impedance approximation
has been used.
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normalized to A2. [Using a flat plate as an example, P0¼

[sinc(bua) sinc(bvb) cos y]2.] The second term in the brack-
ets of Eq. (60) represents a random noise that increases
with the level of the error. A small correlation interval
yields lower, more uniformly dispersed scattering than a
large correlation interval.

9. MEASUREMENT OF RADAR CROSS SECTION

Measurements are a crucial step in the design and ver-
ification of an LO platform. In general, measured RCS
data can serve three purposes:

1. To establish a target’s RCS for design verification

2. For comparison with calculated RCS to evaluate
numerical methods or the validity of approximations

3. As a diagnostic tool

Measurements are performed throughout the design of
a stealthy platform. During the conceptual stage, scale
models of candidate designs may be built and tested to
verify that the RCS levels are close to those expected. At
various stages in the development of the full-scale compo-
nents (such as wings and antennas), measurements can be
used to verify assembly tolerances, RCS treatments, and
other manufacturing processes. Problem areas can be
reworked and then checked again. Finally, if the target
is not too large, a measurement can be made on the
completed product. This step may serve as part of the
official fulfillment of a contract.

Measurement facilities can be categorized by a variety
of attributes that include physical characteristics, instru-
mentation capabilities, and data analysis and presenta-
tion modes. Table 4 summarizes some commonly used
descriptors.

Most systems measure monostatic RCSs by using a
fixed transmit/receive antenna and rotating the target.
The traditional continuous wave (CW) measurement in-
volves two steps. First, a calibration target of known RCS
(typically a sphere) is placed in the chamber, and the

received power is recorded for reference. Next, the cali-
bration target is replaced by the object with unknown
RCS, and the power measured as the target is rotated. By
comparing the received and reference powers, the RCS of
the unknown target is obtained. In an analog system, the
power difference drives the vertical (RCS) axis of a plotter,
and the horizontal (angle) axis is slewed to the target
mount. The final result is a plot of RCS versus aspect
angle. The data obtained using the classical far-field CW
RCS measurement of a rectangular plate are illustrated
in Fig. 17.

For a true far-field measurement the target must be
illuminated by a plane wave. This condition is never
rigorously satisfied in practice, because the need for a
directive transmit antenna usually results in a nonuni-
form-amplitude illumination of the target. Furthermore,
the wave incident on the target is always spherical, not
planar. Finally, because the system components are near
the floor, ceiling, and walls, reflections from these surfaces
affect the measurement.

Figure 17 illustrates the types of inaccuracies that can
occur, such as sidelobe asymmetry and the existence of a
noise floor. The noise floor sets a lower limit on the RCS
that can be reliably measured. Measures of chamber
performance are

1. Pattern symmetry in angle

2. Noise floor (noise level)

3. Quiet zone (linear extent of the region where the
amplitude and phase of the incident wave are ap-
proximately plane)

Table 4. RCS Measurement Facility Descriptors

System Descriptor Categories

Physical Indoor/outdoor
Configuration Near field

Far field
Compact
Tapered

Instrumentation Time domain
Frequency domain
Continuous wave (CW)
Pulsed CW

Data analysis and presentation Fixed frequency/variable aspect
Fixed aspect/frequency sweep
Two-dimensional frequency
Aspect
Time-domain trace
Target imaging
Polar or rectangular plots

Sidelobe
asymmetry

Noise floor

0

−10

−10

−180 0 180

10

Monostatic angle (deg)

R
C

S
 (

dB
)

Figure 17. The measured RCS of a 16-in. square plate for a
2 GHz CW source. Errors in the measurement were more pro-
nounced in older measurement systems. Background subtraction
techniques can be used to reduce measurement errors.
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4. Repeatability

5. Allowable target size and weight for the mount

6. Allowable range of target motion

7. Instrumentation capabilities

8. Data processing capabilities

9. Data presentation capabilities

The state-of-the-art instrumentation used in RCS mea-
surement is essentially a programmable multimode radar.
Data can be collected in either the time or the frequency
domain and transformed back and forth between the two.
In the time domain, gating can be employed to discard
signals that do not correspond to the time delay of a
scattered signal from the target’s extent. Processing
such as windowing can be performed on the raw data to
enhance various characteristics and then see how they
behave as a function of frequency or aspect. Data proces-
sing techniques can even generate high-resolution images
that highlight scattering hot spots on the target.

9.1. Chamber Configurations

The majority of all RCS measurement facilities are com-
pletely enclosed (indoor ranges). This provides isolation
from the external environment, which is desirable for both
security and technical reasons. In an indoor chamber the
interference from other RF sources is reduced or elimi-
nated, and the temperature is controlled for increased
instrumentation stability. The result is a more accurate
and repeatable measurement than possible in an outdoor
facility. The obvious limitation on an indoor chamber is
the size of the building required for large targets.

Figure 18 shows two types of indoor chambers. The first
is the standard far-field configuration. The separation of
the antenna and target must be large enough so that the
difference between an ideal plane wave and the actual
spherical wave is negligible. The required distance is a
function of target size and the frequency. If the distance is
R and the target length L, as indicated in Fig. 19, the
round-trip phase difference between rays to the edge and
center is

2bDmax¼ 2b½
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2þ ðL=2Þ2

q
�R� �

pL2

2Rl
ð61Þ

where the right-hand side holds for RbL. Based on the
convention used for the definition of the far field of a
radiating antenna, one may limit the round trip phase
error to p/8, so that the minimum range becomes

Rmin¼
4L2

l

This limit turns out to be overly restrictive and is usually
not adhered to in practice. Equation (61) assumes that all
of the target surface contributes coherently to the total
RCS, as will happen, for example, with a smooth plate. On
the other hand, if the target is composed of many inde-
pendent scatterers, the far-field distance is primarily
determined by the distribution of dominant scatterers in
space. Thus when the dominant scatterers are clustered, a
much smaller range is acceptable [38].

In addition to a plane phase front at the target, the
amplitude of the incident wave across the target must be
constant. The amplitude distribution is controlled by the
antenna beamwidth and the ratio L/R. An isotropic an-
tenna provides the flattest phase front, but also results in
stronger illumination of the chamber walls and other
obstacles. The transmitted power must also be higher if
the antenna gain is low. Thus there is a tradeoff involved
in determining the optimum antenna configuration.

The demands on chamber size required for accu-
rate low-level RCS measurements have resulted in the

Figure 18. Common indoor chamber configurations include the
conventional far-field range, the tapered chamber, and the com-
pact range. The compact range is capable of handling physically
large targets over a wide frequency range.

Transmit
source

Spherical
wavefront

Target

R

∆

L

Figure 19. The incident spherical wave from the transmitter
deviates from a plane wave. The deviation leads to an error in the
measured RCS. To reduce the error the transmitter to target
distance must be increased.
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development of compact ranges. The layout of a typical
compact range is shown in Fig. 20. The parent reflector
configuration is a Cassegrain, and the reflector surfaces
have been arranged so that no blockage occurs. The
antenna is located at the focus, and a plane-wave field is
excited a short distance in front of the paraboloid. The
total volume of a compact range is much less than that of a
far-field configuration.

The compact range is not without its own problems,
though. To obtain uniform amplitude over the target
requires a shaped feed pattern or some subreflector shap-
ing. Cross-polarization and edge diffraction can be signifi-
cant. Since the target is close to the reflector edges, the
effects of edge scattering are especially important at low
RCS levels. Much effort has gone into the design of rolled
or serrated edges that control the level and direction of
edge diffraction.

9.2. Sources of Measurement Error

The received signal in a measurement is not entirely due
to scattering from the target. It also includes noise intro-
duced by the receiving system and extraneous scattered
signals originating from the chamber walls and other
obstacles. Furthermore, some of the transmit signal cou-
ples directly to the receive antenna. This leakage is
strongest when a common antenna is used for both
transmit and receive.

Chambers that are used to measure low-level RCSs
must be carefully designed, maintained, and calibrated.
Great care is taken to reduce the error signals in the
vicinity of the target. The cross-sectional dimension of the
chamber that is essentially free of extraneous signals and
maintains the plane-wave phase and amplitude is called
the quiet zone. It is usually specified in feet or meters. The
quiet zone, frequency range of operation, and noise floor
effectively characterize the chamber performance.

Measurement errors are mitigated using background
subtraction. First a measurement is taken with the target
absent. Ideally the received signal should be zero if the
chamber walls are perfect absorbers and there is no
leakage. In practice a nonzero signal is present due to
the sources indicated in Fig. 20, and this value is stored as

a reference. Next, the measurement is repeated with the
target present. The measured value includes the target’s
RCS as well as the error signals. If the interaction
between the target and chamber is negligible, vector
subtraction of the background signal should yield a close
approximation to the isolated target’s RCS.

The subtraction method requires that the characteris-
tics of the measurement equipment remain stable during
the calibration and measurement runs. If the power level
or frequency drifts, the background reference is no longer
valid and the difference is attributed to the target. Even
small changes in phase caused by cable movement can
affect low RCS measurements.

9.3. Target Mounts

A potential source of large measurement error is the
target mount. If at all possible, the pedestal should be
made of low-density material that does not scatter. Fre-
quently the target is suspended and held in tension using
thin polyester filaments similar to fishing line. For large,
heavy targets that must be tilted and rotated there is no
alternative but to use metal mounts. In this case special-
shaped fixtures are used to shield the pedestal. Absorbing
material can also be used in conjunction with shaping to
reduce mount scattering.

9.4. Resolved RCS and Target Imaging

Returns from individual scattering elements on a complex
target can be isolated or resolved. The strength of the
return is plotted as a function of down range (y) and cross-
range (x) in Fig. 21. If the cell size becomes small enough,
a high-resolution two-dimensional image of the target can
be constructed. As shown in Fig. 22, imaging clearly
identifies the strongest scattering sources on a target.

Resolving the individual scattering sources on a target
requires that accurate angle and range information be
available as the returns are received. Range resolution is
achieved by using a short pulse that only illuminates a
small slice of the target. Knowledge of the time elapsed
after the leading edge of the pulse hits the target is
equivalent to knowledge of the downrange coordinate y.

One method of obtaining the crossrange value is by
accurately pointing a narrow antenna beam. The beam is
scanned over the entire solid angle of the target, thereby

Paraboloid

Edge scattering
Wall scattering

Target

MountMount
scattering

Focus
(feed)

Hyperboloid
Floor and walls

lined with absorber

Quiet
zone

Figure 20. A compact range provides a uniform field over the
target with shorter antenna-to-target distances than a conven-
tional far-field range. Some sources of measurement error are
illustrated.
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Figure 21. Radar images can be generated by plotting the
intensity of the scattered field as a function of the target surface
coordinates. The downrange size of the resolution cell is deter-
mined by the radar pulsewidth; the crossrange resolution is
determined by the Doppler measurement capability of the radar.
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providing angle data that can be processed along with the
range data to construct an image. This approach is not
efficient at microwave frequencies, however, because of the
large antenna size needed for fine angle resolution. It is
more practical at millimeter wavelengths and smaller, and
is highly successful at laser wavelengths. A more practical
method for obtaining crossrange exploits the Doppler shift
[39]. The target is rotated at an angular velocity or as
shown in Fig. 23. Target surface points rotate with a linear
velocity that depends on their distance from the center of
rotation. The radial component of relative velocity (com-
ponent along R) gives rise to a Doppler shift.

Referring to the coordinate system shown in Fig. 23, let
R0 be the range to the target’s center of rotation along the
y coordinate, and r the distance to a scattering point at a
distance d from the center. Using the law of cosines, we
obtain

r2¼R2
0þd2 � 2dR0 cos f

which simplifies to

r¼R0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
2d sin f

R0

s

when R0bd. The first term under the square root is
associated with the round-trip time delay to and from

the target center, and the second is the Doppler shift due
to rotation. Since f¼ort (where or is the rotation rate of
the target), the Doppler frequency in hertz is

fd¼
1

2p
d

dt
ð�2bR0þ 2bd sin otÞ¼

2or

l
x ð62Þ

This method of rotating the target to obtain crossrange
information is the same principle used in inverse syn-
thetic aperture radar (ISAR) method.
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Modern radars operate at frequencies from megahertz to
hundreds of gigahertz and at power levels from milliwatts
to megawatts. This means that many RF hardware

components will vary greatly, whereas control and display
systems will be functionally and physically similar. In re-
cent years, the improvements in solid-state devices and
the explosive growth in the capabilities of digital circuits
and digital processors have provided new approaches to
radar designs. Analog circuits, which tend to be smaller
and have lower power consumption, are being replaced
with digital circuits, which are more stable in the presence
of varying temperature, vibration, and power supply volt-
ages, while providing flexibility often unavailable in the
analog domain.

1. RADAR FREQUENCIES

To provide some measure of security during World War II
(WWII), letters were used to designate frequency bands
instead of specifying frequencies. Although the electronic
warfare community has adopted a sequentially lettered
set of frequency bands, the original radar band designa-
tions were so commonly used that eventually a standard
for letter designated radar bands (IEEE Std 521-1984)
was developed. Table 1 [1] shows these bands and the ac-
tual frequency assignments designated for radar opera-
tion by the International Telecommunications Union
(ITU) for North and South America (region 2). Note that
no specifically assigned HF radar band exists and that the
UHF radar band extends only to 1000 MHz, whereas
the more common definition of UHF extends to
3000 MHz. The use of the millimeter designation is often
applied to the frequencies above 40 GHz, thus including
both the V and W bands.

The radar bands are grouped together with similar
performance characteristics. The high-frequency (HF)

Table 1. Standard Radar-Frequency Letter
Band Nomenclature

Band
Designation

Nominal
Frequency Range

Radar Frequency Ranges
Based on ITU

Assignments for Region 2

HF 3–30 MHz None
VHF 30–300 MHz 138–144 MHz

216–225 MHz
UHF 300–1000 MHz 420–450 MHz

890–942 MHz
L 1000–2000 MHz 1215–1400 MHz
S 2000–4000 MHz 2300–2500 MHz

2700–3700 MHz
C 4000–8000 MHz 5250–5925 MHz
X 8000–12,000 MHz 8500–10,680 MHz
Ku 12–18 GHz 13.4–14.0 GHz

15.7–17.7 GHz
K 18–27 GHz 24.05–24.25 GHz
Ka 27–40 GHz 33.4–36.0 GHz
V 40–75 GHz 59–64 GHz
W 75–110 GHz 76–81 GHz

92–100 GHz
mm 110–300 GHz 126–142 GHz

144–149 GHz
231–235 GHz
238–248 GHz

Source: IEEE Std 521-1984, Copyright r 1984. IEEE. All rights reserved.
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band requires physically large antennas but has negligible
propagation losses and can take advantage of ionospheric
bending at HF to support extended range, over-the-hori-
zon (OTH) radars. The frequency of operation is usually
adjusted to find the optimal propagation path to the de-
sired target region of the globe as ionospheric conditions
change. Very high frequency (VHF) and ultrahigh fre-
quency (UHF) radars require parabolic reflectors that are
too large to be practical and even Yagi antenna arrays are
a few meters long, but propagation losses because of at-
mospheric and weather effects are still negligible, making
VHF and UHF radars suitable for long-range surveillance.
Two-way losses through 10–20 m of foliage (typical of what
might be seen from an aircraft) are about 3–6 dB [2–4],
making VHF and UHF bands suitable for finding targets
masked by trees. Two-way losses in these bands for sandy
soils may run as low as 1 dB/m in dry soils to over 30 dB/m
in damp soils, and above 100 dB/m in soils with high clay
content, making it possible to detect subterranean targets
at shallow depths depending on soil type [5–7].

L band offers higher resolution with antenna reflectors
approximately 10 m across, while propagation losses re-
main low [8]. S band and more notably C band are suitable
for medium-range operations as atmospheric and weather
losses climb, but this also means they are useful for weath-
er measurements [9,10]. X band and Ku band can provide
high resolution with meter-sized antennas but have no-
ticeably more propagation losses, limiting their use to
shorter ranges or clear-weather operation. Ka-band and
higher suffer high atmospheric losses and extreme rain
losses and backscatter but provide very high resolution
with physically small antennas that may be used in
short range applications such as radar fuzing and fire
control systems. The water absorption lines at 22.2 and
185 GHz and the oxygen resonance lines at 60 and
120 GHz produce such high losses as to limit operations
near these frequencies. Lower-loss ‘‘windows’’ in the at-
mospheric attenuation near 35 and 95 GHz provide the
possibility of short-range operations but still at higher
losses than Ku band.

To meet system requirements, the radar designer must
pick a range of components and frequency band that will
support the desired performance. The basic radar range
equation is

R4¼
PtGtLt

4p
�

AeLrs
4pkT0BFnSNR

�LpLa ð1Þ

The first group of terms is related to the transmitter, the
second to the receiver, and the third to other propagation
effects, where

R ¼maximum radar range
Pt ¼ average transmit power
Gt¼ gain of transmit antenna
Lt ¼ losses from transmitter to antenna (e.g., circula-

tors, duplexers, transmission lines)
Ae¼ effective antenna aperture of receive antenna

(aperture area times efficiency)
Lr ¼ losses in receive path, similar to those for the

transmit chain

s ¼ radar cross section of target
k ¼Boltzmann’s constant

T0 ¼ system reference temperature (typically 290 K)
B ¼ receiver bandwidth

Fn ¼ receiver noise figure
SNR ¼ signal-to-noise ratio required to meet detectability

requirements (typically 12–15 dB)
Lp ¼ two-way antenna pattern losses
La ¼ two-way propagation losses (atmospheric, weath-

er)

Note that there is no frequency-related term in Eq. (1).
However, the effective aperture is related to the gain of the
receive antenna by

Gr¼
4pAe

l2

where l is the wavelength. Thus, for a fixed aperture size,
the gain increases with frequency. The choice of frequency
is typically application-driven, but since the size of many
RF components scale inversely with frequency (see Fig. 1),
the radar designer may choose a particular frequency
band based on size and weight constraints if radar per-
formance will not be adversely affected. Atmospheric
and transmission line losses generally increase with fre-
quency, and receiver noise figures degrade. The designer
can improve transmit and receive gain by using a higher-
gain antenna, at the cost of a loss in area coverage and can
increase signal-to-noise performance by using a narrower
system bandwidth, or by effecting an equivalent band-
width reduction with signal processing. Often the only
choice left to the designer, to meet target detectability re-
quirements, is to increase average power.

2. TYPES OF RADAR

There are a number of basic variations in radar system
designs. We will examine the operation of different types
and some of the hardware specific to particular types.

Figure 1. A 15-dB-gain L-band horn that contains the other
items dwarfs the W-band waveguide and 25 dB gain horn sitting
in front of an S-band coupler and 15 dB gain horn. (U.S. Army
photo.)
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2.1. Continuous-Wave Doppler Radar

The simplest of all radars, and by far the most common, is
the continuous-wave (CW) Doppler radar. Its biggest ad-
vantage is also its biggest disadvantage [11]. By operating
at a 100% duty cycle, it maximizes the use of the transmit
power and eliminates issues of Doppler ambiguity, but the
receiver is forced to operate while the transmitter is on
and no range information is available (although modulat-
ing the carrier frequency can provide range information).
For a medium-power, sensitive radar, two antennas are
usually required to isolate the receiver from the large
transmit signal and from the noise sidebands of the trans-
mitter. Nearby fixed targets (clutter) can also have an im-
pact on performance because they will also cause a large
signal return that might overload the receiver. Most CW
radars have homodyne (direct-conversion) receivers; that
is, the local oscillator for the mixer is at the same fre-
quency of the transmitter. Figure 2 shows a simplified
block diagram of a CW radar. The return signal from the
target is shifted in frequency because of the radial com-
ponent of the velocity of the target with respect to the ra-
dar (i.e., that portion of the motion that is toward or away
from the radar vr). A sample of the transmit signal f0 is
used as the local oscillator signal. This signal is mixed
with the return signal from the target and the difference
between these signals is the Doppler shift fd, which is fed
to a frequency meter. The sum frequency out of the mixer
is usually so far beyond the response of such a meter that
filtering is not necessary, although it can be easily provid-
ed with a simple lowpass filter. The Doppler shift is

fd¼ f0
2vr

c
¼

2vr

l
ðfor vr5cÞ

where the frequency is shifted up for approaching veloc-
ities and down for receding velocities. The factor of 2 is a
result of the signal traveling both ways and can perhaps
be more easily understood as a change in signal phase. If
the target moves a half wavelength closer to the radar, the
pathlength to the target and back changes by one wave-
length.

The Doppler shift is in the human audible range for
typical ground target speeds and operating frequencies in
X band and Ku band, and a number of radars have been
built. The basic output device of these radars is a set of
headphones the operator wears. This is not as strange as it
sounds because a trained operator can estimate velocity of
the target. Other moving parts of the target (e.g., wheels,
treads, propellers) provide secondary audible signatures
so that the operator also can determine to what class the

target belongs (such as wheeled vs. tracked vehicles or
fixed wing vs. rotary wing aircraft) [12].

Small, low-power versions of CW Doppler radars are
used as speed sensors (mostly well known in police radar
applications), automatic door openers in warehouses and
retail stores, intrusion detectors, vehicle detectors for traf-
fic control, and proximity fuzes in rockets, bombs, and
projectiles. In these applications, the range to the target is
usually small, and the loss in sensitivity because of the use
of a single antenna is acceptable. One of the parts that
made designs of such radars simpler was the Microwave
Associates (now M/A-COM) Gunnplexer Doppler trans-
ceiver (Fig. 3), which packs a transmitter, ferrite circula-
tor, and mixer into a single module. A Gunn oscillator is
the basic transmitter, which is coupled to a single antenna
through the circulator. Transmitter power reflected back
from the antenna port acts as the local oscillator into the
single balanced mixer (an adjustable screw allows inten-
tional standing-wave ratio (SWR) mismatch to force an
adequate level of return signal). The addition of an an-
tenna, frequency meter, and a direct-current (DC) power
source completes the radar (Fig. 4).

2.2. Pulse Radar

The pulse radar is what most people think of when they
think of radar, which is the acronym for radio detection
and ranging. A short burst of microwave energy is trans-
mitted toward the target, and the time t for the echo to
return in microseconds is measured to determine the

Transmitter

Frequency
meter

Mixer

Figure 2. Block diagram for a simplified CW Doppler radar.

Figure 3. An X-band Doppler transceiver and mating horn an-
tenna. Mechanical tuning coarsely sets frequency, whereas fine
tuning and AFC can be provided by modulating the operating
voltage. (U.S. Army photo.)

Doppler
transceiver

Circulator

Figure 4. Block diagram for a simple single-antenna CW Dopp-
ler radar based on a Doppler transceiver.
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range r to the target in meters where

r¼ c
t

2

with the factor of 2 representing the path the signal takes
to the target and back. The length of the pulse determines
the capability of the radar to resolve two closely spaced
targets, the basic limitation being that the echoes from the
two targets will merge into a single return. At a pulse-
width of tw ms, this merging occurs when the two targets
are separated by approximately a distance r using the pre-
ceding formula. Decreasing the pulsewidth improves res-
olution capability at a cost of reduced average power levels.

The development in Britain of the magnetron (a pulsed
power oscillator) during WWII made microwave pulse ra-
dar practical, and the magnetron [13] is still the most com-
monly used transmitter in pulse radars. It is capable of
producing peak power levels of kilowatts through mega-
watts in compact packages (Figs. 5 and 6). A simplified
block diagram of a magnetron-based pulse radar is shown
in Fig. 7. The power supply/modulator provides the high-
voltage pulse at the desired pulse repetition frequency
(PRF) to drive the magnetron. The PRF is usually set to
guarantee that there is enough time between pulses to re-
ceive a return from the farthest expected target range. The
transmit/receive (T/R) switch, or duplexer, automatically
connects the transmitter to the antenna, while effectively
disconnecting the receiver from the antenna. The T/R
switch in high-powered radars is often based on a gas-
filled tube that conducts in the presence of the RF field [14],
but in lower-powered sets, these functions may be assumed
with circulators or positive–intrinsic–negative (pin) diode
switches [15]. The receiver protector is typically a diode
limiter that further restricts the voltage developed across
the receiver input, whereas the transmitter is operating to
protect sensitive low-noise preamplifiers in the receiver.

Referring again to the radar range equation, we note
that the return signal for a fixed-size target varies as the
fourth power of the range to the target. This means that a
target at 1 km will be 80 dB stronger than that target at a
range of 100 km. The sensitivity-time-control (STC) in-
creases the gain of the receiver versus the time elapsed
from when the pulse was transmitted (this is effectively

the range to a target) so that there is less change in signal
dynamic range as the range to target varies [16], and al-
lows choosing an analog-to-digital converter (ADC) with
fewer bits to support the receiver output. R4 correction
will produce a constant radar cross-sectional output but
will usually require controlling the gain of multiple stages
of the receiver. However, the targets are often not the lim-
iting factor in setting dynamic range limits. In ground-
based radars, clutter (undesired wide area returns from
natural or cultural objects) is usually larger than the de-
sired targets, and the amount of clutter region illuminated
by a radar beam increases as range increases; so in this
case, an r3 gain correction is a better choice. Weather ra-
dars, on the other hand, respond to the backscatter return
from a volume of space, so a constant target return is best
obtained with an r2 correction. Figure 8 shows a combined
receiver protector/STC module attached to the duplexer of
a lowpower radar.

2.3. Moving-Target Detecting Radars

As mentioned in the previous paragraph, in a ground-
based radar, a large region of high-strength undesired

P.S./
modulator

Magnetron
T/R

switch

Rcv protector
Rcvr STC

Figure 7. Block diagram of a magnetron-based pulse radar.

Figure 6. A 1 MW X-band magnetron transmitter. The power
supply/modulator is in the upper left with its 20�40-cm cover
removed. The large rectangular device to the right of the water-
cooled heat exchanger is the pulse-forming network. (U.S. Army
photo.)

Figure 5. An X-band weather radar designed for aircraft use.
The transmitter and receiver are located in the assembly behind
the reflector, and the control electronics are located in the display
unit. The transmitter is a 3 kW magnetron that is approximately
60 cm3. (U.S. Army photo.)
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radar signals from fixed targets (clutter) masks the mov-
ing targets the radar is typically designed to detect. A
moving-target indication (MTI) radar attempts to mini-
mize the response from the clutter to enhance the signal-
to-clutter ratio and improve target detectability. A simple
block diagram of how this can be accomplished is shown in
Fig. 9. A sample of the received signal is delayed by one
pulse repetition interval (PRI—the inverse of PRF) and
subtracted from the current input signal. This can be a
rather long delay and was often provided by multiple re-
flections within a multifaceted bulk quartz delay line.
Such long delays can also be provided by digital shift reg-
isters or memory circuits, in which the subtraction is pro-
vided after the ADC stage. The digital approach has the
advantages of stability in time and temperature, whereas
the analog approach reduces the dynamic range into the
ADCs, relaxing the requirements for the number of bits
required. Proper cancellation of the clutter requires being
able to compensate for the delays and losses through the
delayed path, and in this case the digital approach also
has an advantage, as the analog approach typically re-
quires constructing a circuit path that duplicates the at-
tenuation of the delay line and the gain, delay, and
nonlinearities of the delay-line amplifier chain to provide
proper cancellation. As long as the radar has adequate
stability, the fixed targets will maintain the same phase
from pulse to pulse and will be canceled, whereas the
moving targets will vary in phase, thus producing a time-
varying output. However, realize that the moving targets
must have a radial component of motion with respect
to the radar location for this phase difference to occur.

Targets that move tangentially to the radar will be can-
celed, as if they were not moving, because no phase change
is observed. Note also that a pulsed radar is basically a
sampled data system, which leads to a similar problem if
the target is moving at a rate such that its Doppler fre-
quency is equivalent to the PRF, or a multiple thereof, be-
cause this is equivalent to sampling a signal a number of
complete cycles later, and no phase difference will be ob-
served from sample to sample. These target velocities are
referred to as ‘‘blind speeds’’ because targets moving at
these speeds will not be detected by an MTI radar [17].

Although magnetrons do not have pulse-to-pulse phase
stability, they have reasonable short-term stability in fre-
quency, and it is possible to synchronize the final receiver
local oscillator (the coherent oscillator, or COHO) phase to
that of the transmitter on each pulse (known as a coher-
ent-on-receive system) and thus provide magnetron-based
radars with an MTI mode of operation. Area MTI is
another approach to clutter reduction, and one that does
not require a coherent radar system in which a complete
scan of the radar video is stored in memory and subtracted
from the next scan. In a digital image, this operation is
equivalent to a pixel-by-pixel subtraction and will mask
small targets located over large areas of clutter (cities,
forests) as the larger signal returns from the two samples
of the clutter regions are subtracted from each other, leav-
ing a small residue. Area MTI does have the advantage
that tangentially moving targets are highlighted because
they will have moved far enough between scans to appear
in a different position on the screen.

Another approach to detecting moving targets is the
pulse-Doppler radar: a coherent transmitter–receiver
(Figs. 10 and 11) processes the received signals, not only
into range bins but also into multiple Doppler bins. This
processing is done most easily with a digital signal pro-
cessor [18], providing the temporary storage for a group of
pulse returns and typically a Fourier transform to provide
the bank of filters. The quadrature mixer of Fig. 10 pro-
vides both in-phase (I) and quadrature (Q) outputs to a
pair of ADCs to support complex fast Fourier transforms
(FFTs). There are now purely digital approaches [19,20]
that can provide I and Q outputs from a single, higher
sample-rate ADC. The advantage of the digital approach
is that there are no problems in balancing gain and phase
in the two channels. Having both I and Q outputs allows

Delay line

1/PRF

ΣFrom IF or
detector

Figure 9. Block diagram of a simple one-pulse canceler.

COHO
Chirp
gen. Xctr

Amp

STALO90° 0°

I

Q

A/D
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Duplexer

Splitter

IF

Pre
amp

Figure 10. Block diagram of a coherent transceiver for use in
pulse Doppler radar. The stable local oscillator (STALO) provides
the translation frequency from RF to IF. Optional chirp modules
are denoted by the dashed boxes.

Figure 8. A 500-W Ku-band duplexer with a combined receiver
protector/STC module attached. Antenna connection is made to
the open waveguide connection on the left, and the transmitter is
connected to the RF connector on the top. The receiver protector
can be run in a self-rectifying mode or can be driven by an exter-
nal DC signal. STC control range is about 30 to 40 dB. (U.S. Army
photo.)
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sorting the Doppler bins into incoming (Doppler above the
carrier frequency) and outgoing (Doppler below the carrier
frequency) velocities. The zero frequency (DC) filter out-
put is where the bulk of the clutter lies, and it is discarded.
Motion of the clutter or the radar may spread the clutter
energy into adjacent frequency bins, and they may be dis-
carded as well, either automatically or under operator
control. If the radar is on an airborne platform (Fig. 12),
then returns from large clutter patches on the ground can
be used to select the Doppler bin or bins that represent the
clutter velocity in the direction of look [21]. As mentioned
previously, the Doppler frequencies depend on the radial
component of the target velocity. Dopplers that exceed the
Nyquist criteria will be interpreted as having a direction
opposite to their actual direction of travel, and blind

speeds will again occur at multiples of the PRF. Increas-
ing the PRF can eliminate this ambiguity in Doppler de-
termination, at the cost of creating an ambiguity in range.
Range ambiguity can occur when the PRF is high enough
that a target return from a far-range target generated by
an earlier pulse appears in the range processing time of
the current pulse [22]. Dithering the PRF or switching
between multiple PRFs can allow Doppler and range am-
biguities to be resolved [17,23], but such an approach will
not work with the simple fixed-delay MTI of Fig. 9. Mod-
ern air-traffic control radars (Fig. 13) use a combination of
MTI techniques to improve detection of targets because
aircraft often circle the airport as well as make direct ap-
proaches and departures.

Because we already have a coherent transceiver that
allows us to recover the phase of the received signal, a
number of improvements to the radar system performance
are possible by modulating the transmitted waveform.
This modulation increases the bandwidth of the transmit-
ted signal, which, when processed in the receiver, provides
improved resolution, while maintaining a longer pulse-
width to improve the average signal power. The disadvan-
tage is that a long pulse limits the ability to detect targets
close to the radar, in what is called the eclipsing zone,
because returns from these targets will arrive at the re-
ceiver while the transmitter is still on. The most common
modulation approach is to use linear FM, or chirp,
modulation [24]. This can be provided simply with a
surface acoustic wave (SAW) device in the transmit
chain (Fig. 14) and a complementary compressive SAW
device in the receiver intermediate frequency (IF), return-
ing a signal with a pulsewidth equivalent to that of
the modulation bandwidth. Alternately, high-speed syn-
thesizers can provide the transmit modulation [25],
while digital signal processors can provide the compres-
sive function.

Figure 12. The electrically driven antenna of an F-16 equip-
ped with one of Northrop Grumman’s APG-66/68(V) family of co-
herent radars. The radar supports 25 air-to-air, air-to-ground,
and mapping modes that provide target detection, acquisition,
and tracking in both benign and hostile electromagnetic emis-
sions environments. (Photo courtesy of Northrop Grumman
Corporation.)

Figure 13. The Northrop Grumman ASR-12 is a modular, fully
solid-state, S-band airport surveillance radar. It uses a moving-
target detection scheme that combines adaptive Doppler filter
and fine-scale clutter mapping to enhance the returns from
tangential targets. (Photo courtesy of Northrop Grumman
Corporation.)

Figure 11. The Eaton/AIL G-199 Ku-band transceiver for the
AN/TPS-74(V) modular radar. Various modules could be substi-
tuted to provide options for ground or airborne applications. This
specific assembly contains modules for power supply, exciter,
STALO, receiver, and antenna pedestal control.
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2.4. Synthetic Aperture Radar

Although we have now seen a way to improve the resolu-
tion in range, it would seem that the only way to improve
the resolution in cross-range is to increase the size of the
antenna system, narrowing the beamwidth of the radar.
In synthetic aperture radar (SAR), cross-range resolution
improvement is accomplished by moving an antenna in
space [26], creating an effective aperture that is much
larger than the physical antenna (Fig. 15). Returns from
targets in the direction of motion of the radar are shifted
up in frequency, whereas those behind the radar are shift-
ed down in frequency, allowing the contributions from
various points in the range swath to be separated. Typi-
cally, an SAR will also have a high resolution in range,
requiring a large amount of frequency content in the
transmitted waveform and thus a wide IF bandwidth
and a high-speed ADC. If chirp modulation is used to gen-
erate the bandwidth, then by reproducing the slope of the
modulating waveform in the receiver mixer (an approach
called stretch processing), these bandwidths can be re-
duced [27]. Modern direct digital synthesizers (DDS)
(Fig. 16) allow such flexibility in frequency control. In
addition, they are able to compensate for distortions in
amplitude and phase response because of the transmit–

receive chain [28]. Combining the return signals from all
the aperture positions usually requires a high-speed pro-
cessor (Fig. 17) capable of processing a large number of
two-dimensional FFTs, but the resulting imagery (Fig. 18)
is almost photographic in clarity.

In SAR, there is the need to have relative motion be-
tween the radar and the target, but the motion does not
need to be along straight line, nor does the antenna need
to be oriented normal to the flight path. Some of the more

Effective
aperture

Decreasing
Doppler

Increasing
Doppler

Target
Range
swath

Figure 15. Synthetic aperture radar. As the antenna is moved,
radar returns from all the surveillance areas are collected and
stored to be later processed as if there was a single antenna the
size of the aperture flown.

Figure 16. An experimental direct digital synthesizer. DDS tech-
nology has an advantage over other traditional waveform-gener-
ation techniques—it can arbitrarily create different waveforms in
a small, lightweight, cost-effective package. The Sciteq DDS ar-
chitecture is a double-accumulator GaAs linear frequency modu-
lation synthesizer that allows input of the starting frequency and
chirp rate and has a separate phase modulation port. Maximum
output bandwidth is 230 MHz, with 24-bit frequency resolution,
updated at a 2 ns rate, and spurious responses below –50 dBc.
(U.S. Army photo.)

Figure 17. A large number of calculations are necessary to pro-
cess SAR data. This radar signal processor, used in a Northrop
Grumman SAR, consists of nine 9U VME cards, each containing
16 Intel i860 array processors. Each processor card has an ag-
gregate rating of 1.28 Gflops. (Photo courtesy of Mercury Com-
puter Systems, Inc.)

Figure 14. An exciter module from the AN/TPS-74(V) showing in
the upper right the 60-MHz impulse generator and mating SAW
chirp unit. For this unit, the 10ms transmit pulse was compressed
to a 0.5 ms pulse in the receiver for a 20:1 compression ratio. (U.S.
Army photo.)
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common variations of SAR include spotlight SAR and in-
verse SAR (ISAR). In spotlight SAR [29] the antenna is
continually pointed toward the area of interest, by rotat-
ing the antenna as the aperture is flown, or by flying an
aperture in the shape of an arc [30]. This allows larger
than normal apertures to be flown (thus improving reso-
lution) as well as allowing use of higher-gain, narrower-
beamwidth antennas. ISAR is typically viewed as having
the radar fixed and the target moving; more generally,
however, both can move as in the cases of airborne radars
imaging ships. In ISAR, the motion of the maneuvering
target is used to provide additional detail of the target for
target recognition [31] and possibly allowing 3D recon-
struction of the target. This implies that existing radars
could gain from added signal processing capabilities, but
the processing burden is high, as the path and maneuver-
ing nature of the target is unknown and must also be ex-
tracted from the data to correctly focus the target [32].

2.5. Impulse Radar

An impulse radar is perhaps the simplest form of pulse
radar. An extremely short pulse, or a single cycle of a sine
wave, which has a very wide bandwidth, is radiated from
an antenna that typically sets the useful radar bandwidth
of the system [33,34]. The short pulsewidth provides an
inherent high-range resolution capability. Most of these
systems are denoted ultra wideband (UWB) radars be-
cause their bandwidth is greater than half their center
frequency, and many of them operate in the VHF and/or
UHF region to provide foliage or ground penetration ca-
pability. Because the frequency coverage and bandwidth
can be provided by other means (such as chirp), the ad-
vantages that the impulse radar offer are the capability to
detect close-in targets (as in ground contact radars) be-
cause of the small eclipsing zone and simple and highly
efficient transmitters that are low in size and weight
(Fig. 19).

2.6. Bistatic Radar

Some of the problems with radars are that they are active
devices, and therefore susceptible to detection; they can
have large, high-power transmitters that reduce their mo-
bility; and they detect Doppler shifts only from the radial
component of target velocities. One way to improve the
situation is to separate the transmitter and to provide re-
mote, receive-only radar systems (Fig. 20). Such systems
are called bistatic radars, or more appropriately multi-
static radars when multiple transmitters and receivers
are used [35]. Forward-scattered energy from large re-
gions is often much stronger than the backscattered
energy and may give clues as to the texture or construc-
tion of the region. Existing radars (designed for other pur-
poses) are often used as the transmit source, whereas
smaller, cheaper receivers take advantage of the existing
signals to provide simple low-cost radars at multiple sites,
all serviced by the existing emitter. Bistatic radars have
been used for semiactive missile guidance (the missile
carries only the receiver, while the launching platform
usually supports the transmitter), low-cost passive cuing
of target angle of approach, examining heavenly bodies
(from separate Earth locations or with an Earth receiver
and a satellite transmitter) and providing simultaneous
reception from multiple sites to develop three-dimensional
models of ionospheric or atmospheric events [36].

Figure 18. A NASA SAR image of Yellowstone National Park,
Wyoming. The image was obtained using the L-band radar chan-
nel, with vertical transmit polarization and horizontal receive, on
the shuttle’s 39th orbit on October 2, 1994. The large dark feature
at the right is Yellowstone Lake, which appears this way because
the bulk of the transmit energy is forward-scattered off the rel-
atively smooth lake surface.

Figure 19. The PowerSpectra BASS-02X is a bulk avalanche
semiconductor switch activated by a semiconductor laser. Rise-
times are about 150 ps with a falltime of approximately 2 ns. Peak
output power is approximately 2 MW, and average power is ap-
proximately 1.5 W. Prime power is 28 VDC, and the unit weighs
approximately 2 kg. (U.S. Army photo.)

Transmitter

Target

Receiver 1

Receiver 2

Figure 20. In a bistatic radar, the transmitter and receivers are
physically separated, and multiple receivers are serviced by the
same transmitter.
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3. RADAR NOMENCLATURE

No standards exist for the identification of commercial ra-
dar systems, although many manufactures will number a
series of products with a common name or common acro-
nym descriptive of their purpose. The most common
nomenclature system is the Joint Electronics Type Desig-
nation System (JTEDS, MIL-STD-196D, 1985), which is
an outgrowth of the Joint Army-Navy Nomenclature Sys-
tem (AN System) and the Joint Communications-Electron-
ics Nomenclature System developed during WWII in the
United States. Although the JTEDS nomenclature scheme
also covers units and subgroups of systems, it is best
known for its distinctive sequence of the letters AN fol-
lowed by a forward slash, followed by a three-letter indi-
cator series, followed by a dash, and then followed by a
sequence number and possibly suffixes designating varia-
tions in the design. The three indicator letters (Table 2)
describe the type of installations, type of equipment, and
purpose of the system. Radar systems will always have a
middle letter P, although some systems with a P may not
be radars because this equipment type also covers radar
detectors, electronic recognition and identification (IFF)
equipment, radar beacons, and pulse-type navigational
aids. The system has been extended to include other En-
glish-speaking countries with blocks of sequence numbers
being assigned to various countries. Canada is assigned
sequence numbers 500–599 and 2500–2599, Australia has
the block 2000–2099, New Zealand has 2100–2199, and
the United Kingdom has 2200–2299. Thus the designator
AN/APS-506 identifies a Canadian airborne search radar,
whereas AN/PPS-15A is the first upgrade to a U.S. man-
portable search radar.

The U.S. National Weather Service designates its ra-
dars as WSR (originally for Weather Service Radar, now

more commonly Weather Surveillance Radar) followed by
a number, which is the last two digits of the year the radar
was put into service. Thus the WSR-57 is a unit that was
first placed into service in 1957. Later units had alpha-
betic suffixes designating the radar band in which they
operated, such as WSR 74C and the WSR-74S. Most re-
cently, the letter designator has been used for other pur-
poses as well, as in the WSR-88D (the NEXRAD system
radar) where the D designation stands for Doppler. The
Federal Aviation Administration (FAA) has a series of ra-
dars for air-traffic control, which typically are designated
by their task name acronyms and a sequence number.
Examples of current equipment include the long range air
route surveillance radars (ARSR-4) (Fig. 21), the terminal
surface monitoring airport surveillance radars (ASR-9
and 11) and airport surface detection equipment (ASDE-
3); the windshear products, which include the shared
NEXRAD system and the terminal Doppler weather ra-
dar (TDWR); and the secondary surveillance radar desig-
nated as the precision runway monitor (PRM).

4. RADAR TARGETS

It is useful to have a set of standard radar targets that can
be used to test, evaluate, or measure the performance of
radar systems [37]. The most common of these are simple
geometric shapes; their radar cross section (RCS) is easily
calculable and have been extensively studied in the liter-
ature. The sphere is the best known of these targets, re-
radiating uniformly in all directions, but it does not
present a very large RCS for its physical size. A specular
reflector, like the flat plate, presents a much larger cross
section, especially at higher frequencies, but this larger
return happens only over a small angular region, near the

Table 2. Equipment Indicators

Installation Type of Equipment Purpose

A—Piloted aircraft A—Invisible light, heat radiation A—Auxiliary assembly
B—Underwater mobile, submarine C—Carrier B—Bombing
D—Pilotless aircraft D—Radiac C—Communications
F—Ground, fixed E—Laser D—Direction finder
G—Ground, general G—Telegraph/teletype E—Ejection/release
K—Amphibious I—Interphone/public address G—Fire control/searchlight directing
M—Ground, mobile K—Electromechanical/inertial wire H—Recording/reproducing
P—Portable L—Countermeasures K—Computing
S—Water M—Meteorological M—Maintenance/test
T—Ground, transportable N—Sound in air N—Navigational
U—General utility P—Radar Q—Special/combined purposes
V—Ground, vehicular Q—Sonar/underwater sound R—Receiving/passive detecting
W—Surface and underwater combination R—Radio S—Detecting/range/bearing/search
Z—Airborne vehicle combination S—Special/combinations of types T—Transmitting

T—Telephone (wire) W—Automatic or remote control
V—Visual/visible light X—Identification and recognition
W—Armament Y—Surveillance and control
X—Facsimile/television
Y—Data processing

Note: Special suffix T is reserved for training, and suffixes X, Y, and Z are reserved for changes in voltage, phase, or frequency. (V) designates variable

groupings of equipment and (P) designates units accepting plugins. (Xnn) designates developmental units with the second (and third) letter used to designate

the developmental agency. Open ( ) (called ‘‘bowlegs’’) designate developmental equipment or generically indicate equipment families.

Source: Adapted from MIL-STD-196D, 1985.
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normal to the surface. Corner reflectors have a wider an-
gle of acceptance, in at least one dimension, as does a cyl-
inder. Figure 22 shows a number of radar targets and
their approximate RCS, based on geometric optics. For
these RCS values to be realistic, target dimensions need to
be about 10 l. As target dimensions approach 1 l, or less,
diffraction effects must be considered, and the target cross
sections should be calculated using physical optics, uni-
form theory of diffraction, or computational electromag-
netics [38].

Although it is not the optimal solution [39], the trian-
gular plate trihedral is the most commonly used specular
target, having a reasonably wide angle of operation in
both elevation and azimuth and having simple assembly
requirements. The RCS of a 30-cm-radius sphere is
0.28 m2, whereas a triangular trihedral with sides 30 cm
long has a maximum RCS 37.7 m2, at 10 GHz. These tar-
gets are usually placed a number of wavelengths above the
ground to help reduce multipath interference and oriented
to maximize target return in the expected direction of
the radar.

These targets are useful for evaluating pulse radars,
but for evaluating MTI and pulse Doppler radars, a mov-
ing target is needed. Figure 23 shows a simple approach to
the problem, but one in which the radial velocity of the
target varies over the angle swept by the motorized arm.
Electronic simulators have the advantage that RCS and
Doppler can be varied by simple choice of circuit param-
eters, and with the addition of a delay line, even the range
to the target can appear to vary. This delay can allow the
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Figure 22. Common radar targets and their equivalent radar
cross section s, where r is the radius of the circular objects.

Figure 23. A motorized set of trihedrals provides a moving tar-
get for W band. Note the angle offset between the support arm
and the trihedrals. This offset was designed so that the ‘‘flash’’
from the arm, as it becomes normal to the radar wave, will not
occur at the same time as the peak of the trihedral response.

Figure 21. The ARSR-4 is a long-range, three-dimensional, sol-
id-state surveillance system. It was specifically designed as a
joint-use radar for the FAA, the U.S. Air Force, and US Navy. The
ARSR-4 detects all aircraft out to 463 km through all weather and
clutter conditions as well as man-made interference. (Photo cour-
tesy of Northrop Grumman Corporation.)

Figure 24. A Ku-band electronic moving-target simulator. One
horn receives the transmitted signal, which is mixed down with
one STALO and mixed back up with another matched STALO. A
discriminator circuit provides a visual indication of target Dopp-
ler frequency and direction. An attenuator provides control over
the radar cross section of the return signal.
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target return to be placed in a range cell that differs from
the one the simulator occupies, thus eliminating possible
corruption of the signal because of the clutter return from
the simulator itself. The target simulator is often a simple
superhetrodyne receiver that uses a single sideband mod-
ulator to add the desired Doppler signal to the IF output,
which is then upconverted back to the initial radar band
with the same local oscillator chain. The choice of upper or
lower sideband will, respectively, make the target appear

as either incoming or outgoing. The addition of an ex-
tremely long delay line can allow such an electronic sim-
ulator to be used in a laboratory setting while making
targets appear as if they are kilometers away. A simpler,
although less time and temperature stable, approach to
designing a target simulator is shown in Fig. 24, in which
the return frequency is simply shifted.

5. SCANNING THE SCENE

The typical surveillance radar antenna (Fig. 13) rotates
through 3601 of azimuth and possibly some amount of el-
evation. RF is usually supplied through a rotary joint for
azimuth and through another rotary joint for elevation, or
for limited angles, through flexible waveguide. For lower
radar frequencies, the losses may be low enough, and for
fixed installations, usually an abundance of transmitter
power is available. But at higher frequencies, the losses
and noise because of these feed mechanisms may be ob-
jectionable. One approach to avoid these losses, for lower-
power mobile systems, is to mount the radar transceiver at
the antenna (Fig. 25), or at least part of the RF assembly
at the antenna. Figure 26 shows the large rotating anten-
na radomes of the E-2C. The larger, and perhaps more
well-known, E-3 Sentry airborne warning and control sys-
tem (AWACS) sports a similar 9.1-m-diameter rotodome,
which rotates at 6 rpm over a Boeing 707. However, ver-
tical scanning and height finding are performed by elec-
tronic scanning techniques using ferrite phase-shifters.
The phase shifters, phase control electronics, receiver pro-
tectors, and receiver preamplifiers are mounted on back of
the antenna. A better view of an electronic elevation
scan can be seen in the picture of the ARSR-4 antenna
in Fig. 27. Many applications require much less than 3601
coverage, and with the radar transceiver mounted at the

Figure 25. The slip ring assembly for the AN/TPS-74(V) showing
the fiberoptic transceivers. Only DC power and digital signals
pass through the slip rings.

Figure 26. A pair of Northrop Grumman E-2C
Hawkeyes are easily identified by their distinc-
tive 7.3-m (24-ft)-diameter rotodomes, which
contain both the low-side lobe radar antenna
and the IFF antenna. A Lockheed Martin An/
APS-145 radar system automatically detects,
identifies, and tracks targets at ranges exceed-
ing 300 mi. (U.S. Naval Institute collection.)
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Figure 27. The view inside the radome of the
ARSR-4, long-range L-band radar, exposes the
phased array feed that supports up to nine si-
multaneous elevation beams that can be steered
up to 301. The reflector/feed assembly rotates
mechanically through 3601 azimuth. (Photo
courtesy of Northrop Grumman Corporation.)

Figure 28. The Arleigh Burke (DDG-51) Aegis system is based on the AN/SPY-1D multifunction
phased-array S-band radar. The SPY-1 antennas are the octagonal panels on the corners of the
deckhouse. The inset in the upper left shows an antenna being installed in a deckhouse. (U.S. Naval
Institute collection.)
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antenna, often flexible cables can supply power and con-
trol signals. Another approach is shown in Fig. 5, in which
azimuth scanning is provided by tilting the reflector left
and right, while elevation is accomplished by moving the
feed horn.

It is possible to provide 3601 coverage and elevation
control in a phased-array-based antenna system. The Ae-
gis weapons system (Fig. 28) is based on the AN/SPY-ID
multifunction phased-array S-band radar, which is able to
perform search, track, and missile guidance functions si-
multaneously with a track capacity of over 100 targets.
Four antenna panels, situated around the deckhouse, pro-
vide full 3601 coverage. Each array has 4100 discrete
elements and measures 3.65� 3.65 m. Output power is
approximately 4 MW and is provided by a four-stage am-
plifier employing traveling-wave tubes (TWT) and cross-
field amplifiers (CFAs). It is possible to build high-power
solid-state radars while avoiding the need for high-power
phase shifters to provide beamsteering. T/R modules allow
the construction of large phased arrays in which the out-
put of literally hundreds of low-power solid-state amplifi-
ers are spatially combined. Common phase shifters and
builtin RF switching in such modules means that beam-
steering works the same on both transmit and receive.
Figure 29 shows a 6–18 GHz dual-channel T/R module
that uses a single vector modulator in each channel to
provide phase and amplitude control for both the receive
and transmit paths. Each channel also supports a vertical
and horizontal antenna channel so that multiple polariza-
tions can be used, including, with the addition of a 901
phase-shifter, circular polarization. A common serial
digital control circuit runs both channels to minimize
control lines and provides control over the T/R switches,

the 5-bit phase shifters, and the 4-bit attenuators. The
preamplifiers and output amplifiers both have nominal
gains of 20 dB with typical noise figures of less than 8 dB
and output powers of 26 dBm [40].

6. RADAR DISPLAYS

The original radar displays, developed during WWII, were
assigned alphabetic designators (A, B, etc.) and were
based on oscilloscope technology. Many of the display
types were developed to satisfy special needs, typically
to present additional information on the screen [41]. Dis-
plays can be broken into three general types: one-axis,
two-axis, and plan view. In the A-scope (Fig. 30), the most
common one-axis display, the amplitude of the radar re-
turn is plotted against radar range, which is usually de-
rived from a linear time-based sweep circuit. The sweep
circuit allows the operator to change the sweep speed to
change the range coverage being displayed. Two-axis dis-
plays are based on an x–y oscilloscope and use intensity
modulation to indicate the amplitude of the return signal.
The most common two-axis display is the B-scope, in
which azimuth position is plotted on the horizontal axis
and range is plotted on the vertical axis. Elevation is the
next most commonly used variable in a two-axis display.
The problem with two-axis displays is the geometric dis-
tortion that results from plotting angular displacements
on a linear axis. Plan displays solve this distortion prob-
lem by plotting in cylindrical coordinates, or sectors of
cylindrical coordinates. The most common of these dis-
plays is the plan position indicator (PPI) or type P display.
Early PPI displays rotated the deflection assembly of the
CRT in synchronism with rotation of the radar antenna so
that the range sweep started at the center of the CRT and
moved out radially in the direction the antenna was cur-
rently pointing.

More recently, the large use of computers in radar pro-
cessing has resulted in the use of computer-driven dis-
plays to generate synthetically plan view plots of radar
data while adding both coordinate and cultural features
on the same display (Fig. 31), virtually eliminating the
need for plastic plotting boards for keeping track of tar-
gets. The explosive growth of the personal computer has
led to a large number of computer-driven raster display
systems. Monochrome, color, and LCD displays are typi-
cally available for small shipboard radar systems, whereas
high-resolution color graphic displays are now being used
in military and air traffic control radar systems. These
displays (Fig. 32) allow the radar operator to overlay
map information, weather data, satellite photos, target

Figure 29. The Lockheed Sanders Mark IV
microwave module is a two-channel MMIC T/R
module that covers 6–18 GHz in a package of
which its volume is less than 16 cm3 (cubic cen-
timeters). The module is 2.1 cm wide�11.9 cm
long. (r Lockheed Martin Corporation 1991.)
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Figure 30. An A-scope display from a high-resolution impulse
radar. The large spikes are the result of trihedral targets in the
scene. The slower variations in the baseline value are due to the
clutter return from the surrounding terrain.
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identification indicators, as well as system status infor-
mation on a single screen.
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RADAR IMAGING
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1. INTRODUCTION

Radar is an electromagnetic instrument used for the de-
tection and location of targets, such as aircraft, ships, and
ground vehicles. Radar transmits electromagnetic energy
to a target and receives the reflected signal. From the
received radar signal, target-related information such as
location and velocity can be accurately measured. Com-
pared to optical and infrared sensors, radar as a radiofre-
quency (RF) sensor can perform with high accuracy, at
long distances, and under all weather conditions. There-
fore, it has been widely used for civilian and military pur-
poses. Radar is capable of detecting and imaging moving
targets for wide-area surveillance, targeting information,
and other military purposes. It is also capable of generat-
ing high-resolution maps for earth-resource mapping, ter-
rain structure information, environment monitoring, and
other civilian applications.

Radar imaging is an imaging method obtained by pro-
cessing radar signals reflected from objects. The radar im-
age of an object is the distribution of its reflectivity in the
range and cross-range domain. The range is the dimension
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RADAR IMAGING
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1. INTRODUCTION

Radar is an electromagnetic instrument used for the de-
tection and location of targets, such as aircraft, ships, and
ground vehicles. Radar transmits electromagnetic energy
to a target and receives the reflected signal. From the
received radar signal, target-related information such as
location and velocity can be accurately measured. Com-
pared to optical and infrared sensors, radar as a radiofre-
quency (RF) sensor can perform with high accuracy, at
long distances, and under all weather conditions. There-
fore, it has been widely used for civilian and military pur-
poses. Radar is capable of detecting and imaging moving
targets for wide-area surveillance, targeting information,
and other military purposes. It is also capable of generat-
ing high-resolution maps for earth-resource mapping, ter-
rain structure information, environment monitoring, and
other civilian applications.

Radar imaging is an imaging method obtained by pro-
cessing radar signals reflected from objects. The radar im-
age of an object is the distribution of its reflectivity in the
range and cross-range domain. The range is the dimension
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along the radar line of sight (LoS) to the object, and the
cross-range is the dimension transverse to the radar LoS.
An important factor of the image quality is its resolution:
the ability to separate closely spaced scatterers in range or
in cross-range. The resolution along the radar LoS to the
object is called slant range or range resolution. The reso-
lution transverse to the radar LoS is called the cross-range
resolution. The range resolution is inversely proportional
to the bandwidth of the transmitted signal. High range
resolution is obtained by using wide-bandwidth radar sig-
nal waveforms. High cross-range resolution requires a
large aperture for the radar antenna.

A large aperture can be synthesized by using a small
real antenna aperture mounted on a moving platform. The
synthetic aperture technique was initially developed in
the 1950s [1–3]. Such a radar system with a synthetic ap-
erture is called the synthetic aperture radar (SAR). The
first SAR was an airborne system. Later, in 1978 a space-
borne SAR system was built.

The most common modes in SAR are stripmap mode
and spotlight mode. In stripmap mode, the antenna beam
bears on a fixed direction relative to the moving direction
of the platform as illustrated in Fig. 1a. When the plat-
form moves, a strip of area is swept over. If the antenna
direction is off the perpendicular of the flight path, it is
referred to as squinted stripmap SAR. The stripmap mode
can generate a wide-area map of the terrain. The length of
the imaged area is determined by the length of the data
collection; and the azimuth resolution in along-track di-
rection is determined by its antenna beamwidth. It should
be noted that after correction of range migrations, the
‘‘azimuth’’ is actually the ‘‘cross-range,’’ and the azimuth
resolution becomes the cross-range resolution. The con-
cept of spotlight synthetic aperture was proposed in 1980
[4]. In the spotlight mode, the antenna has narrower
beamwidth and steers to the same small patch of an
area as the physical aperture moves through the length
of the synthetic aperture as shown in Fig. 1b. Spotlight
SAR generates images of smaller scenes at finer resolu-
tion. The azimuth resolution is determined by the length
of the data collection, and the size of the imaged area is
determined by the antenna beamwidth. Another mode,
called inverse synthetic aperture radar (ISAR), is similar

to spotlight SAR, but its data collection is different. In
ISAR, the radar can be stationary and the target being
imaged is moving. The relative motion between the radar
and the target is the key to creating an image of the target.
Unlike spotlight SAR, which moves around the target area
in order to acquire the necessary angular data, ISAR col-
lects multiple aspect data through the target’s movement.

In SAR and ISAR, a common approach for generating
an image from collected data is a range–Doppler processor,
which takes the Fourier transform along the azimuth
direction in the range-compressed data. With the spot-
light SAR and ISAR configuration, data are inherently
distributed in a polar grid. To use the Fourier transform
for generating a focused image, the processor must remap
the polar formatted data onto a rectangular grid, called
polar formatting. Other approaches of generating a fo-
cused image, such as the wavenumber approach [5,6],
were also developed.

2. RADAR IMAGING GEOMETRY AND
SYNTHETIC APERTURE

To produce a focused radar image, the processor in radar
imaging systems should include motion compensation, in-
terpolation, data formatting, Fourier transform, autofo-
cus, and distortion correction. The focused image produced
may be further used for feature extraction, image
registration, image exploitation, and automatic target
recognition.

2.1. Geometry

The geometry of airborne radar is shown in Fig. 2, where
an aircraft is moving with a constant velocity V at height
H and along a flight track parallel to the x axis. Assume
that the origin of a coordinate system (x,y,z) is located at
the center of the scene. The range between the flight path
and the center of the scene is Rs¼ ðH

2þ y2
0Þ

1=2, where y0 is
the ground range to the center of the scene. Assume that
the length of the synthetic aperture is L and that the az-
imuth resolution of the radar image is determined by the
length of the synthetic aperture. When the platform

Figure 1. (a) Stripmap SAR; (b) spotlight
SAR.
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moves, the radar antenna position xa along the flight path
varies. Thus, the distance from the antenna to the center
of the scene Ra also varies. Assume a point target is lo-
cated at (xt,yt,zt¼ 0) and the distance between the radar
antenna and the point target is Rt¼ ½ðxa � xtÞ

2
þ

y2
t þH2�1=2, which also varies with xa. In Fig. 2, the area

being imaged is assumed to be two-dimensional. The lim-
its on y are the inner and outer edges of the swath, and the
limit on x is determined by the length of data collection.

2.2. Synthetic Aperture

Radar with a real aperture transmits signals and receives
signals reflected from an object. The 3-dB-beamwidth b is
determined by the length of the real aperture (DRA) and
the wavelength (l): b¼ l=DRA. Assume a point scatterer at
range R. For a small b, the azimuth resolution along the
track is

DA¼ 2R tan
b
2
ffi Rb¼R

l
DRA

To achieve a high azimuth resolution, it is necessary to
either increase the physical aperture size or reduce the
wavelength. For example, to achieve a desired along-track
azimuth resolution of 1 m at a range of 50,000 m, a radar
operating at 0.03 m of wavelength (X band) needs a phy-
sical aperture length

DRA¼
l
DA

R¼
0:03

1
50; 000¼ 1500 ðmÞ

which is too long to realize. Therefore, to achieve the same
azimuth resolution without using an extremely large
physical aperture, a synthetic aperture technique must
be used. The synthetic technique moves a real aperture
along a track to transmit and receive signals at each sam-
ple location and, then, coherently processes the received
signals at all the sample locations to synthesize a large
aperture.

For the stripmap mode, x indicates the position of the
radar platform along the line of the track. The sampling
interval Dx is determined by the platform velocity V and
the pulse repetition frequency (PRF): Dx¼V=PRF. The

maximum length of the synthetic aperture is determined
by the length that the scatterer remains in the beam-
width of the real aperture. The effective length of the syn-
thetic aperture DSA is twice that of the physical aperture
length 2DRA. Thus, the azimuth resolution of the synthetic
aperture becomes

DASA ¼RbSA ¼R
l

2DRA
¼R

l
2Rl=DRA

¼
DRA

2

Thus, for the stripmap SAR, the azimuth resolution of the
synthetic aperture is not dependent on the range and the
wavelength. It is determined only by the physical aperture
length DRA. A smaller aperture offers better along-track
resolution.

However, in the spotlight SAR, the radar antenna is
steered to a small patch area when the radar platform is
moving. Thus, longer real apertures can be used, and
smaller beamwidth steers to a small area of interest.
The azimuth resolution is proportional to the total slew
angle covered, but not half of the physical extent of the
real aperture used.

As mentioned earlier, the ‘‘azimuth resolution’’ used
here is not quite exact because after correcting range mi-
gration, the ‘‘azimuth’’ is actually the ‘‘cross-range’’ [7].

3. STRIPMAP-MODE SAR IMAGING

In the stripmap-mode SAR, the radar antenna steering
angle is at a fixed angle and the range to the center of the
swath is kept constant. The most important aspect of the
stripmap SAR is that the azimuth resolution is dependent
only on the physical length of the real aperture and inde-
pendent of the range and the frequency or wavelength.
Thus, smaller physical aperture offers better azimuth res-
olution.

The imaging geometry of the stripmap SAR mode
is shown in Fig. 2. The waveform usually used in high-
resolution stripmap SAR is a linear FM chirp. Dechirp
processing is performed on the radar receiver side. Some
image formation algorithms, such as the range migration
algorithm, do not require a chirp waveform and dechirp on
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Figure 2. Geometry of airborne SAR.
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the receiver side. The received signal returned from a
point scatterer can be expressed as a 2D convolution of the
radar cross-section (RCS) with an impulse response func-
tion h. This impulse response function can be expressed as
a 2D convolution of two impulse response functions:
h¼h1  h2, where h1 is the impulse response function
for azimuth compression and h2 is the impulse response
function for range compression [8]. To compensate for
range migration, interpolation in the range–Doppler
domain is used to straighten the curved point scatterer
locus. Therefore, the RCS of the target can be reconstruct-
ed by two step correlations of the returned signal with two
impulse response functions h2 and h1.

Usually, SAR data s(t,x) are arranged in a 2D matrix in
the slant-range/along-track domain, called the (t,x) do-
main. Focusing of SAR data requires a 2D space-variant
correlation algorithm. One method is 2D time-domain
correlation, but its computational load is high. Other al-
gorithms take advantage of the frequency-domain corre-
lation. They are the range–Doppler algorithm, range
migration algorithm, chirp-scale algorithm, and other
variations of wavenumber-domain algorithms.

3.1. Range–Doppler Algorithm

The change of the time delay (slant range) from pulse to
pulse is referred to as the ‘‘range migration.’’ To solve the
problem of range migration in satellite SAR, a range–
Doppler algorithm that processes SAR data into complex
images was introduced by Wu in 1976 [9]. Since then, the
range–Doppler algorithm has become a standard algo-
rithm for satellite SAR. To handle satellite SAR geome-
tries with squint, a secondary range compression
algorithm was also proposed [8].

SAR data are usually arranged in the delay time t (or
slant-range) and the along-track x (or azimuth), that is,
(t,x) domain. However, the range–Doppler algorithm
works in the slant range and the spatial azimuth frequen-
cy or Doppler domain, called the (t,kx) domain, where kx is
the spatial frequency of the along-track x. To transform
into the Doppler domain, the Fourier transform is taken in
the along-track domain x. Then, in the (t,kx) domain, the
correction of the range migration is performed by using
interpolation.

The spatial frequency k is also called the wavenumber
and is equivalent to the number of times a wave has the
same phase over the spatial domain. The wavenumber is
defined by k¼o=c¼2p=l, where o is the angular frequen-
cy and c is the speed of the wave propagation. If the radar
radiation wave has an incident angle y, the wavelength
and wavenumbers kx and ky are related by [5]

l¼
2pc

o
; kx¼

2p
l

sin y; ky¼
2p
l

cos y; o¼
c

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þ k2
y

q

The range–Doppler algorithm can be summarized as
follows:

1. Range Migration Correction. By taking a 1D Fouri-
er transform of the range-compressed baseband data
s(t,x) in the along-track or x direction, the range–

Doppler data in the delay time t (or slant range) and
spatial wavenumber kx (or Doppler) can be obtained:
Sðt; kxÞ¼FT1Dfsðt; xÞg. Range migration correction
is performed by a kx-dependent timeshift that re-
quires a time-domain interpolation. Thus, the range
migration correction function is a kx-dependent
linear phase function in the 2D Fourier domain
(o, kx)

exp j
cR

4
	

k2
x

o2
0

o
� �

where o is the temporal frequency of the delay time
t, R is the slant or across-track range , and o0 is the
carrier angular frequency.

2. Azimuth Compression. Azimuth compression is
performed by multiplying a phase compensation
function

exp jR 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4
o2

0

c2
� k2

x

s

� 2
o0

c

0
@

1
A

8
<

:

9
=

;

� exp �j
cR

4
	

k2
x

o0

� �

to correct the spreading of the range-dependent loci.

The combined 2D range and azimuth correction func-
tion can be expressed by

exp �j
cR

4
	

k2
x

o2
0

ðo0 � oÞ
� �

Compared with the optimal 2D correction function, the
range–Doppler algorithm has a 2D phase aberration that
causes defocusing when the squint angle or spatial Dopp-
ler wavenumber is large.

3.2. Range Migration Algorithm

The range migration algorithm (RMA) was originally from
seismic signal processing [10,11] and is an important im-
age formation method for stripmap SAR. It is also an im-
portant algorithm for spotlight SAR image formation
[12,13].

The RMA works in the temporal frequency and spatial
wavenumber (o, kx) domain by taking a 2D Fourier trans-
form of the range-compressed data. Thus, the time delay
becomes a phase shift, which is a linear function of o and
can be easily compensated by a phase operation. There-
fore, range migration is no longer a problem in the (o, kx)
domain. The algorithm uses a matched filter and a coor-
dinate remapping called the Stolt interpolation to trans-
form from coordinates (o,kx) into (kr,kx), where

kr¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4k2 � k2

x

q

is the spatial wavenumber in the slant range.
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The RMA can be summarized as follows:

1. Transform the collected data s(t,x) into the frequen-
cy domain by taking the 2D Fourier transform:

Sðo; kxÞ¼FT2Dfsðt; xÞg

2. Map the 2D transformed data from the (o,kx) do-
main to the (kr,kx) domain by Stolt interpolation.
The Stolt interpolation is a kx-dependent point-to-
point mapping from o to kr:

krðo; kxÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4

oþo0

c

� �2

�k2
x

r
� 2

o0

c

3. Perform the 2D phase compression in the (kr, kx)
domain: using expfjRSð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

r � k2
x

p
� krÞg to compen-

sate the range migration, where RS is a fixed slant-
range distance between the flight path and the
center of the scene as shown in Fig. 2.

4. Take a 2D inverse Fourier transform to reconstruct
the image.

The RMA can be used with waveforms other than chirp
waveforms. It is also not necessary to dechirp on the re-
ceiver side. The RMA does not have the space-variant
defocus and geometric distortion that other algorithms
usually suffer from (such as the polar format algorithm).
Thus, it can be used to form a fine-resolution image of a
large terrain area and to image large scenes at short
range. However, because scatterers located at different
positions have different migration loci, the Stolt interpo-
lation requires a long computation time.

3.3. Chirp-Scale Algorithm

The range–Doppler algorithm and wavenumber-domain
algorithms need interpolation that makes the SAR image
formation processing more complicated in design and be-
comes a large source of aliasing effects.

An algorithm called the chirp-scale algorithm (CSA),
sometime called the differential range deramp algorithm
[14–16], is an efficient image formation algorithm that
eliminates interpolation procedure and still preserves
phase information. It works in both the range–Doppler
domain and the 2D spatial frequency domain. It can be
used in the stripmap mode as well as the spotlight mode.
This algorithm can handle large apertures and large
squints, and has better phase and geometry accuracy
than other algorithms.

The key to this algorithm is to use the linear FM prop-
erty of the range chirp to differentially shift the range en-
ergy as a function of spatial azimuth frequency, and then
to do the range cell migration correction (RCMC) in the 2D
spatial frequency domain.

The CSA begins with data chirped in the range. First, it
processes the collected data in order to compensate its
phase to a line that is parallel to the flight path and cross-
ing through the center of the scene. Then, the processed
data are chirped in both azimuth and range. The CSA

transforms data to the two-dimensional spatial frequency
domain. All the range cell migration trajectories are ad-
justed to match the reference trajectory of a scatterer at
the selected reference range Rref

tref ðkxÞ¼
2

c
Rref ½1þCðkxÞ�

where

CðkxÞ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� ½lkx=ð2vÞ�2
q � 1

is the curvature factor and v is the relative velocity
between the reference scatterer and the radar. This
procedure requires a linear scaling with a scale factor
[1þC(kx)]

�1. Then, RCMC is performed by multiplying a
phase function to each point. However, because only the
shift and linear components are compensated, RCMC does
not completely compensate for motion through resolution
cells. However, the result is still satisfactory.

The CSA algorithm can be summarized as follows:

1. Azimuth FFT. Take FFT in the azimuth direction
and transform the data from the (t,x) domain to the
range–Doppler (t,kx) domain, where the linear FM
signal structure prior to range compression can be
exploited.

2. Chirp Scaling Operation. Multiply by a function
whose phase is chosen so that the range migration
phase term of every scatterer is equalized to that of
the reference range. After range focusing, the spa-
tial loci of the resulting range curvatures are equal-
ized.

3. Range FFT. The data are transformed to the 2D
wavenumber (kr,kx) domain.

4. 2D Phase Compensation. This procedure includes
RCMC, range compression, and secondary range
compression (SRC). The RCMC corrects the domi-
nant range curvature effects, known as the ‘‘bulk
RCMC’’.

5. Range Inverse FFT. Transform the data back to the
range–Doppler (t,kx) domain.

6. Azimuth Filter and Phase Residual. In the range–
Doppler domain, an azimuth frequency (kx)-depen-
dent bandpass filter is selected for weighting and
look processing, and the Doppler centroid is adjusted
over the range.

7. Azimuth Inverse FFT. Take inverse FFT in the
azimuth direction. The focused complex image is
obtained.

4. SPOTLIGHT MODE SAR IMAGING

Spotlight SAR [17,18] images objects in a small area or a
target of interest as illustrated in Fig. 1b. In the spotlight
SAR, the radar antenna is steered to the same small patch
of area when the radar platform is moving; thus, its
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footprint always stays over the same area of terrain. Since
much longer real apertures are used, a smaller beamwidth
and consequently a smaller footprint stays over a small
area of interest. In spotlight SAR, the azimuth resolution
is proportional to the total slew angle covered, and not half
of the physical extent of the real aperture.

4.1. Image Formation in Spotlight SAR

The azimuth resolution in the spotlight SAR is propor-
tional to the total effective rotation angle of the antenna

DA¼
l

2Dy

where Dy is the total integrated angle.
The returned baseband signal from the scene center

has zero Doppler frequency shift because there is no rel-
ative radial motion between the radar and the scene cen-
ter after motion compensation to the scene center. While
the translation is compensated, rotational motions be-
tween the radar and the scene center still remain. First,
the signal is dechirped in both range and azimuth. Then,
the data are transformed into the 2D wavenumber (kr,kx)
domain.

However, in the (kr,kx) domain the data samples are not
on a rectangular grid. They are on a ribbon-type polar
grid. Because the Fourier transform is performed in a
rectangular format, a 2D interpolation must be applied to
remap the data from a polar grid to a rectangular grid.
This is called polar formatting. After interpolation, the 2D
sampling points are lined up on a uniform grid in both
range and cross-range. Then, a matched filter can be ap-
plied to compensate for nonlinear phase shift and, there-
fore, a 2D Fourier transform can be used for both range
and azimuth compression simultaneously. By taking a 2D
inverse Fourier transform, the final image can be formed.
If the scene of a target of interest is small, the small rib-
bon-type polar data are approximately rectangular. Thus,
a 2D inverse Fourier transform can be directly applied
without image defocus.

For spotlight SAR, either RMA or CSA can be directly
applied without requiring motion compensation to the
center of the scene.

4.2. Polar Formatting Algorithm

The polar formatting algorithm (PFA) is an image forma-
tion technique based on tomography. It was originally de-
veloped for spotlight SAR imaging [19,20], and has been

adapted for use in ISAR imaging [21]. In spotlight SAR
and ISAR, the relative rotation between the radar and the
object causes the collected data to be distributed in polar
format. To obtain fine-resolution imagery using Fourier-
based image formation, polar-to-rectangular remapping is
required. PFA compensates the phase of the collected ra-
dar data to a fixed point at the center of the scene and,
thus, the preprocessed data become dechirped in azimuth
as well as in range.

The PFA involves reconstructing the spatial distribu-
tion of an object by applying the Fourier transform to a set
of observations, where each is a projection of the object
onto a line, taken over a series of aspect angles. A Fourier
transform produces a line segment in the 3D Fourier space
offset from the origin by the carrier frequency and at an
angle determined by the angle of the radar LoS. As suc-
cessive pulses are received and the aspect between the
radar and the object changes, the line segment sweeps out
a data surface in 3D Fourier space. Once the data surface
is formed, an image of the object can be reconstructed by
transforming the surface into the spatial domain using the
inverse Fourier transform.

The implementation of the PFA involves measuring the
target motion dynamics, estimating parameters for the
data surface model, projecting the data surface onto a pla-
nar surface, interpolating the data into equally spaced
samples, and performing the inverse Fourier transform.
The image formed by the PFA is illustrated in Fig. 3. The
comparison of imagery produced by the conventional
method shown on the left side of the figure and the polar
reformatting method shown on the right side of the figure
and the improvement in the image quality can be seen.
Polar reformatting can produce high-quality imagery even
in conditions with significantly complex target motion.

4.3. Autofocus

If the relative motion between the radar and the target
cannot be accurately estimated and compensated, the re-
sidual relative motion will induce phase errors. The phase
error is the cause of image defocusing. Autofocus is a tech-
nique that estimates and compensates the phase errors in
the range-compressed phase history data in order to
achieve a well-focused image of the target. Most autofo-
cus algorithms are space-invariant compensations that
apply the same phase correction function to the whole
data.

There are many autofocus algorithms available; two
important ones are the phase gradient algorithm (PGA)
and the prominent point processing (PPP) algorithm.
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4.3.1. Phase Gradient Algorithm. The phase gradient
autofocus (PGA) proposed by Wahl et al. [22] has been
widely used in SAR systems. It was developed to make a
robust estimation of the gradient of the phase error using
the defocused SAR image data. The PGA is an iterative
algorithm that allows robust and nonparametric estima-
tion and exploits the redundancy of the phase error infor-
mation contained in the degraded image. Because the
performance of the PGA is independent of the content in
a SAR scene, there is no need to require isolated pointlike
reflections in the SAR scene as in other algorithms.

The PGA can be applied to a phase-degraded complex
SAR image no matter how the image was formed. Because
the complex image and phase history are a Fourier trans-
form pair, the range-compressed phase-history-domain
data can be obtained by taking a 1D Fourier transform
in the azimuth direction.

To allow robust phase error estimation and image res-
toration, there are four critical processing steps in the
PGA:

1. Center (Circular) Shifting. This procedure performs
a circular shift on each row of the image in order to
place the strongest scatterer of the row in the middle
of the image.

2. Windowing. This consists of weighted windowing of
each row of the image previously shifted. This oper-
ation allows one to preserve the width of the central
image points and discard the others that do not con-
tribute to the phase error estimation. Shifting and
windowing together may achieve the highest signal-
to-noise ratio in order to maximize the accuracy of
the phase error estimation.

3. Phase Gradient Estimation. This is a linear, unbi-
ased minimum variance estimate. The phase error
estimate is obtained by integrating the estimated
phase gradient. Before operating the phase correc-
tion on each row, it is necessary to remove the linear
phase component from the estimated phase error to
prevent any image shifting due to the phase correc-
tion.

4. Iterative Phase Correction. This procedure is ap-
plied iteratively to the image until the root-mean-
square phase error becomes small enough or con-
vergence is reached. Finally, all the estimated phase
errors are summed together to give a total phase
error, which is removed from the original image.

4.3.2. Prominent Point Processing. Prominent point pro-
cessing (PPP), initially used in resolving moving target
imaging in SAR [23], utilizes information from several
prominent points to correct phase errors and convert non-
uniform rotation into a uniform rotation.

In spotlight SAR, any motion compensation method
must remove space-variant errors as well as space-invari-
ant errors. Multiple PPP is the procedure that can remove
both space-invariant and space-variant errors. In the mul-
tiple PPP, the first prominent point is used to remove
translational motions and adjust frequency and phase of
the returned signal so as to form a new image center. The

second prominent point corrects the phase error induced
by nonuniform rotations. The third prominent point is
used to measure the rotation rate and estimate the azi-
muth scale factor of the resulting image to achieve com-
plete focusing.

Figure 4 is a block diagram of multiple PPP embedded
in a spotlight SAR image formation. Instead of using sen-
sors to measure motion dynamics, the first point corrects
the space-invariant phase error induced by translation
motion and, thus, a new image center is formed. The sec-
ond point makes uniform rotation, and equalizes the gain
of the sampling position in azimuth. The third point esti-
mates the azimuth scale factor corresponding to the new
sampling position in azimuth. Then, the PFA utilizes
this information on accurate angular position to interpo-
late and generates fine-resolution and well-focused SAR
images.

5. INVERSE SYNTHETIC APERTURE
RADAR (ISAR) IMAGING

In spotlight SAR, the radar platform moves around the
object being imaged to acquire the necessary angular data,
while in ISAR, a stationary radar collects the angular data
through the object’s movement. Therefore, ISAR can be
seen as a variation of SAR that images objects by coher-
ently processing the returned radar data collected at dif-
ferent aspect angles.

The challenges in ISAR image formation stem from the
unknown nature of the object’s motion. An object being
imaged is often engaged in complicated motions that com-
bine translation and rotational motions. Thus, motion
compensation must be applied to form a focused image
of the object. Because the only available information is the
radar-collected data themselves, the ISAR motion com-
pensation is a data-driven process.

5.1. ISAR Motion Compensation

An ISAR image is formed by the Doppler shift at each
range cell, obtained by taking the Fourier transform over
the observation time interval. To use the Fourier trans-
form properly, it is assumed that the frequency content of
the analyzed signal is time-invariant. With this assump-
tion, a long observation time provides high Doppler reso-
lution. However, when the target moves, Doppler shifts
are time-varying and the assumption of time-invariant
Doppler frequency shifts is no longer valid. Thus, the
Doppler spectrum becomes smeared, degrading the
cross-range (formally called the azimuth resolution), and
the radar image becomes blurred.

There are many motion compensation algorithms for
solving the problem of Doppler smearing and image blur-
ring [24,25]. Most methods are Fourier-based approaches.
In order to apply the Fourier transform properly, during
the imaging time scatterers must remain in their range
cells and their Doppler frequency shifts must be constant.

Motion compensation algorithms typically consist of
range alignment and Doppler tracking. The standard
range alignment is accomplished by tracking the move-
ment of a reference point in the range profile (such as a
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prominent peak or the centroid) across pulses and fitting it
to a low-order polynomial [26]. This coarse range align-
ment allows a point scatterer to be sorted into the same
range bin across all the pulses. However, the accuracy of
the alignment is limited by the range resolution. The
range alignment may not be sufficient to overcome the
phase errors measured in terms of the radar wavelength.
Consequently, Doppler tracking must be carried out in or-
der to align the phase. There are many different schemes
that perform Doppler tracking, including the subaperture
approach [27,28], the cross-range centroid tracking ap-
proach [29], and PGA. These methods consider the Dopp-
ler shifts of the target as a whole, and apply the same
correction vector to all the scatterers in the image. This is
effective when translation motion is dominant.

From the radar received signal, if the target’s range as
a function of time is known exactly over the imaging time
duration, then the extraneous range-dependent phase
term can be removed by multiplying its conjugate with
the received signal. This is referred to as gross focusing or
motion compensation. Then, the image of the target can be
formed simply by taking the inverse Fourier transform of
the motion-compensated signal.

When the coherent processing interval is long or when
the target exhibits fast maneuvers, the phase error due to
the nonuniform rotational motion is seldom negligible and
must also be properly compensated. One useful scheme to
carry out this operation is to utilize the multiple PPP al-
gorithm to track one or more point scatterers in the image
in order to extract the motion parameters. Once the mo-
tion parameters are known, compensation of both trans-
lation and rotational motions can be achieved. The main

challenge in applying the multiple PPP algorithm is the
selection of the prominent point scatterers. However, in
practice, prominent point scatterers may be difficult to
pinpoint or not available at all.

Time–frequency analysis is another attractive way to
address the Doppler tracking issue in motion compensa-
tion [30,31]. Specifically, in Ref. 30 it was shown that by
applying the time–frequency transform in place of the
Fourier transform, the ISAR image can be effectively ex-
amined at each dwell-time instance, thus eliminating
range drift and Doppler smearing. A time–frequency-
based procedure for achieving both translation and rota-
tional motion compensation can be found in Ref. 32, where
an adaptive procedure extended from the adaptive spec-
trogram [33] is used to select and extract the phase of
multiple prominent point scatterers on the target. The ex-
tracted phase is then coupled with the multiple PPP model
to eliminate the undesirable motion errors in the original
radar data. In this manner, the phase of the focused image
is preserved and the Doppler resolution offered by the full
coherent processing interval can be achieved.

5.2. ISAR Polar Formatting

The PFA for ISAR imaging is similar to that for spotlight
SAR imaging. The main difference is that in ISAR pro-
cessing the motion of the target provides the change in
aspect necessary for Doppler processing, whereas in spot-
light SAR the change in aspect comes from the motion of
the radar. As a consequence of this difference, the aspect
change between the radar and the target is both unknown
and uncontrollable in ISAR imaging. Because the aspect

Initial
motion compensation

Removal of
translation motions

Removal of
rotational motions

Estimation of
azimuth scale factor

First
prominent point

Second
prominent point

Third
prominent point

Before removal
of translation.

     Range
before removal
of rotation

    Range
after remival
of rotation

Range

C
ro

ss
−r

an
ge

C
ro

ss
−r

an
ge

C
ro

ss
−r

an
ge

Prominent
point

selection

Figure 4. Block diagram of the multiple promi-
nent point processing.

4076 RADAR IMAGING



change defines the shape of the data surface, the rotation
of the target must be determined before PFA can be used
to process the data into imagery. Instead of modeling the
target motion, ISAR PFA models the data surface directly
and uses measurable scatterer motion quantities, such as
range, Doppler, and translation acceleration, to estimate
the data surface model parameters [21]. A quadratic data
surface model may be used that requires few parameters
but still allows compensation for the majority of the non-
linear rotational motion in the target.

5.3. Time–Frequency-Based ISAR Image Formation

Conventional ISAR image formation is based on the Fou-
rier transform and assumes that Doppler frequency shifts
of scatterers are constant. However, when the Doppler
spectrum is time-varying, Fourier-based images become
blurred and, thus, time–frequency-based image formation
should be used to generate clearer images of moving tar-
gets [30].

Figure 5a illustrates time–frequency-based image for-
mation. Standard motion compensation is used prior to
image formation. The Fourier-based image formation gen-
erates only one image frame from an M�N complex (in-
phase and quadrature phase) dataset. The data consist of
M time-series histories, each having length N. However,
time–frequency-based image formation takes the time–
frequency transform for each time series and generates an

N�N time–Doppler distribution. By combining the M
time–Doppler distributions at M range cells, the N�M
�N time–range–Doppler cube Q(rm,fn,tn) can be formed as

Qðrm; fn; tnÞ¼TFfGfrmðnÞgg

where TF denotes the time–frequency operation with re-
spect to the variable n. At a particular time instant ti, only
one range–Doppler image frame Q(rm,fn,tn¼ ti) can be ex-
tracted from the cube. There are a total of N image frames
available, and every one represents a full range–Doppler
image at a particular time instant. Therefore, by replacing
the Fourier transform with the time–frequency transform,
a 2D range–Doppler Fourier image frame becomes a 3D
time–range–Doppler image cube. The integration of the N
timeframes is equivalent to the Fourier image. By sam-
pling the image cube in time, a time sequence of 2D range–
Doppler images can be viewed. Each individual time-sam-
pled frame from the cube provides not only a clear image
with superior resolution but also temporal change prop-
erties from one time to another.

Figure 5b shows the conventional ISAR Fourier image
of an aircraft using an X-band radar operating at
9000 MHz [31]. Because the target is maneuvering, the
Fourier image of the target is still blurred even after ap-
plying the standard procedure for focusing. By using time–
frequency-based image formation, because each scatterer
has its own range and Doppler shift at each time instant,
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without knowing any of the target’s kinematic parameters
and after resampling the data, a blurred Fourier image
becomes a sequence of clear time–frequency images.
Figure 5c shows one of these time–frequency images in which
the nose, wingtips, fuselage, and engines of the aircraft can
be seen very clearly. The blurred image due to target
maneuvering can be refocused without applying sophisti-
cated autofocusing or motion compensation algorithms.

6. SAR IMAGING OF MOVING TARGETS

A SAR image is a high-resolution map of surface target
areas and terrain in the range and cross-range domains. If
there are moving targets in the scene, SAR cannot simul-
taneously produce clear images of both the stationary tar-
gets and moving targets. Usually, moving targets appear
as defocused and spatially displaced objects superimposed
on the SAR map. Therefore, how to detect and clearly im-
age moving targets becomes an important issue.

Moving-target indication (MTI) is a function in SAR.
With the MTI function, radar returns from terrain and
stationary objects can be suppressed; only the returns
from moving targets are used to reconstruct radar images.
For focusing the image of detected moving targets, many
algorithms that compensate the target’s motion and per-
form phase correction can be used. Because of the addi-
tional Doppler shift caused by target motion, the detected
and focused target is not necessarily located in its true
location in the SAR scene. To relocate it, a multiple-aper-
ture antenna array may be used in the SAR system.

When targets are moving, the motion-induced phase
errors cause these images to be mislocated in the cross-
range dimension and smeared in both the cross-range and
the range domains.

Raney in [34] first discussed the issue of SAR imaging
of moving targets. He proposed a simple frequency-
domain technique for detecting moving targets in a sin-
gle-aperture channel SAR. Because the detection requires
clutter suppression, clutter cancellation approaches using
multiple-antenna channels, such as the space-time adap-
tive processing, can also be used.

6.1. Multiple-Antenna SAR

Raney discussed the effect of motion parameters on the
image of a moving target, specifically, the problem of im-
age smearing and mislocating [34]. If we know the Dopp-
ler centroid and the Doppler rate exactly, then the velocity
of the moving target can be calculated. However, the
Doppler centroid and the Doppler rate of the moving tar-
get are determined not only by its velocity but also by its
initial location, which we may not know. Therefore, the
velocity of a moving target cannot be obtained, and the
mislocating problem cannot be solved.

To estimate the target’s velocities and reposition mis-
located moving targets to their true locations, multiple-
antenna systems, such as the interferometry, planar ap-
ertures, and antenna arrays, are required. Using multiple
antennas with their independent receive channels, the so-
called displaced phase center antenna technique or the

spacetime adaptive processing technique can be applied to
suppress clutter.

The displaced phase center antenna (DPCA) technique
was motivated by the two-pulse cancellation technique in
moving-target indication [35]. Two side-looking antenna
apertures are aligned along the flight track and normal to
the radar LoS. The PRF of the transmitted signals is ad-
justed such that if a pulse is transmitted at the first ap-
erture, the second aperture will transmit a pulse when it
moves to the position where the first aperture was located
and transmitted the previous pulse. With DPCA, targets
that are buried in the clutter and cannot be detected using
single-channel methods may be detectable.

DPCA uses only two antenna apertures. If multiple ap-
ertures are used, the radar receives a set of returns, each
stamped by its time of arrival and its spatial location at
the apertures. The multiaperture processing is referred to
as a space-time processing. Space-time adaptive process-
ing (STAP) is the one with adaptive spatial and temporal
weights [36,37].

With multiple-antenna and space-time adaptive pro-
cessing, SAR is able to detect moving targets and produce
range and cross-range image of both stationary targets
and moving targets.

6.2. Ground Moving-Target Indicator

The ground moving-target indicator (GMTI) is designed to
reject radar returns from clutter, such as buildings and
trees, and detect moving targets, such as tanks, trucks,
and aircraft, that could otherwise be obscured. The differ-
ence in Doppler frequency shifts between moving targets
and the clutter is used to suppress the clutter and detect
moving targets. With the GMTI, slow moving targets can
also be detected even if their Doppler shifts are very small.

Several multiple-antenna techniques are used to per-
form GMTI. The basic idea behind using multiple anten-
nas is to have multiple phase centers. The radar compares
the received data at the same place in space but at differ-
ent times. When the radar platform moves, the phase cen-
ter of each antenna passes through the same place but at a
different time. This is called a displaced phase center. With
displaced phase centers, the clutter will remain the same,
but moving targets will change their locations.

In the GMTI radar system, instead of a single-antenna
aperture, an antenna array is used. The antenna array
may be either along the flight track such as the Joint
Strategic Target Attack Radar System (Joint STARS) [38],
which is an electronically scanned side-looking airborne
radar, or a scanned planar array mounted on the nose of
an airplane such as the AN/APY-6 radar [39]. Both the
Joint STARS and the AN/APY-6 is a three-port interfero-
metric radar. Compared with the conventional monopulse
radar, the interferometric radar provides a low-sidelobe
radiation pattern.

7. CONCLUDING REMARKS

After more than 20 years’ accomplishments in theories,
algorithms, and experiments, radar imaging becomes a
well-developed technique and is widely used for civilian
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and military purposes. However, many conventional syn-
thetic aperture radar systems operate with a single an-
tenna and a fixed polarization mode for both transmission
and reception, and generate two-dimensional images.

Polarimetric SAR that utilizes combinations of antenna
polarization for transmission and reception has been de-
veloped [40]. Polarimetry provides valuable information
on identifying different scattering properties in SAR
scenes. Polarimetric data are usually represented by a
complex scattering matrix or covariance matrix. Combi-
nations of the antenna polarization include horizontal
transmit/horizontal receive (HH), horizontal transmit/ver-
tical receive (HV), vertical transmit/horizontal receive
(VH), and vertical transmit/vertical receive (VV). Any po-
larization can be obtained by a linear combination of a set
of orthogonal polarizations.

The conventional SAR image is a two-dimensional
depth (range) and width (cross-range) image without
height. If height information can be obtained for each
cell in the SAR image, then a three-dimensional image of
the SAR scene can be generated. Similar to the optical
stereo technique, a three-dimensional SAR image may be
obtained by using two SAR images of the same scene re-
corded at different antenna locations, called the interfero-
metric SAR. The interferometric SAR utilizes two
receiving antenna apertures to record radar returns
from scatterers at slightly different altitudes and gener-
ates topographic maps. The phase difference between the
two receiving apertures is related to the height of a scat-
terer [41,42]. Height information can also be obtained in a
single-antenna SAR flying along a curved flight path or by
making two passes of a straight-line flight path at differ-
ent altitudes. Polarimetric interferometry SAR proposed
in Ref. 43 combines the polarimetric and the interfero-
metric SAR that improves the signal-to-noise ratio in SAR
image.

For imaging objects under tree canopy or buried in the
ground, ultrawideband (UWB) foliage penetration (FO-
PEN) SAR and ground penetration radar (GPR) have been
developed. UWB SAR operates at a low radiofrequency
(20–1100 MHz) such that it can penetrate foliage for
countercamouflage, concealment, and deception (CCD)
and penetrate ground for the detection of buried objects
[44,45].

Another advanced development in radar imaging is the
bistatic SAR. ‘‘Bistatic’’ means that the transmitter and
receiver of the radar are located in two different sites,
which have the potential of countering vulnerability from
electronic countermeasures. To form an image from a
bistatic radar, image formation algorithms derived from
the monostatic SAR must be modified to include the effects
of motion in both the transmitter and the receiver. More
sophisticated high-resolution bistatic image formation
algorithms are under development [46,47].
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Radar polarimetry is the study of the vector nature of ra-
dar signals and how the relationships between the vector
field components can be used to infer the geometry and
composition of the illuminated surfaces and targets. In
much the same way that a color photograph contains more
information than a black-and-white image, polarimetric
radar systems, those that measure the vector properties of
the scattered radiation, provide much more information
on the illuminated scene than do single polarization sys-
tems. The polarimetric properties of a radar target are
intimately connected to the target’s geometry. Spherically
shaped targets, such as raindrops, respond to polarized
electromagnetic radiation very differently than do the
pointed corners of a building, the filamentary branches
of a tree, or the waves on the ocean surface. Polarimetric
radar systems quantify these differences and exploit them.
For instance, polarimetry can be used to better discrimi-
nate between bursts of wind-blown rain and aircraft, be-
tween breaking water waves and submarine periscopes,
and between forested and urban areas.

Polarization is a characteristic of all electromagnetic
(EM) radiation. Any EM wave, regardless of which part of
the spectrum it occupies, propagates through free space as
a transverse wave. The electric and magnetic fields of the
wave are directed perpendicular to one another and lie in
a plane perpendicular to the direction of propagation. It is
the direction of these fields and how they vary with time
and space that define the polarization state of the wave.
The phenomenon of polarization can be illustrated easily
with polarized sunglasses. Polarized sunglasses are de-
signed to preferentially attenuate light whose electric field
is oriented horizontally, since this is the predominant
polarization state of the reflected light that constitutes
glare. When the glasses are oriented horizontally (as they
are when they are worn), the light that passes through the
lenses is essentially vertically polarized. If a second pair of
glasses is placed in line with the first, little change in the
transmitted light will occur until the second pair is rotated
by 901. The lenses then become cross-polarized, and the
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view through the cascaded lenses goes dark as the second
lens blocks the polarized light passed by the first.

Most common radar systems, such as those found on
ships for navigation or those used by police to monitor au-
tomobile speeds, use a single antenna and thus a single
polarization. These systems transmit a pulse with a polar-
ization state determined by the antenna design. The pulse
propagates out from the antenna, reflects off the target,
and then propagates back to the antenna, where it is de-
tected by the radar receiver. Although the target echo and
the transmitted pulse may have different polarization
states, due to changes incurred by the target’s geometry
or composition, only the component of the reflected echo
that matches the antenna polarization will be collected.
Were the target to alter the polarization state sufficiently,
such that the reflected echo was orthogonal to the trans-
mitted pulse, no echo would be detected by the radar. As in
the case of the cross-polarized sunglasses, the target would
be essentially invisible to this single-polarization radar. In
contrast, polarimetric radar systems use multiple anten-
nas and switches that allow a complete characterization of
the reflected echo while allowing variation in the trans-
mitted polarization as well. In fact, a fully polarimetric
system can determine the echo for any combination of
transmit and receive polarizations using only a small num-
ber (at most four) of judiciously chosen measurements.

Radar systems require more than multiple antennas
and switches to operate polarimetrically. Another impor-
tant aspect of a polarimetric radar system is coherence.
Determination of the polarization state of an EM wave
requires specification of both the relative magnitudes of
the EM field components as well as their relative phases.
A radar is coherent if it can measure the relative phase, as
well as magnitude, of received echoes, and thus polari-
metric radars must be coherent. (An exception to this rule
is discussed in the last section of this article.) Relative
phase indicates the timing of one EM wave component
relative to another, specifying whether the vertically po-
larized component reaches its peak when the horizontal is
near its minimum, for instance. This timing difference
contains information on the structure and composition of
the target.

Relative phase is also crucial if the response of a target
to an arbitrary combination of transmit and receive po-
larizations is to be mathematically synthesized, rather
than directly measured. This process is called polarization
synthesis. From a small set of coherent measurements
utilizing orthogonal polarizations (e.g., vertical and hori-
zontal), polarization synthesis computes the radar cross
section (RCS) of a given target for any desired combination
of transmit and receive polarizations. No additional
measurements of the target are needed. The results of po-
larization synthesis indicate which polarization combina-
tions enhance the visibility of the target and which
combinations reduce the backscatter from other, unde-
sired objects (often referred to as clutter). In addition, a
plot of the RCS as a function of the receive and transmit
polarizations forms a polarization signature, which may
indicate the basic geometry of the target.

Just how much can be learned about an object or a
surface from its polarimetric properties is still an area of

active research, particularly in the remote sensing com-
munity. Airborne polarimetric radars are being investi-
gated as tools for monitoring land use, classifying terrain,
topographic mapping, and imaging of the ocean surface.
The mathematical tools that aid in the analysis and in-
terpretation of polarimetric data are under development
as well. These tools allow decomposition of a complicated
scene into simpler, canonical structures that indicate the
nature of the predominant scattering centers.

The following sections describe radar polarimetry in
more detail. In the next section, the basic mathematical
framework of polarimetry is presented, including the rep-
resentation of polarized EM fields and of the polarimetric
response. Important aspects of polarimetric system design
are then discussed, and the article concludes with a sum-
mary of current research topics.

1. MATHEMATICAL FOUNDATION

1.1. Representation of Polarized Electromagnetic Waves

1.1.1. Completely Polarized Waves. The polarization
state of an EM wave is determined by the relative mag-
nitudes and phases of its electric field components. As-
sume a plane EM wave is propagating along the z-axis of a
right-handed coordinate system. The electric field lies in
the x–y plane and can be expressed as

E¼E�x cos ðot� kzþ axÞx̂xþE�y cos ðot� kzþ ayÞŷy ð1Þ

where o¼ 2pf is the radian frequency, k¼2p/l is the wave-
number, l is the wavelength, t is time, and x̂x and ŷy are
unit vectors in the x and y directions, respectively. ax and
ay are the phases of the x and y components, and the cor-
responding magnitudes are E�x and E�y:

The wave is said to be linearly polarized if ax¼ ay¼ a: In
this case, the two components are in phase with one an-
other and Eq. (1) can be simplified to

E¼ cos ðot� kzþ aÞ . ðE�xx̂xþE�yŷyÞ

¼E� cos ðot� kzþ aÞ . êe
ð2Þ

where

E� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðE�xÞ

2
þ ðE�yÞ

2
q

ð3Þ

êe¼
E�xx̂xþE�yŷy

E�
ð4Þ

In this case, the field is always parallel to the unit vector êe;
as illustrated in Fig. 1. As the magnitude and sign of the
field vary with time and/or position, the tip of the field
vector traces out a straight line parallel to êe:

Elliptical polarization results when axOay. In this
more general case, the two components are no longer in
phase and the direction of the electric field is no longer
constant. The tip of the electric field vector at any point
in space (value of z) traces out an ellipse as time progress-
es. This can be illustrated by evaluating Eq. (1) at a
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particular value of z, for example, z¼ 0:

Eðz¼ 0Þ¼E�x cosðotþ axÞx̂xþE�y cosðotþ ayÞŷy ð5Þ

This ellipse is illustrated in Fig. 2. The ellipse is charac-
terized by its orientation angle c and ellipticity angle w. In
terms of the original x and y amplitudes and phases, c and
w are given by

tan ð2cÞ¼ tan ð2xÞ . cos ðdÞ

sin ð2wÞ¼ sin ð2aÞ . sin ðdÞ
ð6Þ

where

tan ðxÞ¼
E�y
E�x

ð7Þ

and

d¼ ay � ax ð8Þ

Note that c is defined as the smallest angle between
the x axis and the major axis of the ellipse. The elliptic-
ity angle can be related to the major and minor axes
of the ellipse, 2E�x0 and 2E�y0 ; respectively, through the
expression

tan ðwÞ¼ � E�y0=E
�
x0 ð9Þ

With these definitions, the limits of w are � 451rwr451
while c spans the range � 901rcr901. The direction of
rotation of the electric field vector about the ellipse is
specified by the sign of w. By IEEE convention, left-hand
elliptical polarization is specified by w40, while right-
hand rotation is denoted by wo0. Note that if |w|¼ 451,
the ellipse degenerates to a circle. This special case is re-
ferred to as circular polarization.

Vector notation is a convenient way to denote polariz-
ed fields. In vector exponential form, Eq. (1) can be written
as

E¼Re e�jðot�kzþ ayÞ
E�xejd

E�y

" #( )
¼Refe�jðot�kzþ ayÞEg ð10Þ

where

E¼
E�xejd

E�y

" #
�

Ex

Ey

" #
ð11Þ

completely defines the polarization state of the wave.
When a polarized electromagnetic wave is expressed in
the vector form of Eq. (11), the time harmonic factor
e�jðot�kzÞ is assumed. The phase factor e�jay in Eq. (10)
can be dropped, since the value of ay depends on the ar-
bitrary choice of a phase reference. The polarization state
can be defined even more compactly by the complex po-
larization ratio, P¼Ey/Ex. All aspects of a polarized wave
(except for field strength) can be expressed in terms of this
single, complex number [1a].

The Stokes vector is an alternative representation of
polarized fields, defined in the following manner:

F¼

Exj j
2
þ Ey

�� ��2

Exj j
2
� Ey

�� ��2

2 ReðExE�yÞ

2 ImðExE�yÞ

2
6666664

3
7777775
¼

I0

Q

U

V

2
666664

3
777775

ð12Þ

x

^

y

(t1,z)

(t2,z)
(t3,z)

e

Figure 1. Electric field at three instants in time for a linearly
polarized EM wave. The electric field vector is always parallel to a
line defined by the vector êe: The direction of êe depends on the
relative magnitudes of the x and y components of the field.

(t1,z)

(t2,z)

(t3,z)

x

y

χ ψ

Figure 2. Electric field at three instants in time for an ellipti-
cally polarized EM wave. The tip of the electric field vector traces
out an ellipse as time progresses. The ellipse is characterized by
its orientation angle c and its ellipticity angle w.
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[The Stokes vector is sometimes defined with the element
V in the second position within the vector:

F¼

Exj j
2
þ Ey

�� ��2

2 ImðExE�yÞ

Exj j
2
� Ey

�� ��2

2 ReðExE�yÞ

2
6666664

3
7777775

In addition, some authors define V¼ 2 ImðE�xEyÞ¼ ð�1Þ 	
2 ImðExE�yÞ:� While the representations in Eqs. (11) and
(12) contain the same information about wave polarization
in the case of a completely polarized wave, the Stokes vec-
tor has the advantage that all the vector elements are
real-valued, and, as discussed in the following section, it
can accommodate fields that are not completely polarized.

For completely polarized waves, it can be shown that
I2

0 ¼Q2þU2þV2. This is the equation of a sphere of ra-
dius I0. Each polarization state can thus be mapped
uniquely onto a point of a sphere, using the parameters
Q; U; V as Cartesian coordinates. This graphical repre-
sentation of wave polarization is referred to as the Poin-
caré sphere [1b].

1.1.2. Partial Polarization. Not all polarized EM waves
can be adequately described using the representation of
Eq. (11). The polarization state of natural EM waves, such
as sunlight, is unpolarized, meaning that the polarization
state varies randomly from one time instant to the next.
Similarly, the polarization state of the radar backscatter
from some surfaces, such as the sea surface or a wind-
blown canopy of trees, may vary rapidly with time. The
total radar backscatter in these cases is the vector sum of
many individual echoes produced by many discrete scat-
tering centers located within the radar footprint, each of
which is moving and evolving. The net polarization state
may be nearly linear at one instant, but elliptical only a
few milliseconds later. Even if these surfaces could be fro-
zen in time, the polarization state would still vary appre-
ciably as the radar beam was moved about in space, since
new scattering centers would enter the spot illuminated
by the beam as others would exit. What is needed in these
situations is a statistical measure of the polarization state
of the wave. The Stokes vector can be adapted to these
situations, in which the time and/or spatially varying
fields are termed partially polarized.

For partially polarized waves, the ensemble averages of
the Stokes vector elements, indicated by angular brackets
h i; are used. The Stokes vector becomes

F¼

hjExj
2þ jEyj

2i

hjExj
2 � jEyj

2i

h2 ReðExE�yÞi

h2 ImðExE�yÞi

2
666664

3
777775

ð13Þ

The average may be over time with the radar directed at a
single spot, over space if the surface is stationary, or over a
mixture of time and space. The last two elements, U and V,

indicate the degree of correlation between the x and y
components. For a completely unpolarized wave, Ex and
Ey are uncorrelated and thus U¼V¼0.

1.1.3. Vertical and Horizontal Polarization. In most ra-
dar applications, it is more convenient to represent polar-
ized waves in a spherical, rather than rectangular,
coordinate system. Since the electric and magnetic fields
that propagate in free space are transverse to the direction
of propagation, and thus do not always lie in a convenient,
fixed plane (such as the x–y plane assumed thus far), a
spherical coordinate system is a more natural choice. This
is illustrated in Fig. 3. The direction of propagation of the
wave (formerly the ẑz direction) is denoted by the unit vec-
tor k̂k; while the transverse coordinate unit vectors (for-
merly x̂x and ŷy) are v̂v and ĥh. The coordinate system ðk̂k; v̂v; ĥhÞ
is defined such that it coincides with the standard spher-
ical system ðr̂r; ŷy; f̂fÞ. The letters v and h refer to vertical
and horizontal polarization, respectively, a reference to
the fact that if the y¼ 901 plane is assumed to be Earth’s
surface (as it usually is), v̂v contains a vertically oriented
component while ĥh lies in a horizontal plane. In this co-
ordinate system, a spherical wave can be expressed as

E¼ ðEvv̂vþEhĥhÞ
ejkk̂k . r

r
ð14Þ

where r¼ rr̂r; and r is the distance from the coordinate
system origin. Sufficiently far from the origin and over a
small enough range of angles about the direction k̂k; this

z

kv̂

^

ŷ

x

h

ĥ

E

θ

φ

^

Figure 3. Diagram indicating the decomposition of the electric
field Eðt; zÞ into vertically and horizontally polarized components.
The direction of propagation, denoted by the unit vector k̂k; and
the vertically and horizontally polarized unit vectors, v̂v and ĥh;
respectively, form a right-handed coordinate system coincident
with the standard spherical coordinate system ðr̂r; ŷy; f̂fÞ: The terms
‘‘vertical’’ and ‘‘horizontal’’ arise from the fact that ĥh is always
parallel to the horizontal ðŷy¼90�Þ plane while v̂v has a component
in the vertical ðẑzÞ direction.
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spherical wave can be considered to be a plane wave. All
the expressions derived above for a plane wave propagat-
ing in the z direction are then still valid with the x and y
subscripts interchanged with ‘‘v’’ and ‘‘h’’, respectively.
Note that with this transformation, the orientation angle,
c, is defined relative to the vertical axis. Other authors
use alternative conventions, however, that define c rela-
tive to the horizontal.

1.2. Representation of the Polarimetric Response

The previous section describes how the polarization state
of an EM wave can be described mathematically. In this
section, two formalisms are presented that describe how
the polarization state of a wave is altered when it reflects
off a target. The first, which applies to completely polar-
ized waves, utilizes the scattering matrix to describe the
target’s polarimetric properties. The second, which can be
applied to completely or partially polarized targets, uses
the Mueller matrix to describe the target. Both matrices
describe the target’s polarimetric properties by quantify-
ing how the polarization of the reflected wave is related to
the polarization of the incident wave, and both are com-
plete descriptions of the scattering properties of the illu-
minated scene or target. As shown in what follows, the
response of the scene to any combination of transmit and
receive polarizations can be computed from these matri-
ces, without the need for additional measurements.

When using any representation of the polarimetric re-
sponse, care must be taken that consistent source, target,
and receiver coordinate systems are used. This article as-
sumes the backscatter alignment (BSA) convention in
which the incident and scattered wave unit vectors are
identical. For a description of other conventions, see Refs.
1a, 1b, and 2. The notation used in this section closely
matches that of Ref. 2.

1.2.1. Polarization Scattering Matrix. The scattering
matrix is a 2� 2 matrix relating the transmitted wave
incident on a target Et to the reflected wave at the
receiver Er:

Er
¼

ejkr

r
�SSEt

ð15Þ

where

Er
¼

Er
v

Er
h

" #
; Et

¼
Et

v

Et
h

" #
ð16Þ

and

�SS¼
�SSvv

�SSvh

�SShv
�SShh

" #
ð17Þ

is the scattering matrix. The elements of �SS are complex,
containing both magnitude and phase information, but in
most cases the four magnitudes and phases are not inde-
pendent. In the case of a monostatic radar in the absence
of any nonreciprocal materials (e.g., ferromagnetics or

plasmas in a magnetic field), the reciprocity theorem forc-
es �SSvh¼

�SShv, and thus there are three independent mag-
nitudes and two independent (relative) phases. Although
not explicitly shown in Eq. (17), the elements of �SS are in
general functions of the radar frequency as well as the
orientation of the target relative to the radar system.

The variation of the scattering matrix elements with
target orientation is undesirable in terms of target recog-
nition. The task of identifying an unknown target at an
unknown aspect would be much simpler if the form of its
scattering matrix were essentially independent of orien-
tation. An eigenvalue analysis of the scattering matrix can
partially achieve this goal while also providing physical
insight into the scattering process. Through an eigenvalue
analysis (e.g., see Ref. 1b), it can be shown that the scat-
tering matrix can be diagonalized and represented by the
following five independent parameters; m2; the maximum
RCS of the target; ct; the orientation angle; t, the sym-
metry angle; n, the bounce angle; and g, the polarizability
angle. With the exception of ct; which is a direct measure
of the target’s rotation angle, these parameters are inde-
pendent of target rotations about the radar line of sight
and are thus relatively invariant indicators of a target’s
identity. (The parameter values will change, however, if
the radar views the target from a different line of sight.) t
is a measure of the symmetry of the target, having a value
of 01 for targets with a plane of symmetry and a value of
7451 for nonsymmetric objects, and is also the ellipticity
angle of the eigenvectors. The bounce angle n indicates the
number of bounces involved in the target scattering, with
a value of 01 corresponding to an odd number of bounces
and a value of 7901 indicating an even number. Examples
of odd bounce targets are spheres (one bounce) and trihe-
dral corner reflectors (three bounces; see Example 1 below
here), while the dihedral corner reflector is an even
bounce scatterer (two bounces; see Example 2 here). The
polarizability g indicates the ability of the target to polar-
ize incident radiation that is unpolarized, with 01 and 451
corresponding to complete and no polarizability, respec-
tively. An example of a target with a high degree of po-
larizability is a long, thin wire, which tends to reflect only
radiation polarized parallel to its axis. In contrast, a
sphere exhibits g¼451, since it has no preferred axis of
symmetry. These five parameters are sometimes referred
to as the Huynen parameters, in reference to their intro-
duction by J. R. Huynen [3]. These parameters also de-
scribe the null and maximum polarizations for the target,
those polarization states for which the RCS is zero and m2;
respectively. When plotted on the Poincaré sphere, these
polarization states define a characteristic structure called
the polarization fork (see, e.g., Refs. 2 and 4).

In practice, the elements of the scattering matrix are
generally obtained by recording the radar echoes from two
pulses. First, the radar system transmits a pure vertically
polarized wave

Et
¼Et

v

1

0

" #

and the receiver detects and records both the vertically
and horizontally polarized echoes, Evv and Ehv: From
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Eqs. (15)–(17), �SSvv and �SShv can then be calculated from

�SSvv¼
r

ejkr
.

Evv

Et
v

; �SShv¼
r

ejkr
.

Ehv

Et
v

ð18Þ

Similarly, �SShh and �SSvh are determined by transmitting a
pure horizontally polarized pulse,

Et
¼Et

h

0

1

" #

and recording the vertically and horizontally polarized
echoes Ehh and Evh from which the remaining scattering
matrix elements

�SShh¼
r

ejkr
.

Ehh

Et
h

; �SSvh¼
r

ejkr
.

Evh

Et
h

ð19Þ

are obtained. Of course, two pulses of any two linearly in-
dependent polarization states could be used to determine
the scattering matrix elements, since Eq. (15) defines four
equations in four unknowns. But in general practice, pure
vertically and horizontally polarized pulses are used.

Example 1 (Sphere). The simplest scattering matrix is that
of sphere, given by

�SSsphere¼A
1 0

0 1

" #
ð20Þ

where the constant A depends on the sphere’s size. This
target does not alter the polarization state of the incident
radiation, since �SShv¼

�SSvh¼ 0, and responds identically to
horizontally and vertically polarized radiation. Other ob-
jects with scattering matrices of the same form are large,
flat surfaces at normal incidence and trihedral corner re-
flectors. The latter is a type of radar calibration target re-
sembling the inside corner of a box. For these targets, the
Huynen parameters t, n, and g are equal to 01, 01, and 451,
respectively, while the orientation angle ct is arbitrary.

Example 2 (Rotated Dihedral Corner Reflector). A dihedral
corner reflector is a radar calibration target formed from
two intersecting, perpendicular plates. The scattering ma-
trix of this target with the seam rotated at an angle y rel-
ative to the horizontal plane is

�SSdihedral¼A
cos ð2yÞ sin ð2yÞ

sin ð2yÞ �cos ð2yÞ

" #
ð21Þ

where A depends on the size of the plates. The tendency of
this target to depolarize (change the polarization state of)
the incident radiation is strongly dependent on its orien-
tation. At y¼ 22.51, vertically or horizontally polarized in-
cident radiation will be rotated 451 after reflection,
whereas at y¼ 451, the rotation is 901. The Huynen
parameters for the dihedral are ct¼ y; t¼ 01, n¼451,
and g¼ 451.

Example 3 (Helix). The scattering matrix for a simple
helix is

�SShelix¼
1

2

�1 �j

�j 1

" #
ð22Þ

where the þ and � signs refer to left- and right-handed
helices, respectively. The factor j¼

ffiffiffiffiffiffiffi
�1
p

¼ ejp=2 arises from
the natural mode of oscillation for the helix, circular po-
larization, in which the relative phase between the verti-
cal and horizontal components is p=2 radians (901). The
Huynen parameters t and g are 7451 and 01, respectively,
while ct and n are arbitrary.

1.2.2. Mueller Matrix. In the same way that the scat-
tering matrix relates the EM fields incident on and re-
flected from a target, the Mueller matrix relates the
incident and scattered Stokes vectors

Fr
¼

1

r2
�LLFt

ð23Þ

where

Fr
¼

Ir
0

Qr

Ur

Vr

2

666664

3

777775
; Ft

¼

It
0

Qt

Ut

Vt

2

666664

3

777775
ð24Þ

and �LL is the 4� 4 Mueller matrix. Unlike in the case of the
scattering matrix, the Mueller matrix elements are real.
(Note that a factor of 1=r2 is required, rather than 1=r as
for the scattering matrix expression, since the Stokes vec-
tor elements are proportional to products of the field com-
ponents.) As shown in Ref. 2, the Mueller matrix elements
can be expressed in terms of the scattering matrix ele-
ments through

�LL¼R �WWR�1
ð25Þ

where

R¼

1 1 0 0

1 �1 0 0

0 0 1 1

0 0 �i i

2
666664

3
777775

ð26Þ

and

W¼

�SS�vv
�SSvv

�SS�vh
�SSvh

�SS�vh
�SSvv

�SS�vv
�SSvh

�SS�hv
�SShv

�SS�hh
�SShh

�SS�hh
�SShv

�SS�hv
�SShh

�SS�hv
�SSvv

�SS�hh
�SSvh

�SS�hh
�SSvv

�SS�hv
�SSvh

�SS�vv
�SShv

�SS�vh
�SShh

�SS�vh
�SShv

�SS�vv
�SShh

2
6666664

3
7777775

ð27Þ
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This relationship between �LL and �SS is strictly valid only for
completely polarized targets, since �SS does not exist other-
wise. Complex radar targets, such as wind-blown trees,
exhibit time-varying polarization matrix elements, and no
single scattering matrix can describe their polarization
transformation properties. The elements of �SS tend to be
zero-mean quantities, and so averaging these terms is not
an effective way to describe the average polarization scat-
tering behavior of a target. This average behavior can be
described by computing a time-averaged Mueller matrix,
however. In practice, the average Mueller matrix is some-
times calculated by first computing the scattering matrix
elements from each pair of a large number of alternating
vertically and horizontally polarized transmit pulses, us-
ing Eqs. (18) and (19). Equations (26) and (27) are then
used to compute individual Mueller matrices for each
measurement. The final, averaged Mueller matrix is
then calculated by averaging the individual matrix ele-
ments. This procedure is valid if the target or scene of in-
terest can be considered to be stationary, and thus
completely polarized, over the time period required to
transmit a single pair of vertically and horizontally polar-
ized pulses. As this interval can be as short as a fraction of
a millisecond, this is a very reasonable assumption in
many cases. A direct technique for computing the time-
averaged Mueller matrix, without calculating a sequence
of polarization scattering matrices, is described in Ref. 5.

Some authors use different names for the matrix �LL de-
fined using the BSA convention and that defined using the
forwardscatter alignment (FSA) convention, referring to
the former as the Kennaugh matrix and the latter as the
Mueller matrix [1a]. While making this distinction avoids
potential confusion, both are commonly referred to as the
Mueller matrix.

1.2.3. Other Representations of the Polarimetric
Response. In addition to the scattering and Mueller ma-
trix formalisms, the polarimetric scattering properties of
the target can also be expressed by the covariance matrix
C and the coherency (or density) matrix r. In terms of the
scattering matrix elements, these matrices are given by

C¼

SvvS�vv

ffiffiffi
2
p

SvvS�vh SvvS�hh
ffiffiffi
2
p

SvhS�vv 2SvhS�vh

ffiffiffi
2
p

SvhS�hh

ShhS�vv

ffiffiffi
2
p

ShhS�vh ShhS�hh

2
6664

3
7775 ð28Þ

r¼

aa� ab� ac�

ba� bb� bc�

ca� cb� cc�

2

664

3

775 ð29Þ

where

a¼
SvvþShh

2
; b¼

Svv � Shh

2
; c¼Svh¼Shv ð30Þ

(These expressions apply to the backscattering, reciprocal
case. In the general bistatic case, both C and r are 4� 4
matrices.) As in the case of the Mueller matrix, these

matrices can be applied to the partially polarized case
through averaging of the elements, and they contain the
same information as do the scattering or Mueller matri-
ces. Different aspects of polarimetry are expressed more
compactly with one representation or the other, however.
(See, e.g., Refs. 2 and 4.)

1.2.4. Polarization Synthesis. The scattering and
Mueller matrices are complete representations of the po-
larimetric scattering properties of a target or surface in
that the target response to any combination of transmit
and receive polarizations can be computed from them. Po-
larization synthesis refers to the process of determining a
target’s response to an arbitrary combination of transmit
and receive polarizations by way of the target’s scattering
or Mueller matrix, without actually transmitting and
receiving these polarization states.

The equation describing polarization synthesis can be
derived by starting with the definition of the (monostatic)
RCS of a target

s¼ 4p lim
r!1

r2 Es .Es�

Et .Et�

 !
¼ 4p lim

r!1
r2 jE

s
j2

jEt
j2

� �
ð31Þ

where jEs
j2 is the electric field intensity scattered by the

target, measured at the receiver, and jEt
j2 is the incident

electric field intensity, measured at the target, and r is the
distance between the radar antenna and the target. This
expression states that the RCS is given by the power per
unit solid angle incident on the antenna divided by the
power per unit area incident on the target.

As it stands, this expression does not account for the
polarization of the receive antenna. A system will measure
this value of the RCS only if the receive antenna is de-
signed to receive the polarization state of Es: Otherwise,
only a fraction of the power incident on the antenna will be
actually absorbed, and the measured RCS will be lower
than that given by Eq. (31). This effect can be accounted
for in the following way. The polarization of an antenna
is defined by the unit vector p, the polarization vector,
given by

p¼
E

jEj
ð32Þ

where, by IEEE convention, E is the far field radiated by
the antenna when it is used to transmit. If a field Es im-
pinges on a receive antenna having polarization pr, the
effective field incident on the antenna is the projection
of Es on pr, pr .Es; and the effective field intensity is
then jpr .Es

j2: The expression for the cross section in this
case is

srt¼ 4p lim
r!1

r2 jp
r .Es
j2

jEt
j2

� �
ð33Þ

Noting that Es
¼ ðejkr=rÞ �SSEt and making the substitu-

tion pt¼ ðEt=jEt
jÞ produces the polarization synthesis

equation:

srt¼ ðp
r . �SSptÞ

2
ð34Þ
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Once �SS has been determined, the target RCS for any com-
bination of transmit and receive polarizations can be com-
puted from this expression. The unit vectors pr and pt

corresponding to the desired transmit and receive polar-
izations are simply inserted. A similar expression using
the Stokes vector and Mueller matrix representation can
also be derived [2].

1.2.5. Polarization Response. The RCS values computed
by Eq. (34) can be represented graphically by a surface
termed the polarization signature or polarization response
[6]. The term signature refers to the fact that these sur-
faces are distinctive and can be used to broadly classify
targets. Two types of signatures are used: the co-polarized
signature, in which the incident and scattered polariza-
tion states are assumed to be identical; and the cross-
polarized signature, in which the incident and scattered
states are assumed to be orthogonal. The signatures of
some common targets are shown in Figs. 4–6.

Example 4 (Sphere). The co- and cross-polarized signatures
of a sphere are shown in Figs. 4a and 4b, respectively. The
signature consists of a plot of the target RCS versus the
ellipticity and orientation angles w and c of the incident
and scattered radiation. Linearly polarized states lie along
the w¼ 01 line, with vertical located at (w¼ 01, c¼7901)
and horizontal located at (w¼ 01, c¼ 01). Left- and right-
handed circular polarizations are located along the w¼
7451 lines. The ridge in the copolarized surface along the
w¼01 line indicates that the copolarized RCS of the sphere
is maximized when the polarization is linear. The re-
sponse vanishes when circular polarization is used. (For
this reason, some operational radar systems use circular
polarization when monitoring targets through rain. This
choice of polarization reduces the clutter signal produced
by raindrops, which are roughly spherical in shape.) In

contrast, the cross-polarized response is minimized by lin-
ear polarization and maximized when circular polariza-
tion is used. The surfaces in Fig. 4 are also the polarization
signatures of a trihedral corner reflector and a flat plate at
normal incidence, since these targets have the same nor-
malized scattering matrices as the sphere [Eq. (20)].

Example 5 (Dihedral Corner Reflector). Figures 5a and 5b
show the co- and cross-polarized responses, respectively, of
a dihedral corner reflector with its seam oriented parallel
to the horizontal plane. The copolarized RCS is maximum
for vertical, horizontal, and circular polarizations, but
vanishes for linear polarized radiation with an orienta-
tion angle c¼7451. Examination of the dihedral scatter-
ing matrix [Eq. (21)], shows that when the incident
polarization state is linear with c¼7451, the scattered
and incident polarization states are orthogonal. The copo-
larized response consequently vanishes, while the cross-
polarized response (Fig. 5b), exhibits maxima at these
points.

Example 6 (Helix). The co- and cross-polarized signatures
of a left-handed helix are shown in Figs. 6a and 6b, re-
spectively. The co-polarized RCS is maximized when
left-hand circular polarization is used and vanishes for
right-hand circular polarization. Unlike for the sphere or
the dihedral corner reflector, the cross-polarized response
of the helix never achieves a value of 1.

2. POLARIMETRIC RADAR DESIGN

A polarimetric radar, or polarimeter, measures the scat-
tering matrix of a target by sequentially transmitting a
pair of orthogonally polarized pulses toward the target
and simultaneously measuring the co- and cross-polarized
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Figure 4. (a) Copolarized signature for a sphere. The surface is a plot of the normalized RCS of the
sphere versus the orientation and ellipticity angles of the transmit and receive polarizations. The
cross section is maximum for linearly polarized radiation, as indicated by the ridge in the surface
for w¼0, and vanishes for left- and right-handed circular polarization (w¼7451). (b) Cross-polar-
ized signature for the sphere. The cross-polarized signature is a plot of the normalized RCS of the
sphere versus the orientation and ellipticity angles of the transmit polarization, assuming that the
transmit and receive antennas are orthogonally polarized. The cross-polarized RCS vanishes for
linear polarization and is maximized for left- and right-handed circular polarization.
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components of the scattered wave. The need to transmit
and receive multiple polarizations makes the design of a
polarimetric radar more complicated than the design of a
conventional, single polarization, radar system. A basic
polarimeter is composed of a transmitter that generates
microwave pulses at a specified carrier frequency, an an-
tenna capable of transmitting and receiving two orthogo-
nally polarized wave components and focusing these waves
into a narrow angular beamwidth in space, switching cir-
cuitry that alternately routes the transmitted pulses be-
tween the two orthogonal ports of the antenna feed, a pair
of receivers for detecting the signals received from the an-
tenna, and a multichannel data acquisition system for re-
cording the signals backscattered from the target.

As in conventional radar design, the most important
design equation for radar polarimetry is the radar range
equation

SNR¼
PtGtsA

ð4pÞ2R4kTBFn

ð35Þ

which gives the receiver signal-to-noise ratio (SNR) in
terms of the peak transmitted power level Pt; the antenna
gain, Gt¼ 4p=y2, where y is the antenna’s focusing beam-
width (assumed here to be equal in azimuth and elevation
planes, as is the case for a pencil-beam antenna); the an-
tenna’s collecting area A, which typically ranges between
60% and 95% of its physical area, depending on the aper-
ture illumination efficiency; the polarization-dependent
radar cross section of the target s; the range between
the radar antenna and the target R; the bandwidth B and
noise figure Fn of the receiver; Boltzmann’s constant,
k¼ 1:38� 10�23 J=K; and the physical temperature of the
receiver T, usually taken to be 290 K. Whereas reliable
radar target detection can often be accomplished with a
receiver SNR of 15 dB using a conventional radar [7],
measuring the polarimetric response of a target typically
requires SNR levels of 20 dB or higher [8]. A large part of
polarimeter system design involves trading off the various
parameters of Eq. (35) to achieve a specified level of SNR
performance. Reference 2 describes some of the tradeoffs
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Figure 5. (a) Copolarized signature for a dihedral corner reflector with its seam oriented hori-
zontally. The RCS is maximum for vertical, horizontal, and circular polarizations and vanishes for
linear polarizations with c¼7451. (b) Cross-polarized signature for the dihedral corner reflector.
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Figure 6. (a) Copolarized signature for a left-handed helix. The copolarized RCS is maximized by
left-handed circular polarization and vanishes for right-handed circular polarization. (b) Cross-
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involved in the design of a spaceborne imaging radar po-
larimeter having transmitted power level Pt¼ 5 kW, an-
tenna gain Gt¼ 10,000 (40 dB), and surface area A¼ 32 m2

(15 dB) that achieves an SNR level of 24 dB when viewing
Earth’s surface at 400 km range. Another example of a
spaceborne imaging polarimeter is given in Ref. 9.

The operating wavelength of a polarimetric radar sys-
tem is chosen as the result of a tradeoff among consider-
ations such as the physical size of the antenna, peak
transmitted power level, availability of components, cost,
and for most remote sensing applications, the sensitivity
of the surface backscatter coefficient [or normalized radar
cross section (NRCS)] to environmental parameters. In
general, radar systems operating at higher microwave fre-
quencies have smaller antennas and larger peak trans-
mitted power levels than do radars operating at lower
microwave frequencies. The focusing gain and physical
size of an antenna are related by the equation A¼ l2Gt=4p
(assuming 100% aperture efficiency), where wavelength l
is inversely related to the operating frequency f by the
equation l¼ c=f ; where c is the speed of light. These equa-
tions reveal that larger antenna gains can be obtained for
a given antenna size at higher frequencies than at lower
frequencies. Conversely, a specified amount of focusing
gain can be achieved with a smaller physical antenna size
at a higher frequency than at a lower frequency. However,
receiver SNR is proportional to the product of the focusing
gain and the physical collecting area of the antenna.
Therefore, increasing the operating frequency to reduce
the physical size of an antenna while achieving a specified
level of antenna gain results in reduced receiver SNR.
This loss must be compensated by increasing the peak
transmitted power level of the radar system. This tradeoff
is particularly important in airborne and spaceborne ra-
dar system deployments where it is desirable to utilize
small antennas.

At millimeter-wave frequencies and higher microwave
frequencies (typically above X band), atmospheric attenu-
ation becomes an important consideration, and the SNR in
Eq. (35) must be multiplied by the term expð�2aRÞ; where
a, having units of nepers (napiers) per meter (Np/m), is the
attenuation coefficient. Attenuation coefficients for propa-
gation through the clear atmosphere and through rain are
given in Ref. 10 for different frequencies. When scattering
targets are small compared with the operating wave-
length, such as raindrops observed with a millimeter-
wave radar system, s is a strong function of frequency
and is given by the Rayleigh expression s¼a=l4; where
the constant a depends on the shape of the target. The
SNR in this case is given by the equation

SNR¼
PtG

2
t a expð�2aRÞ

ð4pÞ3R4kTBFnl
2

ð36Þ

which reveals that increases in the operating frequency
(decreases in wavelength) result in higher SNR levels rel-
ative to operating at a lower operating frequency. Refer-
ence 11 describes a dual-frequency polarimetric radar
system developed for cloud profiling studies. The radar
contains transmitters operating at 33 and 95 GHz that

share a common 1-m-diameter dielectric lens antenna.
Because of the strong wavelength dependence in the back-
scatter coefficient from the raindrops, the 33-GHz channel
of this radar requires 120 kW peak power level, whereas
the 95-GHz channel requires only 1.5 kW peak power level
to achieve the same SNR.

2.1. Transmitter Design Considerations

Polarimetric processing of radar data involves the coher-
ent combination of scattered wave measurements corre-
sponding to a pair of consecutive transmitted pulses.
Phase-coherent transmitters are therefore used in most
polarimetric radar designs. (A technique for measuring
the time-averaged Mueller matrix directly that does not
require a coherent transmitter is described in Ref. 5.) The
master oscillator power amplifier (MOPA) transmitter
configuration is commonly used in coherent transmitter
design. In this configuration, a low-power (typically in the
tens of milliwatts) microwave signal, derived from a mi-
crowave oscillator that is phase-locked to a stable crystal
oscillator, is pulse-modulated using a pin diode switch and
then amplified to achieve the required peak power level
using a power amplifier. Solid-state field-effect transistor
(FET) amplifiers are often used in lower frequency (X-
band and below) microwave systems having power levels
of several watts. Microwave power tube amplifiers [TWTs
(traveling-wave tubes) and klystrons] are often used in
higher-power and microwave frequency radar transmit-
ters. Examples of polarimeter systems utilizing klystron
amplifiers with peak power levels of 200 kW at S band and
1.5 kW at 95 GHz are described in Refs. 11 and 12, respec-
tively. MOPA transmitters tend to be expensive, typically
costing several tens to hundreds of thousands of dollars.
These systems provide for highly flexible transmitted
waveforms, however, and a variety of waveforms (pulsed,
chirped, phase-coded) can be generated using a MOPA
design.

Self-excited power oscillator tubes, such as the mag-
netron oscillator and the extended interaction oscillator
(EIO), are also used in polarimeter transmitter designs.
These devices often cost considerably less than MOPA
transmitters, but they are typically limited to pulsed ap-
plications. These incoherent power oscillators typically
exhibit frequency drift and pulse-to-pulse phase modula-
tions, and frequency stabilization and coherent-on-receive
circuits are required when these devices are used in po-
larimetric radar designs. Reference 11 gives an example of
a high-power magnetron transmitter for a millimeter-
wave polarimeter system.

2.2. Polarimeter Antennas

Polarimetric radar antennas must be capable of transmit-
ting and receiving two orthogonally polarized waves. Any
pair of orthogonal polarizations can be used, but vertical/
horizontal linear and right/left circular are the most com-
mon. As in a conventional radar, the physical size of the
antenna must be large enough to achieve the focusing
beamwidth and directive gain specified by the system de-
sign and SNR budget, and the antenna sidelobes must be
below some specified value. The antenna designs used in
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radar polarimeters must also achieve high polarization
purity. A typical specification requires the cross-polarized
radiation, integrated across the antenna pattern, to be
30 dB below the copolarized signal level [8].

Many of the antennas used for conventional radar de-
sign can be used in polarimeter systems by adapting them
for dual-polarization operation. A corrugated horn anten-
na equipped with an orthomode transducer (OMT) can be
used for dual-linear polarization operation in applications
requiring modest directive gain (up to 20 dB). Higher lev-
els of directive gain can be achieved by using the corru-
gated horn to illuminate a parabolic reflector in either a
prime-focus or Cassegrain configuration [13,14]. Referenc-
es 11 and 15 describe millimeter-wave polarimeter sys-
tems that use dielectric lens antennas. The antenna for
the polarimetric radar flown on the space shuttle, the
Spaceborne Imaging Radar—C (SIR-C), is a microstrip
patch array with transmit/receive (T/R) modules distrib-
uted across the array surface [9]. The system operates
simultaneously at L and C bands.

2.3. Polarization Switches

Single-pole double-throw (SPDT) switches are needed in
the transmitter of a polarimetric radar to alternately
route the transmitted signal between the two ports of
the antenna. The switching is performed on a pulse-to-
pulse basis, so the switches must be capable of toggling the
high-power microwave-transmitted pulse between the two
antenna ports at switching speeds of 0.1–1 ms or faster.
For low-power (less than 10 W), short-range polarimeter
designs, pin diode switches are often used. Higher-power
applications (up to tens or hundreds of watts of peak
transmitted power level) typically use ferrite switching
circulators. Three circulators are typically used in the de-
sign, as described in Ref. 14. Off-the-shelf ferrite switching
circulators capable of handling several tens of kilowatts
are commonly available at L- through Ku-band microwave
frequencies at a cost of several thousand dollars per
circulator.

Many polarimeter designs require peak transmitter
power levels that are too high for off-the-shelf ferrite
switches. Reference 14 describes a high-power, 1-MW S-
band polarimeter design that uses a ferrite switching cir-
culator custom-made at a cost of $75,000. Reference 11
describes a 33-GHz, 125-kW polarimeter that uses two
separate transmitters to feed the antenna ports, rather
than a single transmitter with a polarization switch.

2.4. Receiver and Data Acquisition

Two superheterodyne receiving channels are used in a po-
larimeter to detect the co- and cross-polarized components
of the scattered wave. Current designs achieve dynamic
ranges of up to 100 dB by using low-noise front-end am-
plifiers, matched filters, and wide-dynamic-range coher-
ent detectors. Standard in-phase/quadrature demodulator
circuits operate over a limited dynamic range, typically on
the order of 30 dB. The wide-dynamic-range circuits used
in many polarimeter receivers use logarithmic detectors
for measuring signal amplitude and constant-phase lim-
iters followed by in-phase/quadrature demodulators for

measuring signal phase. Examples of these detector cir-
cuits are given in Refs. 11 and 14. Data acquisition sys-
tems with six channels are required in polarimeters that
utilize these wide-dynamic-range detectors.

2.5. Polarimeter Calibration

Calibration is an important aspect of polarimetric radar
design that has received considerable attention in recent
years. In order to determine the scattering or Mueller
matrix of a target, accurate measurements of the relative
magnitudes and phases of the EM fields constituting the
target echo are needed. However, the estimates of these
quantities that the radar system produces are inevitably
contaminated by the system itself, due to component mis-
match and/or a lack of polarization isolation. Without a
proper calibration, the fixed biases (errors) in the mea-
sured magnitudes and phases introduced by the system
cannot be differentiated from the true radar response of
target. The objective of calibration is thus to determine
the gain (magnitude and phase) of the four different mea-
surement paths (vertical transmitter–vertical receiver;
vertical transmitter–horizontal receiver; horizontal trans-
mitter–horizontal receiver; and horizontal transmitter–
vertical receiver) followed by the radar pulse during
measurement of a target’s scattering matrix, as well as
to estimate the degree of cross-polarization distortion
caused by the transmitting and receiving antennas.
Once these calibration measurements are made, the con-
tribution of the system to any target measurement can be
determined and removed. One technique that is commonly
used is to measure the polarimetric scattering behavior of
three reference targets having known scattering matrices.
The measurements so obtained provide enough informa-
tion to uniquely determine the set of seven complex un-
knowns in the polarimeter distortion matrices required for
polarimetrically calibrating the radar system [16]. Other
calibration techniques have been developed that invoke
assumptions about the observed targets, such as reciproc-
ity and uncorrelated co- and cross-polarized scattering, to
estimate the system distortion matrices directly, without
relying on reference scattering targets [17]. A procedure
for field calibration of bistatic polarimeter systems with-
out using reference scattering targets has also been de-
veloped [18]. For a summary of polarimetric calibration
procedures, see Ref. 19.

3. CURRENT RESEARCH

3.1. Radar Scattering Studies

Polarimetric radar measurements can often be used to de-
termine the physical scattering mechanisms responsible
for a radar echo. As discussed in a previous section, a
sphere and a trihedral corner reflector are examples of
‘‘odd-bounce scatterers’’ that exhibit scattering matrices
having elements Svv and Shh in phase with each other. A
dihedral corner reflector, in contrast, is an example of an
‘‘even-bounce scatterer’’, in which the Svv and Shh ele-
ments exhibit a 1801 phase difference. In the case of the
Mueller matrix, the elements L33 and L44 convey similar
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information. A complex radar target dominated by a sin-
gle-bounce scattering mechanism exhibits large positive
values for elements L33 and L44, whereas these elements
are negative when the target is dominated by a double-
bounce scattering mechanism. In contrast, the Mueller
matrix of a target composed of a combination of even- and
odd-bounce scatterers exhibits near-zero values for L33

and L44 [20].
The mechanisms responsible for radar backscatter

from the sea surface are a topic of current investigations.
McLaughlin et al. [13] describe measurements of ocean
waves in the Chesapeake Bay performed at a 31 grazing
angle using a high-range-resolution (1.5-m) X-band po-
larimetric radar. These measurements were conducted to
determine the physical scattering mechanisms responsi-
ble for sea spikes, which are strong radar echoes with
anomalous polarization characteristics that occur in low-
grazing-angle radar backscatter from the ocean surface.
Figure 7 shows a typical copolarization signature of the
ocean surface echo in the absence of a sea spike. The plot
exhibits maximum RCS at VV polarization, minimum
RCS at HH polarization, and intermediate cross sections
of approximately 0.25, corresponding to a level 6 dB below
the VV peak, at right-hand and left-hand circular polar-
izations. The coefficient of variation, a measure of the po-
larization sensitivity of a scatterer, is defined as the ratio
of minimum to maximum RCS in a polarization signature
plot [6]. The coefficient of variation of this plot is 0.01
(� 20 dB), indicating that the radar echo is highly polar-
ized. The Mueller matrix (not shown) exhibited large val-
ues for L33 and L44, meaning that a single-scattering
mechanism, such as distributed Bragg scattering, domi-
nates the radar echo from the ocean surface. Figure 8
shows a copolarization signature for a sea spike radar
echo that occurred during the passage of a long ocean
wave crest through the radar resolution cell. The sea spike
echo exhibits polarimetric scattering characteristics that
are substantially different from the ocean surface echo in
the absence of sea spikes. Figure 8 exhibits RCS maxima
at VV and HH polarizations as well as a large ‘‘pedestal’’

corresponding to relatively high cross-section values at
other copolarization states. The coefficient of variation for
this plot is 0.3 (� 5.2 dB), a relatively large value, mean-
ing that the echo is weakly polarization-sensitive. The L33

and L44 Mueller matrix elements for this echo had small
values indicating that no single scattering mechanism
dominates the backscatter signal. One possible explana-
tion for this observation is that a combination of Bragg
resonant waves and non-Bragg scatterers, such as plumes
generated at breaking wavecrests, combine to form the sea
spike echo from the ocean surface.

Sletten et al. [21a,b] have also utilized a polarimetric
radar to investigate sea spikes. In their experiments, an
ultrawideband, polarimetric radar system was used to
investigate the backscatter from breaking water waves
generated in a laboratory wavetank. (The term ultrawide-
band refers to the ability of a radar to measure the back-
scatter from a target over a wide band of radar frequencies
simultaneously.) Observed differences in the VV and HH
responses as a function of radar frequency indicate that
the strongest echoes (sea spikes) produced by the breakers
are the result of a double-bounce scattering mechanism,
arising from multiple scatter between the front face of the
wave and a plume near its crest. In particular, the VV and
HH frequency responses were found to be roughly com-
plementary (i.e., HH high when VV is low, and vice versa),
a result related to the 1801 phase shift observed between
Shh and Svv for double-bounce scatterers.

3.2. Image Classification

Another active area of research is image classification. In
remote sensing, the objective of this research is to auto-
matically separate different regions of an image into dif-
ferent classes, dependent on the type of terrain or land
usage. For instance, classification schemes are under de-
velopment to separate forested, urban, agricultural, and
water-covered regions in remotely sensed imagery. In an
ideal classification scheme, the signal characteristics that
define each class can be uniquely associated with physical
attributes of the scatterers in that class. Polarimetric
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of sea spikes. The high RCS at vertical polarization, the minimum
at horizontal polarization, and the high degree of polarization
(low pedestal) indicate a single, Bragg-like scattering mechanism.
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images are the best candidates for this type of processing,
given the amount of information they provide on the scat-
terers in the scene. Signal polarization constitutes anoth-
er dimension in which distinctions can be drawn between
regions in an image. The same principle can be applied
to the problem of detecting and classifying targets (as
opposed to regions within an image) with a nonimaging
radar. This is the situation encountered in some military
applications.

Polarimetric target decomposition is one approach to
classification. In this approach, the scattering, Mueller, or
coherency matrix is considered to be a linear combination
of several basis matrices, each of which represents a ca-
nonical target or a departure of the original matrix from
the canonical target. In any radar image of a real surface,
the signal for a given pixel is produced by several (perhaps
many) scattering centers or objects within the illuminated
scene. The total signal is a mixture of the echoes produced
by each scattering center, and thus the polarimetric prop-
erties of that pixel are a mixture as well. In addition, mo-
tion of the scatterers (due to surface winds, e.g.) may cause
variation in their scattering properties, resulting in par-
tial polarization. Target decomposition techniques at-
tempt to break the measured matrices down into their
fundamental constituents or to extract the characteristics
of the primary scattering centers from the background.

The application of polarimetric decomposition theories
to radar problems began with the pioneering work of
Huynen [22]. Huynen decomposed the coherency matrix
into two components: a pure (i.e., completely polarized)
target, and a mixed (partially polarized) state that was
invariant to rotations of the radar system about the line of
sight. The pure target is intended to represent the aver-
age, or dominant, target, and the mixed state is the res-
idue or remainder. Enforcing rotational invariance on the
residue ensures, at least to some degree, that the mixed
state has no preferred axis of symmetry and is thus pro-
duced by the unpolarized noise in the measurement. Holm
and Barnes [23] later determined that there are actually
two other Huynen-like decompositions of the coherency
matrix, which makes interpretation of the results some-
what ambiguous. Holm and Barnes also developed anoth-
er decomposition method, referred to as the ‘‘natural’’ or
‘‘characteristic’’ decomposition, which breaks the coheren-
cy matrix into three components: a matrix representing a
pure state that provides a measure of the average target; a
mixed-state matrix, which indicates the variance of the
target about its average; and an unpolarized component.
This decomposition is based on an eigenvalue analysis of
the coherency matrix and can thus be expected to produce
statistically independent components. In a simulation,
this method was successfully used to extract a rotating
dihedral corner reflector embedded in polarization noise.
Krogager and Czyz [24] have taken a different approach to
the decomposition problem, concentrating instead on de-
composition of the scattering matrix. In this technique,
the scattering matrix is decomposed into three coherent
(nonaveraged) components that can be physically inter-
preted as representing a sphere, a rotated dihedral corner
reflector, and a helix. While these three matrices are not
orthogonal (the dihedral component can also be attributed

to a pair of helices), the technique has physical appeal and
may be a natural scheme for some applications. Freeman
and Durden [25] have developed a three-component model
comprising three mechanisms: volume scatter from a
cloud of dipoles with random orientations, double-bounce
scatter from two orthogonal surfaces with different dielec-
tric constants, and a moderately rough surface modeled by
Bragg scatter. A fit of this three-component model to im-
agery containing backscatter from a variety of vegetation
and open water indicates that the model describes the ac-
tual scattering mechanisms well. Cloude and Pottier have
summarized these and other decomposition techniques
[26] and have introduced their own classification scheme
based on an eigenvector decomposition of the coherency
matrix [27]. The technique classifies pixels within an im-
age through two parameters: the polarimetric entropy H,
which is derived from the eigenvalues of the coherency
matrix and that indicates the degree of polarization; and
an angle a, which indicates the dominant scattering mech-
anism. a ranges from 01 to 901, with low values indicating
geometric optics and higher values indicating Bragg scat-
tering and double-bounce mechanisms. The authors divide
the H–a plane into different zones, each of which indicates
a different class of scattering behavior. The scheme is
unsupervised (i.e., does not require training data), and
the results of its application to imagery containing a mix-
ture of vegetation, urban buildings, and open water are
promising.

Other approaches to polarimetric image classification
exist as well. For instance, Lee et al. [28] have applied a
Bayes maximum-likelihood classifier to the problem, in-
cluding the effects of multiple-look averaging, while Yueh
[30] conducted a similar investigation assuming single-
look statistics. Lee et al. [29] have also combined the un-
supervised decomposition scheme of Cloude and Pottier
with a maximum-likelihood classifier based on the com-
plex Wishart distribution for the polarimetric covariance
matrix. Ferrazzoli et al. [31] have used a simplified scheme
that considers the normalized RCS values for five polar-
ization combinations (HH, VV, HV, circular copolarized,
and circular cross-polarized) and three radar frequency
bands (P, L, and C) to distinguish between forest, urban
areas, and agricultural areas and to classify several types
of crops. Fully polarimetric synthetic aperture radar
(SAR) imagery has also been classified using algorithms
based on neural nets (see, for instance, Ref. 32).

3.3. Contrast Enhancement

The scattering environment observed by a radar system is
composed of many different targets that scatter incident
electromagnetic energy. To the extent that the different
scatterers or classes of scatterers have different polariza-
tion signatures, the echoes from one type of scatterer may
be enhanced relative to the echoes from other scatterers
by using a polarimetric radar. As discussed earlier in this
article, knowledge of the polarization scattering matrix or
Mueller matrix of a target allows one to calculate the
transmitting and receiving polarizations that would result
in maximum or minimum radar cross-section level [33].
It is also possible to simulate (synthesize) any desired
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receive polarization in the signal processor of a polarimet-
ric radar by forming a weighted linear combination of the
signals received by the two receiving channels [34]. Sim-
ilarly, it is possible to synthesize any arbitrary transmit-
ting antenna polarization by forming a weighted linear
combination of the received signals corresponding to two
consecutive transmitted pulses. Therefore, the processor
can synthesize the appropriate combination of transmit-
ting and receiving antenna polarization states that max-
imize (or minimize) the echo from a given scatterer having
a known polarization scattering matrix or Mueller matrix.

Figure 9 illustrates the concept of image contrast en-
hancement. Figures 9a, 9b, and 9c show SAR images of
San Francisco, California processed using HH, VV, and
VH¼HV polarizations, respectively. The Golden Gate
Bridge appears as a bright, vertical line in the middle
third of the images, and Golden Gate Park is the wide,
horizontal band that appears in the lower quadrant. A
comparison of the three images shows that HH polariza-
tion maximizes the contrast between the developed, urban
areas (recognized by a grid pattern formed by perpendic-
ular streets) and Golden Gate Park, which contains mixed
vegetation. VV polarization increases the relative RCS of
the waves present on the surface of the Pacific Ocean, as
seen by a comparison of Figs. 9a and 9b, while the image in
Fig. 9c shows that maximum contrast between the land
and water occurs for the HV(¼VH) polarization combina-
tion. [The imaging polarimeter used to collect the data pre-
sented in Fig. 9, the NASA/JPL AIRSAR, was developed by
the Jet Propulsion Laboratory (JPL). For more information
on the system and its successors, see Refs. 2, 6, and 35].

For target detecting radars, it is desirable to enhance
the radar echo from wanted targets, such as aircraft, while
suppressing the echo from unwanted targets, such as ter-
rain clutter. In certain imaging radar applications, it is
desirable to enhance the echo from one type of terrain
while suppressing the echo from other types of terrain.
The limitations to contrast enhancement are (1) lack of a
priori knowledge of the scattering matrix of the desired
target and (2) similarity of polarimetric responses of the
desired and undesired scattering targets. Research per-
formed on the target detection problem, including tech-
niques to adaptively estimate the scattering matrices of
targets and clutter, is described in Refs. 36–38. Work in
polarization-based suppression of bistatic clutter is de-
scribed in Ref. 39. Several papers dealing with polarimet-
ric contrast enhancement in imaging radars for terrain
mapping are summarized in Ref. 2.

3.4. Meteorology

While Doppler (coherent) radar has become an indispens-
able tool for meteorologists, the current fleet of operational
weather radars utilize a single polarization. Research has
shown, however, that polarization-diverse radars can pro-
vide weather forecasters with additional information. For
example, polarimetric radar systems can discriminate ice
particles from water droplets, and can detect hail. Radar
echoes from precipitation are complex and depend on the
shape, size distribution, water-phase state, and type of
hydrometeor responsible for scattering the incident ener-
gy [40]. Large raindrops assume a flat pancake shape as
they achieve terminal falling velocity, and thus scatter
horizontally polarized energy more effectively than verti-
cally polarized energy. Hailstones, in contrast, have irreg-
ular shapes but tumble as they fall, and thus exhibit equal
scattering cross sections at vertical and horizontal polar-
izations. Exploiting this observation, Aydin et al. [41] de-
veloped a technique for discriminating rain from hail
echoes by computing the ratio of horizontal to vertical
power levels received when a dual-polarization radar
transmits pulses into storms. Accurate measurement of
rainfall rate is another important and evolving issue in
the meteorological community. The relationship between
the radar reflectivity coefficient of rain and the rain rate is
different for different types of rain. Seliga and Bringi [42]
have shown that independent measurement of rain reflec-
tivity at vertical and horizontal polarizations provides
more accurate rainfall estimates than do single-polariza-
tion radar estimates. Polarization diverse radars can also
provide information on clouds. Mead [5] has developed a
lightweight 94-GHz radar for airborne cloud profiling
studies, and has used this system to determine the height
of the melting layer. The technique involves calculation of
the ratio of cross-polarized to copolarized scattering when
looking vertically into a layer of developing clouds.

3.5. Topographic Mapping

Schuler et al. [43,44] have developed a technique to ex-
tract topographic information from fully polarimetric ra-
dar imagery. The method extracts the azimuthal slope of
the imaged terrain by determining the shift that this slope
induces in the polarimetric response. Integration of the
inferred slopes across the image, in conjunction with suit-
able tie points (integration constants), then yields the
elevation profile. To illustrate the basic principle behind

(a) (b) (c)

Figure 9. Synthetic aperture radar image of
San Francisco, near Golden Gate Park, pro-
cessed with three different polarization combi-
nations: (a) HH polarization, showing the
strongest contrast between urban and mixed
vegetation areas; (b) VV polarization, which
exhibits stronger backscatter from the areas
covered by open water; and (c) HV¼VH polar-
ization, which maximizes the contrast between
open water and land.
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the technique, assume that the scattering from the surface
can be described by Bragg scatter, and thus has a scatter-
ing matrix (in the absence of any azimuthal tilts) of the
form

S¼
a 0

0 b

" #
ð37Þ

where a and b are real and b4a. If the surface is tilted in
the azimuthal plane by an angle d, the scattering matrix
becomes

S¼
cos d �sin d

sin d cos d

" #
.

a 0

0 b

" #
.

cos d sin d

�sin d cos d

" #
ð38Þ

which, after carrying out the matrix multiplication, can be
expressed as

S¼
a cos2 dþ b sin2 d ða� bÞ cos d sin d

ða� bÞ cos d sin d a sin2 dþ b cos2 d

2

64

3

75

¼

SdðhhÞ SdðhvÞ

SdðvhÞ SdðvvÞ

2
4

3
5

ð39Þ

Tilting the surface introduces the off-diagonal terms SdðhvÞ

and SdðvhÞ with SdðhvÞ ¼SdðvhÞ from reciprocity. Solving this
system of equations for d produces the following expres-
sion:

d¼
1

2
tan�1 2SdðvhÞ

SdðhhÞ � SdðvvÞ

� �
ð40Þ

Thus, the azimuthal slope of the surface can be derived
from the elements of the measured scattering matrix.
While Eq. (40) applies only to the case of Bragg scatter-
ing and cannot be applied in general, it illustrates the ba-
sic principle behind the method. A more general technique

for determining the shift in the polarimetric response, and
thus the azimuthal slope, is discussed in Ref. 43.

Figure 10a shows an elevation map of the terrain near
Camp Roberts, CA, derived from JPL AIRSAR data using
this method [44]. For comparison, a digital elevation map
(DEM) of the same area derived from data collected with
the JPL TOPSAR system, an interferometric SAR de-
signed to measure terrain topography, is displayed in
Fig. 10b. The overall form of the two maps agrees very
well, as do many of the details. The RMS elevation differ-
ence between the maps over the entire region is 28 m,
while the maximum and minimum elevations in the scene
are 300 and 180 m, respectively. The errors in the polari-
metrically derived map are greatest in the river valleys,
where more complex, manmade structures are present. In
order to reduce the required number of tie points to one,
data from two orthogonal aircraft passes have been used.
The final elevation map is obtained as an iterative solution
to the Poisson equation using curvature data derived from
the two passes as inputs [43].
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Radar remote sensing instruments acquire data useful for
geophysical investigations by measuring electromagnetic
interactions with natural objects. Examples of radar re-
mote sensing instruments include synthetic aperture ra-
dars (SAR), scatterometers, altimeters, radar sounders,
and meteorological radars such as cloud and rain radars.
The main advantage of radar instruments is their ability
to penetrate clouds, rain, tree canopies, and even dry soil
surfaces depending on the operating frequencies. In addi-
tion, since a remote sensing radar is an active instrument,
it can operate during day and night by providing its own
illumination.

Imaging remote sensing radars such as SAR produce
high-resolution (from submeter to few tens of meters) im-
ages of surfaces. The geophysical information can be de-
rived from these high-resolution images by using proper
postprocessing techniques. Scatterometers measure the
backscattering cross section accurately in order to char-
acterize surface properties such as roughness. Altimeters
are used to obtain accurate surface height maps by mea-
suring the round-trip time delay from a radar sensor to
the surface. Radar sounders can image underground ma-
terial variations by penetrating deeply into the ground.
Unlike surveillance radars, remote sensing radars require
accurate calibration in order for the data to be useful for
scientific applications.

In this article, we start with the basic principles of re-
mote sensing radars. Then, we discuss the details of imag-
ing radars and their applications. We complete the remote
sensing radar discussion by briefly examining nonimaging
radars such as scatterometers, altimeters, radar sounders,
and meteorological radars. We also provide extensive ref-
erences for each type of radar for readers who need an in-
depth description of a particular type.

1. RADAR PRINCIPLES

We start our discussion with the principles necessary to
understand the radar remote sensing instruments that
will be described in later in this article. For more detailed
discussions, readers are referred to Refs. 1–3.

1.1. Radar Operation

A radar transmits an electromagnetic signal and receives
and records the echo reflected from the illuminated ter-
rain. Hence, a radar is an active remote sensing instru-
ment since it provides its own illumination. The basic
radar operation is illustrated by Fig. 1. A desired signal
waveform, commonly a modulated pulse, is generated by a
waveform generator. After proper frequency upconversion
and high-power amplification, the radar signal is trans-
mitted from an antenna. The reflected echo is received by

the antenna and is amplified and downconverted to vid-
eofrequencies for digitization. The digitized data are ei-
ther stored in a data recorder for later ground data
processing or processed by an onboard data processor.
Since remote sensing radars usually image large areas,
they are commonly operated from either an airborne or a
spaceborne platform.

1.2. Basic Principles of Radar Imaging

Imaging radars generate surface images very similar to
visible and infrared images. However, the principle behind
the image generation fundamentally varies between the
two cases. Visible and infrared sensors use a lens or mirror
system to project the radiation from the scene on a ‘‘two-
dimensional array of detectors,’’ which could be an elec-
tronic array or a film using chemical processes. The two-
dimensionality can also be achieved by using scanning
systems. This imaging approach conserves the angular
relationships between two targets and their images as
shown in Fig. 2.

Imaging radars use the time delay between the echoes
that are backscattered from different surface elements to
separate them in the range (cross-track) dimension, the
angular size (in the case of the real aperture radar), or the
Doppler history (in the case of the synthetic aperture ra-
dar) to separate surface pixels in the azimuth (along-
track) dimension. The imaging radar sensor uses an an-
tenna that illuminates the surface to one side of the flight
track. Usually, the antenna has a fan beam that illumi-
nates a highly elongated elliptical shaped area on the sur-
face as shown in Fig. 3. The illuminated area across the
track defines the image swath. Within the illumination
beam, the radar sensor transmits a very short effective
pulse of electromagnetic energy. Echoes from surface
points farther away along the cross-track coordinate will
be received at proportionally later time (Fig. 3). Thus, by
dividing the receive time in increments of equal time bins,
one can subdivide the surface into a series of range bins.
The width in the along-track direction of each range bin is
equal to the antenna footprint along the track xa. As the
platform moves, the sets of range bins are covered sequen-
tially, thus allowing strip mapping of the surface line by
line. This is comparable to strip mapping with a push-
broom imaging system using a line array in the visible and
infrared part of the electromagnetic spectrum. The bright-
ness associated with each image pixel in the radar image
is proportional to the echo power contained within the
corresponding time bin. As we will see later, the different
types of imaging radars really differ in the way in which
the azimuth resolution is achieved.

The look angle is defined as the angle between the ver-
tical direction and the radar beam at the radar platform,
while the incidence angle is defined as the angle between
the vertical direction and the illuminating radar beam at
the surface. When Earth surface curvature effects are
neglected, the look angle is equal to the incidence angle
at the surface when the surface is flat. In the case of
spaceborne systems, surface curvature must be taken
into account, which leads to an incidence angle that is
always larger than the look angle [3] for flat surfaces. If
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Figure 2. Optical imaging systems preserve the angular rela-
tionship between objects in the image.

Figure 1. The basic components of a radar system. A pulse of energy is transmitted from the radar
system antenna, and after a time delay an echo is received and recorded. The recorded radar ech-
oes are later processed into images. The flight electronics are carried on the radar platform, either
an aircraft or a spacecraft. Image processing is usually done in a ground facility.

Figure 3. Radar imaging geometry and definition of terms.
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topography is present, that is, if the surface is not flat, the
local incidence angle may vary from radar image pixel to
pixel.

1.3. Resolution

The resolution is defined as the surface separation be-
tween the two closest features that can still be resolved in
the final image. First, consider two point targets that are
separated in the range direction by xr. The corresponding
echoes will be separated by a time difference Dt equal to

Dt¼ 2xr
sin y

c
ð1Þ

where c is the speed of light and the factor 2 is included to
account for the signal round-trip propagation. The angle y
in Eq. (1) is the incidence angle. The two features can be
differentiated if the leading edge of the pulse returned
from the second object is received later than the trailing
edge of the pulse received from the first feature. Therefore,
the smallest discriminable time difference in the radar
receiver is equal to the pulse effective time length t:

2xr
sin y

c
¼ t) xr¼

ct
2 sin y

ð2Þ

In other words, the range resolution is equal to half the
footprint of the radar pulse on the surface. Sometimes the
effective pulselength is described in terms of the system
bandwidth B. To a good approximation

t¼
1

B
ð3Þ

The sin y term in the denominator of Eq. (2) means that
the range resolution of an imaging radar will be a strong
function of the look angle at which the radar is operated.
To illustrate, a signal with a bandwidth B¼ 20 MHz (i.e.,
effective pulse length t¼ 50 ns) provides a range resolu-
tion of 22 m for y¼ 201, while a signal bandwidth
B¼ 50 MHz (t¼ 20 ns) provides a range resolution of
4.3 m at y¼ 451.

In the azimuth direction, without further data process-
ing, the resolution xa is equal to the beam footprint on the
surface that is defined by the azimuth beamwidth of the
radar antenna ya given by

ya¼
l
L

ð4Þ

from which it follows that

xa¼
hya

cos y
¼

lh

L cos y
ð5Þ

where L is the antenna length and h is the altitude of the
radar above the surface being imaged. To illustrate, for
h¼ 800 km, l¼ 23 cm, L¼ 12 m, and y¼ 201, then xa¼

16 km. Even if l is as short as 2 cm and h as low as
200 km, xa will still be equal to about 360 m, which is con-
sidered to be a relatively low resolution, even for remote
sensing. This has led to very limited use of the real

aperture technique for surface imaging, especially from
space. Equation (5) is also directly applicable to optical
imagers. However, because of the small value of l (about
1 mm), resolutions of a few meters can be achieved from
orbital altitudes with an aperture only a few tens of cen-
timeters in size.

When the radar antenna travels along the line of flight,
two point targets, at different angles from the flight track,
have different Doppler frequencies. Using this Doppler
frequency spread, one can obtain a higher resolution in
the along-track direction. As shown in the synthetic ap-
erture radar section, the along-track resolution can be as
small as the half of the antenna length in the along-track
direction. This method is often called Doppler beam sharp-
ening.

1.4. Radar Equation

One of the key factors that determine the quality of the
radar imagery is the corresponding signal-to-noise ratio,
commonly abbreviated SNR. This is the equivalent of the
brightness of a scene being photographed with a camera
versus the sensitivity of the film or detector. Here, we
consider the effect of thermal noise on the sensitivity of
radar imaging systems.

Let Pt be the sensor generated peak power transmitted
out of the antenna. One function of the antenna is to focus
the radiated energy into a small solid angle directed to-
ward the area being imaged. This focusing effect is de-
scribed by the antenna gain G, which is equal to the ratio
of the total solid angle over the solid angle formed by the
antenna beam

G¼
4p
yrya
¼

4pLW

l2
¼

4pA

l2
ð6Þ

where L is the antenna length in the flight track direction,
W is the antenna length in the cross-track direction, and A
is the antenna area. The radiated wave propagates spher-
ically away from the antenna toward the surface. Thus the
power density Pi per unit area incident on the illuminated
surface is

Pi¼
PtG

4pR2
ð7Þ

The backscattered power Ps from an illuminated surface
area s is given by

Ps¼Piss0 ð8Þ

where s0 is the surface backscattering cross section, which
represents the efficiency of the surface in reemitting back
toward the sensor some of the energy incident on it. It is
similar to the surface albedo at visible wavelengths. The
backscattered energy propagates spherically back toward
the sensor. The power density Pc at the antenna is then

Pc¼
Ps

4pR2
ð9Þ
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and the total received power is equal to the power inter-
cepted by the antenna

Pr¼PcA ð10Þ

or

Pr¼
PtGt

4pR2
ss0

l2Gr

ð4pRÞ2
ð11Þ

In Eq. (11) we explicitly show that the transmit and re-
ceive antennas may have different gains. This is impor-
tant for the more advanced SAR techniques such as
polarimetry, where antennas with different polarizations
may be used during transmission and reception.

In addition to the target echo, the received signal also
contains noise that results from the fact that all objects at
temperatures higher than absolute zero emit radiation
across the whole electromagnetic spectrum. The noise
component that is within the spectral bandwidth B of
the sensor is passed through with the signal. The thermal
noise power is given by

PN ¼ kTB ð12Þ

where k is Boltzmann’s constant (k¼ 1.38�
10� 23 W� 1 Hz� 1 K� 1) and T is the total equivalent noise
temperature. The resulting signal to noise ratio is then

SNR¼
Pr

PN
ð13Þ

One common way of characterizing an imaging radar
sensor is to determine the surface backscatter cross sec-
tion sN, which gives an SNR¼ 1. This is called the noise
equivalent backscatter cross section. It defines the weakest
surface return that can be detected, and therefore the
range of surface units that can be imaged.

1.5. Backscattering Cross Section and Calibration Devices

The normalized backscattering cross section represents
the reflectivity of an illuminated area in the backscatter-
ing direction. A higher backscattering cross section means
that the area more strongly reflects the incidence radar
signal. It is mathematically defined as

s0¼ lim
R;Ai!1

4pR2

Ai

hEsE
�
si

EiE�i

� �
ð14Þ

where Ai is the illuminated area and Es and Ei are the
scattered and incident electric fields, respectively. In order
to calibrate the radar data, active and/or passive calibra-
tion devices are commonly used.

By far the most commonly used passive calibration de-
vice is a trihedral corner reflector, which consists of three
triangular panels bolted together to form right angles
with respect to each other. The maximum radar cross sec-
tion (RCS) of a trihedral corner reflector is given by

RCS¼
4pa4

3l2
ð15Þ

where a is the long-side triangle length of a trihedral cor-
ner reflector. This reflector has about 401 half-power
beamwidth, which vendors the corner reflector response
relatively insensitive to the position errors. In addition,
these devices are easily deployed in the field, and since
they require no power to operate, they can be used unat-
tended in remote locations under most weather conditions.

1.6. Signal Modulation

A pulsed radar determines the range by measuring the
round-trip time by transmitting a pulse signal. In design-
ing the signal pattern for a radar sensor, there is usually a
strong requirement to have as much energy as possible in
each pulse in order to enhance the signal-to-noise ratio.
This can be done by increasing the peak power or by using
a longer pulse. However, particularly in the case of space-
borne sensors, the peak power is usually strongly limited
by the available power devices. On the other hand, an in-
creased pulselength (i.e., smaller bandwidth) leads to a
lower range resolution [see Eq. (2)]. This dilemma is usu-
ally resolved by using modulated pulses that have the
property of a wide bandwidth even when the pulse is very
long. One such modulation scheme is the linear frequency
modulation or chirp.

In a ‘‘chirp’’, the signal frequency within the pulse is
linearly changed as a function of time. If the frequency
were linearly changed from f0 to f0þDf, the effective band-
width would be equal to

B¼ jðf0þDf Þ � f0j ¼ jDf j ð16Þ

which is independent of the pulselength. Thus a pulse
with long duration (i.e., high energy) and wide bandwidth
(i.e., high range resolution) can be constructed. The in-
stantaneous frequency for such a signal is given by

f ðtÞ¼ f0þ
B

t0
t for �

t0

2
� t �

t0

2
ð17Þ

and the corresponding signal amplitude is

AðtÞ � cos

Z
f ðtÞdt

� �
¼ cos f0tþ

B

2t0
t2

� �
ð18Þ

Note that the instantaneous frequency is the derivative
of the instantaneous phase. A pulse signal such as Eq. (18)
has a physical pulselength t0 and a bandwidth B. The
product t0B is known as the time–bandwidth product
(TBP) of the radar system. In typical radar systems,
TBPs of several hundred are used.

At first glance it may seem that using a pulse of the
form of Eq. (18) cannot be used to separate targets that are
closer than the projected physical length of the pulse. It is
indeed true that the echoes from two neighboring targets
that are separated in the range direction by much less
than the physical length of the signal pulse will overlap in
time. If the modulated pulse, and therefore the echoes,
have a constant frequency, it will not be possible to resolve
the two targets. However, if the frequency is modulated as
described in Eq. (18), the echoes from the two targets will
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have different frequencies at any instance of time and
therefore can be separated by frequency filtering. In
actual radar systems, a matched filter is used to compress
the returns from the different targets. It can be shown [3]
that the effective pulselength of the compressed pulse is as
given by Eq. (3). Therefore, the achievable range resolu-
tion using a modulated pulse of the kind given by Eq. (18)
is a function of the chirp bandwidth, and not the physical
pulselength. In typical spaceborne and airborne SAR sys-
tems, physical pulselengths of several tens of microsec-
onds are used, while bandwidths of several tens of
megahertz are no longer uncommon for spaceborne sys-
tems, and several hundreds of megahertz are common in
airborne systems.

2. REAL APERTURE RADAR

The real aperture imaging radar sensor uses an antenna
that illuminates the surface to one side of the flight track.
Usually, the antenna has a fan beam that illuminates a
highly elongated elliptical shaped area on the surface as
shown in Fig. 3. As mentioned before, the illuminated area
across the track defines the image swath. For an antenna
of width W operating at a wavelength l, the beam angular
width in the range plane is given by

yr �
l
W

ð19Þ

and the resulting surface footprint or swath S is given by

S �
hyr

cos2 y
¼

lh

W cos2 y
ð20Þ

where h is the sensor height above the surface, y is the
angle from the center of the illumination beam to the ver-
tical (known as the look angle at the center of the swath),
and yr is assumed to be very small. To illustrate, for
l¼27 cm, h¼ 800 km, y¼ 201, and W¼ 2.1 m, the result-
ing swath width is 100 km.

As shown before, the main disadvantage of the real ap-
erture radar technique is the relatively poor azimuth res-
olution that could be achieved from space. From aircraft
altitudes, however, reasonable azimuth resolutions can be
achieved if higher frequencies (typically at X band or
higher) are used. For this reason, real aperture radars
are not commonly used any more.

3. SYNTHETIC APERTURE RADAR

Synthetic aperture radar refers to a particular implemen-
tation of an imaging radar system that utilizes the move-
ment of the radar platform and specialized signal
processing to generate high-resolution images. Prior to
the discovery of synthetic aperture radar principle imag-
ing radars operated using the real aperture principle, and
were known as side-looking aperture radars (SLARs).

Carl Wiley of the Goodyear Aircraft Corp, is generally
credited as the first person to describe the use of Doppler
frequency analysis of signals from a moving coherent

radar to improve along-track resolution. He noted that
two targets at different along-track positions will be at
different angles relative to the aircraft velocity vector, re-
sulting in different Doppler frequencies. Therefore, tar-
gets can be separated in the along-track direction on the
basis of their different Doppler frequencies. This tech-
niques was originally known as Doppler beam sharpening,
but later became known as synthetic aperture radar
(SAR). The reader interested in a discussion of the histo-
ry of SAR, both airborne and spaceborne, is referred to an
excellent discussion in Chap. 1 of Ref. 3.

In this section, we discuss the principles of radar imag-
ing using synthetic aperture techniques, the resulting im-
age projections, distortions, tonal properties, and
environmental effects on the images. We have attempted
to give simple explanations of the different imaging radar
concepts. For more detailed mathematical analysis, the
reader is referred to specialized texts such as Refs. 1–3.

3.1. Synthetic Aperture Radar Principle

As discussed in the previous section, a real aperture radar
cannot achieve high azimuth resolution from an orbital
platform. In order to achieve a high resolution from any
altitude, the synthetic aperture technique is used. This
technique uses successive radar echoes acquired at neigh-
boring locations along the flight line to synthesize an
equivalent very long antenna that provides a very narrow
beamwidth and thus a high image resolution. In this sec-
tion, we explain the synthetic aperture radar (SAR) using
two different approaches, the synthetic array approach
and the Doppler synthesis approach, which lead to the
same results. We will also discuss uses of linear frequency
modulation (chirp) as well as some limitations and degra-
dation that are inherent to the SAR technique. Our dis-
cussion closely follows that of Ref. 1.

The range resolution and radar equation derived pre-
viously for a real aperture radar are still valid here. The
main difference between real and synthetic aperture ra-
dars is in the way in which the azimuth resolution is
achieved.

3.1.1. Synthetic Array Approach. The synthetic array
approach explains the SAR technique by comparing it to
a long array of antennas and the resulting increase in the
resolution relative to the resolution achieved with one of
the array elements. Let us consider a linear array of an-
tennas consisting of N elements (Fig. 4). The contribution
on the nth element to the total far-field electric field E in
the direction b is proportional to

Er � aneifn e�ikdn sin b ð21Þ

where an and fn are the amplitude and phase of the signal
radiated from the nth element, dn is the distance of the
nth element to the array center, and k¼ 2p/l. The total
electric field is given by

EðbÞ �
X

n

aneifn e�ikdn sin b ð22Þ
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If all the radiators are identical in amplitude and phase
and are equally spaced with a separation d, then

EðbÞ � aeif
X

n

e�inkd sin b ð23Þ

This is the vector sum of N equal vectors separated by a
phase C¼ kdsinb. The resulting vector shown in Eq. (23)
has the following properties:

* For b¼ 0)C¼ 0) all vectors add together leading
to a maximum for E.

* As b increases, the elementary vectors will spread
and lead to a decrease in the magnitude of E.

* For b such that NC¼ 2p, the vectors are spread all
around a circle leading to a sum equal to zero.

Thus, the radiation pattern has a null for

Nkd sin b¼ 2p) b¼ sin�1 2p
Nkd

¼ sin�1 l
D

ð24Þ

where D¼Nd is the total physical length of the array.
From the discussion and equations above it is seen that

an array of total length D¼Nd has a beamwidth equal to
the one for a continuous antenna of physical size D. This is
achieved by adding the signals from each element in the
array coherently, namely, amplitude and phase. The fine
structure of the antenna pattern depends on the exact
spacing of the array. Close spacing of the array elements is
required to avoid grating effects.

In a conventional array, the signals from the different
elements are combined together with a network of wave-
guides or cables leading to a single transmitter and re-
ceiver. Another approach is to connect each element to its
own transmitter and receiver. The signals are coherently
recorded and added later using a separate processor. A
third approach could be used if the scene is quasistatic. A
single transmitter/receiver/antenna element can be
moved from one array position to the next. At each loca-
tion a signal is transmitted and the echo recorded coher-
ently. The echoes are then added in a separate processor or
computer. A stable oscillator is used as a reference to as-
sure coherency as the single element moves along the ar-
ray line. This last configuration is used in a SAR where a

single antenna element serves to synthesize a large aper-
ture.

Referring to Fig. 5, it is clear that if the antenna beam
is equal to ya¼ l/L, the maximum possible synthetic ap-
erture length that would allow us to observe a point is
given by

L0 ¼Rya ð25Þ

This synthetic array will have a beamwidth ys equal to

ys¼
l

2L0
¼

l
2Rya

¼
L

2R
ð26Þ

The factor 2 is included to account for the fact that the
3 dB (half-power) beamwidth is narrower in a radar con-
figuration where the antenna pattern is involved twice,
once each at transmission and reception. The correspond-
ing surface along-track resolution of the synthetic array is

xa¼Rys¼
L

2
ð27Þ

This result shows that the azimuth (or along-track) sur-
face resolution is equal to half the size of the physical an-
tenna and is independent of the distance between the
sensor and the surface. At first glance this result seems
most unusual. It shows that a smaller antenna gives bet-
ter resolution. This can be explained in the following way.
The smaller the physical antenna is, the larger its foot-
print. This allows a longer observation time for each point
on the surface; thus a longer array can be synthesized.
This longer synthetic array allows for a finer synthetic
beam and surface resolution. Similarly, if the range be-
tween the sensor and surface increases, the physical foot-
print increases, leading to a longer synthetic array and
finer angular resolution that counterbalances the increase
in the range.

As the synthetic array gets larger, it becomes necessary
to compensate for the slight changes in geometry when a
point is observed (Fig. 6). It should also be taken into ac-
count that the distance between the sensor and the target
is variable depending on the position in the array. Thus,
an additional phase shift needs to be added in the proces-
sor to the echo received at location xi equal to

fi¼ 2kðR0 � RiÞ¼
4p
l
ðR0 �RiÞ ð28Þ

Figure 4. Geometry of a linear array of antenna elements.

Figure 5. The width of the antenna beam in the azimuth direc-
tion defines the length of the synthetic aperture.
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where R0 is the range at closest approach to the point be-
ing imaged. In order to focus at a different point, a differ-
ent set of phase shift corrections needs to be used.
However, because this is done at a later time in the pro-
cessor, optimum focusing can be achieved for each and
every point in the scene. SAR imaging systems that fully
apply these corrections are called focused.

In order to keep the processing simple, one can shorten
the synthetic array length and use only a fraction of the
maximum possible length. In addition, the same phase
shift correction can be applied to all the echoes. This would
lead to constructive addition if the partial array length is
such that

fi �
p
4

or

2k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R2þ
L0

2

� �2
s

� R

8
<

:

9
=

; �
p
4

ð29Þ

For large ranges, this reduces to

L0 �

ffiffiffiffiffiffi
lR

2

r
ð30Þ

and the achievable azimuth resolution is

xa 

ffiffiffiffiffiffiffiffiffi
2lR
p

ð31Þ

This is called an unfocused SAR configuration where the
azimuth resolution is somewhat degraded relative to the
fully focused one, but still better than that of a real aper-
ture radar. The advantage of the unfocused SAR is that
the processing is fairly simple compared to that of a fully
focused SAR.

To illustrate, for a 12-m antenna, with a wavelength of
3 cm, and a platform altitude of 800 km, the azimuth res-
olutions will be 6, 220, and 2000 m for the cases of a fully
focused SAR, an unfocused SAR, or a real aperture radar,
respectively.

3.1.2. Doppler Synthesis Approach. Another way to ex-
plain the synthetic aperture technique is to examine the

Doppler shifts of the radar signals. As the radar sensor
moves relative to the target being illuminated, the back-
scattered echo is shifted in frequency due to the Doppler
effect. This Doppler frequency is equal to

fd¼ 2
v

c
f0 cos C¼ 2

v

l
sin yt ð32Þ

where f0 is the transmitted signal frequency, C is the an-
gle between the velocity vector ~vv¼ vv̂v and the sensor–tar-
get line, and yt¼ p/2�C. As the target moves through the
beam, the angle yt varies from þ ya/2 to � ya/2, where ya is
the antenna azimuth beamwidth. Thus, a well-defined
Doppler history is associated with every target. Figure 7
shows such a history for two neighboring targets P and P0

located at the same range but at different azimuth posi-
tions. The Doppler shift varies from þ fD to � fD where

fD¼ 2
v

l
sin

ya

2
ð33Þ

When ya51, Eq. (28) can be written as

fD¼ 2
v

l
ya

2
¼2

v

l
l

2L
¼

v

L
ð34Þ

The instantaneous Doppler shift is given by

fDðtÞ¼ 2
v

l
yt � 2

v2t

lh
cos y ð35Þ

where t¼ 0 corresponds to the time when the target is ex-
actly at 901 to the flight track. Thus, the Doppler histories
for the two points P and P0 will be identical except for a
time displacement equal to

Dt¼
PP0

v
ð36Þ

Figure 6. For large synthetic arrays, one has to compensate dur-
ing ground processing for the change in geometry between the
antenna elements and the point being imaged.

Figure 7. Doppler history for two targets separated in the azi-
muth direction.

4102 RADAR REMOTE SENSING



It is this time displacement that allows the separation of
the echoes from each of the targets.

The resolution along-track (azimuth resolution) xa is
equal to the smallest separation PP0 that leads to a time
separation Dt that is measurable with the imaging sensor.
It can be shown that this time separation is equal to the
inverse of the total Doppler bandwidth BD¼ 2fD. In a qual-
itative way, it can be stated that a large BD gives a longer
Doppler history that can be better matched to a template.
This would allow a better determination of the zero Dopp-
ler crossing time. Thus, the azimuth resolution is given by

xa¼ ðPP0Þmin¼ vDtmin¼ v
1

2fD

� �
¼ v

L

2v

� �
¼

L

2
ð37Þ

which is the same as the result derived using the synthetic
array approach [see Eq. (27)].

As mentioned earlier, the imaging radar transmits a
series of pulsed electromagnetic waves. Thus, the Doppler
history from a point P is not measured continuously but is
sampled on a repetitive basis. In order to get an accurate
record of the Doppler history, the Nyquist sampling crite-
rion requires that sampling occurs at least at twice the
highest frequency in the Doppler shift. Thus, the pulse
repetition frequency, usually abbreviated PRF, must be
larger than

PRF 
 2fD¼
2v

L
ð38Þ

In other terms, this equation means that at least one
sample (i.e., one pulse) should be taken every time the
sensor moves by half an antenna length. The correspond-
ing aspect in the synthetic array approach is that the ar-
ray elements should be close enough to each other to have
a reasonably ‘‘filled’’ total aperture in order to avoid sig-
nificant grating effects. To illustrate, for a spaceborne
imaging system moving at a speed of 7 km/s and using
an antenna 10 m in length, the corresponding minimum
PRF is 1.4 kHz.

3.2. Signal Fading and Speckle

A close examination of a synthetic aperture radar image
shows that the brightness variation is not smooth but has
a granular texture called ‘‘speckle’’ (Fig. 8). Even for an
imaged scene that has a constant backscatter property,
the image will have statistical variations of the brightness
on a pixel-by-pixel basis but with a constant mean over
many pixels. This effect is identical to when a scene is ob-
served optically under laser illumination. This is a result
of the coherent nature (or very narrow spectral width) of
the illuminating signal.

To explain this effect in a simple way, let us consider a
scene that is completely ‘‘black’’ except for two identical
bright targets separated by a distance d. The received sig-
nal V at the radar is given by

V ¼V0e�i2kr1 þV0e�i2kr2 ð39Þ

and assuming that d5r0 (for spaceborne radars, the pixel
size is typically on the order of tens of meters, while the

range is typically several hundred kilometers), then

V ¼V0e�i2kr0 ðe�i2kd sin yþ eþ i2kd sin yÞ

) jVj ¼ 2jV0 cosðkd sin yÞj ð40Þ

which shows that, depending on the exact location of the
sensor, a significantly different signal value would be mea-
sured. If we now consider an image pixel that consists of a
very large number of point targets, the resulting coherent
superposition of all the patterns will lead to a ‘‘noiselike’’
signal. Rigorous mathematical analysis shows that the
resulting signal has well-defined statistical properties
[1–3]. The measured signal amplitude has a Rayleigh dis-
tribution, and the signal power has an exponential distri-
bution. In order to narrow the width of these distributions
(i.e., reduce the brightness fluctuations), successive sig-
nals or neighboring pixels can be averaged incoherently.
This would lead to a more accurate radiometric measure-
ment (and a more pleasing image) at the expense of
degradation in the image resolution.

Another approach to reduce speckle is to combine im-
ages acquired at neighboring frequencies. In this case the
exact interference patterns lead to independent signals
but with the same statistical properties. Incoherent aver-
aging would then result in a smoothing effect. In fact, this
is the reason why a scene illuminated with white light
does not show speckled image behavior.

In most imaging SARs, the smoothing is done by aver-
aging the brightness of neighboring pixels in azimuth, or
range, or both. The number of pixels averaged is called
the number of looks N. It can be shown [1] that the
signal standard deviation SN is related to the mean

Figure 8. The granular texture shown in this image acquired by
the NASA/JPL AIRSAR system is known as ‘‘speckle’’. Speckle is
a consequence of the coherent nature in which a synthetic aper-
ture radar acquires images.
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signal power �PP by

SN ¼
1ffiffiffiffiffi
N
p �PP ð41Þ

The larger the number of looks N, the better the quality
of the image from the radiometric point of view. However,
this degrades the spatial resolution of the image. It should
be noted that for N larger than about 25, a large increase
in N leads to only a small decrease in the signal fluctua-
tion. This small improvement in the radiometric resolu-
tion should be traded off against the large increase in the
spatial resolution. For example, if one were to average 10
resolution cells in a 4-look image, the speckle noise would
be reduced to about 0.5 dB. At the same time, however, the
image resolution would be reduced by an order of magni-
tude. Whether this loss in resolution is worth the reduc-
tion in speckle noise depends on both the aim of the
investigation and the kind of scene imaged.

Figure 9 shows the effect of multilook averaging. The
same image as Fig. 8, acquired by the NASA/JPL AIRSAR
system is shown displayed at 1, 4, 16, and 32 looks, re-
spectively. This figure clearly illustrates the smoothing
effect, as well as the decrease in resolution resulting from
the multilook process. In one early survey of geologists
done by Ford [4], the results showed that even though the
optimum number of looks depended on the scene type and
resolution, the majority of the responses preferred 2-look
images. However, this survey dealt with images that had
rather poor resolution to begin with, and one may well find
that with today’s higher-resolution systems, analysts may
be asking for a larger number of looks.

3.3. Ambiguities and Anomalies

Radar images could contain a number of anomalies that
result from the way imaging radars generate the image.
Some of these are similar to what is encountered in optical
systems, such as blurring due to defocusing or scene mo-
tion, and some such as range and azimuth ambiguities are
unique to radar systems. This section addresses the anom-
alies most commonly encountered in radar images.

As mentioned earlier (see Fig. 3), a radar images a sur-
face by recording the echoes line by line with successive
pulses. The leading edge of each echo corresponds to the
near edge of the image scene, and the tail end of the echo
corresponds to the far edge of the scene. The length of the
echo (i.e., swath width of the scene covered) is determined
by the antenna beamwidth and the size of the data win-
dow. The exact timing of the echo reception depends on the
range between the sensor and the surface being imaged. If
the timing of the pulses or the extent of the echo are such
that the leading edge of one echo overlaps with the tail end
of the previous one, then the far edge of the scene is folded
over the near edge of the scene. This is called range am-
biguity. Referring to Fig. 10, the temporal extent of the
echo is equal to

Te � 2
R

c
yr tan y¼ 2

hl
cW

sin y
cos2 y

ð42Þ

This time extent should be shorter than the time sepa-
rating two pulses (i.e., 1/PRF). Thus we must have

PRFo
cW

2hl
cos2 y
sin y

ð43Þ

In addition, the sensor parameters, specifically the PRF,
should be selected such that the echo is completely within
an interpulse period; that is, no echoes should be received
during the time that a pulse is being transmitted.

Equation (43) gives an upper limit for the PRF. Another
kind of ambiguity present in SAR imagery also results

Figure 9. The effects of speckle can be reduced by incoherently
averaging pixels in a radar image, a process known as multilook-

ing. Shown in this figure is the same image, processed as a single
look (the basic radar image), 4 looks, 16 looks, and 32 looks. Note
the reduction in granular texture as the number of looks increase.
Also note that as the number of looks increase, the resolution of
the images decreases. Some features, such as those in the largest
dark patch, may be completely masked by the speckle noise.
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from the fact that the target’s return in the azimuth di-
rection is sampled at the PRF. This means that the azi-
muth spectrum of the target return repeats itself in the
frequency domain at multiples of the PRF. In general,
the azimuth spectrum is not a bandlimited signal; instead,
the spectrum is weighted by the antenna pattern in the
azimuth direction. This means that parts of the azimuth
spectrum may be aliased, and high-frequency data will
actually appear in the low-frequency part of the spectrum.
In actual images, these azimuth ambiguities appear as
ghost images of a target repeated at some distance in the
azimuth direction as shown in Fig. 11. To reduce the az-
imuth ambiguities, the PRF of a SAR has to exceed the
lower limit given by Eq. (33).

In order to reduce both range and azimuth ambiguities,
the PRF must therefore satisfy the conditions expressed
by both Eq. (33) and Eq. (43). Therefore, we must insist
that

cW

2hl
cos2 y
sin y

>
2v

L
ð44Þ

from which we derive a lower limit for the antenna size as

LW >
4vhl

c

sin y
cos2 y

ð45Þ

Another type of artifact in radar images results when a
very bright surface target is surrounded by a dark area.
As the image is being formed, some spillover from the
bright target, called sidelobes, although weak, could ex-
ceed the background and become visible as shown in
Fig. 12. It should be pointed out that this type of artifact

is not unique to radar systems. They are common in op-
tical systems, where they are known as the sidelobes of the
point spread function. The difference is that in optical
systems, the sidelobe characteristics are determined by
the characteristics of the imaging optics, namely, the hard-
ware, whereas in the case of a SAR, the sidelobe charac-
teristics are determined by the characteristics of the
processing filters. In the radar case, the sidelobes may
therefore be reduced by suitable weighting of the signal
spectra during matched filter compression. The equivalent
procedure in optical systems is through apodization of the
telescope aperture.

The vast majority of these artifacts and ambiguities
can be avoided with proper selection of the sensor’s and
processor’s parameters. However, the interpreter should
be aware of their occurrence because in some situations
they might be difficult, if not impossible, to suppress.

3.4. Geometric Effects and Projections

The time delay/Doppler history basis of SAR image
generation leads to an image projection different from
that in the case of optical sensors. Even though at first
look radar images seem very similar to optical images,

Figure 10. Temporal extent of radar echoes. If the timing of the
pulses or the temporal extent of the echoes is such that the lead-
ing edge of one echo overlaps the trailing edge of the previous one,
the far edge of the scene will be folded over the near edge, a phe-
nomenon known as range ambiguities.

Figure 11. Azimuth ambiguities result when the radar pulse
repetition frequency is too low to sample the azimuth spectrum of
the data adequately. In that case, the edges of the azimuth spec-
trum fold over themselves, creating ghost images as shown in this
figure. The top image was adequately sampled and processed,
while the bottom one clearly shows the ghost images due to the
azimuth ambiguities. The data were acquired with the NASA/JPL
AIRSAR systems, and a portion of Death Valley in California is
shown.
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close examination quickly shows that geometric shapes
and patterns are projected differently by the two sensors.
This difference is particularly acute in rugged terrain. If
the topography is known, a radar image can be reprojected
into a format identical to an optical image, thus allowing
image pixel registration. In extremely rugged terrain,
however, the nature of the radar image projection leads
to distortions that sometimes cannot be corrected.

In the radar image, two neighboring pixels in the range
dimension correspond to two areas in the scene with
slightly different range with respect to the sensor. This
has the effect of projecting the scene in a cylindrical ge-
ometry on the image plane, which leads to distortions as
shown in Fig. 13. Areas that slope toward the sensor ap-
pear shorter in the image, while areas that slope away
from the sensor seem longer in the image than do hori-
zontal areas. This effect is called foreshortening. In the
extreme case where the slope is larger than the incidence
angle, layover occurs. In this case, a hill would appear to
be projected over the region in front of it. Layover cannot

be corrected and can be avoided only by having an inci-
dence angle at the surface larger than any expected sur-
face slopes. When the slope facing away from the radar is
steep enough such that the radar waves do not illuminate
it, shadowing occurs and the area on that slope is not im-
aged. Note that in the radar images, shadowing is always
away from the sensor flight line and is not dependent on
the time of data acquisition or the sun angle in the sky.
Shadowing can be beneficial for highlighting surface mor-
phologic patterns. Figure 14 contains some examples of
foreshortening and shadowing.

4. ADVANCED SAR TECHNIQUES

The field of synthetic aperture radar changed dramatical-
ly over the years, and especially since the early 1990s with
the operational introduction of advanced radar techniques
such as polarimetry and interferometry. While both of
these techniques have been demonstrated much earlier,
radar polarimetry became an operational research tool
only with the introduction of the NASA/JPL AIRSAR sys-
tem in the early 1980s, and reached a climax with the two
SIR-C/X-SAR flights on board the space shuttle Endeav-
our in April and October 1994. Radar interferometry re-
ceived a tremendous boost when the airborne TOPSAR
system was introduced in 1991 by NASA/JPL, and further
when data from the European Space Agency ERS-1 radar
satellite became routinely available in 1991.

4.1. SAR Polarimetry

Electromagnetic wave propagation is a vector phenome-
non; that is, all electromagnetic waves can be expressed as
complex vectors. Plane electromagnetic waves can be rep-
resented by two-dimensional complex vectors. This is also
the case for spherical waves when the observation point is
sufficiently far removed from the source of the spherical
wave. Therefore, if one observes a wave transmitted by a
radar antenna when the wave is at a large distance from
the antenna (in the far field of the antenna), the radiated
electromagnetic wave can be adequately described by a

Figure 12. Sidelobes from the bright target, indicated by arrows
in this image, mask out the return from the dark area surround-
ing the target. The characteristics of the sidelobes are determined
mainly by the characteristics of the radar processing filters.

Figure 13. Radar images are cylindrical projections of the scene
onto the image plane, leading to characteristic distortions. Refer
to the text for more detailed discussions.

Figure 14. This NASA/JPL AIRSAR image shows examples of
foreshortening and shadowing. Note that since the radar provides
its own illumination, radar shadowing is a function of the radar
look direction and does not depend on the sun angle. This image
was illuminated from the left.
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two-dimensional complex vector. If this radiated wave is
now scattered by an object, and one observes this wave in
the far field of the scatterer, the scattered wave can again
be adequately described by a two-dimensional (2D) vector.
In this abstract way, one can consider the scatterer as a
mathematical operator that takes one 2D complex vector
(the wave impinging on the object) and changes that into
another 2D vector (the scattered wave). Mathematically,
therefore, a scatterer can be characterized by a complex
2� 2 scattering matrix

Esc
¼ ½S�Etr

ð46Þ

where Etr is the electric field vector that was transmitted
by the radar antenna, [S] is the 2� 2 complex scattering
matrix that describes how the scatterer modified the inci-
dent electric field vector, and ESC is the electric field vector

that is incident on the radar receiving antenna. This scat-
tering matrix is a function of the radar frequency and the
viewing geometry. Once the complete scattering matrix is
known and calibrated, one can synthesize the radar cross
section for any arbitrary combination of transmit and re-
ceive polarizations. Figure 15 shows a number of such
synthesized images for the San Francisco Bay area in Cal-
ifornia. The data were acquired with the NASA/JPL AIRS-
AR system.

The voltage measured by the radar system is the scalar
product of the radar antenna polarization and the incident
wave electric field:

V ¼prec . ½S�ptr ð47Þ

Here, ptr and prec are the normalized polarization
vectors describing the transmitting and receiving radar

Figure 15. Radar polarimetry allows one to synthesize images at any polarization combination.
This set of images of San Francisco, California, was synthesized from a single set of measurements
acquired by the NASA/JPL AIRSAR system. Note the differential change in brightness between the
city (the bright area) and Golden Gate Park, the dark rectangular area in the middle of the images.
This differential change is due to difference in scattering mechanism. The city area is dominated by
a double reflection from the streets to the buildings and back to the radar, while the park area
exhibits much more diffuse scattering.
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antennas. The power received by the radar is the magni-
tude of the voltage squared

P¼VV� ¼ jprec 	 ½S�pradj2 ð48Þ

Expanding the expression inside the magnitude sign, it
can be shown that the received power can also be written
in terms of the scatterer covariance matrix as follows

P¼VV� ¼ ð ~AATÞð ~TTAÞ� ¼ ~AATT�A� ¼A

	 ½C�A�; ½C� ¼T ~TT
�

ð49Þ

where ~AA¼ ðprec
h prad

h prec
h prad

v prec
v prad

h prec
v prad

v Þ represents
the antenna polarization vector elements and ~TT¼
ðShh Shv Svh SvvÞ represents only the scatterer. The su-
perscript * denotes complex conjugation. The covariance
matrix characterization is particularly useful when ana-
lyzing multilook radar images, since the covariance ma-
trix of a multilook pixel is simply the average covariance
matrix of all the individual measurements contained in
the multilook pixel. Equation (49) shows the covariance
matrix to be a 4� 4 complex matrix. In the case of radar
backscatter, reciprocity dictates that Shv¼Svh and the
covariance matrix can in general be written as a 3� 3
complex matrix.

The typical implementation of a radar polarimeter in-
volves transmitting a wave of one polarization and receiv-
ing echoes in two orthogonal polarizations simultaneously.
This is followed by transmitting a wave with a second po-
larization, and again receiving echoes with both polariza-
tions simultaneously. In this way, all four elements of the
scattering matrix are measured. This implementation
means that the transmitter is in slightly different posi-
tions when measuring the two columns of the scattering
matrix, but this distance is typically small compared to a
synthetic aperture, and therefore does not lead to a sig-
nificant decorrelation of the signals. The NASA/JPL
AIRSAR system pioneered this implementation for SAR
systems [5], and the same implementation was used in the
SIR-C part of the SIR-C/X-SAR radars [6].

The past few years (as of 2004) have seen relatively few
advances in the development of hardware for polarimetric
SAR systems; newer implementations are simply using
more advanced technology to implement the same basic
hardware configurations as in the initial systems. Signif-
icant advances were made, however, in the field of anal-
ysis and application of polarimetric SAR data.

4.1.1. Polarimetric SAR Calibration. Many of the ad-
vances made in analyzing polarimetric SAR data result
directly from the greater availability of calibrated data.
Unlike the case of single-channel radars, where only the
radar cross section needs to be calibrated, polarimetric
calibration usually involves four steps: crosstalk removal,
phase calibration, channel imbalance compensation, and
absolute radiometric calibration [7]. Crosstalk removal re-
fers to correcting mostly the cross-polarized elements of
the scattering matrix for the effects of system crosstalk
that couples part of the copolarized returns into the cross-
polarized channel. Phase calibration refers to correcting

the copolarized phase difference for uncompensated path-
length differences in the transmit and receive chains,
while channel imbalance refers to balancing the copolar-
ized and cross-polarized returns for uncompensated gain
differences in the two transmit and receive chains. Finally,
absolute radiometric calibration involves using some kind
of a reference calibration source to determine the overall
system gain to relate received power levels to normalized
radar cross section.

While most of the polarimetric calibration algorithms
currently in use were published in 1990 and 1991 [7–11],
several groups are still actively pursuing the study of im-
proved calibration techniques and algorithms. The earlier
algorithms are reviewed in Refs. 12 and 13, while Ref. 14
provides a comprehensive review of SAR calibration in
general. Some of these earlier algorithms are now rou-
tinely used to calibrate polarimetric SAR data operation-
ally, as, for example, in the NASA/JPL AIRSAR and SIR-C
processors [15].

4.1.2. Example Applications of Polarimetric SAR Data.
The availability of calibrated polarimetric SAR data al-
lowed research to move from the qualitative interpreta-
tion of SAR images to quantitative analysis of the data.
This sparked significant progress in classification of po-
larimetric SAR images, lead to improved models of scat-
tering by different types of terrain, and allowed the
development of some algorithms to invert polarimetric
SAR data for geophysical parameters, such as forest bio-
mass, surface roughness, and soil moisture.

4.1.3. Classification of Earth Terrain. Many Earth sci-
ence studies require information about the spatial distri-
bution of landcover types, as well as the change in
landcover and land use with time. In addition, it is in-
creasingly recognized that the inversion of SAR data for
geophysical parameters involves an initial step of seg-
menting the image into different terrain classes, followed
by inversion using the algorithm appropriate for the par-
ticular terrain class. Polarimetric SAR systems, capable of
providing high-resolution images under all weather con-
ditions as well as during day or night, provide a valuable
data source for classification of Earth terrain into different
landcover types.

Two main approaches are used to classify images into
landcover types:(1) maximum-likelihood classifiers based
on Bayesian statistical analysis and (2) knowledge-based
techniques designed to identify dominant scattering.

Some of the earlier studies in Bayesian classification
focused on quantifying the increased accuracy gained from
using all the polarimetric information. References 16 and
17 showed that the classification accuracy is significantly
increased when the complete polarimetric information is
used compared to that achieved with single-channel SAR
data. These earlier classifiers assumed equal a priori prob-
abilities for all classes, and modeled the SAR amplitudes
as circular Gaussian distributions, which means that the
textural variations in radar backscatter are not considered
to be significant enough to be included in the classification
scheme. Reference 18 extended the Bayesian classification
to allow different a priori probabilities for different classes.
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The method in that study [18] first classifies the image into
classes assuming equal a priori probabilities, and then it-
eratively changes the a priori probabilities for subsequent
classifications on the basis of the local results of previous
classification runs. Significant improvement in classifica-
tion accuracy is obtained with only a few iterations. More
accurate results are obtained using a more rigorous max-
imum a posteriori (MAP) classifier where the a priori dis-
tribution of image classes is modeled as a Markov random
field and the optimization of the image classes is done over
the whole image instead of on a pixel-by-pixel basis [19]. In
a subsequent work, the MAP classifier is extended to in-
clude the case of multifrequency polarimetric radar data
[20]. The MAP classifier was used in Ref. 21 to map forest
types in the Alaskan boreal forest. In this study, five veg-
etation types (white spruce, balsam poplar, black spruce,
alder/willow shrubs, and bog/fen/nonforest) were separat-
ed with accuracies ranging from 62 to 90%, depending on
which frequencies and polarizations are used.

Knowledge-based classifiers are implemented accord-
ing to determination of dominant scattering mechanisms
through an understanding of the physics of the scattering
process as well as experience gained from extensive ex-
perimental measurements [22]. One of the earliest exam-
ples of such a knowledge-based classifier was published in
1989 [23]. In this unsupervised classification, knowledge
of the physics of the scattering process was used to classify
images into three classes: odd numbers of reflections, even
numbers of reflections, and diffuse scattering. The odd and
even numbers of reflection classes are separated on the
basis of the copolarized phase difference, while the diffuse
scattering class is identified according to high cross-polar-
ized return and low correlation between the copolarized
channels. While no direct attempt was made to identify
each class with a particular terrain type, it was noted that
in most cases the odd numbers of reflection class corre-
sponded to bare surfaces or open water; even numbers of
reflections usually indicated urban areas or sparse forests,
sometimes with understory flooding present; while diffuse
scattering is usually identified with vegetated areas. As
such, all vegetated areas are lumped into one class, re-
stricting the application of the results. Pierce et al. [22]
extended this idea and developed a level 1 classifier that
segments images into four classes: tall vegetation (trees),
short vegetation, and urban and bare surfaces. First the
urban areas are separated from the rest by using the
L-band copolarized phase difference and the image texture
at C band. Then areas containing tall vegetation are iden-
tified using the L-band cross-polarized return. Finally, the
C-band cross-polarized return and the L-band texture are
used to separate the areas containing short vegetation
from those with bare surfaces. Accuracies better than 90%
are reported for this classification scheme when applied to
two different images acquired in Michigan. Another ex-
ample of a knowledge-based classification is reported in by
Hess et al. [24]. In this study, a decision-tree classifier is
used to classify images of the Amazonian floodplain near
Manaus, Brazil into five classes: water, clearing, macro-
phyte, nonflooded forest, and flooded forest based on po-
larimetric scattering properties. Accuracies better than
90% are reported.

4.1.4. Geophysical Parameter Estimation. One of the
most active areas of research in polarimetric SAR involves
estimating geophysical parameters directly from the ra-
dar data through model inversion. Space does not permit a
full discussion of the most recent work here. Therefore, in
this section only a brief summary of recent work will be
provided, with emphasis on vegetated areas.

Many electromagnetic models exist to predict scatter-
ing from vegetated areas [25–34], and this remains an area
of active research. Much of the work is aimed at estimating
forest biomass [35–39]. Earlier works correlated polari-
metric SAR backscatter with total aboveground biomass
[35,36] and suggested that the backscatter saturates at a
biomass level that scales with frequency, a result also pre-
dicted by theoretic models. This led some investigators to
conclude that these saturation levels define the upper lim-
its for accurate estimation of biomass [40], arguing for the
use of low-frequency radars to monitor forest biomass [41].

More recent work suggests that some spectral gradi-
ents and polarization ratios do not saturate as quickly and
may therefore be used to extend the range of biomass lev-
els for which accurate inversions could be obtained [37].
Reference 41 showed that inversion results are most ac-
curate for monospecies forests, and that accuracies de-
crease for less homogeneous forests. Those authors
conclude that the accuracies of the radar estimates of bio-
mass are likely to increase if structural differences be-
tween forest types are accounted for during the inversion
of the radar data.

Such an integrated approach to retrieval of forest bio-
physical characteristics has been reported [42,43]. These
studies first segment images into different forest structur-
al types, and then use algorithms appropriate for each
structural type in the inversion.

Furthermore, Dobson et al. [43] estimate the total bio-
mass by first using the radar data to estimate tree basal
area and height and crown biomass. The tree basal area
and height are then used in allometric equations to esti-
mate the trunk biomass. The total biomass, which is the
sum of the trunk and crown biomass values, is shown to be
accurately related to allometric total biomass levels up to
25 kg/m2, while Kasischke et al. [44] estimate that bio-
mass levels as high as 34–40 kg/m2 could be estimated
with an accuracy of 15–25% using multipolarization C-, L-,
and P-band SAR data.

Research in retrieving geophysical parameters from
nonvegetated areas is also an active research area, al-
though not as many groups are involved. One of the ear-
liest algorithms to infer soil moisture and surface
roughness for bare surfaces was published in 1992 [45].
This algorithm uses polarization ratios to separate the ef-
fects of surface roughness and soil moisture on the radar
backscatter, and an accuracy of 4% for soil moisture is re-
ported. More recently, Dubois et al. [46] reported a slightly
different algorithm, based only on the copolarized back-
scatters measured at L band. Their results, using data
from scatterometers, airborne SARs, and spaceborne
SARs (SIR-C), show an accuracy of 4.2% when inferring
soil moisture over bare surfaces. Shi and Dozier [47] re-
ported an algorithm to measure snow wetness and dem-
onstrated accuracies of 2.5%.

RADAR REMOTE SENSING 4109



4.2. SAR Interferometry

SAR interferometry refers to a class of techniques where
additional information is extracted from SAR images that
are acquired from different vantage points, or at different
times. Various implementations allow different types of
information to be extracted. For example, if two SAR im-
ages are acquired from slightly different viewing geome-
tries, information about the topography of the surface can
be inferred. On the other hand, if images are taken at
slightly different times, a map of surface velocities can be
produced. Finally, if sets of interferometric images are
combined, subtle changes in the scene can be measured
with extremely high accuracy.

In this section, we shall first discuss so-called cross-
track interferometers used for the measurement of surface
topography. This will be followed by a discussion of
along-track interferometers used to measure surface ve-
locity. The section ends with a discussion of differential
interferometry used to measure surface changes and
deformation.

4.2.1. Radar Interferometry for Measuring Topography.
SAR interferometry was first demonstrated by Graham
[48], who demonstrated a pattern of nulls or interference
fringes by vectorally adding the signals received from
two SAR antennas: one physically situated above the oth-
er. Later, Zebker and Goldstein [49] demonstrated that
these interference fringes can be formed after SAR pro-
cessing of the individual images if both the amplitude and
the phase of the radar images are preserved during the
processing.

The basic principles of interferometry can be explained
using the geometry shown in Fig. 16. Using the law of co-
sines on the triangle formed by the two antennas and the
point being imaged, it follows that

ðRþ dRÞ2¼R2þB2 � 2BR cos
p
2
� yþ a

� �
ð50Þ

where R is the slant range to the point being imaged from
the reference antenna, dR is the pathlength difference

between the two antennas, B is the physical interferomet-
ric baseline length, y is the look angle to the point being
imaged, and a is the baseline tilt angle with respect to the
horizontal.

From Eq. (50) it follows that we can solve for the path-
length difference dR. If we assume that RbB (a very good
assumption for most interferometers), one finds that

dR � �B sinðy� aÞ ð51Þ

The radar system does not measure the pathlength dif-
ference explicitly, however. Instead, what is measured is
an interferometric phase difference that is related to the
pathlength difference through

f¼
a2p
l

dR¼ �
a2p
l

B sinðy� aÞ ð52Þ

where a¼1 for the case where signals are transmitted out
of one antenna and received through both at the same
time, and a¼ 2 for the case where the signal is alternately
transmitted and received through one of the two antennas
only. The radar wavelength is denoted by l.

From Fig. 16, it also follows that the elevation of the
point being imaged is given by

zðyÞ¼h�R cos y ð53Þ

where h denotes the height of the imaging reference an-
tenna above the reference plane with respect to which
elevations are quoted. From Eq. (52) one can infer the ac-
tual radar look angle from the measured interferometric
phase as

y¼ a� sin�1 lf
a2pB

� �
ð54Þ

Using Eqs. (54) and (53), one can now express the in-
ferred elevation in terms of system parameters and mea-
surables as follows:

zðyÞ¼h�R cos a� sin�1 lf
a2pB

� �� �
ð55Þ

This expression is the fundamental interferometric SAR
equation for broadside imaging geometry.

SAR interferometers for the measurement of topogra-
phy can be implemented in one of two ways. In the case of
single-pass interferometry, the system is configured to
measure the two images at the same time through two
different antennas usually arranged one above the other.
The physical separation of the antennas is referred to as
the baseline of the interferometer. In the case of repeat-
track interferometry, the two images are acquired by
physically imaging the scene at two different times using
two different viewing geometries.

So far most single-pass interferometers have been im-
plemented using airborne SARs [49–51]. The Shuttle
Radar Topography Mission (SRTM), a joint project be-
tween the United States National Imagery and Mapping
Agency (NIMA) and the National Aeronautics and Space
Administration (NASA), was the first spaceborne imple-
mentation of a single-pass interferometer [52]. Launched

Figure 16. Basic interferometric radar geometry. The path-
length difference between the signals measured at each of the
two antennas is a function of the elevation of the scatterer.
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in February 2000 from Cape Canaveral in Florida on the
space shuttle Endeavour, SRTM used modified hardware
from the C-band radar of the SIR-C system, with a 62-m-
long boom and a second antenna to form a single-pass
interferometer. The SRTM mission acquired digital topo-
graphic data of the globe between 601 north and south
latitudes during one 11-day shuttle mission. The SRTM
mission also acquired interferometric data using modified
hardware from the X-band part of the SIR-C/X-SAR sys-
tem in a collaboration between NASA and the Deutches
Zentrum für Luft und Raumfahrt (DLR) in Germany. The
swaths of the X-band system, however, were not wide
enough to provide global coverage during the mission.

The SRTM payload used the maximum resources that
the space shuttle could offer with respect to energy use,
flight duration, and payload mass, with the result that the
mapping phase of the flight operations was limited to 159
orbits. With the 62-m-long mast, and the more than 13
tons of payload, SRTM was the largest structure ever
flown in space. The C-band radar was operated in the
SCANSAR mode, which allowed complete global coverage
between 541 south latitude and 601 north latitude. All the
SRTM data have been processed into digital elevation
maps. Figure 17 shows a shaded relief map of the state
of California derived from the SRTM data. Processed data
and general information about the SRTM mission can be

found on the Web at http://www.jpl.nasa.gov/srtm/ and
at http://srtm.usgs.gov/. The vertical accuracy (90%) of
the SRTM data is estimated to be about 7 m.

Most of the SAR interferometry research has gone into
understanding the various error sources and how to cor-
rect their effects during and after processing. As a first
step, careful motion compensation must be performed dur-
ing processing to correct for the actual deviation of the
aircraft platform from a straight trajectory [53]. As men-
tioned before, the single-look SAR processor must pre-
serve both the amplitude and the phase of the images.
After single-look processing, the images are carefully
coregistered to maximize the correlation between the
images. The so-called interferogram is formed by subtract-
ing the phase in one image from that in the other on a
pixel-by-pixel basis.

The interferometric SAR technique is better under-
stood by briefly reviewing the difference between tradi-
tional and interferometric SAR processing. In traditional
(noninterferometric) SAR processing, it is assumed that
the imaged pixel is located at the intersection of the Dopp-
ler cone (centered on the velocity vector), the range sphere
(centered at the antenna), and an assumed reference
plane, as shown in Fig. 18. Since the Doppler cone has
its apex at the center of the range sphere, and its axis of
symmetry is aligned with the velocity vector, it follows

Figure 17. Shaded relief map of California de-
rived from SRTM C-band radar interferometry
measurements.
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that all points on the intersection of the Doppler cone and
the range sphere lie in a plane orthogonal to the velocity
vector.

The additional information provided by cross-track in-
terferometry is that the imaged point also has to lie on the
cone described by a constant phase, which means that one
no longer has to assume an arbitrary reference plane. This
cone of equal phase has its axis of symmetry aligned with
the interferometer baseline and also has its apex at the
center of the range sphere. It then follows that the imaged
point lies at the intersection of the Doppler cone, the range
sphere, and the equal phase cone, as shown in Fig. 19. It
should be pointed out that in actual interferometric SAR
processors, the two images acquired by the two interfero-
metric antennas are actually processed individually using
the traditional SAR processing assumptions. The result-
ing interferometric phase then represents the elevation
with respect to the reference plane assumed during the
SAR processing. This phase is then used to find the actual
intersection of the range sphere, the Doppler cone, and the
phase cone in three dimensions.

Once the images are processed and combined, the mea-
sure phase must be unwrapped. During this procedure,
the measured phase, which varies only between 01 and
3601, must be unwrapped to retrieve the original phase by
adding or subtracting multiples of 3601. The earliest phase
unwrapping routine was published by Goldstein et al. [54].
In this algorithm, areas where the phase will be discon-
tinuous as a result of layover or poor signal-to-noise ratios
are identified by branchcuts, and the phase unwrapping
routine is implemented such that branchcuts are not
crossed when unwrapping the phases. Phase unwrapping
remains one of the most active areas of research, and
many algorithms remain under development.

Even after the phases have been unwrapped, the abso-
lute phase is still not known. This absolute phase is re-
quired to produce a height map that is calibrated in the
absolute sense. One way to estimate this absolute phase is
to use ground control points with known elevations in the
scene. However, this human intervention severely limits
the ease with which interferometry can be used opera-
tionally. Madsen et al. [53] reported a method by which the
radar data themselves are used to estimate this absolute
phase. The method breaks the radar bandwidth up into an
upper and lower halves, and then uses the differential in-
terferogram formed by subtracting the upper-half spec-
trum interferogram from the lower-half spectrum
interferogram to form an equivalent low-frequency inter-
ferometer to estimate the absolute phase. Unfortunately,
this algorithm is not robust enough in practice to fully
automate interferometric processing. This is one area
where significant research is needed if the full potential
of automated SAR interferometry is to be realized.

Absolute phase determination is followed by height re-
construction. Once the elevations in the scene are known,
the entire digital elevation map can be geometrically rec-
tified. Madsen et al. [53] reported accuracies ranging be-
tween 2.2 m RMS for flat terrain and 5.5 m RMS for
terrain with significant relief for the NASA/JPL TOPSAR
interferometer.

An alternative way to form the interferometric baseline
is to use a single-channel radar to image the same scene
from slightly different viewing geometries. This technique,
known as repeat-track interferometry, has been applied
mostly to spaceborne data starting with data collected
with the L-band SEASAT SAR [54–59]. Other investiga-
tors used data from the L-band SIR-B [60] the C-band
ERS-1 radar [61,62], and more recently the L-band SIR-C

Figure 18. In traditional (noninterferometric) SAR processing,
the scatterer is assumed to be located at the intersection of the
Doppler cone, the range sphere, and some assumed reference
plane.

Figure 19. Interferometric radars acquire all the information
required to reconstruct the position of a scatterer in three dimen-
sions. The scatterer is located at the intersection of the Doppler
cone, the range sphere, and the interferometric phase cone.
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[63] and the X-band X-SAR [64]. Repeat-track interfe-
rometry has also been demonstrated using airborne SAR
systems [65].

Two main problems limit the usefulness of repeat-track
interferometry. The first is due to the fact that, unlike the
case of single-pass interferometry, the baseline of the re-
peat-track interferometer is not known accurately enough
to infer accurate elevation information form the interfero-
gram. Zebker et al. [62] show how the baseline can be
estimated using ground control points in the image. The
second problem is due to differences in scattering and
propagation that results from the fact that the two images
forming the interferogram are acquired at different times.
One result is temporal decorrelation, which is worst at the
higher frequencies [58]. For example, C-band images of
most vegetated areas decorrelate significantly over as
short a time as one day. This problem more than any
other limits the use of the current operational spaceborne
single-channel SARs for topographic mapping, and led to
proposals for dedicated interferometric SAR missions to
map the entire globe [66,67].

4.2.2. Along-Track Interferometry. In some cases, the
temporal change between interferometric images contains
much information. One such case is the mapping of ocean
surface movement. In this case, the interferometer is im-
plemented in such a way that one antenna images the
scene a short time before the second antenna does, pref-
erably using the same viewing geometry. Goldstein and
Zebker [68] described such an implementation in which
one antenna is mounted forward of the other on the body
of the NASA DC-8 aircraft. In a later work, Goldstein et al.
[69] measured ocean currents with a velocity resolution of
5–10 m/s. Marom et al. [70,71] along-track interferometry
used to estimate ocean surface current velocity and
wavenumber spectra. This technique was also applied
to the measurement of ship-generated internal wave
velocities [72].

In addition to measuring ocean surface velocities,
Carande [73] reports a dual-baseline implementation, im-
plemented by alternately transmitting out of the front and
aft antennas, to measure ocean coherence time. He esti-
mated typical ocean coherence times for L band to be
about 0.1 s. Shemer and Marom [74] proposed a method to
measure ocean coherence time using only a model for the
coherence time and one interferometric SAR observation.

4.2.3. Differential Interferometry. One of the most ex-
citing applications of radar interferometry is implemented
by subtracting two interferometric pairs separated in time
from each other to form a so-called differential interfero-
gram. In this way surface deformation can be measured
with unprecedented accuracy. This technique was first
demonstrated by Gabriel et al. [75] using SeaSat data to
measure millimeter-scale ground motion in agricultural
fields. Since then this technique has been applied to mea-
sure centimeter–meter-scale coseismic displacements [76–
81] and measure centimeter-scale volcanic deflation [82].
The added information provided by high-spatial-resolu-
tion coseismic deformation maps was shown to provide

insight into the slip mechanism that would not be attain-
able from the seismic record [79,80].

Differential SAR interferometry has also lead to spec-
tacular applications in polar ice sheet research by provid-
ing information on ice deformation and surface
topography at an unprecedented level of spatial details.
Goldstein et al. [83] observed icestream motion and tidal
flexure of the Rutford Glacier in Antarctica with a preci-
sion of 1 mm per day and summarized the key advantages
of using SAR interferometry for glacier studies. Joughin
[84] studied the separability of ice motion and surface to-
pography in Greenland and compared the results with
those from both radar and laser altimetry. Rignot et al.
[85] estimated the precision of the SAR-derived velocities
using a network of in situ velocities, and demonstrated,
along with Joughin et al. [86], the practicality of using
SAR interferometry across all the different melting re-
gimes of the Greenland ice sheet. Large-scale applications
of these techniques is expected to yield significant im-
provements in our knowledge of the dynamics, mass bal-
ance, and stability of the world’s major ice masses.

One confusing factor in the identification of surface de-
formation in differential interferograms is due to changing
atmospheric conditions. In observing Earth, radar signals
propagate through the atmosphere, which introduces ad-
ditional phase shifts that are not accounted for in the
standard geometric equations describing radar interfe-
rometry. Spatially varying patterns of atmospheric water
vapor change the local index of refraction, which, in turn,
introduces spatially varying phase shifts to the individual
interferograms. Since the two (or more) interferograms
are acquired at different times, the temporal change in
water vapor introduces a signal that could be on the same
order of magnitude as that expected from surface defor-
mation, as discussed by Goldstein [87]. Another limitation
of the technique is temporal decorrelation. Changes in the
surface properties may lead to complete decorrelation of
the images and no detectable deformation signature [78].

4.2.4. Polarimetric Interferometry. In the preceding dis-
cussion on radar interferometry, it was assumed that only
one polarization was transmitted, and only one polariza-
tion measured on reception of the radar waves. However,
as mentioned before, electromagnetic wave propagation is
by nature a vector phenomenon. Therefore, in order to
capture the complete information about the scattering
process, interferometric measurements should really be
made in the full polarimetric implementation of a radar
system. In this case, there are really three different mea-
surements being made at the same time. First, there are
the two polarimetric radar measurements at each end of
the baseline, represented below by the two covariance ma-
trices [C11] and [C22]. Since the baseline is generally short
compared to the distance to the scene, these two measure-
ments can be expected to be nearly identical, except for the
very small change in the angle of incidence from one end of
the baseline to the other. (The exception, of course, is if the
two measurements are made in the repeat-track imple-
mentation. In that case, temporal changes could cause the
two covariance matrices to be quite different.) The third
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measurement, of course, is the full vector interferogram as
opposed to the scalar implementation described earlier.

The vector interferogram, which is the complex cross-
correlation of the signal from one end of the baseline with
that from the other end of the baseline, can be described as

V1V�2 ¼
~AA1T1

~TT
�

2A�2¼A1 	 ½C12�A
�
2 ð56Þ

The correlation of the two signals after averaging is

m¼
hV1V�2iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hV1V�1ihV2V�2i

p

¼
A1 	 h½C12�iA

�
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðA1 	 h½C11�iA
�
1ÞðA2 	 h½C22�iA

�
2Þ

p
ð57Þ

where the angular brackets /S denote averaging. The
interferometric phase is the phase angle of the numerator
of [57]

fint¼ argðA1 	 ½C12�
 �

A�2Þ ð58Þ

Using this formulation, Cloude and Papathanassiou [88]
showed, using repeat-track SIR-C interferometric data,
that polarization diversity can be used successfully to op-
timize the correlation between images. They also showed
significant differences in the measured elevation in for-
ested areas when using polarization optimization. At
present, polarimetric interferometry is a very active re-
search area. Unfortunately, progress is hampered severely
by lack of availability of well-calibrated data, as only a
handful of radar systems have been upgraded to full
polarimetric interferometry capability.

Current research is still only beginning to realize the
full potential of radar interferometry. Because of the suc-
cess of the SRTM mission, and some excellent fundamen-
tal research in the application of interferometric and
differential interferometric radar data, the next few years
will undoubtedly see an explosion in the interest and use
of this type of remote sensing data.

5. NONIMAGING RADARS

5.1. Ocean Scatterometer

Scatterometers measure the surface backscattering cross
section precisely in order to relate the measurement to
geophysical quantities such as the ocean wind vector (both
speed and direction) [89]. Spaceborne ocean scatterome-
ters are capable of measuring global wind vectors over
oceans for use in studies of upper ocean circulation, tropo-
spheric dynamics, and air–sea interaction. Typical resolu-
tion of an ocean scatterometer is several tens of kilometers
even though a higher-resolution scatterometer can pro-
vide useful information such as the coastal ocean wind
vector. Since the backscattering cross section depends
strongly on the surface roughness and the dielectric con-
stant, a scatterometer can detect the electrical and geo-
metric properties of a surface. As wind blows over the
ocean surface, wind stress generates surface waves that

roughen the ocean surface. Since the dielectric constant of
an ocean surface is very large at the microwave spectrum,
the backscattering is related mainly to the surface rough-
ness. Therefore, the backscattering cross section mea-
sured by an ocean scatterometer is sensitive to the
windspeed via the surface roughness [90]. Since the sur-
face roughness scale at the size of the radar wavelength
strongly influences the backscattering cross section, the
scatterometer wavelength should be at the centimeter
scale in order to derive the surface windspeed. Specifical-
ly, the surface roughness size (L) responsible for backscat-
tering is related to the radar wavelength l as

L¼
l

2 sin y
ð59Þ

where y is the incidence angle. This wavelength L is also
known as the Bragg wavelength, which represents a res-
onance scale presented in the scattering surface.

The received power must be calibrated to produce the
accurate backscattering cross section using the radar
equation. The noise power must be estimated and sub-
tracted from the receive power during the calibration pro-
cess. As discussed in Section 3.2, radar return
measurements are contaminated by the speckle noise. In
order to measure the backscattering cross section accu-
rately, a large number of independent observations must
be averaged [91]. This can be done in either the frequency
or time domain. In scatterometry, a commonly adopted
parameter for the backscattering cross section measure-
ment accuracy is Kp defined as

Kp¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varfs0g
p

s0
ð60Þ

which is the normalized standard deviation of the mea-
sured backscattering cross section [92]. To obtain an ac-
curate measurement, Kp must be minimized.

Using the calibrated backscattering cross section, a
geophysical model function must be developed to relate
the backscattering cross section to the wind vector [93]. In
general, a model function can be written as

s0¼Fð ~UUÞ ð61Þ

for the given frequency, incidence angle, and polarization
of a scatterometer. Here, ~UU denotes the wind vector (speed
and direction). Because of the difficulty in deriving rigor-
ous theoretical models, empirical models have been used
for scatterometry applications. Figure 20 shows schematic
model functions. As an example of a model function, Wentz
and coworkers [94,95] have used SeaSat data to derive a
Ku-band geophysical model function known as SASS-2.

It can be observed that s0 is a function of the radar az-
imuth angle (a) relative to the wind direction. A single s0

measurement is not sufficient to solve for both windspeed
and direction. Figure 21 shows the double-sinusoidal re-
lationship [93]. Thus, s0 is maximum at upwind (a¼ 0)
and downwind (a¼ 180) directions while it is minimum
near the crosswind direction (a¼ 90 and 270). As can be
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seen from Fig. 21, s0 in the upwind direction is slightly
higher than one in the downwind direction. In principle, a
unique wind vector can be determined as a result of this
small asymmetry. However, extremely accurate measure-
ments are required to detect this small difference. It is
clear that more than one s0 measurement must be made at
different azimuth angles to determine the wind direction.
In order to explain the wind direction determination tech-
nique, we use a simple model given by

s0¼AUgð1þa cos aþ b cos 2aÞ ð62Þ

where A, a, b, and g are empirically determined for the
windspeed U measured at a reference altitude (usually at
19.5 m above the ocean surface). As can be seen from
Eq. (62), two measurements provide the windspeed
U and the wind direction with a fourfold ambiguity.

Additional measurements must be used to remove the
ambiguity. Otherwise, auxiliary meteorological informa-
tion is required to select the correct wind direction from
ambiguous vectors [96].

An ocean scatterometer must be designed to provide
multiple azimuth measurements and wide-swath cover-
age. Two antenna types have been used for this purpose:
multiple-fan beam and conically scanning spot beam [97].
For example, a multiple-fan beam with three antennas
can measure backscattering cross sections at three differ-
ent azimuth angles as shown in Fig. 22a. As a satellite
moves, an ocean surface is observed by the forward-look-
ing antenna, the center antenna, and the aft antenna. The
narrow antenna pattern provides resolution in one dimen-
sion, and the Doppler and range filtering provides resolu-
tion in the wide antenna pattern direction. The advantage
of the multiple-fan beam is that the multiple azimuth
measurements are made at fixed optimal azimuth angles.
The disadvantages are that the nadir gap and the mea-
surements must be made at a wide range of incidence an-
gles. A conically scanning antenna system with two beams
can make maximum four azimuth measurements at fixed
two incidence angles as shown in Fig. 22b. The advantages
of the scanning antenna are that the geophysical model
function should be limited to a narrow range of incidence
angles and there is no nadir gap. The obvious disadvan-
tage is that the antenna system must rotate continuously.

The hardware of a scatterometer is composed of three
major components: RF, digital, and antenna subsystems.
The functions of both RF and digital subsystems are sim-
ilar to the imaging radar case. Typically, a scatterometer
signal is amplified by TWTA (traveling-wave tube ampli-
fier) consisting of a TWT (traveling wave tube) and the
associated high-voltage power supply. A stable calibration
noise source is used to calibrate the receiver gain. The
digital subsystem accumulates many independent mea-
surements in both frequency and time domains to mini-
mize Kp and to reduce the data volume. The ground
processing system should produce global ocean wind vec-
tors in a timely manner for natural-hazard applications
such as hurricane tracking. In addition, it is important to
identified the data contaminated by ice, land, and rain.

Examples of a spaceborne scatterometer are SASS
(Seasat-A Scatterometer System), ERS-1 [98,99], NSCAT,
and SeaWinds. Their radar parameters are shown in
Table 1.

Figure 20. Schematic scatterometer model function. Using this
geophysical model function, backscattering measurements are
related to windspeed.

Figure 21. Backscattering cross section in terms of the radar
azimuth angle relative to the wind direction. Note that s0 in
the upwind direction is slightly higher than in the downwind
direction.

Rotation

(a) (b)

Outer
beam

Inner
beam

Figure 22. Two scatterometer antenna implementions: (a) mul-
tiple-fan beam; (b) conically scanning spot beam.
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5.2. Ocean Altimeter

A radar altimeter [89] measures the distance between the
sensor and the surface at the nadir direction to derive a
topographic map of the surface. The primary application
of a spaceborne ocean altimeter is to measure the sea sur-
face elevation resulting from geostrophic ocean currents,
which requires an accuracy of several centimeters. Long-
term measurements of an ocean topography will contrib-
ute to the determination of the general circulation of the
ocean and its variability. This allows us to study the role of
oceans in the Earth climate system.

A radar altimeter transmits a short pulse to the nadir
direction and measures the round-trip time (T) accurately.
Hence, the distance (H) from the sensor to the surface can
be calculated from

H¼
vT

2
ð63Þ

where v is the speed of a radar wave in the propagating
medium. The height error (dH) can be written in terms of
the velocity error (dv) and the timing error (dT) as

dH¼
Tdv

2
þ

vdT

2
: ð64Þ

The velocity error results from the refractive index vari-
ation due to ionosphere and atmosphere. A dual-frequency
altimeter can be used to estimate the ionospheric effect,
and a multiple-frequency radiometer may be used to esti-
mate the atmospheric range delay. The timing error is re-
lated mainly to the finite signal bandwidth and the clock
accuracy on the spacecraft. In addition, the small-scale
roughness variation over the surface elevation causes an
electromagnetic bias [100]. This bias is about 1% of the
significant wave height (SWH). These errors must be es-
timated and corrected to achieve the required height ac-
curacy. The location of a satellite must be known
accurately since the distance is measured from an altim-
eter. Global positioning system (GPS) data and other sat-
ellite tracking techniques can be used for precision orbit
determination.

The altimeter spatial resolution can be determined by
either the radar beamwidth or the pulselength. If the
beam footprint is smaller than the pulse footprint, the al-
timeter is called beam-limited. Otherwise, it is pulse-lim-
ited (see Fig. 23). The beam-limited footprint is given by

lh/L, while the pulse-limited footprint is 2
ffiffiffiffiffiffiffiffi
cth
p

. Here, h is
the altitude, L is the antenna length, and t is the pulse-
length. For a typical ocean altimeter, a long physical pulse
is used to increase the signal-to-noise ratio. Then, a pulse
compression technique is used to increase the range res-
olution. A ‘‘deramping’’ chirp technique is used for pulse
compression. The deramping chirp is identical to the
transmit chirp with a given time lag. The return signal
and the deramping chirp are mixed together, and the dif-
ference frequency is processed to determine the range
precisely.

The altimeter mean return waveform W(t) [101,102]
can be written as

WðtÞ¼FðtÞ�qðtÞ�pðtÞ ð65Þ

where F(t) is the flat surface impulse response, including
radar antenna beamwidth and pointing angle effects, q(t)
is the surface height probability density function, and p(t)
is the radar system impulse response. Here, the symbol *
denotes the convolution operator. As illustrated in Fig. 24,
the return pulseshape changes for different surface rough-
ness. The antenna pointing angle is also important for
waveform fitting. The half-power point on the waveform
corresponds to the nadir mean sea level if the sea surface
height distribution is Gaussian. In order to operate the
altimeter electronics within the linear region of all receiv-
ers, an automatic gain control is implemented. An adap-
tive tracking unit attempts to track nadir mean sea level
by keeping the half-power point in the tracking gate.

Table 1. Spaceborne Scatterometer Parameters

SASS ERS-1 NSCAT SeaWinds

Frequency (GHz) 14.6 5.3 14 13.4
Spatial resolution

(km)
50 50 25, 50 25

Swath width (km) 500 500 600 1800
Antenna type Fan

beam
Fan

beam
Fan

beam
Scanning

spot beam
Number of

antennas
4 3 6 1

Polarization VV,HH VV VV,HH VV,HH
Orbit altitude (km) 800 785 820 803

Figure 23. Beam-limited and pulse-limited altimeter footprints.

Figure 24. Altimeter return pulseshape for different surface
roughnesses.
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As an example of radar altimeters, we briefly describe
the TOPEX radar altimeter [103]. The resulting RMS
height accuracy of a single-pass TOPEX measurement is
4.7 cm [104]. This information is used to study the circu-
lation of the world’s oceans. The TOPEX altimeter is a
dual-frequency (5.3- and 13.6-GHz) radar in order to re-
trieve the ionospheric delay of the radar signal. The
TOPEX microwave radiometer measures sea surface em-
issivity at three frequencies (18, 21, and 37 GHz) to esti-
mate the total water vapor content. The bandwidth and
the pulsewidth of the TOPEX altimeter are 320 MHz and
102.4 ms, respectively. The peak transmit power is 20 W.
The antenna is a 1.5-m parabola with the 1.11 beamwidth
at Ku band. In addition, the satellite carries a GPS re-
ceiver for precise satellite tracking. All these measure-
ments are used to produce high-accuracy altimeter data.
More recent research topics related to radar altimetry can
be found in Ref. 104.

Conventional altimetry observations produced by the
TOPEX altimeter provide high-precision ocean topogra-
phy in the along-track direction. This allows the calcula-
tion of one geostrophic velocity component. However,
knowledge of the two-dimensional velocity vector is re-
quired for an accurate estimate of important ocean char-
acteristics such as the transport of mass, heat, freshwater,
and chemicals. A new instrument using radar interfe-
rometry has been proposed to measure two-dimensional
ocean topography. This instrument is known as the
wide-swath ocean altimeter [105]. A three-satellite radar
altimeter concept also has been proposed to observe the
two-dimensional ocean surface gradient [106].

5.3. Radar Sounder

Radar sounders are used to image subsurface features by
measuring reflections from dielectric constant discontinu-
ities. For example, an ice sounding radar can measure the
ice thickness by detecting the ice–ocean boundary [107]. In
order to penetrate into subsurface, a long-wavelength ra-
dar is desired. Various radar sounding techniques are
comprehensively summarized by Daniels et al. [108]. In
order to image subsurface features, a radar signal must
penetrate to the target depth with the satisfactory SNR.
Like other radars, subsurface sounding radars should
have an adequate bandwidth for sufficient resolution to
detect buried objects or other dielectric discontinuity.

For a ground-penetrating radar [109], a probing anten-
na must be design for efficient coupling of electromagnetic
radiation into the ground. The depth resolution can be
obtained by using similar techniques described in the pre-
vious sections. However, the physical distance must be
estimated from the slant range information and the real
part of the medium refractive index. In order to enhance
horizontal resolution, one can use the synthetic aperture
technique. However, the matched filter construction is
very difficult since the medium dielectric constant is usu-
ally inhomogeneous and unknown. The most important
quantity to design a subsurface radar is the medium loss
that determines the penetration depth. For a ground
subsurface radar, it is advantageous to average many
samples or increase effective pulselength to enhance

SNR. Polarimetric information is also important when
buried objects are long and thin since strong backscatter-
ing is produced by a linearly polarized signal parallel to
the long axis.

For an airborne [110] or a spaceborne radar sounder
[111], subsurface returns must be separated from unwant-
ed surface returns. Since a surface return is usually much
stronger than a subsurface return, the radar must be de-
signed for an extremely low sidelobe. A surface return can
be an ambiguous signal if it is at the same range as a
subsurface return (surface ambiguity). This problem be-
comes more serious as the altitude of a radar becomes
higher or the antenna gain becomes lower. In addition,
when the medium loss is large, radar must have a large
dynamic range to detect a small subsurface return.

As an example of orbiting radar sounders, we will brief-
ly describe the Apollo 17 lunar sounder radar [111]. The
objectives of the sounder experiment were to detect sub-
surface geologic structures and to generate a lunar surface
profile. Since lunar soil and rock exhibit less attenuation
due to the absence of free water, one may expect deeper
subsurface penetration compared with the observations
on Earth. This sounder was operating at three frequencies
(5, 15, and 150 MHz). This instrument was also used to
generate a lunar surface profile using the strong surface
return. In addition, galactic noise in the lunar environ-
ment was measured at the HF band.

5.4. Cloud Radar

Spaceborne cloud measurements to be accomplished by
NASA’s CloudSat mission [112,113] will answer a number
of outstanding cloud-climate problems. The CloudSat
measurements will evaluate quantitatively the represen-
tation of clouds and cloud processes in global atmospheric
circulation models. The cloud profiling radar of the Cloud-
Sat will provide the global survey of the vertical structure
of cloud systems at 500 m vertical resolution and 1.4 km
horizontal resolution. Most meteorological radars [114]
operate at centimeter wavelengths in order to avoid the
significant attenuation by precipitation. However, cloud
radars operate at millimeter wavelength since clouds can-
not be observed easily by using conventional centimeter
wavelength radars [115]. In order to minimize absorption,
the radar frequency must be in the spectral windows
whose center frequencies are 35, 100, and 150 GHz. The
first millimeter-wave radar observations of clouds were
done in the 35-GHz window [116]. Using the technology
development at 94 GHz, the CloudSat radar operates
at 94 GHz since higher radar reflectivity is expected at
shorter wavelengths.

The cloud profiling radar of the CloudSat measures the
power reflected from clouds as a function of distance from
the radar. A minimum detectable cloud reflectivity is
� 26 dBZ. The radar is composed of RF electronics,
digital electronics, high-power amplifier, and antenna sub-
systems. The CloudSat antenna diameter is a fixed 1.85-
m-diameter reflector made from space-qualified composite
graphite material to reduce mass. The antenna gain is
higher than 63 dBi, and the sidelobes are less than
� 50 dB for angles larger than 71 from the boresight.
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The low sidelobe level is important to eliminate the
contamination from the surface reflection that is much
stronger than the reflection from clouds. In order to min-
imize the loss, the quasioptical transmission line is used to
feed the antenna instead of waveguides. The peak trans-
mit power is 1.7 kW produced by EIK (extended-interac-
tion klystron) and a high-voltage power supply. The
thermal noise is reduced by averaging many samples of
measured power and subtracting the estimated noise pow-
er. A higher PRF provides more samples to average; how-
ever, it increases the range ambiguity.

For a pulsed radar, the received power (Pr) can be writ-
ten as

Pr¼
PtG

2l2V

ð4pÞ3r4
Ze�2a ð66Þ

where Pt is the peak transmit power, G is the antenna
gain, l is the wavelength, V is the resolution volume, Z is
the volumetric radar cross section, and a is the one-way
loss [117]. If the cloud particles are much smaller than the
radar wavelength, using the Rayleigh scattering method,
the radar reflectivity (Z) can be written as

Z¼
Zl4

p5jKj2
ð67Þ

where K¼ (n2
�1)/(n2

þ 2) and n is the complex refractive
index of a particle. If cloud returns are measured coher-
ently, the radial velocity (vr) can be measured by using the
Doppler frequency ( fd) as

vr¼
fdl
2

ð68Þ

Coherent radar measurements provide simultaneous
radar reflectivity and radial velocity profiles in terms of
altitude. More recent airborne cloud radars [118,119] can
measure polarimetric reflectivity that can provide the ad-
ditional information such as the linear depolarization ra-
tio (LDR). Using these parameters, a cloud region
classification (ice, cloud droplets, mixed-phase hydrome-
teors, rain, and insects) can be achieved [117]. If multi-
wavelength measurements are made, it may be possible to
estimate the drop size distribution.

5.5. Rain Radar

The accurate measurement of rainfall is an important fac-
tor in understanding the global water–energy cycle. Rain
radars measure the rain reflectivity that can be used to
estimate the parameters related to rainfall using inver-
sion algorithms [120]. As an example of rain radars, one of
the tropical rainfall measuring mission (TRMM) [121] in-
struments is a single-frequency (13.8-GHz), cross-track
scanning radar for precipitation measurement. The satel-
lite altitude is 350 km, and the scanning swath is 220 km.
The range and surface horizontal resolutions are 250 m
and 4 km, respectively. Using TRMM data, the rain profile
can be estimated [120].

The operation frequency (13.8 GHz) is selected by con-
sidering both antenna size and attenuation. At this fre-
quency, the antenna size does not have to be too large and
the attenuation is small enough to measure rainfall near
the surface. As an airborne rain radar, the National
Aeronautics and Space Administration and the Jet Pro-
pulsion Laboratory developed an airborne rain-mapping
radar (ARMAR) that flies on the NASA DC-8 aircraft
[122]. The ARMAR operates with the TRMM frequency
and geometry to understand the issues related to the
TRMM rain radar.

Due to the downward-looking geometry, it is possible
that surface clutter return may obscure return from pre-
cipitation. Even for an antenna looking off-nadir, the nadir
return can be at the same range as precipitation. In order
to overcome these difficulties, both antenna sidelobes and
pulse compression sidelobes must be low (B� 60 dB rela-
tive to the peak return) enough to detect precipitation. In
order to measure rain reflectivity accurately, it is neces-
sary to calibrate the radar precisely. Radar measurements
such as the reflectivity, the fall velocity, the horizontal–
vertical polarization phase difference, and the differential
reflectivity can be used to estimate rain rate and rain
profile.
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1. INTRODUCTION

A unified full-wave solution to scattering from irregular
stratified media is adapted to sensing surface features
with multiple scales of fluctuations. An overview of the
full-wave approach with extensive reference to articles in
the technical literature have been published in Volume 17
of the Wiley Encyclopedia of Electrical and Electronics
Engineering [1]. The full-wave analysis leads to a set of
generalized telegraphists’ equations, which account for
scattering due to fluctuations in the medium parameters
(complex permittivity and permeability) as well as surface
roughness. These medium and surface-height fluctuations
are assumed to consist of a continuum of very-large-scale
(compared to wavelength) to very-small-scale features.
For purposes of illustration, only random rough-surface
height fluctuations are considered here. Thus the compos-
ite rough surfaces are characterized by their surface
height probability density functions, including their sur-
face height spectral density functions. The surface height
spectral density functions, which are the Fourier trans-
forms of the surface height autocorrelation functions, are
assumed to consist of a very broad spectrum of spatial
components, corresponding to a wide range of correlation
lengths. It is shown that the high- and low-frequency lim-
iting forms of the original full-wave solutions [2] reduce to
the physical optics solutions [3] and the small perturba-
tion solution [4], respectively [5].

In general however, unlike the physical optics solutions
for highly conducting surfaces, the full-wave solutions are
polarization-dependent and, unlike the small-perturba-
tion solution, the original full-wave solutions are not re-
stricted by specific values of the mean-square heights of
the rough surfaces. However, the original full-wave ex-
pressions, based on an iterative solution of the generalized
telegraphists’ equations, are restricted to rough surfaces
with small to moderate mean-square slopes [2]. In order to
apply rough-surface scattering theories to surfaces with
multiple scales of roughness, two scale theories based on
perturbation–physical optics hybrid approaches were in-
troduced [6–8]. Thus patches of small-scale surfaces are
assumed to ride on the large-scale surfaces, and the total
cross section is expressed as a sum of a large-scale phys-
ical optics cross section and a slope-modulated small-scale
surface cross section. Since the expressions for the small-
scale surface cross sections are based on the small-pertur-
bation solution, the Rayleigh parameters associated with
the small-scale surface (b¼ 4k2

0hh
2
s i, where k0 is the free-

space wavenumber and hh2
s i is the mean-square height of

the small-scale surface), are assumed to be significantly
smaller than unity. Moreover, the results were shown to be

critically dependent on the choice of the Rayleigh param-
eters associated with the small-scale surface [8]. Since the
superposition of a small-scale surface on a large-scale
physical optics surface does not increase the power scat-
tered by the rough surface, the results based on the sum-
mation of the two cross sections are restricted to very
small fluctuations from the physical optics surface.

In this work the full-wave solutions are expressed in
variational forms as a weighted sum of two cross sections
[9]. Consistent with energy conservation, the contribution
to the total cross section due to the surface with the larger-
scale spectral components of the rough surface is reduced
by a factor related to the characteristic function for the
surface with the smaller-scale spectral components. The
contributions to the total cross section due to the surface
with the smaller-scale spectral components of the rough
surface are modulated by the slopes of the surface with the
larger-scale spectral components.

To avoid problems associated with ideal (step-type) fil-
ters, a smooth filtering scheme is introduced in order to
separate the larger-scale (spatial) spectral components
from the smaller-scale spectral components [10,11]. The
variational parameter used to separate the larger-scale
surface from the smaller-scale surface is associated with
the mean-square height or slope of the larger- or smaller-
scale surface. It may also be associated with the patch or
pixel size associated with the smaller-scale surface [12].

Using the unified full-wave approach, this variational
parameter associated with spectral splitting of the com-
posite rough surface can be varied in a continuous man-
ner. In one limit the entire rough-surface scatter cross
section is given by the small-slope, original full-wave so-
lution [2]. In the other limit the entire rough-surface cross
section is given by the high-frequency limit of the full-
wave solution (related to the physical optics solution). In
these two limits no spectral decomposition of the rough
surface is assumed. For the intermediate cases the varia-
tional parameter (related to the fraction of the mean-
square heights or slopes of the larger-scale surface) is var-
ied in a continuous manner. Thus, for example, hh2

l i=hh
2i

or hs2
l i=hs

2i (where hh2
l i and hs2

l i are the mean-square
heights and slopes of the larger-scale surface while hh2i

and hs2i are the mean-square heights and slopes of the
total rough surface) is varied continuously between zero
and unity. It is shown that the total scatter cross section
for the composite rough surface is stationary over a very
broad range of the variational parameter. The criteria
used to determine the stationarity of the results for the
backscatter cross sections is related the norm of the error
over the full range of incident angles. The norm is related
to the variational parameter [associated with the mean-
square heights, slopes, or patch (pixel) size [12]]. Since the
original full-wave solution is restricted by a specific value
of the mean-square height and the mean-square slope of
the rough surface, the results associated with the varia-
tional parameter [related to the fractional mean-square
slope ðs2

l =s
2Þ] are most revealing.

Since the slopes of the very-small-scale rough surface
do not contribute to the cross section, the unified full-wave
solutions can be applied without spectral truncation to
Pearson–Moskovitz surfaces [8] or fractural surfaces.
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Application of this work to remote sensing of soil moisture
content is also of special interest. It is readily shown that
for the physical optics limit or the small perturbation lim-
it, the ratio of the backscatter cross sections for the ver-
tically to horizontally polarized waves is independent of
the surface roughness. Therefore, the extraction of infor-
mation on moisture content from the measured data is
relatively straightforward. However, in general this ratio
cannot be assumed to be independent of surface rough-
ness. In these cases it is necessary to determine the impact
of surface slopes on the scatter cross sections in order to
extract the data on moisture content. The full-wave ap-
proach can be applied to the remote sensing of manmade
rough surfaces as well as naturally occurring surfaces.
Contrary to results based on the small-perturbation ap-
proach, the unified full-wave solutions for the ratio of the
backscatter cross section for vertically to horizontally
polarized waves can be near unity, in agreement with
experimental results.

2. FORMULATION OF THE PROBLEM

The rough interface that separates free space (with per-
mittivity e0 and permeability m0) from a half-space char-
acterized by its complex permittivity e1 and permeability
m1 is given by

f ðxs; ys; zsÞ¼ ys � hðxs; zsÞ¼ 0 ð1Þ

where �LoxsoL and �lozsol and hðxs; zsÞ¼h0¼ const
for jxj > L and jzj > l.

The electric field of the vertically or horizontally
polarized plane wave incident in free space is given
by

�EEP
i ðx; y; zÞ¼ �aaPEP

io expð�i �kki . �rrÞ ð2Þ

in which the superscript P, V (vertical) or H (horizontal)
denotes the polarization of the wave. The unit vector �aan is
parallel to the plane of incidence and �aaH is perpendicular
to the plane of incidence. The magnitude of the incident
wave is EP

i0, the wavevector �kki
0 for the incident wave in free

space is parallel to the unit vector �aanx �aaH, and �rr is the po-
sition vector to the observation point. The unit vector nor-
mal to the mean plane of the rough surface y¼h0 is �aay.
Assuming expðiotÞ time excitations, the free-space wave-
number is k0¼o

ffiffiffiffiffiffiffiffiffi
m0ep
p

. The incident wavevector is in the
direction of the unit vector �nni.

�kki
0¼

�kk0 �nn
i¼ k0ðsin yi

0 cos fi �aax

� cos yi
0 �aayþ sin yi

0 sin fi �aazÞ

ð3Þ

in which yi
0 is the elevation angle of incidence measured

from the y axis and fi is the azimuth angle. The full-wave
solution for the electromagnetic radiation fields diffusely
scattered from the two-dimensionally rough surface is

given by

Gf
s¼

k0

2pi

� �2 Z L

�L

Z l

�l

Z 1

�1

Z 1

�1

Sð �kk0; �kkiÞ expð�i �kk00 . �rrÞ

� expði �vv . �rrtÞ
½expðiv0yhÞ � expðiv0yh0Þ�

v0y

�dxsdzs

dk00ydk00z

k00x

Gi¼Gf �Gf
D

ð4Þ

in which Gf
s and Gi are 2� 1 column matrices whose ele-

ments are the vertically and horizontally polarized com-
ponents of the diffusely scattered electric fields and the
incident electric fields EPf

s and EP
i ðP¼V;HÞ, respectively.

The integrations are over the surface variables xs; zs and
the wavevector variables k00y; k

0
0z for the radiation fields.

The 2� 2 scattering matrix Sð �kk0; �kkiÞ is given by

Sð �kk0; �kkiÞ¼ 2 cos y00 cos yi
0Rð �kk0; �kkiÞ ð5Þ

in which the elements of the 2� 2 matrix Rð �kk0; �kkiÞ are

RHH¼

½mrC
0
1Ci

1 cosðf0 � fi
Þ � S00Si

0�ð1� 1=erÞ þ 1� mr

� �
cosðf0 � fi

Þ

ðC00þ ZrC
0
1ÞðC

i
0þ ZrC

i
1Þ

ð6Þ

RVV ¼

½erC
0
1Ci

1 cos ðf0 � fi
Þ � S00Si

0�ð1� 1=mrÞþ ð1� erÞ cosðf0 � fi
Þ

ðC00þC01=ZrÞðC
i
0þCi

1=ZrÞ

ð7Þ

RHV ¼
�nr½ð1� 1=mrÞC

0
1 � ð1� 1=erÞC

i
1� sinðf0 � fi

Þ

ðC00þC01=ZrÞðC
i
0þ ZrC

i
1Þ

ð8Þ

RVH¼
nr½ð1� 1=erÞC

0
1 � ð1� 1=mrÞC

i
1� sinðf0 � fi

Þ

ðC00þ ZrC
0
1ÞðC

i
0þCi

1=ZrÞ
ð9Þ

The scatter wavevector in the direction of the unit vector
�nn0 is

�kk00¼
�kk0 �nn
0 ¼ k0 ðsin y00 cos f0 �aaxþ cos y00 �aayþ sin f0 �aaz

�
ð10Þ

where y00 and f0 are respectively the elevation angle and
azimuth angle for the scattered wave. The relative com-
plex permittivity and permeability are er¼ e1=e0; mr¼

m1=m0; respectively. The relative refractive index and in-
trinsic impedance of medium 1 below the interface are
nr¼ ðmrerÞ

1=2 and Zr¼ ðmr=erÞ
1=2, respectively. The sines and

cosines of the angles y0 and y1 above and below the rough
interface (denoted by S0;S1 and C0;C1) are related
through Snell’s law.

The position vector to a point on the rough surface is

�rrs¼ xs �aaxþhðxs; zsÞ �aayþ zs �aaz

¼ �rrtþhðxs; zsÞ �aay

ð11Þ
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and �rrt is its projection of �rrs on the x; z plane. The vector �vv0

is given by

�vv0 ¼ �kk00 �
�kki
0 ð12Þ

For L and l!1;Gf
D, the second term in Eq. (4) reduces to

the specularly reflected plane wave from an infinite flat
surface. For observation points in the far field k0rb1, the
wavevector variables in Eq. (4) can be integrated using the
steepest-descent method, and the diffusely scattered fields
reduce to

Gf
s¼G0

Z l

�l

Z L

�L

Sð �kkf ; �kkiÞ expð�i �vv . �rrtÞ

�
½expðivyhÞ � expðivyh0Þ�

vy
dxsdzs¼Gf �Gf

D

ð13Þ

in which

�kkf
0¼ k0 ðsin yf

0 cos ff �aaxþ cos yf
0 �aayÞ

þ sin yf
0 sin ff �aazÞ¼ k0 �nn

f
ð14Þ

and

�vv¼ �kkf
0 �

�kki
0 ð15Þ

The coefficient G0 in Eq. (13) is

G0¼
k2

0 expð�ik0rÞ

2pir
ð16Þ

In Eq. (13), the elements of the scattering matrix Sð �kkf ; �kkiÞ

can be obtained from Eqs. (5)–(9) on replacing the angles
in �kk0 by the corresponding angles in �kkf .

If the mean surface is normal to the unit vector �nn as
shown in Fig. 1, the solutions for the diffusely scattered
fields are given by Eq. (13) or (4) except that the scattering
matrices Sð �kkf �kkiÞ or Sð �kk0; �kkiÞ are replaced by

Dð �kkf ; �kkiÞ¼Tf Snð
�kkf ; �kkiÞTi ð17Þ

in which SPQ
n , the elements of the scattering matrix Sn, are

obtained from SPQ on replacing the cosines of the incident
and scatter angles in the reference coordinate system with
the cosines of the incident and scatter angles in the tilted
coordinate system, ð� �nni . �nnÞ and ð �nnf . �nnÞ, respectively. Fur-
thermore, cosðff

� fi
Þ is replaced by the cosine of the an-

gle between the planes of incidence and scatter in the
tilted coordinate system:

cosðffn
� fin

Þ¼
ð �nni� �nnÞ . ð �nnf � �nnÞ

j �nni� �nnjj �nnf � �nnj

The sines of the angles are transformed in a similar man-
ner. The 2�2 matrices Ti and Tf respectively relate the
vertically and horizontally polarized incident and scat-
tered fields in the reference coordinate system to the in-
cident and scattered fields in the tilted coordinate system
[13]. In addition, the differential surface element dxsdzs is
replaced by dxsdzs= �nn . �aay, and hðxs; zsÞ is measured normal
to the mean surface. Thus the full-wave solutions are in-
variant to coordinate translations and rotations. They

intrinsically satisfy the reciprocity and duality relation-
ships in electromagnetic theory.

3. FULL-WAVE SCATTER CROSS SECTIONS

Starting with the original full-wave solutions for the far
fields in Eq. (13), the radar cross sections per unit area are
expressed as follows

hsPQ
0 i¼ jS

PQð �kkf ; �kkiÞj2Qð �kkf ; �kkiÞ ð18Þ

in which SPQð �kkf ; �kkiÞ is the surface element scattering coef-
ficient for incident waves in the direction �nni and polariza-
tion Q¼V (vertical) or H (horizontal) and scatter waves in
the direction �nnf and polarization P¼V or H and

Qð �kkf ; �kkiÞ¼
k4

0

p �vv2
y

Z 2L

�2L

1�
jxdj

2L

� �
1�
jzdj

2l

� �

� ½w2ð �vvy;� �vvyÞ � jwð �vvyÞj
2� expði �vv . �rrdtÞd �rrdt

ð19Þ

in which

�rrdt¼ðxs1 � xs2Þ �aaxþ ðzs1 � zs2Þ �aaz¼ xd �aaxþ zd �aaz ð20Þ

and d �rrdt¼dxddzd.
For homogeneous isotropic random rough surfaces with

Gaussian height probability density functions, the char-
acteristic function wðvyÞ and the joint characteristic func-
tions w2ðvy;�vyÞ are given by

jwðvyÞj
2¼ exp½�v2

yhh
2i� ð21aÞ

and

w2ðvy;�vyÞ¼ exp½�v2
yhh

2ið1�RðrdÞÞ� ð21bÞ

y

n

n

r t

h(
r t)n

y

y '

rc

rt

rt

x '
'

Rough surface
y' = h(x',z')

Figure 1. Arbitrarily oriented pixel on a rough surface.
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in which vy¼ �vv . �aay; hh2i is the mean-square height of the
rough surface and RðrdÞ is the normalized surface height
autocorrelation function, the Fourier transform of the
surface height spectral density function WðkÞ. For homo-
geneous isotropic random rough surface the surface
height autocorrelation function is a function of distance
rd¼ ðx

2
dþ z2

dÞ
1=2 only and Qð �kkf ; �kkiÞ can be expressed as

follows for L and l much larger than the correlation
lengths lc:

Qð �kkf ; �kkiÞ¼
2k2

0

v2
y

Z 1

0
ðw2ðvy;�vyÞ � jwðvyÞj

2

J0ðvxzrdÞrddrd

ð22Þ

where J0 is the Bassel function of order zero and

vxz¼ ðv
2
x þ v2

z Þ
1=2
¼ ðv2 � v2

yÞ
1=2

ð23Þ

It should be noted that Qð �kkf ; �kkiÞ remains finite as vy ! 0
(backscatter at grazing angles).

4. DECOMPOSITION OF RANDOM ROUGH SURFACES
INTO TWO SURFACES

Since the original full-wave solutions were derived itera-
tively for rough surfaces with small to moderate slopes,
the corresponding expressions for the radar cross sections
[Eq. (18)] are restricted to random rough surfaces with
moderate to small slopes. In order to apply the full-wave
solutions to rough surfaces with larger slopes, the surface
is regarded as a superposition of a larger-scale surface
consisting primarily of the larger-scale spatial compo-
nents of the surface height spectral density function and
a smaller-scale surface consisting primarily of the smaller-
scale spatial components of the surface height spectral
density function WðkÞ. To avoid problems associated with
ideal (step-type) filters, a smooth decomposition procedure
into larger and smaller scale surfaces is adopted [10,11].
To illustrate the smooth decomposition procedure, two
cases are considered here. Assume first that the surface
height autocorrelation function hh2iRðrdÞ and its Fourier
transform, the surface height spectral density function
WðkÞ are Gaussian:

WðkÞ ¼
hh2i

4p2

Z 1

�1

RðrdÞ expð�i �kk . �rrdÞd �rrd

¼
hh2il2

c

4p
exp

�k2l2
c

4

� � ð24Þ

where �rrd¼ xd �aaxþ zd �aaz; rd¼ ðx
2
dþ z2

dÞ
1=2; �kk¼ kx �aaxþ kz �aaz, and

k¼ ðk2
x þ k2

z Þ
1=2. The corresponding expression for the

larger-scale surface is

WlðkÞ ¼
hh2

l i

4p2

Z 1

�1

RlðrdÞ expð�i �kk . �rrdÞd �rrd

¼
hh2

l il
2
cl

4p
exp

�k2l2
cl

4

� � ð25Þ

Thus the surface height spectral density function for the
smaller scale surface is

WsðkÞ¼WðkÞ �WlðkÞ ð26Þ

Since Wsðk¼ 0Þ¼ 0, the autocorrelation length lcl and the
mean-space height hh2

l i of the larger-scale surface are re-
lated to the autocorrelation length lc and mean-square
height hh2i of the total surface as follows:

hh2
l il

2
cl¼hh

2il2
c ð27Þ

As a result, l2
cl¼hh

2il2
c=hh

2
l i�l2

c , since hh2
l i�hh

2i. Thus
WsðkÞ is positive for all values of k and it peaks at km,
where

k2
m¼

8 lnðlcl=lcÞ

l2
cl � l2

c

ð28Þ

The corresponding surface height autocorrelation function
for the smaller-scale surface is

hh2
s iRsðxdÞ¼ hh

2i exp �
rd

lc

� �2
" #

� hh2
1i exp �

rd

lcl

� �2
" # ð29Þ

where hh2
s i¼ hh

2i � hh2
l i and Rsð0Þ¼ 1. The normalized au-

tocorrelation function Rsðr0Þ¼ 0 for

r2
0¼ ln

hh2i

hh2
l i

" #
l2
c l2

cl

ðl2
cl � l2

c Þ

¼ ln
lcl

lc

� �2 l2
c l2

cl

ðl2
cl � l2

c Þ

 ! ð30Þ

Thus for rdor0; RðrdÞ > 0 and for rd > r0; RðrdÞo0. The
mean-square slope for Gaussian random rough surfaces is

s2¼
4hh2i

l2
c

ð31aÞ

The mean-square slope of the large-scale surface is

s2
l ¼

4hh2
l i

l2
cl

ð31bÞ

and

s2
l

s2
¼
hh2

l i

hh2i

l2
c

l2
cl

¼
hh2

l i

hh2i

� �2

¼
lc

lcl

� �4

ð32Þ

The ratio of the mean-square height of the larger- or
smaller-scale surface to the mean-square height of the to-
tal surface can be varied in a continuous manner between
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zero and one, and the spectral decomposition between the
two surfaces is smooth.

A more complex illustration of a composite rough
surface that is considered here is a superposition of Pear-
son–Moskowitz-type sea surfaces. The spectral density
function for such a rough surface is given by

WðkÞ ¼W1ðkÞþW2ðkÞ

¼
2

p
B1k4

ðk2þ k2
1Þ

4
þ

B2k4

ðk2þk2
2Þ

4

" #
ð33Þ

in which the parameters ki¼ 1=ð335:2V4
i Þ

1=2cm�1 and V
is the windspeed in meters per second. For k¼ ki;
WiðkÞ¼ ðBi=8pk4

i Þ is maximum. It is assumed here that
k2 > k1. In this case the smooth decomposition is achieved
by choosing the spectral density function for the smaller-
scale surface as follows

WsðkÞ¼
2

p
ðB1þB2Þk

4

ðk2þ k2
s Þ

4
ð34Þ

where ks�k2. Thus, for kbks

WðkÞ � WsðkÞ !
2ðB1þB2Þ

pk4
ð35Þ

The corresponding expression for the larger-scale surface
height spectral density function is

WlðkÞ¼WðkÞ �WsðkÞ ð36Þ

and WlðkÞ > 0 for all values of k. Furthermore, for kbks

WlðkÞ !
8½Blðk2

s � k2
1ÞþB2ðk2

s � k2
2Þ�

pk6
ð37Þ

The corresponding surface height autocorrelation func-
tions are Fourier transforms of WðkÞ; WsðkÞ, and WlðkÞ:

hh2
i iRiðrdÞ¼

p
2

Z 1

�1

WiðkÞe
i �kk . �rrd k dk

They can be expressed in terms of modified Bessel
functions [12,14]. The mean-square height of the total
surface is

hh2i¼
B1

6k2
1

þ
B2

6k2
2

¼hh2
1iþ hh

2
2i ð38Þ

The mean-square height of the smaller-scale surface is

hh2
s i¼

B1þB2

6k2
s

ð39Þ

and the mean-square slope of the larger scale surface is

s2
l ¼

p
2

Z 1

�1

WlðkÞk
3 dk

¼B1 ln
ks

k1

� �
þB2 ln

ks

k2

� � ð40Þ

To evaluate the mean-square slope of Pearson–Moskowitz-
type random rough surfaces, it is necessary to truncate the
upper limit of the surface height spectral density function
[8]. However, no such truncation is needed here to evalu-
ate the mean-square slope of the larger-scale surface since
WlðkÞ decreases are 1=k6 for kbks. Evaluation of the full-
wave solutions for the scatter cross sections does not in-
volve the slopes of the smaller-scale (capillary) surface.
This could also have a significant positive impact on the
study of scattering from fracture-type random rough
surfaces.

4.1. Application of the Unified Full-Wave Approach
to Two-Scale Models

Using the decomposition scheme illustrated in Section 3,
the composite random rough surface is expressed as

hðxs; zsÞ¼hlðxs; zsÞþhsðxs; zsÞ ð41Þ

in which the total h, larger-scale hl, and smaller-scale hs,
random rough surface heights are characterized statisti-
cally through their individual surface height spectral den-
sity functions. On applying the unified full-wave approach
to two-scale models of composite random rough surfaces, it
is shown that the total scatter cross sections (per unit
area) hsPQi can be expressed as follows in terms of a
weighted sum of two cross sections [9]

hsPQi¼ hsPQ
s iþ jwsjhs

PQ
l i ð42Þ

in which hsPQ
s i is the normalized scatter cross section as-

sociated with the small-scale surface (tilt-modulated by
the slopes of the larger-scale surface). This cross section is
given by the statistical average of DPQð �kkf ; �kkiÞQsð

�kkf ; �kkiÞ over
the slopes of the larger-scale surface, characterized by its
probability diversity function

pðhx;hzÞ¼p
@hl

@x
;
@hl

@z

� �

The unit vector normal to the tilted smaller scale surface
is

�nn¼
�hx �aa0xþ �aa0y � hz �aa0z

ð1þh2
x þh2

z Þ
1=2

¼ sin O cos t �aa0xþ cos O cos t �aa0yþ sin t �aa0z
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in which O and t are tilt angles in and perpendicular to the
plane of incidence, thus

hsPQ
s i¼ hD

PQð �kkf ; �kkiÞQsð
�kkf ; �kkiÞi ð43Þ

in which DPQ, (the slope-dependent surface element scat-
tering coefficient) is the PQ ðP;Q¼V ;HÞ element of the
scattering matrix Dð �kkf ; �kkiÞ given by Eq. (17) and Qð �kkf ; �kkiÞ is
the slope-modulated version of Eq. (22)

Qsð
�kkf ; �kkiÞ¼

2k2
0ð1þh2

x þh2
z Þ

v2
y

�

Z 1

0
½w2sðvy; vyÞ � wsðvyÞ� .J0ðvxyrdÞrddrd

ð44Þ

where vy¼ �vv . �nn and vxz¼ ðv
2
x þ v2

z Þ
1=2
¼ ðv2 � v2

yÞ
1=2. Fur-

thermore, w2sðvy;�vyÞ and ws(ny) are the joint characteris-
tic function and characteristic function for the smaller-
scale surface. The second term in Eq. (42) is the contribu-
tion from the larger scatter scale surface. This contribu-
tion is equal to the physical optics scatter cross sections
associated with the larger-scale surface hsPQ

l i, weighted
down by the magnitude squared of the smaller-scale sur-
face characteristic function. It can be shown that

hsPQ
l i¼ jD

PQ
s ð

�kkf ; �kkiÞj2Qlð
�kkf ; �kkiÞ ð45Þ

where DPQ
s ð

�kkf ; �kkiÞ is the value of surface element scattering
coefficient evaluated at the specular point where the unit
vector normal to the surface is given by

�nns¼
�vv

v
ð46Þ

Furthermore

Qlð
�kkf ; kiÞ¼

2k0

�vvy

Z 1

0
½w2lðv

0
ys � v0yÞ � jwlðv

0
yÞj

2�

� xJ0ðv
0
xzrdÞrddrd

ð47Þ

where w2lðv
0
y;�v0yÞ and wlðv

0
yÞ are the joint characteristic

function and the characteristic function for the larger-
scale surface and v0y¼ �vv � �aa

0; vxy¼ ðv
2 � v0y

2Þ
1=2

and �aa0y is
normal to the mean plane (see Fig. 1).

Since hl and hs can be chosen such that the variational
parameters hh2

l i=hh
2i¼ 1� hh2

s i=hh
2i¼n or s2

l =s
2¼n can

be varied between zero and one. The corresponding
expressions for the total cross sections can be evaluated
as functions of the variational parameters n. Denoting
these quantities with the subscript n, the norm of the er-
ror over the range of backscatter angles yi

0 is defined as
follows

EPQ
nþDn=2¼

X

i

hsPQ
nþDnðy

i
0Þi � hs

PQ
n ðy

i
0Þi

hsPQ
nþDnðy

i
0Þiþ hs

PQ
n ðyi

0Þi

2

Dn

in which

Dn¼

hh2
l inþDn � hh

2
l in

hh2
1i

or

½ðs2
l ÞnþDn � ðs

2
l Þn�

s2
l

8
>>>>>><

>>>>>>:

The variational parameter could also be related to the
smaller-scale surface patch size [12].

The cross sections sPQ
n ðy

i
0Þ are stationary over a wide

range of the variational parameter (related to the mean-
square heights or slopes of the larger-scale surface). The
final cross sections are evaluated for n where the norm of
the error is minimum.

5. CONCLUDING REMARKS

In this article a comprehensive procedure is presented for
applying a unified full-wave approach to evaluate the ra-
dar cross sections of random rough surfaces, based on a
variational two-scale model.

This variational approach is based on the intrinsic
properties of the full-wave solution. In the low-frequency
limit, when the wavelength of electromagnetic waves in-
cident on the rough surfaces is very large compared to the
scales of roughness of the surface, the full-wave solution
reduces to the polarization-dependent small-perturbation
solution. In the high-frequency limit, when the wave-
length is much smaller than the scales of roughness of
the surface, the full-wave solution reduces to the physical
optics solution (associated with specular point scattering).

In the case of most natural land or sea surfaces, the
scales of roughness consist of a continuum of very small to
very larger scales of roughness. In these cases it becomes
difficult to distinguish between surfaces with the larger
scales and smaller scales of roughness. Furthermore, the
hybrid perturbation–physical optics, two-scale approaches
were restricted by the value of the Rayleigh parameter
b¼ 4k2

0hh
2
s i (associated with the small-scale surface) and

the results were shown to be very sensitive to the selection
of the spatial wavenumber kd where spectral splitting is
assumed to occur [8]. One reason for this is that the total
cross section was assumed to be a simple sum of two cross
sections instead of (42).

Several features distinguish the full-wave results
(based on the two-scale model) from the familiar two-scale
approach. A smooth decomposition of the surface height
spectral density function is adopted rather than a step-
type decomposition associated with the wavenumber kd.
The variational parameter associated with the fractional
mean-square heights or slopes of the larger-scale surface,
can be varied between one and zero in a continuous man-
ner. In one limit, the full-wave solution reduces to the
original full wave solution [2]. In the other limit, the full-
wave solution reduces to the physical optics solution (as-
sociated with specular point scattering and the Fresnell
reflection coefficients). For highly conducting surfaces,
these physical optics solutions are polarization-indepen-
dent. For the intermediate cases (associated with the
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variational parameters between one and zero) the full-
wave solutions for the total radar cross sections are ex-
pressed as weighted sums of two cross sections [9]. Thus,
when the contributions from the smaller-scale rough sur-
face increases, the corresponding contribution from the
larger-scale spectral components of the surface decreases.
The stationarity of the results (based on the unified full-
wave approach) over a broad range of variational param-
eters corresponds to a broad minimum in the norm of the
error (as defined in the previous section). The value
of the total radar cross section obtained in this manner
is relatively insensitive to changes in the variational pa-
rameter. The results obtained using the familiar hybrid
perturbation–physical optics approach are very sensitive
to changes in kd (where spectral splitting occurs).
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Each day, we constantly make decisions. Given certain
hypotheses, information is selected on which to base each
decision, and under certain conditions, we may need to
determine the reliability of the information. Such is the
case in radar signal detection—a returned signal is re-
ceived, and we have to decide whether a target is present
or absent. If there were no noise or interference, the
decision could be made with complete confidence. How-
ever, in reality, the received signal is usually heavily
corrupted by environmental noise, interference, and noise
from the radar system itself, and so on. In order to make a
reliable decision, the noise and unwanted signals have to
be suppressed with a so-called matched filter before a
decision can be made.

Owing to the existence of noise and interference, radar
signal detection has to be treated as a statistical problem,
regardless of whether the signal under detection is deter-
ministic. This statistical formalism of radar signal detec-
tion theory can be applied to all types of radar signals
without restriction. To understand radar signal detection,
noise has to be described quantitatively. A time-limited
deterministic signal can be described as a time series, and
a periodic deterministic signal can be represented as a
Fourier series. In contrast, noise cannot be represented as
a deterministic function in the time or frequency domains.
In other words, we cannot predict a noise-contaminated
radar signal with absolute certainty. However, with avail-
able noise information such as the expectation, the power,
or even the probability distribution of noise, we can select
a criterion on which to base our decision.

1. BASIC CONCEPTS AND CRITERIA

1.1. Concepts of Signal-to-Noise Ratio and Matched Filter

The signal-to-noise ratio (SNR) in radar and communica-
tion systems is defined as

SNR¼
signal powerð Þ

noise varianceð Þ
ð1Þ

The maximum output SNR, the most frequently used
criterion for radar detection, is defined as the ratio of the
maximum instantaneous output signal power to the out-
put noise power. The input SNR is a major limiting factor
for radar detection performance.

For a fixed input SNR, a linear time-invariant filter
whose frequency response function maximizes the output
SNR is called a matched filter. Matched filtering trans-
forms the raw radar data into a form that is suitable for (1)
generating the optimal decision for detection, (2) estimat-
ing the target parameters with a minimal RMS error, or
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(3) obtaining the maximum resolving power for a group of
targets. The characteristics of matched filters can be
described by either a frequency-domain transfer function
or a time-domain impulse response function, each related
to the other by the Fourier transform. In the frequency
domain, the matched-filter transfer function H(o) is the
complex conjugate of the spectrum of the signal. Thus, in
general terms

H oð Þ¼ kS� oð Þe�joT ð2Þ

where S(o) is the spectrum of the input signal s(t) and T is
a delay constant required to make the filter physically
realizable. The normalizing factor k and the delay con-
stant are generally ignored in formulating the underlying
significant relationship. This simplification yields

H oð Þ¼S� oð Þ ð3Þ

Equation (3) reveals that the bandwidth of the receiver
must be the same as that of the signal. This is under-

standable, because if the bandwidth of the receiver is wide
compared with that occupied by the signal energy, extra-
neous noise may be introduced into the excess bandwidth,
which lowers the output signal-to-noise ratio. On the other
hand, if the receiver bandwidth is narrower than the
signal bandwidth, the noise energy is reduced along with
part of the signal energy. The result is again a lowered
SNR. When the receiver bandwidth is identical to the
signal bandwidth as in the case of the matched filter, the
output SNR is maximized. The conjugate in Eqs. (2) and
(3) allows the phases of S(o) and H(o) to cancel each other
out, and leaves the output signal spectrum a linear phase,
e–joT, which results in a peak at the time instant T in the
output.

The corresponding time-domain relationship between
the signal to be detected and the matched filter is obtained
from the inverse Fourier transform of H(o). This leads to
the result that the impulse response of a matched filter is
a replica of the time inverse of the known signal function.
Thus, if h(t) represents the matched-filter impulse re-
sponse, the relationship equivalent to Eq. (2) is given by

h tð Þ � ks T � tð Þ ð4Þ

As before, k and T can be ignored to yield the basic
relationship

h tð Þ¼ s �tð Þ ð5Þ

Figure 1 illustrates the relationship given by Eqs. (3)
and (5), where s(t) is a pulsed linear frequency-modulated
(LFM) signal with the form

s tð Þ¼
sin½2p t� 1:2ð Þ

2
�; t 2 1:2; 1:6½ �

0; otherwise

(
ð6Þ

The phase from H(o) is the negative of that from S(o),
while h(t) is the time reversal of the s(t).

Figure 2a shows a received signal, which is the signal
s(t) of Eq. (6) corrupted by a 6 dB Gaussian noise; that is,
the input SNR is � 6 dB. It is difficult to detect the
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existence of the signal s(t) from this figure. However, after
the received signal is processed by the matched filter, the
detector output peak in Fig. 2b clearly indicates the
existence of the signal.

The output from the matched filter, as shown in Fig. 3,
is the convolution between the received signal and the
matched filter impulse response:

yðtÞ¼

Z t

0

s tð Þþn tð Þ½ �h t� tð Þdt

¼

Z t

0
s tð Þþn tð Þ½ �s T � tþ tð Þdt

ð7Þ

Sampling y(t) at t¼T yields the maximum output signal
value, that is

y tð Þmax¼ y Tð Þ¼

Z T

0
s tð Þ þn tð Þ½ �s tð Þdt

¼Esþ

Z T

0
n tð Þs tð Þdt

ð8Þ

where Es represents the signal energy. It can be easily
verified that the expectation of y(t)max is Es, because the
second term in Eq. (8) represents the noise whose mean is
zero. This can be easily seen from Fig. 2b in which the
maximum signal energy occurs at t¼T¼ 2, and the max-
imum value is close to the expectation of Es¼ 0.18 in this
experiment. A detailed analysis of the matched filter will
be given in Section 2.

Equation (7) describes the output of the matched filter
as the cross-correlation between the received signal and a
replica of the transmitted signal. This implies that the
matched filter can be replaced by a cross-correlation that
performs the same mathematical operation, as shown in
Fig. 4. The received signal is multiplied by a delayed
replica of the transmitted signal s(t� t1), and the product
is passed through a lowpass filter. The cross-correlation

tests for the presence of a target at only one time: t1.
Targets at other time delays, or ranges, may be found by
varying t1. However, this requires a longer search time.
The search time can be reduced by adding parallel chan-
nels, each containing a delay line corresponding to a
particular value of t1, as well as a multiplier and a lowpass
filter.

Since the cross-correlation and the matched filter are
equivalent mathematically, the choice of which one to use
in a particular radar application is determined by the
practicality of implementation. The matched filter, or an
approximation, has been generally preferred in the vast
majority of applications.

1.2. Decision Criteria for Radar Signal Detection

The statistical detection problem consists of examining
the received radar waveform r(t) in a resolution cell to
determine which of the following two hypotheses is true.
The first hypothesis H1 asserts that a target is present,
and the received signal contains the target signature and
noise. The second hypothesis H0 states that the target is
absent and only noise is present in the received signal.
The problem can be compactly stated as

H1: r tð Þ¼ s tð Þþn tð Þ

H0: rðtÞ¼nðtÞ
ð9Þ

The conditional probability density function completely
describes the received signal statistically in both cases:

pðrjH1Þ¼ conditional probability density function with

target present

pðrjH0Þ¼ conditional probability density function with

target absent

ð10Þ

For reasons of simplicity, r is assumed to be a single
sampled point of the received radar signal. The extension
from a single sampled point to multiple sampled points is
straightforward. The likelihood ratio is defined as

L rð Þ¼
p r H1jð Þ

p r H0jð Þ
ð11Þ

The likelihood ratio L(r) is also called the likelihood
statistic. It is a random variable since it is a function of the
random variable r. The maximum likelihood (ML) decision
criterion, which chooses the hypothesis that most likely
causes the observed signal, is

L rð Þ

H1

_

H0

1 ð12Þ

This expression means that H1 is selected if L(r) is
greater than 1; otherwise H0 is selected. It can be seen
that the ML criterion is a very simple decision criterion.

Received signal s (t )+n (t )

s (t )

y (t )

s (t −  t1)

Mixer

Stored
replica

Delay
t1

Low-pass
filter

Figure 4. Block diagram of a cross-correlation, which is another
implementation of the matched filter.

Received
signal

s (t ) +n(t )
h (t )

y (t )

Sample at  t = T

Figure 3. Block diagram of a matched filter.
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To describe the detection performance better, the prob-
abilities of detection and false alarm are used in radar
detection. The probability of detection refers to the prob-
ability of asserting the presence of a target when the
target is indeed present

Pd¼

Z 1

R0

p r H1jð Þdr ð13Þ

where R0 is the decision boundary. The proper value of the
boundary R0 depends on the criterion of decision. The
probability of false alarm is the probability of asserting the
presence of a target when the target is actually absent:

Pfa¼

Z 1

R0

p r H0jð Þdr ð14Þ

A sketch of the two density functions is shown in Fig. 5,
where Pd and Pfa are, respectively, shown by the vertically
and the horizontally hatched areas. If the observed value r
is large, we would be confident in picking H1. If r is small,
we would pick H0, as shown in Fig. 5.

Obviously, a decision rule should be selected to max-
imize Pd while restricting the Pfa. The simplest rule in this
class, which is extensively used in radar detection, is the
Neyman–Pearson criterion. This criterion specifies a deci-
sion boundary that maximizes the probability of detection
(Pd) while maintaining a fixed probability of false alarm
Pfa. The detection problem under the Neyman–Pearson
criterion can be formulated as follows:

Maximum: Pd¼

Z 1

R0

p r H1jð Þdr

Under constraint: Pfa¼

Z 1

R0

p r H0jð Þdr¼ a

ð15Þ

The optimum decision region can be found by using the
calculus of extrema and forming the objective function

J¼Pdþ Z a� Pfað Þ ð16Þ

where Z is a Lagrange multiplier. This can be written as

J¼ Zaþ
Z 1

R0

½p r H1jð Þ � Zp r H0jð Þ�dr ð17Þ

The integration interval in Eq. (17) is related to choosing
the hypothesis H1, as illustrated in Fig. 5. It is clear that J
and hence Pd are maximized by choosing the hypothesis
H1 when

p r H1jð Þ � Zp r H0jð Þ > 0 ð18Þ

and by choosing the hypothesis H0 when

p r H1jð Þ � Zp r H0jð Þo0 ð19Þ

To this end, the decision rule based on the Neymen–
Pearson criterion is

L rð Þ

H1

_

H0

Z ð20Þ

and Z is determined by the required false-alarm probabil-
ity a. In radar detection, the choice of a is based on
operational considerations, that is, the need to keep the
false-alarm rate within acceptable bounds (e.g., a few false
alarms per second). A typical value of a for radar detection
is 10� 6.

Other popular criteria are the Bayes criterion and the
minimum error probability (MEP) criterion. The Bayes
criterion minimizes the average cost of the decision.
Symbols denoted by C00, C01, C10, and C11 represent the
costs for a correct miss (no target is declared when no
target is present), a false dismissal (no target is declared
when a target is present), a false alarm, and a correct
detection, respectively. Also denoted are the a priori
probabilities P(H0) and P(H1) by P0 and P1, respectively.
The Bayes rule makes the likelihood ratio test

L rð Þ

H1

_

H0

Z ð21Þ

where Z¼ [P0(C10�C00)]/[P1(C01�C11)]. If we select the
cost of an error to be 1 and the cost of a correct decision to
be 0, C01¼C10¼ 1, and C00¼C11¼0. In this case, mini-
mizing the average cost is equivalent to minimizing the
probability of error. Therefore, the MEP rule is the same
as expression Eq. (21), but with Z¼P0/P1. If the a priori
probabilities are equal, that is, P0¼P1, the MEP rule
coincides with the ML rule with Z¼ 1.

1.3. Implementation of Decision Criteria

Let us suppose that the observed signal r has the following
Gaussian distribution conditional probability density
functions

p r H0jð Þ ¼
1ffiffiffiffiffiffi
2p
p

s
er2= 2s2ð Þ ð22Þ

p r H0jð Þ ¼
1ffiffiffiffiffiffi
2p
p

s
e r�mð Þ

2= 2s2ð Þ ð23Þ

where m denotes the mean of the received signal value
and s2 represents the noise variance. The likelihood ratio

Pd

PfaH0 R0 H1

r

p(r l  H0) p(r l  H1)

Figure 5. Probability of false alarm Pfa and probability of detec-
tion Pd, which are function of the threshold R0.
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test is therefore

LðrÞ ¼
eðr�mÞ

2=ð2s2Þ

er2=ð2s2Þ

H1

_

H0

Z ð24Þ

After taking the logarithm of both sides, the criterion
becomes

R0

H1

_

H0

s2

m
ln Zþ

m
2

ð25Þ

In Eq. (25) it is seen that the likelihood ratio test, in which
L(r) of Eq. (24) is compared with a threshold Z, is trans-
formed into a comparison of the observable r with the
threshold in Eq. (25), which is a function of Z. As an
example, supposing P(H0) and P(H1) are known, with
P(H0)/P(H1)¼ 2, then the decision rules are choose H1 if

For the maximum likelihood Z¼1ð Þ: R0 >
m
2

ð26Þ

For the minimum error probability Z¼ 2ð Þ : R0 >
m
2
þ
s2 ln 2

m
ð27Þ

Since the a priori probability of H0 is twice that of H1,
the MEP rule requires a larger value of R0 for the selection
of H0 than the ML, in which this information is not used.
The MEP scheme therefore yields a better decision rule in
this case.

For a Neyman–Pearson criterion, suppose a value of
Pfa¼ 10� 4 can be tolerated. The threshold Z is determined
from

Pfa¼ 10�4¼

Z 1

R0

1ffiffiffiffiffiffi
2p
p

s
e�x2= 2s2ð Þ dx ð28Þ

to be Z¼3.72 s. So H1 is chosen if for the Neyman–Pearson
rule (Pfa¼ 10� 4),

R0 > 3:72s ð29Þ

A typical illustration of these thresholds for this exam-
ple’s three decision criteria is given in Fig. 6. An important
observation is that these criteria employ the likelihood
ratio test. In other words, the test is performed by simply
processing the received data to yield the likelihood ratio
and then comparing it with the threshold, which depends
upon the criterion used. Thus, in practical situations
where the a priori probabilities and the cost may vary,
only the threshold changes, and the computation of the
likelihood ratio is not affected.

As observed previously, in radar detection it is very
hard to define the Bayes cost Cij; moreover, it is also
practically impossible to define or evaluate the a priori
probabilities P0 and P1, that is, the probabilities that, in a
given resolution interval, a target is present or absent.
These are the main reason why the Bayes and minimum
error probability criteria cannot be used in radar detection.
In contrast, for the same reason, the Neyman–Pearson

criterion is particularly well suited to radar detection,
owing to its concept of the ‘‘Pfa threshold’’ fixed a priori,
while Pd is maximized.

1.4. Receiver Operating Characteristic

A graph showing the probability of detection, Pd, versus
the probability of false alarm, Pfa, with the threshold as a
parameter is referred to as a receiver operating character-
istic (ROC) curve. We note that the ROC depends on the
conditional density function of the observed signal under
each hypothesis, that is, p(r|Hi), i¼0,1, and not on the
assigned costs, or a priori probabilities.

Suppose that the observed signal r has the probability
density functions of Eqs. (22) and (23). Varying the thresh-
old R0, Pd of Eq. (13), and Pfa of Eq. (14) produces the
corresponding ROC curves for s¼ 1 and m¼ 1,2,3 as shown
in Fig. 7.

The two extreme points on the ROC for Pfa¼Pd¼1 and
Pfa¼Pd¼ 0 are easily verified. Pd of Eq. (13) may be
rewritten as a function of the likelihood ratio L(r) as

Pd¼

Z 1

Z
pL l H1jð Þdl ð30Þ

where Z is threshold of the likelihood ratio just as R0 is the
threshold of the observed signal, and pL(l|H1) in Eq. (30)
is the conditional probability density function of the
variable L. Similarly, Pfa of Eq. (14) is rewritten as

Pfa¼

Z 1

Z
pL l H0jð Þdl ð31Þ

R0 = 3.72�
(Neyman−Pearson)

with Pfa = 10−4

R0 =   � /2
(ML) (MEP)  

p(r l  H0) p(r l  H1)

r

�

0

R0 = � /2 + �2ln2/�

Figure 6. Decision thresholds for different decision criteria.
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Since L is a ratio of two nonnegative quantities, it takes
on values from 0 to 1. When the threshold Z is 0, the
hypothesis H1 is always true and thus Pfa¼Pd¼ 1. When
the threshold Z is 1, the hypothesis H0 is always true
and thus Pfa¼Pd¼0. These are clearly depicted in
Fig. 7.

Of course, ROC curves may be drawn for any hypoth-
esis test involving a threshold, but the ROC curves have
particularly useful properties for the likelihood ratio test.
One is the fact that the slope of the ROC at a particular
point on the curve represents the threshold value of the
likelihood ratio Z. Taking the derivative of Eqs. (30) and
(31) with respect to Z we have

dPd

dZ
¼ � pL Z H1jð Þ ð32Þ

and

dPfa

dZ
¼ � pL Z H0jð Þ ð33Þ

Also,

Pd¼

Z 1

R0

L rð Þp r H0jð Þdr

¼

Z 1

Z
lpL l H0jð Þdl

ð34Þ

Taking the derivative of Eq. (34) with respect to Z, we
obtain

dPd

dZ
¼ � ZpL Z H0jð Þ ð35Þ

Combining Eqs. (32), (33), and (35), the slope of the ROC
curve obtained is

dPd

dPfa
¼

pL Z H1jð Þ

pL Z H0jð Þ
¼ Z ð36Þ

In the Neyman–Pearson criterion, the slope of the ROC
curve at a particular point represents the likelihood ratio
threshold Z of achieving Pd and Pfa at that point. In the
Bayes criterion, the threshold Z is determined by a priori
probabilities and the costs. Consequently, Pd and Pfa are
determined on the point of the ROC at which the tangent
has a slope of Z.

Since the ROC curves are always concave and facing
downward, it is possible to determine an ‘‘optimum’’ value
(the knee) for Pfa, such that a small decrease of its value
causes a fast decrease of Pd, while any increase has a very
small effect (the saturation zone, where the rate of change
is nearly 0.)

Finally, we note that the most important part of the
ROC curve is the upper left-hand (northwest) corner. This
is the so-called high-performance corner, where a high-
detection probability occurs with a low false-alarm prob-
ability. This part of the plot could be stretched out by the
use of appropriate (such as logarithmic) scales.

2. ANALYSIS OF A MATCHED FILTER

2.1. Derivation of the Matched Filter

The matched filter achieves the maximum output SNR,
which is

S

N
¼

maximum instantaneous output signal powerð Þ

output noise powerð Þ
ð37Þ

Consider a signal s(t) with the spectrum S(f) and finite
energy

Es¼

Z 1

�1

s tð Þ
�� ��2dt¼

Z 1

�1

S fð Þ
�� ��2 df ð38Þ

For the input signal s(t) and the filter with transfer
function H(f), the instantaneous power of the output
signal y(t) is

y tð Þ
�� ��2¼

Z 1

�1

S fð ÞH fð Þej2pft df

����

����
2

ð39Þ

For white noise with a two-sided noise power spectral
density N0/2, the output power spectral density is
|H(f)|2N0/2. Therefore, the noise power at the filter out-
put is

s2¼
N0

2

Z 1

�1

H fð Þ
�� ��2 df ð40Þ

Using Eqs. (39) and (40) in Eq. (37) leads to the following

S

N
¼

Z 1

�1

S fð ÞH fð Þej2pfT df

����

����
2

N0=2
� �Z 1

�1

H fð Þ
�� ��2 df

ð41Þ

where T denotes the time at which the maximum value of
|y(t)|2 occurs.

Using Schwarz’ inequality

Z 1

�1

f xð Þg xð Þdx

����

����
2

�

Z 1

�1

f xð Þ
�� ��2 dx

Z 1

�1

g xð Þ
�� ��2 dx ð42Þ

we obtain

S

N
�

Z 1

�1

S fð Þ
�� ��2df

Z 1

�1

H fð Þ
�� ��2 df

N0=2
� �Z 1

�1

H fð Þ
�� ��2 df

ð43Þ

It follows that the signal-to-noise ratio will be a maximum
when

H fð Þ¼ kS� fð Þe�j2pfT ð44Þ

yielding the requirement of the matched filter. From
discussions above it is evident that the maximum
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signal-to-noise ratio can be expressed as

SNR max

�� ¼
2Es

N0
ð45Þ

Equation (45) indicates that the detection capability of a
particular signal depends only on its energy content, and
not on the time structure of the signal. However, it is
necessary to process the signal through a matched filter to
obtain this condition in practice. We note that Es/N0 is
defined as the input SNR, and it is clear from Eq. (45) that
the maximum output SNR for the matched filter is twice
that of the input SNR if the noise is white.

In general case, when the noise is nonwhite (colored
noise), the derivation of the matched filter can be carried
out in a similar way. If the power spectral density of the
nonwhite noise is N(f), then Eq. (40) is written as

s2¼

Z 1

�1

N fð Þ H fð Þ
�� ��2 df ð46Þ

Therefore, by multiplying and dividing the integrand of
the numerator of Eq. (41) by

ffiffiffiffiffiffiffiffiffiffi
Nðf Þ

p
and using Eq. (46)

S

N
¼

Z 1

�1

S fð Þffiffiffiffiffiffiffiffiffiffi
N fð Þ

p H fð Þ
ffiffiffiffiffiffiffiffiffiffi
N fð Þ

p
ej2pfT df

�����

�����

2

Z 1

�1

N fð Þ H fð Þ
�� ��2 df

�

Z 1

�1

S fð Þ
�� ��2=N fð Þdf

Z 1

�1

H fð Þ
�� ��2=N fð Þdf

Z 1

�1

H fð Þ
�� ��2N fð Þdf

¼

Z 1

�1

S fð Þ
�� ��2=N fð Þdf

ð47Þ

and the maximum is achieved when

H fð Þ¼
kS� fð Þe�j2pfT

N fð Þ
ð48Þ

The conjugate is not needed in the denominator because
N(f) is always real (and nonnegative). If the noise is
white—that is, if N(f) is a constant over the band of
H(f)—then Eq. (48) is the same as Eq. (44) for the white
noise. The matched filter for nonwhite noise can be inter-
preted as the cascade of two filters. The first one, whose
transfer function is 1=

ffiffiffiffiffiffiffiffiffiffi
Nðf Þ

p
, is the ‘‘whitening’’ filter.

This filter makes the noise spectrum flat (white). The
second one is matched to the signal filtered by the
whitening filter, that is, to the whitening signal with
the spectrum Sðf Þ=

ffiffiffiffiffiffiffiffiffiffi
Nðf Þ

p
.

We note that it is not necessary that the noise be
Gaussian for Eq. (45) to hold, but only that its power
spectral density be flat over the frequency band of inter-
est. To summarize, the matched filter maximizes the out-
put SNR over all probability densities, provided the power
spectral density (PSD) is a constant. In the event that
the noise PSD is nonwhite (colored noise), the matched

impulse response corresponds to the modified signal spec-
trum S�ðf Þe�j2pfT=

ffiffiffiffiffiffiffiffiffiffi
Nðf Þ

p
rather than simply S�ðf Þe�j2pfT.

2.2. Justification of the Signal-to-Noise Ratio Criterion

We derived the matched filter under the criterion of
maximizing the output SNR. We remark here that the
matched filter can also be derived under the likelihood
ratio criterion [1]. In this section, we want to justify the
maximum output SNR criterion, and more specifically
derive the relationship between the output SNR and the
system performance in terms of the probability of error.

The total probability of error for a radar receiver
consists of the false-alarm probability Pfa and the false-
dismissal probability Pfd. A false dismissal declares no
target when a target is present:

Pfd¼

Z R0

�1

p r H1jð Þdr ð49Þ

For equal a priori probabilities PðH0Þ¼PðH1Þ ¼
1
2, the total

probability of error is

Pe¼
1

2
PfdþPfað Þ

¼
1

2
þ

1

2

Z R0

�1

p r H1jð Þ � p r H0jð Þ½ �dr

ð50Þ

Supposing p(r|Hi), i ¼ 0,1 is a Gaussian distribution that
is given by Eqs. (22) and (23), Pe can be expressed as

Pe¼
1

2
�

1

2

1ffiffiffi
p
p

Z m�R0ð Þ=
ffiffiffiffi
2s
p

e�r2

drþ
1ffiffiffi
p
p

Z R0ffiffiffi
2s
p

0

e�r2

dr

 !

¼
1

2
�

1

4
erf

m� R0ffiffiffi
2
p

s

� �
þ erf

R0ffiffiffi
2
p

s

� �� �

ð51Þ

where

erf xð Þ¼
2

p

Z x

0
e�r2

dr ð52Þ

is the error function. The minimum of Pe occurs when
R0¼ m/2, and

Pejmin¼
1

2
erfc

m=2ffiffiffi
2
p

s

� �
ð53Þ

where

erfc xð Þ¼ 1� erf xð Þ ¼
2ffiffiffi
p
p

Z 1

x

e�r2

dr ð54Þ

is the complementary error function. Recalling that m is
the expectation of the matched filter output at time T
under the H1 hypothesis

m¼E y Tð Þ H1j½ � ¼E

Z T

0
s tð Þþn tð Þ½ �s tð Þdt

� �
¼Es ð55Þ
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and

E y Tð Þ H0j½ � ¼E

Z T

0

n tð Þs tð Þdt
� �

¼0 ð56Þ

Defining s2 to be the variance of y(T) under the H0 or H1

hypotheses, it is given that

s2¼Var y Tð Þ H1j½ � ¼Var y Tð Þ H0j½ �

¼

Z T

0

Z T

0
E n tð Þn tð Þ½ �s tð Þs tð Þdt dt

¼
N0

2

Z T

0

Z T

0
d t� tð ÞsðtÞs tð Þdt dt

¼
1

2
EsN0

ð57Þ

The application of Eqs. (55) and (57) to Eq. (53) leads to the
following minimum probability of error:

Pejmin¼
1

2
erfc

ffiffiffiffiffiffiffiffiffi
Es

4N0

s !

¼
1

2
erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SNR maxj

8

r ! ð58Þ

It is clear from Eq. (58) that Pe|min is inversely propor-
tional to SNR|max, because erfc(x) is a monotonic decreas-
ing function. In other words, a lower probability of error
means a higher output SNR, and requires a higher input
SNR. Figure 8 shows the relationship between Pe|min and
SNR|max. This curve should be shifted to the left by 3 dB if
it is plotted with respect to the input SNR, since SNR|max

is twice the input SNR. For example, a 10–5 error prob-
ability corresponds to an output SNR of 18.6 dB, and
15.6 dB of input SNR is required. Therefore, it is justifi-
able to use the signal-to-noise ratio criterion in radar
detection.

3. NONCOHERENT DETECTIONS

A received radar signal is a bandpass random process
because it is modulated on a carrier. Radar detection is
classified into coherent and noncoherent detections de-
pending upon whether the carrier phase at the receiver is
available. Specifically, the matched filter and the cross-
correlation discussed previously are coherent because
they require the knowledge of the carrier phase. The
envelope and all the other nonlinear detections are non-
coherent due to their ignorance of the phase information
in the received signal. To understand the nonlinear detec-
tions, we introduce the representations of bandpass sig-
nals and bandpass processes.

3.1. Representation of Bandpass Signals

The concept of a bandpass signal is a generalization of the
concept of monochromatic signals. A bandpass signal is a
signal x(t) whose spectrum X(f) is nonzero for frequencies
in a usually small neighborhood of some high frequency f0,
that is

X fð Þ¼ 0 for f � f0

�� ���W ð59Þ

where the frequency f0 is referred to as the central
frequency (carrier frequency) of the bandpass signal. A
radar signal that is modulated on a carrier is a bandpass
signal. It is assumed that the bandpass signal is real-
valued. Figure 9a illustrates the spectrum of a bandpass
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Figure 8. Minimum error probability Pe|min versus maximum
output signal-to-noise ratio SNR|max.
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Figure 9. (a) Amplitude spectrum of a bandpass signal x(t), (b)
amplitude spectrum of preenvelope xþ (t); (c) amplitude spectrum
of complex envelope ~xxðtÞ. The spectrum of xþ (t) is twice the
positive spectrum of x(t), and the spectrum ~xxðtÞ is a lowpass
version of that xþ (t).
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signal x(t). A real-valued bandpass signal x(t) can be
represented as the real part of a complex signal xþ (t),
called the preenvelope or analytic signal of x(t), where

xþ ðtÞ¼ x tð Þþ jx̂x tð Þ ð60Þ

and

x̂x tð Þ¼
1

p

Z 1

�1

x tð Þ
t� t

dt ð61Þ

is the Hilbert transform of x(t). The spectrum of the
preenvelope signal is readily found from the Fourier
transform of Eq. (60) to be

Xþ fð Þ¼X fð ÞþX fð Þ sgn fð Þ¼

2X fð Þ; f > 0

X 0ð Þ; f ¼0

0; f�0

8
>><

>>:
ð62Þ

The spectrum of the preenvelope signal is obtained by
deleting the negative frequencies from X(f) and multi-
plying the positive frequencies in X(f) by 2, as illustrated
in Fig. 9b.

The spectrum of the complex envelope is obtained by
shifting Xþ (f) to the left by f0, that is

~XX fð Þ¼Xþ f þ f0ð Þ ð63Þ

and

~xx tð Þ¼ xþ tð Þe�j2pf0t ð64Þ

The amplitude spectrum of ~xxðtÞ is illustrated in Fig. 9c.
It is clear that ~xxðtÞis a lowpass signal, meaning that its

frequency components are located around the zero fre-
quency. ~xxðtÞ is the lowpass representation of the bandpass
signal x(t). In general, ~xxðtÞ is a complex signal having xc(t)
and xs(t) as its real and imaginary parts

~xx tð Þ¼ xc tð Þþ jxs tð Þ ð65Þ

where xc(t) and xs(t) are lowpass signals, respectively, and
are called the in-phase and quadrature components of the
bandpass signal x(t). Notice that x(t) is the real part

of xþ (t). Using Eq. (65), we obtain

x tð Þ¼Re ~xx tð Þej2pf0t
	 


¼ xc tð Þ cos 2pf0tð Þ � xs tð Þ sin 2pf0tð Þ

ð66Þ

This is the canonical representation for a bandpass signal
in terms of the in-phase component xc(t) and quadrature
component xs(t) of the complex envelope associated with
the signal.

The complex envelop can be employed to find the out-
puts of bandpass systems driven by bandpass signals.
Accordingly, by analyzing the complex envelope represen-
tation of a bandpass signal, we may develop the complex
lowpass representation of the bandpass system by retain-
ing the positive-frequency half of the transfer function
H(f), and shift it to the left by f0. Let ~HHðf Þ denote the
transfer function of the complex lowpass system so de-
fined. The analysis of the bandpass system with transfer
function H(f) driven by the bandpass signal with spectrum
X(f), as depicted in Fig. 10a, is replaced by an equivalent
but simpler analysis of a complex lowpass system with
transfer function ~HHðf Þ driven by a complex lowpass input
with spectrum ~XXðf Þ, as shown in Fig. 10b. The complex
lowpass output ~yyðtÞ is obtained from the inverse Fourier
transform of ~YYðf Þ. Having determined ~yyðtÞ, we may find the
desired bandpass output y(t) simply by using the relation

y tð Þ¼Re ~yy tð Þej2pf0t
	 


ð67Þ

The bandpass to lowpass transformation is also true for
bandpass random processes. X(t) is a bandpass process if
its power spectral density Sx(f)¼0 for |f�f0|ZW. X(t) can
be represented by its in-phase component Xc(t) and quad-
rature component Xs(t) in the same way that a bandpass
signal does. Specifically

X tð Þ¼Xc tð Þ cos 2pf0tð Þ � Xs tð Þ sin 2pf0tð Þ ð68Þ

where Xc(t) and Xs(t) are two lowpass processes represent-
ing the real and imaginary parts of the complex envelope
process ~XXðtÞ respectively. X(t) can be found from the
complex envelope process ~XXðtÞ by

X tð Þ¼Re½ ~XX tð Þej2pf0t� ð69Þ

X (f ) Y(f )Band-pass system
H  (f )

1+sgn(f ) Shift left
by f0

X(f ) X(f )  (f )  YX  ( f )+ Complex low-pass system
H (f ) Re[ y(t)e j2�  f0t ]

(a)

(b)

~ ~
(f )  Y

Figure 10. (a) Bandpass description and (b) complex envelope description of a system. Complex
envelope description simplifies the analysis of a bandpass signal.
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3.2. Envelope Detection and Square-Law Detection

The matched filter is the optimal detection for an exactly
known signal (i.e., phase, amplitude, and Doppler fre-
quency are known) in a background of white noise. How-
ever, both the matched filter and the cross-correlation
need to generate a synchronous reference, which is diffi-
cult to realize. In a typical radar application, the range
between the target and the radar represents a very large
number of transmitted signal wavelengths. This makes
specifying the phase of the return signal extremely diffi-
cult, and we usually assume that the signal phase of the
return signal is a random variable uniformly distributed
over an angle of 2p rad. The matched-filter detection is
often used to set a standard of performance, as it repre-
sents the optimal detection when all signal parameters
are exactly known.

The synchronization problem in the matched-filter
detection is obviated in a practical system by employing
an envelope detection. The envelope V(t) of a bandpass
signal x(t) is given by

V tð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

s tð Þþ x2
c tð Þ

q
ð70Þ

The complex envelope ~xxðtÞ can be represented more com-
pactly as

~xx tð Þ¼V tð Þejy tð Þ ð71Þ

where

y tð Þ¼ arctan
xs tð Þ

xc tð Þ
ð72Þ

The procedure for obtaining the envelope is shown in
Fig. 11, which is the extraction of the in-phase and
quadrature components and the derivation of the envelope
from them. Specifically, the multiplication of x(t) by
2 cos (2pf0t) in the in-phase channel yields

2x tð Þ cos 2pf0tð Þ¼ 2 cos 2pf0tð Þ xc tð Þ cos 2pf0tð Þ½

� xs tð Þ sin 2pf0tð Þ�

¼ xc tð Þþ xc tð Þ cos 4pf0tð Þ

� xs tð Þ sin 4pf0tð Þ

ð73Þ

The mixing operation produces two images besides the
expected lowpass component. The product 2x(t) cos (2pf0t)
is passed through an ideal lowpass filter (the integrator in
Fig. 11), which rejects the images and leaves xc(t). Similar
operations in the quadrature channel produce xs(t). The
square sum of the quadrature components yields the
envelope V(t).

Removing the square-root operation from Fig. 11 yields
the square-law detection. A detailed performance analysis
of these detections is given in Section 4.

The envelop can be extracted alternatively by passing
the bandpass signal x(t) through a rectified and a lowpass
filter, as illustrated in Fig. 12. Such a description can

sometimes simplify the analysis and is easier to imple-
ment physically because the various rectifiers are readily
available from the diodes and the transistors. The output
of the full-wave linear rectifier is proportional to the
magnitude of its input, while the output of the full-wave
square-law (quadratic) rectifier is proportional to the
squared magnitude of its input. The half-wave rectifier,
of course, gives only the positive portion of its input.
Fig. 13 shows these transfer characteristics. Referring to
Fig. 12, we may write

V tð Þ¼Env xðtÞ½ � ¼LF½jx tð Þj� ð74Þ

where LF indicates the low-frequency portion. Also, con-
sidering the full-wave quadratic rectifier in place of the
full-wave linear rectifier, we may write

V2 tð Þ¼LF½x2 tð Þ� ð75Þ

The band-pass signal x(t) in Eqs. (74) and (75) has the
following form:

x tð Þ¼V tð Þ cos 2pf0tþ y tð Þ½ � ð76Þ

Then in the case of the square-law rectifier, we have

x2 tð Þ¼V2 tð Þ cos2 2pf0tþ y tð Þ½ �

¼
1

2
V2 tð Þþ

1

2
V2 tð Þ cos 4pf0tþ 2y tð Þ½ �

ð77Þ

Since the envelope V(t) is slowly varying compared to the
carrier frequency f0, the first term in Eq. (77) is concen-
trated around zero frequency. The fact that the term is the
square of the envelop means that the bandwidth will be
somewhat greater than that of V(t). The second term in
Eq. (77) will be concentrated around 2f0 with a bandwidth
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Figure 11. Block diagram of the envelope detection.
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Figure 12. Envelope detection with a linear rectifier.
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that depends on both the envelop square V2(t) and the
phase modulation y(t). In most cases of interest, the
bandwidth of the total modulation will be small enough
compared to f0 so that the lowpass filter following the
rectifier will easily separate the low-frequency portion of
Eq. (77).

In the case of the full-wave linear rectifier, we may
write

x tð Þ
�� ��¼V tð Þ cos 2pf0tþ y tð Þ½ �

�� ��

�
2V tð Þ

p
1þ

2

3
cos 4pf0tþ 2y tð Þ½ �

�

�
2

15
cos 8pf0tþ 4y tð Þ½ � þ � � �

�
ð78Þ

The lowpass filter will remove all of the terms in the curly
bracket except for the first term. Thus, if the bandwidth of
V(t) is not too large, a very good approximation of the
envelope can be obtained. A similar analysis can be
carried out to show that the half-wave linear and the
half-wave quadratic rectifiers extract the envelope V(t).

We note that the envelope detection is referred to as a
linear detection, due to its transfer characteristic stipulat-
ing that the output is proportional to the input when the
input is positive, as illustrated in Fig. 13a. The operation
of the envelope detection, however, is of course highly
nonlinear, and as a result the output consists of a DC term
proportional to the envelope, plus an infinite number of
harmonics of the input at 2f0, 4f0, and so on. It is for this
reason that the envelope detection must be passed
through a lowpass filter, thus eliminating the unwanted
harmonics. Similar comments apply to the square-law
detection.

3.3. Justification of the Noncoherent Detections

The justification of the envelope and the square-law
detections by the likelihood ratio criterion is given in

this subsection. The radar detection process may include
downconversion of the carrier frequency to a more man-
ageable intermediate frequency (IF). This step, however,
is irrelevant to the results we are going to obtain and is
therefore omitted. Consider the signal to be a carrier pulse
of the form

s tð Þ ¼
A cos 2pf0tþ yð Þ; 0 � t � T

0; otherwise

(
ð79Þ

The two hypotheses are

H1 : r tð Þ¼ s tð Þþn tð Þ¼A cos 2pf0tþ yð Þþn tð Þ

H0 : r tð Þ¼n tð Þ
ð80Þ

for 0rtrT, and n(t) is a Gaussian white-noise process
with two-sided spectral density N0/2.

The detection problem described by Eq. (79) consists of
examining the received waveform r(t) and determining
whether it consists of a signal plus noise or noise
alone. The optimal detection, as described previously,
forms the likelihood ratio which is compared against a
threshold.

The sampling bandwidth B, which is the reciprocal of
the sampling interval, must be sufficiently large to pass
along essentially all of the signal energy, which will be the
case if BZ1/T. In this case, by the sampling theorem
we know that the number of samples k is given by k¼
2BT. Given these conditions, the likelihood ratio can be
written as

L rð Þ¼

exp � 1=2s2
� � P2BT

i¼ 1

r tið Þ � s tið Þ½ �2Þ

� �

exp � 1=2s2
� � P2BT

i¼ 1

r2 tið Þ

� �

¼ exp
1

2s2

X2BT

i¼ 1

½2r tið Þs tið Þ � s2 tið Þ�

 !
ð81Þ

where the noise variance s2 is (N0/2)2B¼N0B. Recall from
the sampling theorem [2,3] that for any two band-limited
functions u(t) and v(t) we can write

Z �1

�1

u tð Þv tð Þdt

¼
X

n

X

m

u
n

2B

 �
v

m

2B

 �Z �1

�1

sin 2pB t� n=2B
� �

2pB t� n=2B
� �

sin 2pB t�m=2B
� �

2pB t�m=2B
� � dt

¼
1

2B

X1

n¼�1

u
n

2B

 �
v

n

2B

 �

ð82Þ
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Figure 13. Various rectifier characteristics for (a) full-wave
linear rectifier, (b) half-wave linear rectifier, (c) full-wave square-
law (quadratic) rectifier, and (d) half-wave square-law (quadra-
ture) rectifier.
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Applying this to Eq. (81), we have

L rð Þ¼ exp
1

N0

Z T

0
2rðtÞsðtÞ � s2ðtÞ
	 


dt

� �

¼ exp
1

N0

Z T

0

2rðtÞA cos 2pf0tþ yð Þ½

�

� A2 cos2 2pf0tþ yð Þ



dt
�

ð83Þ

Because the signal is of finite duration, the approxima-
tion in passing from the discrete to the continuous
representation improves as B is allowed to become very
large.

In the noncoherent case, y in Eq. (83) is unknown. Since
no auxiliary information about y is available, it is reason-
able to assume y to be uniformly distributed over 2p rad.
An average likelihood ratio is

L rð Þav¼

Z 2p

0
L rð Þp yð Þdy

¼
exp �A2T=2N0

� �

2p

Z 2p

0

exp �
2A

N0

Z T

0
r tð Þ cos 2pf0tþ yð Þdt

� �� �

ð84Þ

The exponent in the integrand can be written as

�
2A

N0

ZT

0

r tð Þ cos 2pf0tþ yð Þdt

¼�
2A

N0
Xc cos yþ

2A

N0
Xs sin y

ð85Þ

where

Xc¼

Z T

0
r tð Þ cos 2pf0tð Þdt; Xs¼

Z T

0
r tð Þ sin 2pf0tð Þdt ð86Þ

and Eq. (84) becomes

L rð Þav¼ exp �
A2T

2N0

� �Z2p

0

exp �
2A

N0
Xc cos y� Xs sin yð Þ

� �
dy
2p

¼ exp �
A2T

2N0

� �
I0

2AV

N0

� �

ð87Þ

where V¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2

c þX2
s

p
and I0 is the modified Bessel function

of order zero. The likelihood ratio test is therefore

ln I0
2AV

N0

� �� �H1

_

H0

ðEs=N0ÞZ ð88Þ

where the signal energy Es¼A2T/2. Thus the natural
logarithm of the modified Bessel function I0 is the
optimum noncoherent detection characteristic. For a
large SNR, the likelihood ratio test can be approximated
as

ln I0
2AV

N0

� �� �
�

2AV

N0

H1

_

H0

ðEs=N0ÞZ ð89Þ

and for a small SNR

ln I0
2AV

N0

� �� �
�

A2V2

2N2
0

H1

_

H0

ðEs=N0ÞZ ð90Þ

The implementation of the likelihood ratio test of Eq. (89)
has been shown in Fig. 11, where the in-phase and the
quadrature channels generate the xc and xs in Eq. (86),
respectively. Summation of the square of xc and xs yields
the square-law detection of Eq. (90). Taking the square
root in addition to the square-law detection yields the
envelope detection of Eq. (89).

4. PERFORMANCE ANALYSIS OF COHERENT
AND NONCOHERENT DETECTIONS

4.1. Detection Probability Analysis

From the mean and the variances given by Eqs. (55)–(57),
the false-alarm probability Pfa for the coherent detection is
determined by

Pfa¼

Z 1

R0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pEsN0

p exp �x2=EsN0ð Þ dx

¼
1ffiffiffi
p
p

Z 1

R0=
ffiffiffiffiffiffiffiffiffi
EsN0

p e�x2

dx

¼
1

2
erfc

R0ffiffiffiffiffiffiffiffiffiffiffiffi
EsN0

p

� �

ð91Þ

The detection probability Pd is given by

Pd¼

Z 1

R0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pEsN0

p expð� x�Esð Þ
2=EsN0Þ dx

¼
1ffiffiffi
p
p

Z 1

ðR0�Es=
ffiffiffiffiffiffiffiffiffi
EsN0

p e�x2

dx

¼
1

2
erfc

R0 � Esffiffiffiffiffiffiffiffiffiffiffiffi
EsN0

p

� �

ð92Þ
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For the noncoherent detection, the in-phase and the
quadrature components from Eq. (86) are

Xc¼

Z T

0

r tð Þ cos 2pf0tð Þdt¼

Z T

0

A cos 2pf0tþ yð Þ cos 2pf0tð Þdt

þ

Z T

0

n tð Þ cos 2pf0tð Þdt¼
AT

2
cos y

þ

Z T

0

n tð Þ cos 2pf0tð Þdt

Xs¼
AT

2
sin yþ

Z T

0

n tð Þ cos 2pf0tð Þdt ð93Þ

For white Gaussian noise with two-sided spectral density
N0/2, we have the following quantities:

E Xc½ � ¼
AT

2
cos y

E Xs½ � ¼
AT

2
sin y

Var Xc½ � ¼Var Xs½ �

¼E

Z T

0

Z T

0

n sð Þn tð Þ cos 2pf0tð Þ cos 2pf0sð Þdt ds

� �

¼
N0T

4

ð94Þ

and therefore the joint probability density functions can
be written as

p1 Xc;Xs yjð Þ ¼
1

pN0T=2

exp �
Xc � AT cos y=2
� �2

þ Xs � AT sin y=2
� �2

N0T=2

 !

p0 Xc;Xsð Þ¼
1

pN0T=2
exp �

X2
c þX2

s

N0T=2

� �

ð95Þ

under the H1 and H0 hypotheses, respectively. The
averaged joint probability density function of p1(Xc,
Xs|y) is

p1;av Xc;Xs yjð Þ ¼

Z 2p

0

1

2p
p1 Xc;Xs yjð Þdy

¼

Z 2p

0

1

2p
1

pN0T=2

exp �
X2

c þX2
s � AT cos yð ÞXc � AT sin yð ÞXsþA2T2=4

N0T=2

� �
dy

¼
1

pN0T=2
exp �

X2
c þX2

s þA2T2=4

N0T=2

� �

I0

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2T2 X2

c þX2
s

� �
=4

q

N0T=2

0
@

1
A

ð96Þ

For an envelope V¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2

c þX2
s

p� �
detection, let Xc¼V cos y,

Xs¼V sin y, then dXcdXs¼V dV dy. We have

p1;av Vð Þ¼

Z 2p

0
p1;av V; yð Þdy

¼

Z 2p

0

V

pN0T=2
exp �

V2þA2T2=4

N0T=2

� �
I0

2AV

N0

� �
dy

¼
4V

N0T
exp �

V2þA2T2=4

N0T=2

� �
I0

2AV

N0

� �

ð97Þ

which is a Rice distribution.
Under the H0 hypothesis, we substitute A¼ 0 and use

I0(0)¼ 1 in Eq. (97) to obtain the following Rayleigh
distribution:

p0 Vð Þ¼
4V

N0T
exp �

V2

N0T=2

� �
ð98Þ

The threshold R0 is therefore determined from the false-
alarm probability Pfa using

Pfa¼

Z 1

R0

4V

N0T
exp �

V2

N0T=2

� �
dV ¼ exp �

R2
0

N0T=2

� �
ð99Þ

as

R0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�

N0T

2
ln Pfa

r
ð100Þ

And the detection probability Pd is given by

Pd¼

Z 1

R0

4V

N0T
exp �

V2þA2T2=4

N0T=2

� �
I0

2AV

N0

� �
dV ð101Þ

This can be put into a more convenient dimensionless
form with the changing of variable x¼V=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N0T=4

p
from

which

Pd¼

Z 1

�2lnPfað Þ
1=2

x exp �
x2þ a2

2

� �
I0 axð Þdx ð102Þ

where

a2¼A2T=N0¼ 2Es=N0 ð103Þ

For a square-law ðZ¼X2
c þX2

s Þ detection, let Xc¼ffiffiffiffi
Z
p

cos y, Xs¼
ffiffiffiffi
Z
p

sin y; then dXcdXs¼
1
2 dZ dy. From Eq.

(96) we have

p1;av Zð Þ¼

Z 2p

0

1

pN0T
exp �

ZþA2T2=4

N0T=2

� �
I0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2T2Z
p

N0T=2

 !
dy

¼
2

N0T
exp �

ZþA2T2=4

N0T=2

� �
I0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2T2Z
p

N0T=2

 !

ð104Þ
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which is a noncentral w2 distribution. Under H0, we have
the following central w2 distribution:

p0 Zð Þ¼
2

N0T
exp �

Z

N0T=2

� �
ð105Þ

The threshold R0 can be determined from the false-alarm
probability Pfa, which is given by

Pfa¼

Z 1

R0

2

N0T
exp �

Z

N0T=2

� �
dZ

¼ exp �
R0

N0T=2

� � ð106Þ

to be

R0¼ �
N0T

2
ln Pfa ð107Þ

The detection probability Pd is given by

Pd¼

Z 1

R0

2

N0T
exp �

ZþA2T2=4

N0T=2

� �

� I0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2T2Z
p

N0T=2

 !
dZ

ð108Þ

Changing the variable x¼Z/N0T/4 in Eq. (108) yields a
more convenient dimensionless form

Pd¼

Z 1

�2lnPfa

1

2
exp �

xþ a2

2

� �
I0 a

ffiffiffi
x
p� �

dx ð109Þ

where a is given by Eq. (103). Changing the variable y¼
ffiffiffi
x
p

in Eq. (109) leads to the interesting result that Pd is
identical to that given by Eq. (102) for the envelope
detection. Note that the difference between the envelope
and the square-law detector concerns the presence or
absence of the square-root operation. Supposing for a
square-law detection that an observation value is greater
than R0 of Eq. (107); then the square root of this value
must be greater than R0 of Eq. (100) for the envelope
detection. Therefore, the square-law detection and the
envelope detection bear the same detection characteristics.

The Pd’s in Eqs. (92), (102), and (109) show explicitly
that the detection probabilities depend only on Pfa and the
signal-to-noise ratio Es/N0. Note that, in addition to Pfa,
the detection threshold R0 depends on the received signal
energy in the coherent case of Eq. (91), but only on
the noise and the integration time in the noncoherent
case of Eqs. (100) and (107), which is somewhat more
convenient.

A comparison of coherent and noncoherent detections is
presented in Fig. 14 in terms of the value of Pd that can be
achieved for a given value of Pfa as a function of signal-to-
noise ratio Es/N0. We note the following: (1) For small
values of Es/N0 (say, less than 3 dB) for any given value of
Pfa, noncoherent detection requires 2–3 dB more SNR than
that required by coherent detection in order to achieve the

same value of detection and (2) for large values of Es/N0

(say, greater than 10 dB) the difference in SNR required by
the two schemes is less than approximately 1 dB, and it is
clear that with further increase Es/N0, the difference
eventually becomes negligible.

4.2. Output Signal-to-Noise Analysis

To evaluate the detection performance, we can compare
output SNRs of different schemes other than the detection
probabilities we used in the last section. Recall that the
SNR is the ratio between the signal power and the noise
variance. The signal power is the square of the mean of the
detection statistic under H1. Thus only the mean and the
variance are required to compute the SNR. In contrast,
the detection probability requires full knowledge of the
probability density function, which may not be available
sometimes. Therefore the output SNR, which is easier to
obtain, is also used to evaluate the detection performance.
Of course the detection-probability-based performance
evaluation, if it is available, is more accurate than the
SNR-based evaluation. In this section, the output SNR
will be used to compare the detection performance be-
tween the matched filter and the square-law detection.

The matched filter output Y for an input signal A
cos(2pf0t) can be written as

Y ¼

Z T

0
A cos 2pf0tð Þþn tð Þ½ � cos 2pf0tð Þdt ð110Þ

The bandpass noise n(t) can be expressed in the form

n tð Þ¼nc tð Þ cos 2pf0tð Þþns tð Þ sin 2pf0tð Þ ð111Þ

Hence

Y ¼
AT

2
þ

Z T

0
nc tð Þ cos 2pf0tð Þ þns tð Þ sin 2pf0tð Þ½ � cos 2pf0tð Þdt

¼
AT

2
þ

nc tð ÞT

2
ð112Þ

Equation (112) indicates that the quadrature noise ns(t)
sin(2pf0t) has been rejected by the lowpass filter from the
output. The first term in Eq. (112) is the signal component
with output signal power A2T2/4, while the second term
represents the in-phase noise component with output
noise power E½n2

c ðtÞ�T
2=4. Using Ref. 2

E½n2
c tð Þ� ¼E½n2

s tð Þ� ¼E½n2 tð Þ� ¼ s2 ð113Þ

we obtain the output SNR

SNRout¼
A2

s2
ð114Þ

The input signal power is A2/2 and the input noise
power is E[n2(t)]¼ s2. The input SNR is therefore

SNRin¼
A2

2s2
ð115Þ
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and we have the following relationship between the input
and output SNRs for coherent detection:

SNRout¼ 2SNRin ð116Þ

It is clear that coherent detection gives a 3 dB improve-
ment in SNR. The reason for this improvement is that the
multiplier and lowpass filter in Eq. (110) eliminate the
quadrature noise component ns(t) sin (2pf0t).

On the other hand, in the noncoherent case both the in-
phase and the quadrature noise components come into
play. To analyze the square-law detection easily, we use
the equivalent scheme of Fig. 12 with the square-law
rectifier characteristic of y¼ x2, as shown in Fig. 13c,
replacing the linear rectifier. The output Z of a square-
law detection for the following received signal

A cos 2pf0tð Þ þnc tð Þ cos 2pf0tð Þþns tð Þ sin 2pf0tð Þ ð117Þ

can be written as [4]

Z¼
T

2
A2þ 2Anc tð Þþn2

c tð Þþn2
s tð Þ

	 

ð118Þ

This output can be regarded as composed of three terms.
The first term, A2T/2, is the desired output signal compo-
nent with output signal power (A2T/2)2. The second term,
ATnc(t), represents the carrier-noise component with the
associated output noise power A2T2s2. The third term,
1
2½n

2
c ðtÞþn2

s ðtÞ�, is the self-noise component. The associated

noise power is

T2

4
Ef½n2

c tð Þþn2
s tð Þ�2g �

T2

4
fE½n2

c tð Þþn2
s tð Þ�g2

¼
T2

2
fE½n4

c tð Þþ fE½n2
c tð Þ�g2g � T2fE½n2

c tð Þ�g2

¼T2s4

ð119Þ

where E[n4(t)]¼ 3{E[n2(t)]}2¼ 3s4 has been used in the
last step. With these results, we can write the output SNR
as

SNRout¼
A4= 4s4

� �

A2=s2þ 1
¼

SNR2
in

2SNRinþ 1
ð120Þ

If the input SNR is much larger than 1, the output SNR is
approximately equal to 1

2SNRin, with the square-law de-
tection thus causing a 3 dB reduction in signal-to-noise
ratio. For input signal-to-noise ratios that are much less
than 1, 2SNRin is negligible compared with 1, and
Eq. (120) shows that SNRout is now equal to SNR2

in. In
this case, the square-law detection causes a very serious
degradation of the signal-to-noise ratio.

The relationship between SNRout and SNRin for the
matched filter and the square-law detection is shown in
Fig. 15. It is clear from both Fig. 14 and Fig. 15 that the
noncoherent detection is inferior to the coherent detection
for low input signal-to-noise ratios and approximates
the coherent detection for high input signal-to-noise ratios
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in the detection probability and the output signal-to-noise
ratio.

5. DETECTION OF THE LINEAR FREQUENCY-
MODULATED SIGNAL

In the previous sections, we have considered the detection
of the narrowband signal such as the single-frequency
sinusoidal pulses given by Eq. (79). The product of time
duration T and bandwidth B is essentially 1. There is an
inherent conflict between long-range detection and high-
range-resolution capability for such signals. Because the
received signal energy Es attenuates rapidly as the range
increases, the long range requires large transmitted sig-
nal amplitudes in order to have a sufficiently large value of
Es/N0 for reliable detection and range estimation. But all
radar systems have a limitation on the peak transmitted
signal power, which imposes an upper limit on the trans-
mitted signal amplitude. Of course, the required value of
Es can also be obtained by maintaining the transmitted
signal amplitude at some maximum value A and increas-
ing the signal duration T. In this case the signal band-
width B, which is approximately 1/T, is small. But since
the signal bandwidth B is inversely proportional to the
range resolution [5], then achieving the required Es by
increasing T reduces B, thereby degrading range resolu-
tion capability.

On the other hand, if B can be increased essentially
independently of T, there is no such conflict. This is why
modern radar systems employ large time–bandwidth pro-
duct (BT) signals. In the radar system, the earliest and
most widely used large BT signal is the linear frequency-
modulated (LFM) signal [1,3]. In addition to providing a
solution to the long-range–high-resolution problem, the
LFM signal is also a form of Doppler-invariant waveform
[3].

We note that in military communication systems, a
large time–bandwidth product signal is referred to as a
spread-spectrum signal [2]. It provides resistance to jam-
ming and has a low interception probability because
the signal is transmitted at low power. Among various

spread-spectrum signals, the direct-sequence spread-spec-
trum (DSSS) signal, where the transmitted signal is
modulated by a pseudorandom sequence, is used in code-
division multiple-access (CDMA) communications [6]. The
frequency-hopped spread spectrum (FHSS) is another
widely used spread-spectrum signal in modern commu-
nication systems [2,7].

5.1. Wigner–Ville Distribution and Ambiguity Function
of an LFM Signal

For an LFM signal, the analytic form is

sðtÞ¼
exp j 2pf0tþ

m

2
t2

 �h i
; 0�t�T

0; otherwise

8
<

: ð121Þ

The instantaneous frequency in Eq. (121) is

fi tð Þ¼ f0þmt ð122Þ

which has an initial frequency f0 and increases at a
frequency rate m. Since an LFM signal is a nonstationary
signal, the best way to describe it is through such dis-
tribution functions as the Wigner–Ville distribution
(WVD) and the ambiguity function (AF). The WVD of a
signal s(t) is defined as

WVD t; fð Þ¼

Z 1

�1

s tþ t=2
� �

s� t� t=2
� �

e�j2pf t dt ð123Þ

WVD is the Fourier transform (with respect to the delay t)
of the signal’s correlation function. It relates the time and
the instantaneous frequency of a signal. Substituting the
LFM signal of Eq. (121) into this definition yields [15]

WVD t; fð Þ ¼

2ðT � 2jt� T=2jÞsincfðT � 2 t� T=2
�� ��Þ½f � fiðtÞ�g

0 � t � T

0; otherwise

8
>><

>>:

ð124Þ

where fi(t) is given in Eq. (122) and the sine function is
defined as

sinc tð Þ¼
sinðptÞ=ðptÞ tO0

1 t¼0

(

Figure 16 shows the WVD for an LFM signal with f0¼ 20,
m¼ 12, and T¼ 2. It is seen from the WVD that the
instantaneous frequency linearly increases with the time
in accordance with Eq. (122), whereas this relationship is
not observable from the spectrum of the signal, which is
also shown at the top of Fig. 16.

The ambiguity function (AF) is defined as

AF t; xð Þ¼

Z 1

�1

s tþ t=2
� �

s� t� t=2
� �

e�j2pxt dt ð125Þ

where x and t denote the frequency shift and the delay,
respectively. AF is the Fourier transform (with respect to
the time t) of the signal’s correlation function, and it
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relates the delay and the Doppler frequency (or frequency
shift). Note that the AF and the WVD form a two-dimen-
sional (2D) Fourier pair, that is

t! f
F

x! t
F1

AFðt; xÞ½ � ¼

Z 1

�1

Z 1

�1

AF t; xð Þej2pxte�j2pf tdxdt

¼WVD t; fð Þ ð126Þ

where F and F�1 denote the Fourier and its inverse
operators, respectively. Applying Parseval’s theoremR

uðtÞv�ðtÞdt¼
R

Uðf ÞV�ðf Þdf to Eq. (125), we obtain

AF t; xð Þ¼

Z 1

�1

S� fð ÞS f þ xð Þej2pf t df ð127Þ

The AF can therefore be regarded as the matched-filter
output with a different delay t and frequency shift x.

The AF has proved to be an important tool in analyzing
and constructing radar signals by relating range and
velocity resolutions. By constructing signals having a
particular ambiguity function, desired performance char-
acteristics are achieved. For example, the magnitude AF of
the LFM signal in Eq. (121) is

AF t;xð Þ
�� ��¼

T � tj jð Þsinc T � tj jð Þ x�mtð Þ½ �; tj jT

0; otherwise

(

ð128Þ

which is shown in Fig. 17 for the same LFM signal in
Fig. 16. The AF is symmetric about the origin t¼ x¼ 0,
and the greatest value appears above the origin. The time
delay t is related to the range, and the frequency shift x is
related to the Doppler shift. Thus AF describes the range–

Doppler ambiguity of the transmitted signal. An ideal
radar signal is the one whose AF is a thumbtack function
because it leaves the least ambiguity in resolving the
range and Doppler shift.

5.2. Detection of Multiple LFM Signals

The matched-filter detection is the optimal detection if all
of the signal information (phase, initial frequency, and
frequency rate) is available. However, these parameters
are difficult to specify because accurate values of the
range, the velocity, and the acceleration of a target are
not available. Noncoherent detection is thus preferred.
Next, we are going to consider the noncoherent detection
of multiple LFM signals in a noise background.

For multiple LFM signal detection, it is often the case
that the frequency rate is the only parameter of interest in
practice [8]. In other words, the frequency rates distin-
guish different LFM signals. Such a scenario occurs in the
radar detection of a small, fast-moving missile launched
from a relatively slow-moving aircraft. Multiple LFM
signals can be detected by locating maxima in the fre-
quency rate in many applications.

5.2.1. AF of Multiple LFM Signals. The input signal to be
analyzed is modeled by a linear sum of 2 (may be extended
to more than 2) LFM signals with frequency rates m0 and
m1 as given by

r tð Þ¼
X1

i¼ 0

exp j oitþ
1

2
mit

2

� �� �
ð129Þ

Here oi represent the carrier (or the initial) frequency,
which is proportional to the velocity of the target, and the
frequency rate mi is proportional to the acceleration. The
AF defined by

AFr t;oð Þ¼

Z 1

�1

r tþ t=2
� �

r� t� t=2
� �

e�jot dt ð130Þ
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is computed for the signal r(t) of Eq. (129) to yield

AFr t;oð Þ ¼ d o�m0tð Þejo0tþ d o�m1tð Þejo1t

þ exp j
o0þo1

2
tþ

m0 �m1

8
t2

 �h i
Q1

þ exp j
o0þo1

2
tþ

m1 �m0

8
t2

 �h i
Q2

ð131Þ

where

Q1¼ exp �j
�2oþ m0þm1ð Þrþ2o0 � 2o1½ �

2

8 m0 �m1ð Þ

 !Z 1

�1

exp j
m0 �m1

2
tþ
�2oþ m0þm1ð Þrþ 2o0 � 2o1

2 m0 �m1ð Þ

� �2
" #

dt

Q2¼ exp �j
�2oþ m0þm1ð Þrþ2o1 � 2o0½ �

2

8 m1 �m0ð Þ

 !Z 1

�1

exp j
m1 �m0

2
tþ
�2oþ m0þm1ð Þrþ 2o1 � 2o0

2 m1 �m0ð Þ

� �2
" #

dt

The last two terms of Eq. (131) are interference terms
generated by the two LFM components in the signal r(t),
due to the nonlinearity of the AF. Using the following
identity

Z 1

�1

e�jmt2

dt¼

ffiffiffiffiffi
p
m

r
exp �j

p
4

 �
; m > 0 ð132Þ

Q1 and Q2 are combined to give

AFr t;oð Þ¼ d o�m0tð Þ ejo0tþ d o�m1tð Þejo1tþ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p

m0 �m1

s

� exp j
o o0 � o1ð Þþo1m0t� o0m1t

m0 �m1

� �� �

Re exp j
m0m1t2þo2þ o0 � o1ð Þ

2
�o m0þm1ð Þt

2 m0 �m1ð Þ
�

p
4

 !" #( )

ð133Þ

Figure 18(a) shows the AF [Eq. (133)] of a signal
composed of two LFM signals that may represent two
targets with different velocities and accelerations.
Although there is cross-term interference, we can identify
the two straight lines representing the bicomponent sig-
nal in Fig. 18a. However, the two LFM signals are not
obvious if they are corrupted by noise. Figure 18b is
identical to Fig. 18a except that the two signals are
corrupted by Gaussian white noise with SNR ¼ –6 dB.

5.2.2. Detecting Multiple LFM Signals using Radon Ambi-
guity Transform. Recall that the radon transform [9],
commonly used for the reconstruction of images in com-
puter tomography, is defined by

Rs;f f x; yð Þ
� �

¼

Z 1

�1

Z 1

�1

f x; yð Þd x sinfþ y cosf� sð Þdxdy

ð134Þ

for�1oso1and� p=2ofop=2, where the d function
specifies the direction of integration. The parameter s
represents the shifted location of the origin. Equation
(134) actually represents the sum of the values of f(x, y)
along the line that makes an angle f with the x axis and is
located at a distance s from the origin. The Radon–Wigner
transform [9,10] is a special case when f(x,y) in Eq. (134)
takes the WVD of a multicomponent LFM signal. The
WVD of a bicomponent signal is graphically drawn in
Fig. 19a. The Radon–Wigner transform of Fig. 19a should
produce two maxima in the resulting a–o plane. Figure
19b is the AF of the same signal in Fig. 19a .The AF is the
2D Fourier transform of the WVD; thus they share the
same angles of a0 and a1 as shown in the WVD. However,
the initial frequencies shown in Fig. 19a have disappeared
in Fig. 19b, since they have been mapped into the phase of
the AF. This also explains why the AFs of the two chirps
pass through the origin in the t–x plane. Thus, by applying
the Radon transform to the phase-free ambiguity function,
detection of multicomponent signals can be reduced from
the 2D search problem in the Radon–Wigner transform to
a 1D search problem. The advantage of the ambiguity
function over the WVD has been shown in the kernel
design for the time–frequency analysis [11]. This work
can be extended to the detection of multicomponent
signals [12].

Since all directions of interest pass through the origin
of the ambiguity plane, the Radon transform with para-
meter s set to 0 is applied to the phase-free ambiguity
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Figure 18. The ambiguity functions of bicomponent LFM signal
(a) without noise, and (b) with the additive white Gaussian noise
(SNR¼ –6 dB).
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function of Eq. (133). We essentially compute the line
integral along a straight line with its direction specified
by the d function d(x–mt) in the ambiguity plane. There-
fore the detection statistic can be formed by the so-called
Radon ambiguity transform [12] as

Z mð Þ¼

Z 1

�1

Z 1

�1

AFrðt; xÞ
�� ��d x�mtð Þdtdx

¼

Z 1

�1

AFr t;mtð Þ
�� ��dt

ð135Þ

Since the infinite in Eq. (135) usually diverge, it is
necessary to first remove the constant term from the
integrand. Specifically, for mami (i¼ 0,1) and assuming
m0–m140, we have from Eq. (133)

AFr t;mtð Þ
�� ��

¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p

m0 �m1

s

cos amt2þ b
� �

�����

�����

¼ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p m0 �m1ð Þ

s

1þ
X1

n¼ 1

2 �1ð Þ
n�1

2nð Þ2�1

 

� cos 2namt2þ 2nb
� ��

ð136Þ

with

am¼
m0m1þm2 �m m0þm1ð Þ

2 m0 �m1ð Þ
;

b¼
o0 � o1ð Þ

2

2 m0 �m1ð Þ
�
p
4

ð137Þ

Removing the constant from Eq. (136) and substituting it
into Eq. (135) yield

Z mð Þ ¼4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

am m0 �m1ð Þ

s
X1

n¼ 1

2 �1ð Þ
n�1

2nð Þ2�1

ffiffiffi
1

n

r

� sin 2nbþ
p
4

 �
ð138Þ

For mam0 or m1 (i.e., ama0), it is clear that Z(m) is finite.
By Eqs. (137) and (138), we have Z(m) !1as m!
m0 or m! m1. Therefore, by calculating Z(m) and compar-
ing it to a preset threshold, the multicomponent signals
can be detected.

5.2.3. Finite-Length Signal. Now we consider a bicompo-
nent finite-length signal as given by

r tð Þ¼

1ffiffiffiffi
T
p exp j o0tþ

1

2
m0t2

� �� �

þ
1ffiffiffiffi
T
p exp j o1tþ

1

2
m1t2

� �� �
for tj j�

T

2

0 for tj j >
T

2

8
>>>>>>>><

>>>>>>>>:

ð139Þ

with the assumption that o0¼o1 and m04m1 for simpli-
city purposes. The modulus of the ambiguity function of
r(t) for o¼mt can be calculated by making use of the
following integral

Z
ej px2 þ 2qxð Þdx¼

ffiffiffiffiffiffi
p

2p

r
e�jq2=p C

pxþ q
ffiffiffi
p
p

� �
þ jS

pxþ q
ffiffiffi
p
p

� �� �

ð140Þ

to yield

AFr t;mtð Þ
�� ��

¼

2 sin T � tj jð Þ
t
2

m�m0ð Þ

 �

Tt m�m0ð Þ
þ

2 sin T � tj jð Þ
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m�m1ð Þ

 �

Tt m�m1ð Þ

þ
2

T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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r
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� �

þ S X0ð Þ þS X1ð Þ½ � sin amt2
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ð141Þ

where

C xð Þ ¼

Z x

0
cos

pt2

2

� �
dt; S xð Þ¼

Z x

0
sin

pt2

2

� �
dt

are the Fresnel integrals, and

X0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0 �m1

8

r
Tþ

2 �mþm1ð Þ

m0 �m1
t

� �

X1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0 �m1

8

r
Tþ

2 m�m0ð Þ

m0 �m1
t

� �

while am in Eq. (141) is defined by Eq. (137). For |t|rT,
the first two terms in Eq. (141) represent the auto terms
of the signal, while the rest express the cross-terms.
Figure 20 shows the integral of Eq. (141) over t, that is,

t

 
 

(a) (b)
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�
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Figure 19. (a) The WVD of a bicomponent signal; (b) the AF of
the bicomponent signal.
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Z(m), for two LFM signals with equal amplitudes. Also
shown in Fig. 20 are the integrals of the auto terms and
cross-terms of Eq. (141).

5.2.4. Output Signal-to-Noise Ratio Analysis. The output
SNR of the statistics Z in Eq. (135) can be analyzed by
making use of the following quantities [12]

E Z H0jð Þ ¼N0

E Z H1jð Þ ¼AþN0

Var Z H0jð Þ ¼N2
0

Var Z H1jð Þ ¼ 2AN0þN2
0

to find

SNRout¼
A2

2AN0þN2
0

¼
SNR2

in

2SNRinþ 1
ð142Þ

It is seen from Eq. (142) that there is a 3 dB loss in SNR
between the input and the output when the input SNR is
high, and the output SNR degrades severely when the
input SNR is low, illustrating a typical nonlinear detection
characteristic.

6. CONCLUSION

We have presented the techniques of radar signal detec-
tion, as well as the related performance analyses. The
following conclusions can be drawn:

* Among various detection criteria, the Neyman—
Pearson criterion is particularly well suited to radar

detection, owing to its concepts of a priori fixed Pfa

and maximized Pd.
* The coherent detection, in the form of a matched

filter or a cross-correlation, is the optimal detection
for an exactly known signal (i.e., phase, amplitude,
and Doppler frequency are known) in a background of
white noise.

* In a typical radar application, the range between the
target and the radar represents a very large number
of transmitted signal wavelengths. This makes
specifying the phase of the return signal extreme-
ly difficult, and a noncoherent detection has to be
used.

* The noncoherent detection is inferior to the coherent
detection for low input signal-to-noise ratios and
approximates the coherent detection for high input
signal-to-noise ratios.

* There is an inherent conflict between long-range
detection and high-range-resolution capability for
the unity time-bandwidth signal. Large time–band-
width signals such as an LFM signal do not have such
a conflict.

* Large time–bandwidth signals can be described by
the ambiguity function or the Wigner–Ville distribu-
tion. The Radon ambiguity transform can be used to
detect multiple LFM signals.
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1. FUNDAMENTALS OF RADAR SIGNAL PROCESSING

The capability of radar in acquiring information about
targets and environments has been greatly improved over
the decades, not only owing to the advent of sophisticated
hardware, but also the development of advanced signal
processing techniques. Conventional radar is used
mainly for detection, localization, and tracking of targets.
High-resolution imaging radar can provide more informa-
tion such as target size, shape, and image and hence
can be used for target recognition, which is desired by
modern radar. Signal processing plays a key role in most
modern radar operations. Radar signal processing com-
monly refers to the techniques that are used to extract
desired information about a target from the received sig-
nals. Such information usually includes target presence
and the position, velocity, trajectory, and image of the
target.

According to their objectives, the signal processing
techniques can be divided into two categories. The tech-
niques in the first category are used mainly to enhance the
useful signal and suppress interference, thus enabling the
radar to work satisfactorily in less-than-ideal environ-
ments. The techniques in the second category are devel-
oped to improve the resolving capability of radar, thus
enabling the radar to extract complex information, such as
target size and shape.

1.1. Signal Enhancement and Interference Suppression

Extraction of desired information from radar echoes is not
an easy task under most circumstances, since the wanted
signal has to compete with unwanted signals, such as
noise, clutter, and external interference. Noise includes
thermal noise and other noiselike disturbances and errors
introduced into the receiving channels of radar. It is nor-
mally modeled as a Gaussian random process with a uni-
form power spectrum (white). Clutter is the echo from
targets of no interest. For example, if the target of interest
is an aircraft, the echoes from the ground, clouds, and rain
will produce clutter. Unlike that of noise, the spectrum of
clutter is not uniform and is determined by the Doppler
frequency and strength of the clutter source. External in-
terference can be generated either by hostile jamming de-
vices or other microwave equipment operating nearby.
Radars usually operate in such a combined environment.
Different techniques are required to suppress noise, clut-
ter, and jamming since they have different properties.

We first consider coping with noise. In order to ensure
reliable detection and processing, it is desirable to maxi-
mize the signal-to-noise ratio (SNR). The optimum filter
that achieves the maximum SNR is the matched filter. The
matched filter is widely used in radar systems and is often
considered part of the radar receiver, because the inter-
mediate-frequency (IF) amplifier in the radar receiver is
normally designed as the matched filter. The matched fil-
ter is also an important element in pulse compression. The
theory of matched filter is discussed in detail in another
article in this encyclopedia, RADAR SIGNAL DETECTION.
This article briefly introduces the concept of matched
filter.

Denote the input signal and its Fourier transform by
s(t) and S(o), respectively. The input noise is assumed to
be white and stationary. Its spectral density in watts/hertz
is N0/2. The frequency response of the matched filter is [1]

HðoÞ¼ kS�ðoÞ expð�jot0Þ ð1Þ

where the asterisk denotes the complex conjugate, k is a
gain constant, and t0 is a time delay that makes the filter
physically realizable. The impulse response of the
matched filter is the inverse Fourier transform of Eq.
(1), which is

hðtÞ¼ ksðt0 � tÞ ð2Þ

So the impulse response is the image or time inverse of the
input signal.

The SNR used here is defined as the ratio of the peak
instantaneous signal power and the average noise power.
It is maximized at the output of the matched filter as
SNRmax¼ 2E/N0, where E is the signal energy. It is an
interesting fact that the output SNR is independent of the
waveform shape of the input signal.

Clutter reduction is also a major concern for many ra-
dar applications. Moving-target indication (MTI) is an im-
portant technique that can discriminate moving targets
from fixed or slowly moving clutter. MTI is based on the
phenomenon that the target moving with finite radial
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velocity produces a Doppler frequency whereas the fixed
target does not. So the difference in Doppler frequency can
be utilized to filter out the fixed clutter.

For radars operating in military environment, antijam-
ming capability is a crucial performance indicator. In this
case, the technique of frequency-domain filtering is inef-
fective, since the interfering signal usually has similar
Doppler properties as the desired signal. However, a jam-
ming source is confined to within a certain spatial angle
and is usually not in the same direction as the target. So it
can be removed by spatial filtering. The technique of spa-
tial filtering is known as beamforming. By combining the
signals of individual elements of a phased-array antenna,
it can synthesize a beam pattern whose mainlobe points to
the desired target and a very low sidelobe points to the
jamming source.

However, no practical techniques can completely sup-
press these unwanted signals. The residual interference
will lead to a higher false-alarm rate when a fixed thresh-
old is used to decide the presence of a target. Having too
many false alarms is unacceptable for the radar detector.
Moreover, it also increases the computational load of sub-
sequent data processors. Therefore, a device is needed to
control the threshold adaptively in order to maintain an
approximately constant false-alarm rate (CFAR).

1.2. Improvement of Resolving Capability

Radar has two main tasks: detection and information ex-
traction. Early radar only has the capability to extract
simple target information, such as range, angle, and ve-
locity. Modern radar is able to acquire complicated infor-
mation such as target size, shape, and image. This is
largely a result of the advancement of radar signal pro-
cessing. Extracting such information requires the radar to
have high resolution in one or two (or even three) dimen-
sions.

Range resolution is the ability of radar to distinguish
adjacent targets in range direction. If the radar transmits
a short pulse of single frequency, range resolution is de-
cided by the pulse duration T. In this case, two scatterers
adjacent in range can be distinguished by the radar if
their echoes are separated in time delay by more than the
pulsewidth. So the range resolution is

rr¼ cT=2 ð3Þ

where c is the speed of light and the factor 2 is introduced
by the two-way time delay.

Thus, the shorter the pulse, the finer the range resolu-
tion. However, a very short pulse carries little energy, and
it is impractical, if not impossible, to generate short pulses
of very large amplitudes. Hence, a detection range would
be shortened, due to fixed SNR requirement of the
receiver. To overcome this drawback, high-resolution ra-
dars usually adopt long-duration, wideband, coded pulses,
which can be compressed to very short pulses after recep-
tion by an operation called pulse compression.

High range resolution makes it possible for the radar to
acquire information on target size and shape. On the other
hand, if the target image is needed, the radar must have

high resolution in the azimuth direction as well. For con-
ventional radar, this corresponds to the angular resolu-
tion, which is actually the antenna beamwidth, because
the radar can distinguish two scatterers in the azimuth
only if their angular separation is greater than the anten-
na beamwidth. The beamwidth is decided by the ratio of
the signal wavelength to the aperture size of the antenna.
The larger the aperture, the sharper the beam.

However, it is usually impractical to increase the ap-
erture size of a real antenna to a great extent. For in-
stance, assuming a signal wavelength of 3 cm, a whopping
300 m antenna aperture is needed in order to resolve two
targets located 1 m apart at a range of 10 km. The syn-
thetic aperture radar (SAR) is developed to overcome this
limitation. In SAR, the radar is installed on a moving
platform, such as an aircraft or a satellite. The radar
transmits and receives a series of pulses while moving
with the platform. This is equivalent to obtaining discrete
samples of a long aperture. The long antenna aperture can
be synthesized by a coherent summation of these samples
after proper phase adjustment. Thus, SAR achieves high
resolution in azimuth in a practical way. It presents
the image of the target by resolving the backscattering
intensity of each small range-azimuth cell.

1.3. Radar Signal Processor

In a radar system, the device that performs the operations
of radar signal processing is termed the radar signal pro-
cessor. The radar signal processor is sometimes considered
part of the radar receiver in early days. In modern radars,
it incorporates more and more important functions and
is usually considered a separate subsystem due to its
significance.

Figure 1a shows the block diagram of the receiving and
processing channel of the radar system. The receiver ac-
cepts radiofrequency (RF) signals from the antenna and
downconverts then to an intermediate frequency. The sig-
nals are then amplified, converted to videofrequency
(baseband), and sent to the analog-to-digital converter
(ADC). The digital samples of the signals are the input
to the signal processor. Finally, the output of the signal
processor goes to the data processor and display devices.

Figure 1b gives an inside view of the radar signal pro-
cessor, which encompasses all major functions of radar
signal processing. The configurations of practical signal
processors may vary according to the main function of ra-
dar. A typical signal processor usually does not contain all
the components depicted in the block diagram, and may
not incorporate them in the given order.

1.4. Coherent Signal Processing

Most functions of the radar signal processor require co-
herent processing, which means that both signal ampli-
tudes and phases are utilized. Noncoherent processing
only uses signal amplitudes. A device called synchronous
detector or phase-sensitive detector, as shown in Fig. 2, ob-
tains coherent video signals. It consists of two orthogonal
channels denoted by I (in-phase) and Q (quadrature),
which correspond to the real and imaginary part of a
signal, respectively.
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The input is usually an IF signal, which has the general
form of

sðtÞ¼AðtÞ cos½2pfctþfðtÞ� ð4Þ

where A(t) is the amplitude or envelope, fc is the IF fre-
quency, and f(t) is the phase. It is mixed with the follow-
ing orthogonal signals in the two channels:

rIðtÞ¼ cos 2pfct; rQðtÞ¼ sin 2pfct ð5Þ

The output of the multiplier in the I channel is

sðtÞrIðtÞ¼
1

2

� �
AðtÞ cos½2pð2fctþfðtÞ�

þ ð1=2ÞAðtÞ cosfðtÞ

ð6Þ

The first term has a doubled frequency and is thus re-
moved by the subsequent lowpass filter (LPF). The final
output of the I channel is

IðtÞ¼
1

2

� �
AðtÞ cosfðtÞ ð7Þ

Similarly, the output of the Q channel is

QðtÞ¼
1

2

� �
AðtÞ sinfðtÞ ð8Þ

The complex video signal can be reconstructed as

vðtÞ¼ 2½IðtÞþ jQðtÞ� ¼AðtÞ exp½jfðtÞ� ð9Þ

This complex signal is the so-called complex envelope of
s(t). It contains the information of the amplitude as well as
the phase.

2. MOVING-TARGET INDICATION

Discrimination of moving targets from strong, fixed clut-
ter is necessary for many radar applications, for example,
air surveillance and air-traffic control. The MTI achieves
this goal by means of the Doppler effect generated by a
moving target. The transmitted signal is a series of pulses
with a pulse repetition frequency (PRF) fr. The Doppler
frequency fD of a moving target will introduce a varying
phase term into the received signal. The total phase of the
received signal becomes

fðtÞ¼ 2pfDtþf0 ð10Þ

where f0 is the initial phase. The output video signals of
the synchronous detector are

xIðtÞ¼AðtÞ cosð2pfDtþf0Þ ð11Þ

xQðtÞ¼AðtÞ sinð2pfDtþf0Þ ð12Þ

In the frequency domain, their spectra are centered at
7fD. On the other hand, a fixed target has zero Doppler
frequency. The different spectral locations makes it possi-
ble to separate moving targets from fixed clutter.

The I or Q components or both can be used in the MTI
process. If only one channel is used, the signal of a moving
target may be lost in some special cases. For example, a
moving target generating a Doppler frequency fD that
equals half the sampling frequency may not be detected
if the samples happened to fall at the zero crossings. Using
both I and Q channels can overcome this problem. In this
case, the signals of I and Q are fed into two separate MTI
filters.

2.1. Delay-Line Cancelers

The delay-line canceler is a widely used form of MTI. Since
the video signal of a fixed target does not vary from pulse
to pulse, it can be subtracted using adjacent pulses. The
single canceler is the simplest implementation of the MTI.
Figure 3 shows its structure. The delay line therein intro-
duces a delayed time that exactly equals one interpulse
period, which is the reciprocal of the PRF, that is,

Figure 1. (a) Position of the radar signal pro-
cessor in the receiving and processing channel
of a radar system; (b) An inside view of the
radar signal processor. The configurations
vary in practical processors.

Figure 2. The synchronous detector consists of two orthogonal
channels, corresponding to the real and imaginary parts of a sig-
nal. Its output is a complex video signal.
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Tr¼1=fr. The single canceler utilizes only two pulses, and
the output signal is

yðtÞ¼ xðtÞ � xðt� TrÞ ð13Þ

The frequency response of a single canceler can be ob-
tained via the Fourier transform of Eq. (13)

YðoÞ¼XðoÞ � XðoÞ expð�joTrÞ ð14Þ

where o¼ 2pfD, since the frequency of the video signal is
actually its Doppler frequency, as shown in Eqs. (11) and
(12). So the frequency response of the single canceler is

HðoÞ¼YðoÞ=XðoÞ¼ 1� expð�joTrÞ ð15Þ

The magnitude of the frequency response is

jHðoÞj ¼ 2 sinðoTr=2Þ¼ 2 sinðpfD=frÞ ð16Þ

Figure 4 shows the filtering mechanism of the delay-line
canceler. The solid line is the magnitude of the frequency
response of the single canceler. It forms notches at the zero
Doppler frequency and the integer multiples of fr. The
moving target whose Doppler frequency is not zero will
pass the filter.

The spectrum of completely fixed clutter is an impulse
at zero Doppler frequency and can be removed by the sin-
gle canceler. However, practical ground clutter usually
has a finite spectrum due to the slow motion of clutter
scatterers, for example, the trees swaying in the wind. The
common model of the ground clutter is the Gaussian-
shaped power spectrum centered on zero Doppler frequen-
cy, as depicted in Fig. 4. It can be seen that the notches of
the single canceler are not wide enough to remove most of
the clutter spectrum. An improved solution is to use a
double canceler.

A double canceler is formed by cascading two single
cancelers and utilizes three signal pulses, as shown in
Fig. 5a. The frequency response of the double canceler is

HðoÞ¼ ½1� expð�joTrÞ�
2

¼ 1� 2 expð�joTrÞþ expð�2joTrÞ

ð17Þ

The magnitude of the frequency response, depicted by the
dashed line in Fig. 4, is

HðoÞ
�� ��¼ 4 sin2

ðoTr=2Þ¼ 4 sin2
ðpfD=frÞ ð18Þ

Compared with the single canceler, the double canceler
provides broader rejection notch and thus removes more

clutter. The second equation of Eq. (17) indicates that the
double canceler can be implemented by a transversal
filter, or finite impulse response (FIR) filter, as shown in
Fig. 5b.

It is also possible to construct a triple or multiple can-
celer using similar methods. One advantage of the delay-
line canceler is that it is able to process all target and
clutter echoes, regardless of range.

2.2. Performance of Moving-Target Indicator

Many indicators have been used to describe MTI perfor-
mance. Among them, the MTI improvement factor is the
most widely used. Other indicators used are clutter atten-
uation, MTI gain, subclutter visibility, cancellation ratio,
and clutter visibility ratio.

2.2.1. MTI Improvement Factor. This is defined [2] as
‘‘the signal-to-clutter ratio at the output (so/co) of the clut-
ter filter divided by the signal-to-clutter ratio at the input
(si/ci) of the clutter filter, averaged uniformly over all tar-
get radial velocities of interest.’’ The improvement factor
accounts for both clutter attenuation and target gain. It

Figure 3. The single canceler utilizes only two pulses. The delay
time Tr exactly equals one interpulse period.

Figure 4. The solid line is the frequency responses of the single
canceler. It has rejection notches at zero Doppler frequency and
nfr, where n is an integer. The double canceler, shown as the
dashed line, provides broader notches and thus removes more
clutter. Blind speed occurs when the Doppler frequency of the
target equals nfr.

Figure 5. (a) Double canceler is constructed by cascading by two
single cancelers. An equivalent implementation is shown in (b),
which is a transversal filter, or FIR filter.
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can be expressed mathematically as

I¼
so=co

si=ci

� �
ð19Þ

For the clutter with a zero-mean Gaussian-shaped spec-
trum, the improvement factors of the single canceler and
the double canceler are given, respectively, as [3]

I1 � 2ðfr=2pscÞ
2

ð20Þ

I2 � 2ðfr=2pscÞ
4

ð21Þ

where sc is the standard deviation of the clutter power
spectrum.

2.2.2. Clutter Attenuation. The ratio of clutter power at
the input of the MTI to the power of residual clutter at the
output.

2.2.3. MTI Gain. The ratio of signal power at the out-
put of the MTI to signal power at the input, averaged over
all target radial velocities of interest.

From the definitions of the improvement factor, the
clutter attenuation, and the MTI gain, the relationship
between them can be expressed by

I¼
so=co

si=ci

� �
¼

so

si

� �
ci

co
¼G CA ð22Þ

where G is the MTI gain and CA is the clutter attenuation.

2.2.4. Subclutter Visibility. This is defined [2] as the ra-
tio by which the target echo power may be weaker than
the coincident clutter echo power and still be detected
with specified detection and false-alarm probabilities. Tar-
get and clutter powers are measured on a single pulse
return, and all target radial velocities are assumed equal-
ly likely. Subclutter visibility measures the capability of
the MTI to detect moving target in the presence of clutter.
For example, 20 dB of subclutter visibility means that the
moving target can be detected even though the clutter
echo power is 100 times the target echo power.

2.3. Other Moving-Target Indicators

2.3.1. Blind Speed and Staggered-PRF MTI. As shown in
Fig. 4, the frequency responses of the single and double
canceler have periodic nulls at multiples of PRF fr. If the
moving target produces a Doppler frequency that exactly
equals fr, or multiples of fr, its echo will also be canceled by
the MTI. In other words, radar is not able to detect a tar-
get moving at one of these radial velocities. So such a
speed is named a blind speed.

Blind speed is actually an inherent phenomenon of
pulsed radars in which a sinusoidal signal with the Dopp-
ler frequency fD is discretely sampled at the frequency fr.
In the case that fD¼nfr, the sampling occurs at the same
point in each corresponding Doppler cycle. Then the mov-
ing target looks as if it is stationary.

The problem of blind speed can be alleviated by stag-
gering the PRF, because a speed that is blind at one PRF is
generally not blind at another PRF. In this case, the in-
terpulse period of the transmitted signal is changed from
pulse to pulse. Time delay in the MTI canceler is also
changed correspondingly. This type of MTI is called stag-
gered-PRF MTI. It has a much higher first blind speed
than that of the conventional MTI.

In staggered-PRF MTI, the ratio of interpulse periods
is usually expressed by a set of prime integers, which has
no common divisor other than 1. If N interpulse periods
are staggered by d1: d2: y :dN, the increase of the first
blind speed V can be expressed by

V

VB
¼

d1þd2þ � � � þdN

N
ð23Þ

where VB is the blind speed corresponding to the average
interpulse periods.

2.3.2. Moving-Target Detector. The moving-target de-
tector (MTD) is an enhanced version of traditional MTI.
The basic structure of a MTD is a MTI precanceler fol-
lowed by a Doppler filterbank. The Doppler filterbank
performs the Doppler filtering or Doppler frequency anal-
ysis and is typically implemented by the fast Fourier
transform (FFT). A Doppler filterbank using N-pulse
FFT divides the whole frequency band into N parts, which
are processed separately.

The Doppler filterbank provides the following advan-
tages: (1) the SNR is improved since the signal in a certain
filter competes only with interference that can pass the
filter, (2) the Doppler frequency of a target can be mea-
sured to a high accuracy, (3) moving clutter with a nonzero
mean of Doppler shift can be rejected by separately ad-
justing the threshold of each filter, and (4) a clutter map
can be generated using the output from the filterbanks.

2.3.3. Adaptive MTI. The adaptive MTI is able to adap-
tively shift its rejection notch to the location of the clutter
spectrum. It is very useful for canceling moving clutter,
whose Doppler frequency is not zero. An example of adap-
tive MTI implementation is the time-averaged-clutter co-
herent airborne radar (TACCAR) [4]. A phase-error circuit
estimates the phase change of clutter signals between
pulses, which is caused by its Doppler frequency. The av-
eraged estimate of phase error is used to control the co-
herent oscillator (COHO) to produce a phase-shifted
reference signal for mixing with the return signal. This
is equivalent to shifting the Doppler center of the moving
clutter to zero. Then a conventional MTI can be used to
cancel the clutter. Other implementation methods of adap-
tive MTI includes changing the weights of the MTI filter
and using modern spectral estimation method.

2.3.4. Airborne MTI. The airborne MTI (AMTI) refers
to the MTI techniques utilized by a moving radar. The
relative motion between radar and fixed clutter displaces
the Doppler spectrum of clutter form zero. Thus, the adap-
tive MTI is one of the AMTI techniques. Another adverse
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effect of platform motion is the loss of signal correlation
between adjacent pulses, because the illuminated area is
slightly displaced from one pulse to the next. The effects of
platform motion can be mitigated by physically or electri-
cally displacing the antenna phase center along the plane
of the aperture. This technique is called displaced phase
center antenna (DPCA).

A relatively new technique is named spacetime adap-
tive processing (STAP). It simultaneously cancels clutter
in angle (space) and Doppler (time) domain. For example,
the clutter coming from the antenna mainlobe is spread
out in Doppler frequency due to platform motion and is not
easy to be canceled in the Doppler domain. The STAP
technique can effectively resolve the clutter within the
beam width into angle Doppler cells. Targets can be de-
tected in cells that are not occupied by clutter.

3. BEAM FORMING

The radar often encounters jamming interference in the
military environment. The jamming source usually occu-
pies the same frequency band as the desired signal and is
difficult to eliminate by frequency filtering. Fortunately,
the spatial location of jamming source is usually different
from that of the target. Spatial filtering can thus be used
to separate them in the space domain.

Spatial filtering in radar is achieved by forming a spe-
cific radar antenna beam pattern. A narrow mainlobe
means good selectivity, and low sidelobes means strong
rejection capability. However, producing an antenna with
very low sidelobes in all directions is difficult to achieve in
practice. High-power interfering signals can still come
into the receiver through sidelobes and degrade the de-
sired signal. Furthermore, the direction of jamming source
may change with time. The beamforming technique deals
with this problem. It is able to adaptively form an antenna
beam pattern with a very low sidelobe in the direction of
the interference.

Beam forming utilizes array antennas and considers
only signal reception. The array elements are discrete
spatial samples over the entire antenna aperture. The
signals received by each element are weighted and
summed to form the array output. When the weights of
array elements can be adaptively adjusted, it is called
adaptive beamforming.

3.1. Linear Array Model and Classical Beamforming

An ideal linear array consists of identical, omnidirection-
al, equispaced sensors that are located along a straight
line. Figure 6 shows a linear array beamformer for pro-
cessing narrowband signals. At time instant k, each sen-
sor samples the arriving signal. The output of the beam
former is calculated as

yðkÞ¼
XN

n¼ 1

w�nxnðkÞ ð24Þ

where xn(k) is the input signal of sensor n at time k. For
the convenience of notation, a complex conjugate is ap-
plied to the weight wn. Equation (24) can be rewritten in

the following vector form

yðkÞ¼wHxðkÞ ð25Þ

where w and x are N-dimensional column vectors and H
denotes the transposed conjugate.

The array receives plane waves from a target if it is
located in the far field. Assume that the signal has a car-
rier frequency f and comes from direction y, which is de-
fined as the angle of incidence with respect to the
broadside of the array. If two adjacent array elements
are separated by a distance d, the signals they received
have a phase difference of

fðy; f Þ¼ 2pðf=cÞd sin y ð26Þ

where c is the speed of light. In the following analysis, we
assume a fixed carrier frequency f. So f(y, f) is simply de-
noted by f(y). At time instant k, if the signal received by
the first element is A(k)exp[jf1(k)], that received by the
nth element is A(k)exp{j[f1(k)� (n� 1)f(y)]}.

If the first element is used as reference, which means
the phase of its signal, f1(k), is set to zero, then the phase
of each array element can be written as

dðyÞ¼ ð1; exp½jfðyÞ�; . . . ;

exp½jðN � 1ÞfðyÞ�ÞH
ð27Þ

This vector is termed the steering vector, which is also
known as the direction vector, array manifold, or array
response vector. The output of the beamformer can be ex-
pressed as

yðkÞ¼wHxðkÞ¼AðkÞwHdðyÞ ð28Þ

The normalized output is denoted by

rðyÞ¼wHdðyÞ ð29Þ

where r(y) is called the beamformer response. The square
of r(y) is defined as the beam pattern.

In classical beamforming, the objective is to approxi-
mate the ideal response that is unity in a desired direction
and zero elsewhere. The classical beamformer, also known
as the conventional beamformer, is used to receive a de-
sired signal coming from a known direction y0. The solu-
tion is to choose the weight as w¼d(y0). From Eq. (29) the

Figure 6. In the linear array model for processing narrowband
signals, the signals received by each element are weighted and
summed to form the array output.
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beamformer response is

rðyÞ ¼
XN�1

n¼ 0

expf�jn½fðyÞ � fðy0Þ�g

¼SNf½fðyÞ � fðy0Þ�=2g

ð30Þ

where SN(x) is defined as

SNðxÞ¼N sinðNxÞ=ðN sin xÞ ð31Þ

and is called the periodic sinc function. The peak of the
response is located at angle y0. So the mainlobe of the
beam points to y0. It is also said that the beam is steered to
y0. In practice, amplitude tapering or weighting is usually
used to control the sidelobe levels. As r(y) is the summa-
tion of the phase-shifted output of each element, the beam-
former is also termed a phased array.

3.2. Adaptive Beamforming

3.2.1. Multiple Sidelobe Canceler. As stated earlier,
strong jamming sources usually come into the receiver
through antenna sidelobes. It is thus desirable to form a
beam pattern with nulls in the directions of the jamming
sources. The multiple sidelobe canceler (MSC) is the ear-
liest beamformer that achieves this goal. An MSC consists
of a main antenna and one or more auxiliary antennas, as
shown in Fig. 7. The mainlobe of the main antenna points
to the target of interest. Interfering signals are assumed
to enter through its sidelobes. It is assumed that the aux-
iliary antennas only receive interfering signals and noise.
The weight of each element can be adaptively adjusted to
produce an output that estimates the interfering signals
in the main channel. Subtracting the output from the
main channel by this estimate effectively cancels the in-
terference in the main channel.

Denote the signal in the main channel by ym, the input
of auxiliary antennas by xa, and the weight vector by w.
The output of the auxiliary array is ya¼wHxa. Since ya is
assumed not to contain the target signal, successful can-
cellation of interference is equivalent to minimization the

overall output power E½ ym � ya

�� ��2�:

Pmin¼ min
w

Eðjym �wHxaj
2Þ ð32Þ

The weight that satisfies this equation is called the opti-
mum weight, which is given by [5]

wopt¼R�1
a pam ð33Þ

where Ra¼E½xaxH
a � is the covariance matrix of input data

in auxiliary antennas, and pam¼E½xay�m� is the cross-cor-
relation vector of xa and ym.

One should notice the assumption that the target sig-
nal is absent in the auxiliary antennas. This is necessary.
Otherwise, it will cause cancellation of target signal in the
final output. However, the MSC can still work well with
slight signal loss if the target signal in the auxiliary an-
tennas is very small.

3.2.2. Linearly Constrained Adaptive Beamforming. An-
other popular class of adaptive beamforming techniques is
the linearly constrained adaptive beamforming. It pre-
vents the loss of desired signal by imposing linear con-
straints on the weights. Equation (29) shows that the
beamformer response to a signal from direction y is
wHdðyÞ. If the direction of interest is y0, the constraint
can be expressed as wHdðy0Þ¼ f , where f is constant. It
ensures that the desired signal from angle y0 will pass the
beamformer with response f. Thus, minimizing the overall
output power, E½jyj2� ¼wHRxw, will minimize the output
produced by interference and noise from directions other
than y0. The linearly constrained beamforming can be ex-
pressed as

min
w

wHRxw subject to wHdðy0Þ¼ f ð34Þ

The solution of the optimum weight is

w¼ f �
R�1

x dðy0Þ

dH
ðy0ÞR

�1
x dðy0Þ

ð35Þ

When f¼1, the beamformer is also termed the mini-
mum variance distortionless response (MVDR) beamfor-
mer. There is only one constraint on w in Eq. (34). In fact,
multiple constraints can also be used to add more control
on the beam former response [6].

The generalized sidelobe canceler (GSC) [7] is an alter-
native approach to the linearly constrained adaptive
beamforming. It converts the constrained optimization of
Eq. (34) to unconstrained optimization by separating out
the constraint. Figure 8 shows the structure of the GSC.
The upper or main branch is a classical beamformer,
which has a fixed weight wc. The weight wc is chosen so
that the response of the main beamformer satisfies the
constraint in Eq. (34). So the desired signal from angle y0

will pass the main beam former with desired response f.
Interference and noise will produce some output deter-
mined by wc. The lower branch is an adaptive beamfor-
mer, which is used to estimate the output produced by

Figure 7. The multiple sidelobe canceler consists of a main an-
tenna and an auxiliary adaptive beamformer. The latter esti-
mates the interference in the main channel, which is then
subtracted from the main channel.
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interference and noise in the main beamformer. The esti-
mate is then subtracted from the main branch to cancel
the interference and noise in the final output. This is sim-
ilar to that in the MSC. The difference is that there is a
preprocessing matrix B in the lower branch of the GSC.
The purpose of B is to block the desired signal and thus to
prevent signal cancellation in the final output. So B is
named the blocking matrix. For an array that is not pre-
steered, B needs to satisfy dH

ðy0ÞB¼ 0. The columns of B
are linearly independent, and the number of columns L
should be less than the number of array elements.

The overall output of the GSC is y¼ ym–ya, where ym

and ya are the output of the upper and lower beamformers,
respectively. Since ya does not contain the desired signal,
cancellation of interference and noise is again equivalent
to minimize the overall output power

min
wa

E½jym � yaj
2� ð36Þ

The solution to the unconstrained optimization is

wa¼ ðB
HRxBÞ

�1BHRxwc ð37Þ

where Rx¼E½xxH� is the covariance matrix of input data.
Besides the MSC and the GSC, there are some other

criteria for constructing an adaptive beam former, such as
using a reference signal or maximizing the SNR.

3.2.3. Adaptive Algorithms. Calculation of the optimum
weights for the adaptive beam formers discussed before
requires knowledge of second-order statistics, especially
the covariance of the input signal. Such information is
normally not available and needs to be estimated from re-
ceived data. The optimum weights are usually estimated
and adjusted by adaptive algorithms.

It can be proved that the adaptive beamforming prob-
lem is equivalent to the adaptive filtering. So the many
adaptive algorithms developed for adaptive filtering can

be utilized for adaptive beamforming. One popular class of
adaptive algorithms is based on the gradient, for example,
the widely used least-mean-square (LMS) algorithm. An-
other important class is based on the least-square estima-
tion, such as the sample matrix inversion (SMI) and the
recursive least square (RLS) algorithm. There is a sepa-
rate article in this encyclopedia, RADAR SIGNAL DETEC-
TION, that discusses the adaptive filtering technique. For
details of these adaptive algorithms, please refer to that
article.

4. CONSTANT FALSE-ALARM RATE

A radar detector makes decision of target presence or ab-
sence from the echo of each resolution cell. If the echo is
stronger than a prespecified threshold, the decision of tar-
get presence is made. Otherwise, it declares no target. The
basic parameters of a radar detector are the probability of
false alarm and the probability of detection. The article
RADAR SIGNAL DETECTION in this encyclopedia discusses
basic theories of radar detection. This article focuses on an
advanced technique for the detector to maintain approx-
imately constant false-alarm rate (CFAR).

4.1. CFAR Principles

We first investigate the principles of CFAR in the back-
ground of Gaussian interference. In this case, the inter-
fering signals in both channels of I and Q, denoted by x
and y respectively, are Gaussian processes with zero mean
and variance (power) of s2. This is a common model for
noise and many types of clutter. A linear envelope detector
produces the signal envelope or magnitude, r¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þ y2

p
,

which is used for target detection. The r has a Rayleigh
probability density function (pdf) as

pðrÞ
r

s2
exp �

r2

2s2

� �
ð38Þ

The mean value of r is

E½r� ¼ s
ffiffiffiffiffiffiffiffi
p=2

p
ð39Þ

The false-alarm probability PFA for a given threshold rt

can be calculated as

PFA ¼

Z 1

rt

pðrÞdr¼ expð�r2
t =2s

2Þ ð40Þ

The PFA is extremely sensitive to the changes of inter-
ference power s2. For example, doubling the interference
power can increase the value of PFA from 10� 8 to 10� 4.
Hence, it is necessary to maintain approximately constant
false-alarm rate in order to ensure that the radar works
well when the intensity of interference changes. This can
be achieved by adaptively adjusting the threshold accord-
ing to the interference power. An equivalent method is to
normalize the interference signal so that its pdf will be
independent of its power s2.

Figure 8. The upper channel of the generalized sidelobe canceler
is a classical beamformer, which has a constant response to the
desired signal. The lower channel is an adaptive beamformer. It
estimates the interference in the upper channel, which is then
subtracted from the upper channel. The blocking matrix B blocks
desired signal and thus prevent signal cancellation.
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Normalization of the Gaussian processes x and y is
done by computing x/s and y/s. Correspondingly, the nor-
malized envelope is

rN¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx=sÞ2þ ðy=sÞ2

q
¼ r=s ð41Þ

Its pdf becomes

pðrNÞ¼pðr¼ srNÞ=jdrN=drj

¼ rN expð�r2
N=2Þ

ð42Þ

The false-alarm probability is

PFA ¼

Z 1

rt

pðrNÞdrN¼ expð�r2
t =2Þ ð43Þ

It can be seen that the new false-alarm probability is in-
dependent of the interference power s2. This is the desired
property of CFAR. Therefore, if s can be estimated from
the received signals, the normalization process r/s will
produce the constant false-alarm rate. From Eq. (39), we
know that an estimate of s can be obtained by estimating
the mean value of r.

An alternative method is to use a square-law envelope
detector. The magnitude squared of the envelope is pro-
duced, denoted by q¼ r2, and used for deciding the pres-
ence of the target. The pdf of q can be calculated from Eq.
(38) as

pðqÞ¼pðr¼
ffiffiffi
q
p
Þ=jdq=drj

¼
1

2s2
exp

�q

2s2

 � ð44Þ

The mean value of q is

E½q� ¼ 2s2 ð45Þ

Normalization of q can be done as

qN¼ r2
N¼ r2=s2¼ q=s2 ð46Þ

The pdf of the normalized variable qN is

pðqNÞ ¼pðq¼ s2qNÞ=jdqN=dqj

¼ expð�qN=2Þ=2
ð47Þ

In this case, the false-alarm probability for a preset
threshold qt is

PFA ¼

Z 1

qt

pðqNÞdqN¼ expð�qt=2Þ ð48Þ

The false-alarm probability is independent of s2. So the
CFAR property is achieved by the normalization of q/s2.
Equation (45) indicates that an estimate of s2 can be ob-
tained by estimating the mean value of q.

The CFAR principle in the presence of Gaussian inter-
ference has been discussed for the linear and square-law
envelope detectors. For non-Gaussian interference, its en-
velope cannot be represented by the Rayleigh pdf model.
Specific models, such as the lognormal or the Weibull dis-
tribution must be used according to the environment and
application. In such cases, the CFAR can still be achieved
by proper normalization of the interference signal. The
CFAR processing protects the radar detector from exces-
sive numbers of false alarms. The cost is that the proba-
bility of detection will be slightly reduced compared with
similar cases of thermal-noise-only environment.

4.2. Cell-Averaging CFAR

As analyzed before, for Gaussian interference, the nor-
malization factor can be obtained by estimating the mean
value of the signal output from the envelope detector. One
basic approach of CFAR is to estimate the mean value by
averaging the signals of a set of reference cells around the
cell under test. This technique is called cell-averaging
CFAR (CA-CFAR). The reference cells can be either in
range, angle, or Doppler frequency. The basic assumption
in CA-CFAR is that the interference is statistically homo-
geneous over the reference cells and the cell under test.

Figure 9 shows the structure of the CA-CFAR processor
that uses reference cells in range. The envelope detector
can have either a linear characteristic that produces the
envelope r or a square-law characteristic that produces
the magnitude squared of envelope q. The received signals
from the reference cells are averaged to produce an esti-
mate of their mean value. The immediate neighbors of the
test cell are sometimes discarded in case a strong target
signal extended into them. The signal of the test cell is
then normalized by dividing it by the estimated mean and
multiplying it with a scaling constant k. We know from
Eqs. (39) and (45) that k¼

ffiffiffiffiffiffiffiffi
p=2

p
for the linear detector

Figure 9. A number of reference
cells around the cell under test are
used to estimate the interference
power in the cell-averaging CFAR
processor. The estimate is used to
normalize the signal, which is equiv-
alent to adaptively adjusting the
threshold.
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and k¼ 2 for the square-law detector. Finally the normal-
ized envelope of the test cell is compared with a preset
threshold to decide if a target is present.

The CA-CFAR principle is applicable to both linear and
square-law detection. The analysis that follows is devel-
oped for square-law detection without loss of generality.
Denote the magnitude squared of envelope of the test cell
by q0, and that of the reference cells by qiði¼ 1; . . . ;MÞ.
These random variables are statistically independent and
have the same probability density function in a homoge-
neous environment as given in Eq. (44). Their joint density
function is

pðq0; . . . ; qMÞ¼
YM

i¼ 0

1

2s2
exp

�qi

2s2

� �
ð49Þ

Denote the sum of the M reference cells by qM ¼
P

qi.
The normalization of q0 is

q0N¼ kMq0=qM ¼ 2Mq0=qM ð50Þ

q0N is then compared with a threshold qt, and the target-
present decision is made when

q0N > qt ð51Þ

In practice, only a limited number of reference cells M
can be utilized to estimate the mean value. Intuitively, the
performance of CA-CFAR must be dependent on M. Sub-
stituting Eq. (50) into Eq. (51), we get

q0=qM > qtð2MÞ ð52Þ

For random variables qiði¼ 1; . . . ;MÞ having the density
function given by Eq. (49), the ratio q0/qM, called f variate,
is known to have the following pdf [8]:

pðf Þ¼M=ð1þ f ÞMþ 1; 0 � fo1 ð53Þ

The false-alarm probability can then be calculated as

pFA ¼

Z 1

qt=2M

pðf Þdf ¼ 1þ
qt

2M

 ��M
ð54Þ

It can be seen from Eq. (54) that the CFAR property can be
achieved even for small values of M, since the false-alarm
probability is independent of the interference power s2.
Equation (54) approximates the ideal performance when
M is very large such that

lim
M!1

1þ
qt

2M

 ��M
¼ expð�qt=2Þ ð55Þ

For a limited number of reference cells, higher signal-to-
noise ratio is needed to achieve the required false-alarm
probability and detection probability. This is referred to as
the CFAR loss.

For Swerling I and II targets, one can find the detection
probability using similar methods. The signals of a Swer-
ling I or II target in I and Q channels are also modeled as a

zero-mean Gaussian process with a variance of s2
s. The

overall variance is thus s2
s þ s2 when the target is present.

Denote the signal-to-noise ratio by SNR¼ s2
s=s

2. A similar
analysis shows the detection probability Pd is

Pd¼ 1þ
qt

2Mð1þSNRÞ

� ��M

ð56Þ

and

lim
M!1

Pd¼ exp �
qt

2ð1þSNRÞ

� �
ð57Þ

For given PFA and Pd, the SNR for M reference cells,
denoted by SNRM, can be derived from Eqs. (54) and (56).
On the other hand, the SNR for M-N, denoted by SNRN,
can be obtained from Eqs. (55) and (57). The CFAR loss is
defined as the ratio of SNRM and SNRN. It is a function of
PFA, Pd, and M. It has been shown [9] that for large M, the
CFAR loss can be approximated by P

�1=2M
FA .

4.3. Ordered-Statistics CFAR

The CA-CFAR does not work well for nonhomogeneous
interference. One example is when there are interfering
targets in the reference cells. Another case is when the
background clutter varies dramatically along either range
or azimuth or both. Cell averaging can no longer produce
the correct estimate, which results in the loss of detection
performance. The ordered-statistics CFAR (OS-CFAR)
has been proven to have better performance in such
environments.

In the OS-CFAR, the threshold is determined by mul-
tiplying one of the ranked cell by a scaling factor. Assume
that the reference cells have the signals of qiði¼ 1; . . . ;MÞ
after the envelope detector. They are ranked as
q1 � q1 � � � � � qK � � � � � qM. The variable K is the rank
of the cell to be used for calculating the threshold, which is

qt¼ aqK ð58Þ

The scaling factor a provides a mechanism to control the
false-alarm probability.

4.4. Clutter-Map CFAR

The clutter-map CFAR is an effective approach for dealing
with nonhomogeneous interference. It utilizes the statis-
tics of past observations on the test cell itself rather than
that of the reference cells. It assumes that the statistics of
the test cell do not change during the observations so that
time averaging can be performed. In fact, the average of
previous observations on each cell produces a clutter
map—an estimate of clutter power in each corresponding
cell.

The principle of clutter-map CFAR is similar to that of
the CA-CFAR. The basic analysis of CA-CFAR is applica-
ble to clutter-map CFAR. In clutter-map CFAR processing,
the M reference samples are obtained from M scans on the
test cell. They are averaged in the same way as that in CA-
CFAR to produce an estimate of the interference power.
Further processing is also similar to CA-CFAR. In a new
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scan, if the target-present decision is made, the power
estimate will not be updated. Otherwise, the new sample
is used to compute a new average.

A simplified implementation is to store only the esti-
mate by previous samples, denoted by p̂pn�1 from previous
n� 1 scans, and updates the estimate with the new sam-
ple qn:

p̂pn¼ ð1�wÞp̂pn�1þwqn ð59Þ

This is actually an exponential smoothing, since

p̂pn¼w
X1

i¼ 0

ð1�wÞiqn�i ð60Þ

The value of w determines the length of the exponential
window. In practice, the length of the window should be
chosen to commensurate with the rate of change of the
interference power.

5. PULSE COMPRESSION

Pulse compression is a technique that obtains high range
resolution while maintaining good detection range. Sig-
nals used for pulse compression should have large band-
width. There are two approaches to increase the
bandwidth: frequency modulation (FM) and phase coding.
The device that performs the pulse compression is the
matched filter.

5.1. Frequency Modulation Waveforms

The linear FM signal is the earliest pulse compression
waveform. Techniques for linear FM pulse compres-
sion are well developed and widely used. Another rela-
tively new technique adopts the stepped-frequency
waveforms.

5.1.1. Principles of Linear FM Pulse Compression. The
linear FM signal, whose carrier frequency varies linearly
during the pulse, is the most widely used waveform.
It is also known as the chirp signal and can be expressed
by

siðtÞ¼A cosð2pf0tþ pmt2Þ;

� T=2 � t � T=2
ð61Þ

where f0 is the carrier frequency. The constant m is called
the chirp rate. The instantaneous frequency of the signal
is fi¼ f0þ mt, which starts at f0 � mT=2 and ends at
f0þ mT=2. The signal bandwidth is B¼ mT.

It can be shown [10] that the matched filter for the lin-
ear FM pulse compression can be expressed as

hðtÞ¼
ffiffiffiffiffi
jm

p
exp½j2pðf0t� mt2=2Þ� ð62Þ

The h(t) has an inverse chirp rate as compared with the
input signal. The output of the matched filter is

s0ðtÞ¼

Z 1

�1

siðtÞhðt� tÞdt

¼
ffiffiffiffiffi
jm

p Z T=2

�T=2
expfj2p½f0t

þ mt2=2þ f0ðt� tÞ

� mðt� tÞ2=2�gdt

¼
ffiffiffiffiffiffiffiffiffiffi
jmT2

p sinðpmTtÞ

pmTt

exp½j2pðf0t� mt2=2Þ�

ð63Þ

The envelope of the output signal is a sinc function:

eoðtÞ¼
ffiffiffiffiffiffiffiffiffi
mT2

p sinðpmTtÞ

pmTt
ð64Þ

For the sinc function, the peak–null pulsewidth is de-
fined as the distance from the peak to the first null. For
sin x/x, the first null occurs at x¼ p. So the width of the
compressed pulse is

T0 ¼
1

mT
¼

1

B
ð65Þ

It equals the reciprocal of the signal bandwidth. The pulse
compression ratio is defined as the ratio of the pulsewidth
before and after the pulse compression processing. From
Eq. (65), we have

D¼T=T
0

¼TB ð66Þ

Therefore, the pulse compression ratio is equal to the
time–bandwidth product of the signal.

From Eq. (3), the range resolution after pulse compres-
sion is

rr¼
cT

0

2
¼

c

2B
ð67Þ

It should be noted that the peak–null pulsewidth corre-
sponds to the mainlobe width at � 4 dB (power) points.
Another definition of pulsewidth is the mainlobe width
at� 3 dB, which is called half-power pulsewidth and can
be expressed as Kw/B, where Kw is a constant factor. For
the sinc function, Kw¼ 0.866.

It is well known that the sinc function has high side-
lobes. To reduce sidelobes, one approach is to apply
weighting in the compression filter. It can greatly reduce
the sidelobes at the cost of mainlobe broadening. Table 1
lists some popular weighting functions with the corre-
sponding peak sidelobe levels and mainlobe width at
–3 dB. Another approach to reduce the sidelobes is to use
nonlinear FM waveforms. In this case, the spectrum of the
transmitted signal is weighted, which also provides low
sidelobes in the compressed pulse.
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5.1.2. Implementation of Linear FM Pulse Compression.
The commonly used analog devices for linear FM pulse
compression are the dispersive delay lines, in which the
signal delay is dependent on its frequency. The most
popular one is the surface acoustic wave (SAW) device.
The electrical signal is converted into a surface wave at
the input, which propagates through the medium at
acoustic speed. The dispersive property of the device
achieves the matched filtering. At the output the wave is
converted back to the electrical signal. Another type of
ultrasonic device is the bulk acoustic wave device, which is
less energy-efficient than the SAW device. These ultrason-
ic devices can process signals with bandwidth greater
than 1000 MHz [10].

Linear FM pulse compression can also be implemented
by digital methods. The received signal is sampled by an
ADC and transformed into the frequency domain via FFT.
The matched filtering is performed in the frequency do-
main by multiplying the signal spectrum with the fre-
quency response of the matched filter. The result is then
transformed back into the time domain.

A third technique is called stretch processing, which
can process signals with very large time–bandwidth prod-
ucts. Figure 10 shows its principle. Echoes from a set of
scatterers are linear FM signals whose starting points
correspond to the ranges of each scatterer. They are mixed
with a reference signal, which is also a linear FM with the

same chirp rate as that of the transmitted signal. The
mixing (dechirping) process removes the frequency mod-
ulation of the received signal. Each dechirped signal has a
constant frequency that corresponds to its range. An ADC
then samples these dechirped signals. Finally, a frequency
analysis by FFT distinguishes each scatterer in the range.
The stretch processing is also widely used in high-resolu-
tion radars.

5.1.3. Stepped-Frequency Waveforms. In this pulse
compression technique, the radar transmits a burst of
narrowband pulses, and the carrier frequency changes
discretely from pulse to pulse by a stepsize Df. Compared
with the linear FM waveform, the stepped-frequency
waveforms can be regarded as discrete modulation in fre-
quency. If there are N pulses in a burst, the overall band-
width of the transmitted signal is B¼NDf.

Each received pulse is then downconverted to base-
band, and a pair of I and Q samples is collected in a de-
sired range gate. The length of the range gate is
determined by Df, which is r¼ c=ð2Df Þ. The ensemble of I
and Q samples represent results that the received signal
within the desired range gate is discretely sampled in the
frequency domain over the bandwidth B. There is a con-
dition to be satisfied. That is, the duration of the baseband
response of each pulse should extend the whole desired
range gate. This is ensured if Tp � 1=Df , where Tp is the
duration of each pulse.

Pulse compression is accomplished by applying the in-
verse discrete Fourier transform on the N pairs of I and Q
samples. The result is a high-resolution range profile with
N complex samples over the desired range gate. The
length of the range profile is r, and the resolution is

rr¼
c

2B
¼

c

2NDf
ð68Þ

Pulse compression using the stepped frequency avoids
the requirements of wide instantaneous bandwidth and
high sampling rates. However, transmitting multiple puls-
es require relatively long time. When there is large motion
between the radar and the target, the motion-induced
phase errors between pulses must be compensated before
the pulse compression can be performed.

5.2. Phase-Coded Waveforms

The phase-coded signal is a constant-amplitude sinusoid
that is divided into N equal segments. The phase of the
sine wave in each segment is selected according to given
code sequence. If the phase is set at either 0 or p, it is
called binary, or biphase, coding. If the code sequence con-
tains more than two values, it is called polyphase coding.

The pulse compression principle can be demonstrated
by correlation processing, which is equivalent to matched
filtering. Consider a binary-coded signal with N segments.
Denote the value of the kth segment by ak, which is either
1 or –1. The aperiodic autocorrelation function of this
waveform can be written as

FðmÞ¼
XN

k¼ 1

akakþm; � ðN � 1Þ � m � N � 1 ð69Þ

Table 1. Properties of Weighting Functions

Weighting
Function

Peak Sidelobe
Level (dB)

Mainlobe Width
at –3 dB, Kw/B

Rectangular –13.26 0.886/B
Hanning –31.5 1.42/B
Hamming –42.5 1.32/B
Taylor, �nn¼5 –35 1.19/B
Taylor, �nn¼6 –40 1.25/B
Dolph–Chebyshev –40 1.20/B

Figure 10. The stretch processing can reduce the signal band-
width by dechirping the return signal. The dechirped signal is
then digitized and transformed by an FFT, which accomplishes
pulse compression.
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If m¼ 0, then akakþm¼ 1 for each segment k, and
the summation equals N. When ma0, the value of the
autocorrelation function is much smaller than N. Thus
the correlation processing produces a narrow pulse,
whose mainlobe locates at m¼ 0 with the amplitude
of N. The regions where ma0 are sidelobes. A well-de-
signed code sequence can produce a pulse with very low
sidelobes.

The Barker codes are the binary codes that have the
lowest peak sidelobe. The aperiodic autocorrelation of
Barker codes has the value of either 0 or 1 for mO0,
and hence the peak sidelobe is 1. With respect to the
mainlobe, the peak sidelobe level is 1

13, or –22.3 dB. How-
ever, no Barker codes whose length is greater than 13
have been found. The pulse compression ratio for Barker
codes is limited to the maximum value of 13. So it is im-
portant to find longer sequences with good sidelobe prop-
erties.

The minimum peak sidelobe codes are the binary se-
quences that attain the lowest peak sidelobes for a given
length. Of course, the Barker codes belong to this class of
codes. Codes with length of 14–48 have been found [11].
For example, for length 48, the best peak sidelobe that can
be achieved is 3, which is –24.1 dB with respect to the
mainlobe. Other types of long binary codes are random
and pseudorandom codes, in which the phase value of 0 or
p are chosen in a random or essentially random manner,
each with a probability of 0.5.

All binary codes have the common weakness that they
are quite sensitive to the Doppler shift in the received
signal. Their performance degrades significantly for large
Doppler frequencies. The polyphase codes exhibit better
Doppler tolerance and have relatively good sidelobe char-
acteristics. Frank codes and P4 codes are commonly used
polyphase codes. They can be thought of as discrete ap-
proximations to the linear FM waveform.

The two devices to implement the phase-coded pulse
compression are the all-range compressor and cross co-
rrelator. The former is suitable for signals with varying
delays, and works well for all target range. The latter is
usually used when the target range is approximately
known.

6. HIGH-RESOLUTION RADAR IMAGING

A radar image is the spatial distribution of microwave re-
flectivity corresponding to the object. Besides high range
resolution, an imaging radar also requires a high azimuth
resolution. It thus requires a large antenna aperture in
azimuth direction. To avoid practical difficulties in con-
structing a large antenna, the synthetic aperture tech-
nique is developed.

6.1. Principles of Synthetic Aperture Techniques

The azimuth resolution of a real antenna is discussed first.
Consider the linear array model of Fig. 6. For simplicity,
we assumed that there is no beamsteering and uniform
weighting is applied to each array element, that is,
w¼ ½1; 1; . . . ; 1�T. Similar to Eq. (30), the array response

can be found as

rðyÞ¼
XN�1

n¼ 0

exp½�jnfðyÞ�

¼N
sin½Npðd=lÞ sin y�
N sin½pðd=lÞ sin y�

ð70Þ

where l¼ c/f is the wavelength. The r(y) is also periodic
sinc function similar to Eq. (31). The peak of its mainlobe
is at y ¼ 0. Its first null occurs when siny¼ l/(Nd), where
Nd¼D is the entire array aperture. When D is very large,
sin y is very small, and sin yEy. So the first null occurs at y
¼ l/D. The peak–null beamwidth, the distance from the
peak to the first null, is thus

by¼ l=D ð71Þ

Although the result is derived from the array antenna, it
is applicable to continuous-aperture antennas. The azi-
muth resolution of a real antenna at range R is Rl/D.

Synthesizing a large antenna aperture can be achieved
by mounting a small-aperture antenna on a moving plat-
form. The antenna transmits and receives signals while
the platform moves. The received data can then be used to
synthesize a large aperture. Such a system is called syn-
thetic aperture radar (SAR).

Figure 11 shows two common operating modes of SAR:
strip map and spotlight. In stripmap SAR, the antenna
beam is fixed relative to the flight path. The moving an-
tenna sweeps out a strip of terrain that is parallel to the
flight path. In spotlight SAR, the beam is steered to con-
tinuously illuminate a relatively small patch of terrain.
There is another widely used mode that is called inverse
synthetic aperture radar (ISAR). In ISAR, the radar is
usually stationary (although it can also be moving), and
the target being imaged is moving. After motion compen-
sation, the relative motion between the radar and the tar-
get is similar to that of the spotlight SAR.

The azimuth resolution of SAR can be derived from
Fig. 12 by finding the synthetic-array response. The cross-
range (azimuth) direction, denoted by x, is defined in the

Figure 11. (a) Stripmap-mode SAR. Its resolution is limited by
the antenna beamwidth by due to the fixed antenna pointing. (b)
Spotlight-mode SAR. The antenna tracks a small imaging area.
Its resolution can be very high, but imaging area is limited by
antenna beamwidth.
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flight direction. SAR processing can be of focused or unfo-
cused type. In focused processing, the phases of the signals
are compensated so that each array element receives a
signal from the origin O with the same phase. It is equiv-
alent to transforming the linear array into an arc array.
The unfocused processing does not perform such phase
compensation and has a low resolution. The cross-range
resolution is derived here only for focused processing.

The movement of the radar along the arc path intro-
duces a relative rotation between the radar and the target.
The observing angle from radar to the origin O will change
an amount of dy between two adjacent elements. Assume
that there are N elements in all, and the central element is
the reference. The nth element has an observing angle of
ndyð�N=2 � n � N=2Þ.

Denote the distance from the origin to each element on
the arc array by R0. Since only the cross-range resolution
is of interest, we consider a point P at (x, 0). It is in the far
field with respect to the real antenna and x5R0. So the
distance from P to the nth element is

RnðxÞ � R0 � x sin ndy ð72Þ

The phase of the signal caused by the two-way time
delay is

fnðxÞ¼
4p
l

RnðxÞ �
4p
l

R0 �
4p
l

x sin ndy ð73Þ

The first term in Eq. (73) is a constant phase and can be
removed. The term ndy is usually very small, and thus ndy
Endy. So the array response is

rðxÞ �
XN=2

n¼�N=2

exp �j
4p
l

xndy
� �

¼N
sin½ð2p=lÞNdyx�

ð2p=lÞNdyx

ð74Þ

It is a sinc function. The peak is at x¼0, and the first null
occurs at ð2p=lÞNdyx¼ p. So the cross-range resolution

measured by the peak–null beamwidth is

rx¼
l

2Dy
ð75Þ

where Dy¼Ndy is the total integration angle. The cross-
range resolution expressed by Eq. (75) is applicable to
strip-map SAR, spotlight SAR, and ISAR. It can also be
expressed by the synthetic aperture length L since
Dy¼L=R0. Thus

rx¼
lR0

2L
ð76Þ

In stripmap SAR, the synthetic aperture length L and
the integration angle Dy are limited by the beamwidth of
the real antenna by due to the fixed beamsteering. As
shown in Fig. 11, the maximum value of Dy¼ by, which is
expressed by Eq. (71). Therefore, the maximum cross-
range resolution in stripmap SAR is

rx max¼
l

2ðl=DÞ
¼

D

2
ð77Þ

where D is the aperture length of the real antenna.

6.2. Stripmap SAR Image Formation

The most common method for stripmap SAR image for-
mation is the range–Doppler (RD) algorithm. Consider
the geometry of data collection shown in Fig. 13, where r
denotes the slant range and x denotes the cross-range.
Assume that the transmitted pulse is

stðtÞ¼aðtÞ expfj½ot� fðtÞ�g ð78Þ

where a(t) is a rectangular window of unity amplitude
over the pulse duration, and f(t) represents the phase
modulation. The distance from the radar to a target at
x¼ 0 varies according to

Rðx; rÞ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2þ x2

p
� rþ x2=ð2rÞ ð79Þ

Figure 12. The cross-range resolution of SAR can be derived
from this array model. It is compensated to an arc array in the
focused SAR processing.

Figure 13. Data collection geometry of the stripmap SAR.
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The received signal from this point after demodulation is

srðt; x; rÞ¼ sa½t� 2Rðx; rÞ=c�

expð�jf4pRðx; rÞ=l

þf½t� 2Rðx; rÞ=c�gÞ

ð80Þ

where s is the radar cross section of the target. The change
of antenna gain is assumed to be small and can be omitted.
The normalized form of Eq. (80) is the impulse response:

hðt; x; rÞ¼a½t� 2DRðx; rÞ=c�

expð�jf4pDRðx; rÞ=l

þf½t� 2DRðx; rÞ=c�gÞ

ð81Þ

where

DRðx; rÞ¼Rðx; rÞ � r � x2=ð2rÞ ð82Þ

which is the well-known range migration (RM). RM can be
neglected if by is small. It is also omitted in the unfocused
processing. In the focused processing, the integration of
the signal must be along the curved locus, or the curved
locus must be straightened (RM-compensated) before in-
tegration.

The return signal from an extended target s (x, r) is

srðx; rÞ¼ sðx; rÞ 
 hðx; rÞ ð83Þ

where 
 denotes a two-dimensional convolution. It can be
shown (12) that Eq. (83) can be expressed by

srðx; rÞ¼ ½sðx; rÞ 
 h1ðx; rÞ� 
 h2ðx; rÞ ð84Þ

where

h1ðx; rÞ¼ dðr� DRðx; rÞÞ

exp½�j4pDRðx; rÞ=l�
ð85Þ

h2ðx; rÞ¼ ð2=cvÞdðxÞaðrÞ exp½�jfðrÞ� ð86Þ

where v is the along-track speed of the radar and d(x) is
Dirac’s delta function. It can be seen that the received
signal is obtained by sequentially convolving s(x, r) with
two impulse response h1 and h2. Therefore s(x, r) can be
reconstructed by sequentially correlating the return sig-
nal sr(x, r) with h2 and h1. Equation (86) shows that h2 is
actually a one-dimensional (1D) function of range r, and
has the same waveform as the transmitted pulse. Corre-
lation of sr(x, r) with h2 is thus the conventional pulse
compression in range.

The h1 is a 2D function, due to the RM effect. The RM
compensation is usually implemented by an interpolation
in the range–Doppler domain, which straightens the
curved locus. The signal is then compressed in azimuth
after the correction [12–14]. To further reduce the phase
errors, a technique called secondary range compression
[13–15] can be adopted.

Besides the RD algorithm, two wavenumber domain
algorithms have also been developed for SAR processing:
the range migration algorithm (RMA) [16] and the chirp
scaling algorithm (CSA) [17]. Denote the Fourier trans-
form of h(t, x, r) by Hðo; kx; krÞ, where kx and kr are spatial
frequencies and are usually called x and r wavenumbers;
o is the temporal frequency, and kr¼ 2o=c.

The RMA first transforms the received data sr(x, t) to
Sr(kx, o) by a 2D Fourier transform. Then it maps the data
from the kx–o domain to the kx� kr domain by a process
called Stolt interpolation. A 2-D phase compensation is
performed in this domain, which corrects the range mi-
gration effect. The image is finally constructed by a 2D
inverse Fourier transform.

The RMA is capable of imaging a large terrain area
with fine resolutions. Its drawback is that the Stolt inter-
polation is time consuming. Figure 14 shows an example
of SAR image processed by the RMA. The raw data were
collected by ESAR-2, and made available by German Aero-
space Research Establishment (DLR). The image resolu-
tion is about 3 m in range and 0.2 m in azimuth.

The difficulty of RM correction is that scatterers located
at different positions have different migration loci, and
thus a large amount of computational effort is need. On
the other hand, with its unique procedures, the chirp scal-
ing algorithm is able to adjust all the different loci to
the same trajectory in the 2D spatial-frequency domain

Figure 14. An example of an ESAR-2 stripmap SAR image. It is
processed by the range-migration algorithm. [The ESAR-2 data
were made available by courtesy of the German Aerospace Re-
search Establishment (DLR).]
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without much computational effort. Then the range-mi-
gration correction can be easily performed by a phase
multiplication to each point.

The CSA requires only FFTs an complex multiplies. No
interpolation is needed. So it is computationally efficient.
However, it has been shown (18) that the CSA implements
only the shift and linear components of the Stolt mapping.
So the RM compensation is not complete. Nonetheless,
such approximate compensation can produce satisfactory
results for most applications.

6.3. Image Formation in Spotlight SAR and ISAR

The spotlight SAR and ISAR are developed mainly for
imaging a small terrain or target with high resolutions. To
take the advantage of the small imaging area, spotlight
SAR and ISAR systems usually adopt the linear FM signal
and the stretch processing technique described earlier.
Stretch processing can largely reduce the analog signal
bandwidth, and thus requires low AD sampling rates, and
small storage memory.

Recall the principles of stretch processing depicted in
Fig. 10. Here the reference signal for dechirping (mixing)
process is chosen to be the replica of the return signal from
the center of the scene being imaged. The return signals
from the scene center after mixing have zero Doppler fre-
quency, which means that there is no relative radial mo-
tion between the radar and the scene center. So it is also
referred to as motion compensation with respect to the
scene center. While this procedure compensates the tran-
slational motion, it retains the rotational motion between
the radar and the scene center, which forms an ideal arc
synthetic array.

It can be shown [18] that the motion compensation dec-
hirpes received signals in both range and azimuth direc-
tions and transforms the data into the kr�kx domain. As
discussed earlier, this is the two-dimensional spatial-fre-
quency (wave-number) domain. Thus, the image can be
constructed by a 2D inverse Fourier transform. The ques-
tion is that the data samples in the kr�kx domain are not
located on a rectangular grid. Rather, they are on the po-
lar coordinates. The date support is a ribbon whose size is
determined by the transmitted bandwidth B and the in-
tegration angle Dy, as shown in Fig. 15.

For a small scene size, if the values of B and Dy are
small, which means low resolutions in range and azimuth,
the small ribbon can be directly approximated by a rect-
angle. Then the 2D inverse Fourier transform can be per-
formed by two 1D inverse FFTs in range and azimuth.
This method is referred to as a rectangular format algo-
rithm. A scatterer can be well focused by this algorithm if
it does not move through resolution cells during the whole
observation. For large scene size and high resolutions, the
scatterer’s motion through resolution cells will cause im-
age defocus. So the data must be stored in the polar for-
mat. Since the Fourier transform does not have fast
algorithms in polar format, a 2D interpolation is needed
to map the data from polar to rectangular grid. Finally the
image can be constructed via two 1D inverse FFTs. This
method is called polar format algorithm.

The range-migration algorithm and the chirp scaling
algorithm discussed in the preceding section can be uti-
lized for spotlight SAR image formation. They do not re-
quire motion compensation to the scene center. Another
method known as convolution backprojection algorithm,
which is widely used in computer-aided tomography (CT),
can also be used for spotlight SAR image formation, since
the geometry of data collection in spotlight SAR is very
similar to that in CT [19].

6.4. Autofocus Techniques

Even in a well-design SAR system, it is still difficult to
measure the relative motion between the radar and the
target with high accuracy over the whole synthetic aper-
ture. The case is even worse in ISAR because the target is
usually non-cooperative. In such cases, phase errors will
be introduced to the received signals. Such phase errors
are space-invariant, which means all the range bins have
the same phase error during one observation. Autofocus is
a useful technique to estimate and remove the space-in-
variant phase errors.

Many autofocus algorithm have been presented, such
as the map drift (MD) algorithm [18], the dominant scat-
terer algorithm (DSA) [20], the phase gradient autofocus
(PGA) algorithm [21], and the weighted least-square
(WLS) algorithm [22].

Autofocus usually begins in the range-compressed
phase history domain, where the data are compressed in
range but not compressed in azimuth. Suppose the strong-
est scatterer in the nth range bin has the Doppler fre-
quency fn and the initial phase c0;n. Other smaller
scatterers are treated as clutter. So the phase of the sig-
nal at range bin n and aperture position m is

FnðmÞ¼ 2pfnmþc0;nþfnðmÞ ð87Þ

where fn(m) is the phase fluctuation caused by clutter.
Clutter is commonly assumed independent from range bin

Figure 15. Support area of spotlight SAR signals after motion
compensation to the scene center. Its size is determined by the
signal bandwidth and the integration angle. Data samples are
located on the polar format.
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to range bin. When corrupted by a phase error g(m),
Eq. (87) becomes

FnðmÞ¼ gðmÞþ 2pfnmþc0;nþfnðmÞ;

n¼ 1; 2; . . . ;N
ð88Þ

where N is the number of range bins. g(m) is the same for
all range bins, since it is space-invariant.

Autofocus is carried out in two steps: estimation and
correction. The challenge is the estimation of g(m). Once
the estimate ĝgðmÞ is obtained, correction can be done by
multiplying the range-compressed phase history data by
exp½�jĝgðmÞ�.

The WLS algorithm is an optimal estimation of g(m) in
the sense that it minimizes the variance of the residual
phase error. It is capable of estimating and removing all
kinds of phase errors, no matter if they are of low order,
high order, or entirely random. The first step in the WLS
algorithm is to shift the strongest scatterer in each range
bin to the center of the image, thus removing its Doppler
frequency offset. The initial phase c0,n is a constant and
can also be removed by proper processing. Then Eq. (88)
becomes

FnðmÞ¼ gðmÞþfnðmÞ; n¼ 1; 2; . . . ;N ð89Þ

The task is to estimate the error g(m) from Eq. (89).
Since fn(m) causes estimation errors, the objective of the
WLS estimation is to minimize the variance of the esti-
mation error. Rewriting Eq. (89) using vector notations,
we have

FðmÞ¼HgðmÞ þfðmÞ ð90Þ

where FðmÞ ¼ ½F1ðmÞ;F2ðmÞ; . . . ;FNðmÞ�
T, /ðmÞ¼ ½f1ðmÞ;

f2ðmÞ; . . . ;fNðmÞ�
T and H¼ ½1; 1; . . . ; 1�T.

Denote the variance of the phase term fn(m) by s2
n. The

covariance matrix of /(m) is

R¼diag½s2
1; s

2
2; . . . ; s

2
n� ð91Þ

The weighted least-square estimate of g(m) is

ĝgwlsðmÞ¼ ðH
TR�1HÞ�1HTR�1FðmÞ ð92Þ

Figure 16 shows a real ISAR image of an aircraft that is
auto-focused by the WLS algorithm. The image resolution
is approximately 0.4� 0.4 m.

The PGA is a widely used algorithm in SAR community.
It has an iterative procedure for phase error correction.
The first step is the same as that in the WLS algorithm,
that is, moving the strongest scatterer of each range bin to
the image center. The second step is the windowing of each
shifted image. The window is centered on the strongest
scatterer. Windowing increases the SNR by preserving the
width of dominant blur while discarding scatterers that
cannot contribute to the phase error estimation.

The next step is to estimate the phase error, or rather,
the phase gradient or phase difference. Denote the range-
compressed phase history data by gnðmÞ¼ gnðmÞ

�� ��
expfj½gðmÞþfnðmÞ�g, where fn(m) is the phase fluctuation
caused by the clutter within the window. A linear unbi-
ased minimum variance estimate of the gradient of the
phase error is

.̂g.gðmÞ¼

P
n Im½g�nðmÞf

.
gnðmÞ�P

n gnðmÞ
�� ��2

ð93Þ

Another estimate of the phase difference is

DĝgðmÞ¼ff
�X

n
gnðmþ 1Þg�nðmÞ

�
ð94Þ

where + denotes the angle of the complex quantity com-
puted on [–p, p]. This is a maximum likelihood estimate.

The estimated phase gradient or phase difference is in-
tegrated to obtain the estimate of phase error ĝgðmÞ. It is
used for correction after removing any bias and linear
component. Then the PGA goes back to its first step and
adopts a narrower window. The process is repeated until
the image is well focused.

7. SUMMARY

This article has discussed major techniques of radar signal
processing. These techniques can be divided into two cat-
egories. The first category includes the techniques for sup-
pressing interference and enhancing the useful signal.
They ensure reliable detection and processing, and are
listed as follows:

* Matched Filter. It is the optimum filter that achieves
the maximum SNR.

* MTI. It discriminates moving target from fixed clut-
ter by Doppler filtering.

* Beamforming. It mitigates against jamming sources
by spatial filtering.

* CFAR. It maintains a constant false-alarm rate even
if the clutter intensity varies.

The techniques in the second category are developed
mainly for improving the resolving capability of radar.
They enable radar to acquire complex information like
target size, shape, and image:

* Pulse Compression. It achieves high resolution in
range direction without sacrificing the detection
range.

Figure 16. A real ISAR image of an aircraft. It is autofocused by
the WLS algorithm.
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* Radar Imaging. The synthetic aperture radar is de-
veloped to attain high resolution in azimuth direc-
tion. The signal processing techniques in SAR are
discussed in some details, including methods for im-
age formation, motion compensation, and autofocus.

It is foreseeable that radar will advance with the ad-
vancement of signal processing techniques and hardware
technology. It will be more robust when working in less-
than-ideal environments and have stronger capability for
acquiring complex information.

BIBLIOGRAPHY

1. M. I. Skolnik, Introduction to Radar Systems, 2nd ed., Mc-
Graw-Hill, New York, 1980.

2. J. Radatz, The IEEE Standard Dictionary of Electrical and

Electronics Terms, 6th ed., IEEE, New York, 1997.

3. D. K. Barton and S. A. Leonov, Radar Technology Encyclope-

dia, Artech House, Boston, 1997.

4. M. I. Skolnik, Radar Handbook, 2nd ed., McGraw-Hill, New
York, 1990.

5. S. Haykin and A. Steinhardt, Adaptive Radar Detection and

Estimation, Wiley, New York, 1992.

6. B. D. Van Veen and K. M. Buckley, Beamforming: A versatile
approach to spatial filtering, IEEE Acoust. Speech Signal

Process. Mag. 5(2):4–24 (1988).

7. L. J. Griffiths and C. W. Jim, An alternative approach to lin-
early constrained adaptive beamforming, IEEE Trans. Anten.
Propag. 30:27–34 (1982).

8. R. Nitzberg, Adaptive Signal Processing for Radar, Artech
House, Boston, 1992.

9. N. Levanon, Radar Principles, Wiley, New York, 1988.

10. D. R. Wehner, High-Resolution Radar, 2nd ed., Artech House,
Boston, 1995.

11. F. E. Nathanson, Radar Design Principles, 2nd ed., McGraw-
Hill, New York, 1990.

12. C. Wu, K. Y. Liu, and M. Y. Jin, Modeling and a correlation
algorithm for spaceborne SAR signals, IEEE Trans. Aerospace
Electron. Syst. 18:563–575 (1982).

13. M. Y. Jin and C. Wu, A SAR correlation algorithm which ac-
commodates large range migration, IEEE Trans. Geosci. Re-

mote Sens. 22:592–597 (1984).

14. R. Bamler, A comparison of range-doppler and wavenumber
domain SAR focusing algorithms, IEEE Trans. Geosci. Remote

Sens. 30:706–713 (1992).

15. F. H. Wong and I. G. Cumming, Error sensitivities of a sec-
ondary range compression algorithm for processing squinted
satellite SAR data, Proc. IEEE Geosci. Remote Sens. Symp.
(IGARSS’89), Vancouver, 1989, pp. 1702–1706.

16. C. Cafforio, C. Prati, and F. Rocca, SAR data focusing using
seismic migration techniques, IEEE Trans. Aerospace Elec-
tron. Syst. 27:194–207 (1991).

17. R. K. Raney et al., Precision SAR processing using chirp scal-
ing, IEEE Trans. Geosci. Remote Sens. 32:786–799 (1994).

18. W. G. Carrara, R. S. Goodman, and R. M. Majewski, Spotlight

Synthetic Aperture Radar: Signal Processing Algorithms, Ar-
tech House, Boston, 1995.

19. C. V. Jakowatz, Jr. et al., Spotlight-Mode Synthetic Aperture

Radar: A Signal Processing Approach, Kluwer Academic,
Boston, 1996.

20. C. C. Chen and H. C. Andrews, Target-motion-induced radar
imaging, IEEE Trans. Aerospace Electron. Syst. 16:2–14
(1980).

21. D. E. Wahl et al., Phase gradient autofocus—a robust tool for
high resolution SAR phase correction, IEEE Trans. Aerospace

Electron. Syst. 30:827–835 (1994).

22. W. Ye, T. S. Yeo, and Z. Bao, Weighted least square estimation
of phase errors for SAR/ISAR autofocus, IEEE Trans. Geosci.

Remote Sens. 37:2487–2494 (1999).

RADAR TARGET RECOGNITION

KIE B. EOM

The George Washington
University

Washington, DC

1. INTRODUCTION

Recent (as of 2003) advances in radar provides sufficient
resolution and enough information to recognize tactical
targets from radar returns [21]. For target recognition ap-
plications, different types of radar, such as synthetic
aperture radar (SAR), millimeter-wave (MMW) real aper-
ture radar (RAR), and interferometric synthetic aperture
radar (IFSAR), have been explored [1–4]. Modern radar
system also provides extensive data including fully polari-
metric and Doppler channels [14,26,32], but there still are
many challenges for target recognition using radar re-
turns [16,17]. This is because special characteristics of ra-
dar and recent advances of radar technology make the
recognition of targets difficult. For example, the radar pro-
file changes drastically for the small change in viewing
angle, and the recent development of stealth technology
significantly alters the radar signature. In radar target
recognition, many different approaches for different radar
types are suggested, and are discussed in this article.

Synthetic aperture radar provides high resolutions for
both range and azimuth directions, and have been used
widely for target recognition applications. Since SAR is an
imaging radar, it can provide detailed images of target
area with cloud-penetrating characteristics. When its ful-
ly polarimetric data is utilized, targets can be recognized
with high accuracy. The SAR target recognition is typical-
ly done in multiple stages [18]. The first stage of a typical
SAR target recognition algorithm is a prescreener, where
regions of interest are located in this stage. Constant
false-alarm rate (CFAR) detection algorithm is often
used in the first stage. The second stage may be a dis-
criminator, where natural clutter false alarms are reject-
ed. In this stage, textural features are extracted from the
target-size windows applied to the neighborhood of pixels
located by CFAR detection. The third stage is typically a
classifier, where the targets are classified and manmade
discretes are rejected. Extensive studies in statistical pat-
tern recognition have been done, and many different pat-
tern classifiers are used in target recognition applications.
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For SAR target recognition, spatial matched filters have
been investigated [18] for the recognition of ground vehi-
cles. Novak’s [18] spatial matched filter approach in target
recognition is explained in later sections.

Although SAR technology provides many advantages
over real aperture radar (RAR), there are many applica-
tions where RAR is important. The azimuth resolution of
SAR is much better than that of RAR, but it is typically
based on the assumption that the movement of the radar
is at constant speed and direction in SAR processing.
When the radar is moving at rapidly changing speed and
trajectory, as in the case of the radar mounted at fighter
airplanes or self-guidance weapons, the assumptions for
SAR processing are not correct. Millimeter-wave (MMW)
RAR represents the next generation of military smart
sensors for detection, tracking, and surveillance because
of its high-range resolution, which is critical in target rec-
ognition [6]. The MMW RAR technology is sufficiently ad-
vanced, and the range resolution of MMW radar is
sufficiently high to discriminate tactical targets at a dis-
tance of several kilometers [31]. The target recognition by
hierarchical modeling of high-range resolution (HRR) mil-
limeter-wave (MMW) radar signatures is discussed in this
article.

The artificial neural network (ANN) has been widely
used in target recognition. The use of ANN in radar target
recognition is also discussed in this article. ANNs are used
as pattern classifiers, feature extractors, model adapta-
tion, fuzzy classification, and in other applications in ra-
dar target classification. Feedforward neural networks
have been used as pattern classifiers after the training
with known target samples. The learning algorithm of
neural networks provides a powerful tool for adaptation of
the classifier to input vectors [24]. A self-organizing fea-
ture map has been used as a feature extractor [27] for ra-
dar target recognition. In combination with Kohonen’s
learning vector quantizer (LVQ) for supervised classifica-
tion, it has been applied to the recognition of ground ve-
hicles from MMW HRR radar signatures [27]. Perlovsky
et al. [19] suggested that the model-based neural network
to include a priori information to an ANN. This approach
can reduce the search space of the neural network by in-
corporating a priori information to the adaptability of an
ANN. The fuzzy neural network (FNN) approach [25] is
also suggested to classify targets that may belong to more
than one class. The advances in neural network approach-
es can potentially improve the performance of target rec-
ognition algorithms further. There are many approaches
to incorporate information from many different sources for
radar target recognition. By fusing the information from
more than one sensor, the accuracy of radar target recog-
nition may be improved. Two approaches in utilizing in-
formation from multiple sensors are discussed in this
article. Interferometric synthetic aperture radar (IFSAR)
provides elevation information, in addition to two-dimen-
sional radar image, by processing interference between
radar returns received by two different antennas. By pro-
cessing IFSAR image and fusing to SAR of visual images,
the accuracy of the target recognition can be improved
substantially. The approach of combining IFSAR and
visual images using the image registration approach is

discussed in this article. There are statistical approaches
in data fusion, and Bayesian data fusion approaches are
used in radar target recognition [13]. In this approach,
features from polarimetric SAR images are fused to im-
prove the recognition accuracy.

Radar target recognition is a complex problem, and no
single algorithm performs better than other algorithms
with different types and modes of radar. In this article,
different approaches for radar target recognition is dis-
cussed in terms of radar types and approaches.

2. HIERARCHICAL MODELING APPROACH FOR
NONCOOPERATIVE TARGET RECOGNITION

The target recognition using hierarchical modeling of
MMW RAR radar signatures is considered in Ref. 10, and
the algorithm is tested with MMW radar data from non-
cooperative target identification (NCTI) database. In radar
target recognition problems, the targets may be shifted
and scaled from the trained data. The change in viewing
angle results scale change in radar signature, and the
change in azimuth angle change results shifting in radar
signature. Therefore, a classifier using features extracted
from the radar signatures should classify targets reliably
even when radar signatures are shifted or scaled. In gen-
eral, parameters of time-series models such as ARMA
(autoregressive moving-average) are not scale-invariant
[20,22]. Thus, the classification of scaled targets with mod-
el parameter features can result in poor classification
accuracy. There are a few approaches to make a classifier
more reliable to shifting and scaling. For example, the use
of scale-invariant features or a training with scaled sam-
ples can make a classifier more robust to scaling.

Hierarchical ARMA modeling approach is briefly dis-
cussed as follows. Suppose that a continuous signal x(t) is
a training sample. The classifier need to classify scaled
signal of x(t) correctly as the same class as x(t). The scaled
signal of x(t) is given by

yaðtÞ¼
1

a
xðatÞ ð1Þ

One approach to achieve this is to train a classifier with
features extracted from scaled signals of x(t). For example,
different features at m different scales are extracted from
scaled signals ya1

ðtÞ; ya2
ðtÞ; . . . ; yam

ðtÞ, then the classifier is
trained with these multiscale features. If the number of
scales included in the training is large enough, the clas-
sifier will classify signals having large scale changes.

However, there are at least two potential problems
with this approach if the signal is a discrete signal {x(i),
i¼ 1,y, N}: (1) the original signal is defined only at dis-
crete points—the signal at the finer scale is not defined at
certain points; and (2) feature extraction is performed
multiple times with a single training sample, and the
computational complexity increases linearly as the num-
ber of scales increases. These difficulties can be solved by
the hierarchical modeling approach. The hierarchical
modeling approach presented in this section extracts
multiscale features without adding much computational
complexity.
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A discrete signal can be scaled to a coarser scale or a
finer scale by decimation filtering or interpolation, respec-
tively [7,8,11,12]. We will first consider the decimation fil-
tering of a signal, and its effect to the statistical model,
and then we will consider the scaling to a finer scale as a
modeling process. A decimation filter is defined as a local
averaging (FIR filtering) followed by a downsampling pro-
cess as shown in Fig. 1 [29,35]. If the downsampling rate is
m, the decimation-filtered signal represents the signal at
the scale reduced by a factor of m.

Let H be a FIR filter of length r and k be the down-
sampling operator of factor m:

HðdÞ¼
Xr�1

k¼ 0

hkd
k; where d is a unit delay operator ð2Þ

ð# xÞðiÞ¼ xðmiÞ ð3Þ

Suppose that a signal at a coarser scale ym(i) is obtained
by decimation filtering of the original signal x(i):

ymðiÞ¼HðdÞxðimÞ; i¼ 1; . . . ;N=m ð4Þ

Suppose that the signal {x(i), i¼ 1,y,N} follows an AR-
MA(p,q) model

xðiÞ¼
Xp

j¼ 1

ajxði� jÞþ
Xq

j¼ 0

bjwðjÞ; i¼1; . . . ;N ð5Þ

where {w(i)} is a zero mean white-noise sequence with
variance s2

w and the aj and bj terms are real coefficients.
Equation (5) can be rewritten as

ApðdÞxðiÞ¼BqðdÞwðiÞ; i¼ 1; . . . ;N ð6Þ

where

ApðdÞ¼ 1� a1d
1
� a2d

2
� � � � � apd

p;

BqðdÞ¼ 1þ b1d
1
þ b2d

2
þ � � � þ bqd

q
ð7Þ

and d is the unit delay operator, and we assume that the
roots of Ap(d) and Bq(d) lie inside of the unit circle for sta-
bility and invertability of the model.

To find features at coarser scale, the model at a coarser
scale should be considered. The following theorem sum-
marizes the results on the modeling of a decimation-fil-
tered ARMA process.

Theorem 1. The decimation-filtered process {ym(i)} defined
in (4) follows an ARM A(p,q*) model, where the order of AR
polynomial is p and the order of the MA polynomial is q�¼
[(p(m� 1)þ rþ q� 1)/m], and the model parameters can
be obtained from the model parameters of x(i)

CpðdÞymðiÞ¼Dq�ðdÞvðiÞ ð8Þ

where

CpðdÞ¼ 1� c1d1
� c2d2

� � � � � cpdp

Dq�ðdÞ¼ 1þd1d
1
þd2d

2
� � � � þdq�d

q�;
ð9Þ

Also the AR polynomial Cp(d) of aggregated data satisfies
the following relation:

CpðdÞ¼ 1� c1d
1
� � � � � cpd

p

¼ ð1� rm
1 dÞð1� rm

2 dÞ � � � ð1� rm
p dÞ

ð10Þ

where r1; . . . ; rp are roots of Ap(d).

The proof can be found in Ref. 10.
The ARMA model parameters are shift-invariant be-

cause the model’s parameters depend only on mean and
correlations. Power spectral density can be estimated by
using ARMA model parameters, and is also shift-invariant
and provides features that are intuitively appealing. For
example, spectral peaks or notches represents presence or
absence of a frequency component in the signal. For radar
signal classification, ARMA power spectrum features at
multiple scales are used. Power spectral density of an
ARMA process can be estimated by an extended least-
squares (ELS) method.

Suppose that x(i) is an ARMA(p,q) process and w(i) is
the input white sequence with variance s2 as defined in
Eq. (5). Let Rxx(k) be the autocorrelation functions of x(i),
and Rxw(k) be the cross-correlation between x(i) and w(i).
The Yule–Walker equation for the ARMA process x(i) is
given by the following equation:

RxxðkÞ¼

Pp

i¼ 1

aiRxxðk� iÞþ
Pq

i¼ 1

biRxwðk� iÞ; k¼ 0; . . . ; q

Pp

i¼ 1

aiRxxðk� iÞ; k > q

8
>>><

>>>: ð11Þ

The AR (autoregressive) parameters are estimated by
solving these Yule–Walker equations. By using the esti-
mated AR parameters, MA (moving-average) component
of x(i) can be obtained by filtering AR component from x(i):

x̂xmaðiÞ¼ xðiÞ �
Xp

k¼ 1

âakxði� kÞ ð12Þ

The power spectral density of the ARMA process x(t) is
estimated from the correlations of xma(t) and the AR pa-
rameters estimated by Yule–Walker equations. The ELS
power spectrum estimation algorithm is summarized
below.

ELS Spectrum Estimation Algorithm

Step 1. Compute sample correlations Rxx(k) for k¼ 0,y,
pþ q:

R̂RxxðkÞ ¼
1

N � k

XN�k

i¼ 1

xðiÞxðiþ kÞ ð13Þ

x(i) y(i)
H

m

Figure 1. A decimation filter.
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Step 2. Estimate AR parameters a1,y,ap by

âa1

..

.

âap

2

6666664

3

7777775
¼

RxxðqÞ � � � Rxxðqþ 1� pÞ

..

. . .
. ..

.

Rxxðqþp� 1Þ � � � RxxðqÞ

2

6666664

3

7777775

�1

:

Rxxðqþ 1Þ

..

.

RxxðqþpÞ

2
6666664

3
7777775

ð14Þ

Step 3. Compute the sample correlation of MA compo-
nent xma (i), which is obtained by removing AR
component:

R̂RmaðkÞ¼RxxðkÞ �
Xp

j¼ 1

ajRxxðk� jÞ �
Xp

j¼ 1

ajRxxðkþ jÞ

þ
Xp

j¼ 1

Xp

l¼ 1

ajalRxxðk� jþ lÞ; k¼0; . . . ; q

ð15Þ

Step 4. Compute the ARMA power spectrum:

SxxðoÞ¼
Rmað0Þ þ2

Pq

k¼ 1

RmaðkÞ cosðokÞ

k 1�
Pp

k¼ 1

âake�jok k2
ð16Þ

For each training sample x(i), the models at the other
scales (both coarser and finer scales) are obtained by the
hierarchical modeling approach presented in this section.
The model at a coarser scale is obtained using Theorem 1.
The AR polynomial is obtained by Eq. (10), and the corre-
lation of the signal at the coarse scale is obtained with a
proper choice of smoothing filter H, such as the Gaussian
filter. Thus, the spectral density of the signal at a coarser
scale is obtained by the ELS algorithm. The model at a
finer scale is obtained by the approach explained in the
next step sequence. The AR polynomial of the signal at a
finer scale are obtained under a no-hidden-periodicity as-
sumption [34,35]. The correlation function at a finer scale
is obtained by disaggregation [10], and the ARMA spec-
trum at a finer scale is obtained by the ELS estimation
algorithm. The multiscale feature extraction algorithm is
summarized below.

Multiscale Spectral Feature Extraction
Algorithm

Step 1. Each radar return is normalized to zero mean
and unit variance by

�xxðiÞ¼
ðxðiÞ � m̂mÞ

�̂�
ð17Þ

where m̂m and �̂�2 are sample mean and sample vari-
ances of x(i). M K-dimensional features from M
scales (including coarser and finer scales) are ob-

tained from the normalized radar returns by the fol-
lowing procedure.

Step 2. For each training sample, the AR parameters
and correlations are estimated by the ELS algo-
rithm. For k¼ 0,1,y,K� 1, the power spectrum is
estimated at o¼ pk/K. The logarithm of the power
spectral density forms a K-dimensional feature
vector.

Step 3. At each coarser scale, a feature vector is ob-
tained by estimating the power spectrum using the
ELS method with model parameters obtained by the
hierarchical modeling approach. The logarithm of
the power spectral density forms a K-dimensional
feature vector at a coarser scale. Feature vectors at
multiple scales are obtained by repeating this step
at coarser scales.

Step 4. At each finer scale, a feature vector is obtained
by estimating the power spectrum using the ELS
method with model parameters obtained by the hi-
erarchical modeling approach. This is repeated for
other finer scales, and multiple K-dimensional fea-
ture vectors are obtained from the logarithm of the
power spectral density.

Classification is done by a minimum-distance classifier
with multiple prototypes. In this approach, each training
sample generates M prototypes corresponding to M scales.
Therefore, if there are N training signals for each class,
then NM prototypes will be available for each class. Let us
assume that there are Nk prototypes z1

k; . . . ; z
Nk

k in the
class kA{1,?,K}. For a test pattern x, the distance to the
class k is defined by

Dk¼ minfdðx; zl
kÞg ð18Þ

where the intersample distance d(x,z) is the Euclidian
distance between x and z. The distance Di is the smallest
of the distances between x and each prototype of the class
k. The test pattern x is classified by the minimum-dis-
tance decision rule: x is classified into class k if Dk o Di for
all iak.

In Ref. 10, the hierarchical model-based features are
tested with NCTI data. Figure 2 shows a typical NCTI
radar signature, and estimated power spectral density. In
Ref. 10, about 95% of classification accuracy is reported
with 5000 MMW RAR radar signatures.

3. NEURAL NETWORKS APPROACHES

Neural networks have been widely used in radar target
recognition applications [19,24,25,27]. A good survey on
the use of neural networks in target recognition can be
found in Ref. 24. Neural network approaches have been
popular because they have many promising qualities in
target recognition applications. Neural networks have the
capability for adaptation to additional targets and envi-
ronments. The existence of powerful learning algorithms
is one of the main strengths of the neural network ap-
proach [24]. They also offer techniques for selecting,
developing, clustering, and compressing features into a
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useful set, and provide automatic knowledge acquisition
and integration techniques for target recognition systems.

Feedforward neural networks have been used as pat-
tern classifiers for target recognition [23]. Let xi be the
multidimensional feature vector extracted from a radar
image, and let S be the index set of the target patterns:

S¼fiji 2 target patterng ð19Þ

The optimum receiver [23] defined by

Rsðx1; . . . ; xNÞ¼
X

i2S

xi ð20Þ

can be implemented as a neural network

ys¼Y
X

i

WSixi � T

 !
ð21Þ

where T is the threshold and Y(x) is the Heaviside step
function. Roth [23] showed that detection of target pat-
terns out of a set of P of patterns can be handled by the
feedforward neural network presented above.

Neural networks have been also used as a feature ex-
tractor for target recognition. Kohonen’s self-organizing
map (SOM) and learning vector quantizer (LVQ) have
been used in the two-stage target recognition approach
[27]. SOM is based on unsupervised competitive learning
where only one output node, or one per local group of
nodes at a time, gives the active response to the current
input signal, clusters input vectors into preselected C
classes by adapting connection weights to nodes in the
network, and is used as a feature extractor [27]. At each

iteration of the SOM algorithm, the best matching node c
is selected by

c¼ argminfk x�mi kg ð22Þ

where x is the current input vector and {m1,?, mC} is the
set of nodes (cluster centers). Then each node mi located in
the neighborhood of the node c is adapted by the learning
rule

miðtþ 1Þ¼miðtÞþ ZiðtÞ½xðtÞ �miðtÞ� ð23Þ

where the gain Zi(t) can be a simple monotonically de-
creasing function of time or a Gaussian gain function
defined by

ZiðtÞ¼ aðtÞ exp
�jjrc � rijj

2

2s2ðtÞ
ð24Þ

The learning rate a(t) and the kernel width s(t) are mono-
tonically decreasing functions, and their exact forms are
not critical. LVQ is used as a supervised classifier of the
features extracted by SOM [27]. Stewart et al. [27], re-
ported greater than 94% accuracy in the target recogni-
tion experiment with MMW data having five types of
ground vehicles.

The model-based neural network (MBNN) was intro-
duced [19] to combine a priori knowledge of models of data
with adaptivity to changing data properties. Both learning
and adaptation of the MBNN is done by iterative estima-
tion of association weights and model parameters. Differ-
ent statistical models for different physical processes,
background clutter, outlier, target pixels, and other ele-
ments are also introduced in Ref. 19. This approach has a
potential for improving target recognition performances
by allowing the inclusion of a priori information in addi-
tion to the adaptability of a neural network.

Fuzzy neural networks are also used in radar target
recognition. Fuzzy ARTMAP and EMAP neural networks
are suggested [25] for radar target recognition. The fuzzy
neural network allows one to make soft decisions in clas-
sifying a target, and each input vector can belong to more
than one class. The fuzzy association between the input
vector and the classified target can potentially improve
the performance and the complexity of the adaptation.

4. EXPLOITATION OF ELEVATION DATA FROM IFSAR

IFSAR is a technique to generate high-resolution Digital
Elevation Map (DEM) based on the phase difference in
SAR signals received by two spatially separated antennas
[36]. There are drawbacks in height maps derived from
IFSAR data: The data are noisy and the spatial resolution
is far inferior to that of visual data. The spatial resolution
is further degraded by the noise removal step. Figure 3
shows a height map produced by a real IFSAR. A typical
IFSAR elevation image is noisy and needs to be filtered
before it can be used reliably. Also, there are regions with
‘‘no data,’’ resulting either from the fact that the original
scene was not on a rectangular grid or from radar geom-
etry effects that cause some points not to be mapped.
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Figure 2. A HRR radar signature from NCTI database and its
power spectrum estimated by hierarchical modeling.
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Interpolation and nonlinear filtering techniques are used
to filter the elevation data.

Positioning of IFSAR and visual data allows for the fu-
sion of clues from both sensors for target recognition. It is
needed to overcome various difficulties resulting from the
limitations of the sensor. For example, building detection
requires the extraction and grouping of features such as
lines, corners, and building tops to form buildings [9].
The features extracted from visual data usually include
many unwanted (spurious) edges and lines that do not
correspond to buildings. The grouping stage requires
complex and computationally intensive operations. Fur-
ther, the height of a building is typically estimated by
extracting shadows and sun angle when available, and
is not reliable when the shadows are cast on adjacent
buildings. Another drawback of methods based exclusi-
vely on visual data lies in their sensitivity to imaging
conditions.

IFSAR elevation data can be used in conjunction with
visual data to overcome the abovementioned difficulties.
Current IFSAR technology provides sufficient elevation
resolution to discriminate building regions from surround-
ing clutter. These building regions are not well defined
from a visual image when the buildings have the same
intensity level as their surrounding background. Similar-
ly, a building having different colors may be wrongly seg-
mented into several buildings. IFSAR data are not affected
by color variations in buildings and therefore are better
for building detection.

Figure 4 shows a visual image and edges detected by
the Canny operator for the area shown in Fig. 3. The left
portion of Fig. 4 shows a building with two different roof
colors and roof structures on many buildings. Many spu-
rious edges not corresponding to the building appear in
the edge map shown on the right of Fig. 4. Using the IFS-
AR elevation map shown in Fig. 3, buildings and ground
regions are labeled using a two-class classifier. The IFSAR
and visual images are registered. Figure 5 shows the

result of registration of a visual image and the segment-
ed elevation image. Features corresponding to roads,
parked cars, trees, and other objects are suppressed from
the visual images using the segmented buildings derived
from the IFSAR image.

The location and the directions of edges in the seg-
mented image are estimated, and are used to locate edges
of buildings in the visual image. In the visual image, an
edge pixel corresponding to each edge pixel in the regis-
tered height image is searched in the direction perpendic-
ular to the estimated direction in the height image. If an
edge is found within a small neighborhood, the edge pixel
is accepted as a valid edge of a building. If such a pixel is
not found in the neighborhood, the edge is not accepted.
Figure 6 shows the refined edges obtained by searching in
the neighborhoods of height edges. Most of building edges
in the height image are found while the unwanted edges
are removed.

Figure 3. An IFSAR image.

Figure 4. Visual image and edges detected by the Canny
operator.
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5. SPATIAL MATCHED-FILTER CLASSIFIERS FOR SAR

A typical target recognition using SAR is done in multiple
stages, and is illustrated by the block diagram in Fig. 7. In

the first stage, a CFAR detector prescreens by locating
potential targets on the basis of radar amplitude. Since a
single target may produce multiple detections, the CFAR
detections are clustered (grouped together). Then a region
of interest (RoI) around the centroid of each cluster
is passed to the next stage of the algorithm for further
processing.

The second stage takes each RoI as its input and ana-
lyzes it. The goal of this discrimination stage is to reject
natural clutter false alarms while accepting real targets.
This stage consists of three steps: (1) determining the po-
sition and orientation of the detected object, (2) computing
simple texture features, and (3) combining the features
into a discrimination statistic that measures how ‘‘target-
like’’ the detection object is.

The third stage is classification, where a 2D pattern-
matching algorithm is used to (1) reject clutter false alarms
caused by manmade clutter discretes (buildings, bridges,
etc.) and (2) classify the remaining detected objects. Those
detected objects that pass the second stage are matched
against stored reference templates of targets. If none of the
matches exceeds a minimum required score, the detected
object is classified as clutter; otherwise, the detected object
is assigned to the class with the highest match score.

Matched filters are investigated in [18] as pattern-
matching classifiers in target recognition system shown
in Fig. 7. They are the synthetic discriminant function
(SDF), the minimum average correlation energy (MACE)
filter, the quadratic distance correlation classifier (QDCC),
and the shift-invariant 2D pattern-matching classifier.
The basic structures of the SDF and the MACE filter are
characterized in the frequency domain by

H¼AXðXyAXÞ�1U ð25Þ

where H denotes the DFT of the spatial matched filter. The
matrix X is composed of a set of target training vectors
obtained by taking the DFT of the target training images.
The vector U represents a set of constraints imposed on
the values of the correlation peaks obtained when the
training vectors are run through the spatial matched fil-
ter. The matrix A represents a positive definite weighting
matrix. A is an identity matrix for SDF, and is the inverse
of the following matrix D

D¼
XN

i¼ 1

diag½jXið1Þj
2; jXið2Þj

2; . . . ; jXiðpÞj
2� ð26Þ

where N is the number of training images and p is the
dimension of the training vectors.

In the QDCC, the DFT of the spatial matched filter is
expressed by

H¼S�1ðm1 �m2Þ ð27Þ

where m1 and m2 are means of the DFTs of the training
images for classes 1 and 2, respectively. S is a diagonal
matrix defined by

S¼
1

N

XN

i¼ 1

ðXi �M1Þ
y
ðXi �M1Þ þ

XN

i¼ 1

ðYi �M1Þ
y
ðYi �M1Þ

" #

ð28Þ

Figure 5. Buildings segmented from the IFSAR image overlaid
to visual image.

Figure 6. Edges Refined using IFSAR result.

RADAR TARGET RECOGNITION 4171



where M1 and M2 are matrices with elements of m1 and m2

placed on the main diagonal and Xi and Yi are ith training
vectors from classes 1 and 2, respectively.

In the shift-invariant 2D pattern matching classifier,
the correlation scores are calculated by

ri¼ maxfDFT�1
½Ri�T��g ð29Þ

where T is the DFT of the decibel-normalized test image
and Ri is the ith reference template.

Novak et al. [18] did extensive experiment with the
high-resolution (1 ft� 1 ft) fully polarimetric SAR data. In
the four-class classification experiment using four types of
spatial matched filter classifiers, it is reported that all
targets are correctly classified [18].

6. MULTISENSOR FUSION

There has been research on multisensor fusion for target
recognition [28]. Some of the motivating factors of such
research are increased target illumination, increased cov-
erage, and increased information for recognition. Signifi-
cant improvement in target recognition performance has
been reported [13] when multiple radar sources were uti-
lized using sensor fusion approaches. Tenney and Sandell
[30] developed a theory for obtaining the distributed
Bayesian decision rules. Chair and Varshney [5] present-
ed an optimal fusion structure given that detectors are
independently designed. The target recognition using
multiple sensors is formulated as a two-stage decision
problem in Ref. 13. A typical radar target recognition ap-
proach using data fusion is illustrated in Fig. 8. After the
prescreening, Single-source classifications are performed
first; then the fusion of decisions is performed.

The data fusion problem is treated as an m-hypothesis
problem with individual source decisions being the obser-
vations. The decision rule for m hypothesis is written as

Decide wi if giðuÞ > gjðuÞ for all jOi ð30Þ

For Bayes’ rule, gi(u) is an a posteriori probability:

giðuÞ ¼pðwi juÞ ð31Þ

Since the a priori probability and the distribution of
features cannot be estimated accurately, a heuristic func-
tion is used [13]. It is a direct extension of Bayesian
approach introduced by Chair and Varshney [5], and the
function gi( . ) is generalized to include the full threshold
range

giðuÞ¼ log
P1

P0
þ
X

O1

log
Pd

i

Pf
i

þ
X

O0

log
1� Pd

i

1� Pf
i

ð32Þ

where P0 and P1 are prior probabilities, O1 and O0 are the
sets of all i such that fgiðuÞ � Tig and, {gi(u)4Ti} respec-
tively, where Ti is the individual source threshold for par-
titioning decision regions, and the probabilities Pf

i and Pd
i

are false-alarm rates and probabilities of detections of
each local sensor. The probabilities Pf

i and Pd
i are defined

by the cumulative distribution function (cdf) for each de-
cision statistic. In practice, the cdf is quantized and esti-
mated from training on the individual sensor’s classifier
error probabilities. In a distributed scenario, the weight-
ing can be computed at each sensor and transmitted to
the fusion center where they will be summed and com-
pared to the decision threshold. In Ref. 13, the data fusion
approach is applied to multiple polarimetric channels of a
SAR image, and substantially improved classification per-
formance is reported.

7. SUMMARY

In radar target recognition, different types of radar are
employed for different applications. Each radar system
has different characteristics, and target recognition ap-
proaches using different radar are discussed.

Finds Regions
of Interest

Rejects Natural
Clutter False Alarms

Rejects Man-Made
Discretes

Prescreener Discriminator Classifier

Figure 7. Block diagram of a typical base-
line target recognition system (adapted
from Novak [17]).

Prescreen

Finds ROI and

Classifier

Rejects Man-Made
Discretes

Improve Target

Fusion

DiscriminationRejects False Alarms

Figure 8. A typical data fusion ap-
proach for target recognition (adapted
from Hauter et al. [13]).
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RADAR TRACKING

JOSEPH A. BRUDER

Air Force Research Laboratory

Radar tracking is the ability to determine the position and
velocity vector of a target at any particular instant in time,
to predict its position in the future, and to distinguish the
desired target from other targets and clutter. For a typical
radar, the direction from the radar antenna (or antennas)
to the target is generally determined in the polar coordi-
nates of range (distance), azimuth (horizontal) angle, and
possibly vertical angle. For a sophisticated coherent radar,
tracking targets in Doppler frequency space may also be
required. Thus radar tracking can be one dimensional
(range, angle, or Doppler), two-dimensional (range and
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azimuth angle), three-dimensional (range, azimuth angle,
and elevation angle), or four-dimensional (range, azimuth
angle, elevation angle, and Doppler). For some systems,
radar information is converted to Cartesian coordinates,
and the tracking functions are performed in coordinates
such as latitude, longitude, and height.

Target tracking is necessary for a number of reasons. In
order to direct a weapon such as a missile or a projectile to
a target, the range, future range, and angles from the
radar to the target must be determined by the radar. By
knowing the position of the target relative to that of the
missile, the guidance computer can direct the missile to
the target. Aircraft controllers must know an aircraft’s
location relative to other aircraft in the vicinity, and by
tracking the positions of all the aircraft in their assigned
sectors, they can control the spacing of the aircraft to
ensure flight safety.

1. EXAMPLES OF RADAR TRACKERS

A police radar can determine the speed of the vehicle in
the field of view of the radar by measuring the Doppler
frequency of the return (echo) signal from the vehicle
because the Doppler frequency is directly proportional to
the vehicle’s velocity. Most police radars must track the
Doppler frequency over a given period of time to ensure
measurement. A missile guidance radar must continually
track the target’s range, azimuth angle, and elevation
angle in order to predict the future target position; thus, it
is an example of a three-dimensional tracker. An airborne
radar such as the APG-70 in the F15-E aircraft utilizes
Doppler processing for clutter rejection, as well as range,
azimuth angle, and elevation for target-tracking purposes,
and is thus an example of a four-dimensional tracking
radar. A phased-array radar must be capable of maintain-
ing track simultaneously on multiple targets, while still
scanning its field of regard for new targets.

2. HISTORY OF RADAR TRACKING

In the early days of radar, range and angle-tracking
functions were performed manually. Using a device such
as a track ball, the operator could keep the crosshairs
positioned on the range and azimuth angle of a detected
target viewed on a display such as a plan position indicator
(PPI) display. The PPI display, such as that shown in Fig.
1, provides a two-dimensional display of range and azi-
muth angle for a radar with an azimuth-scanning an-
tenna. Targets result in blips on the display where the
brightness (and size) of the blips are related to the
amplitude of the target echoes at the receiver. The output
of the track ball can provide readout of the target range
and azimuth angle or provide the required range and angle
information to weapons systems for targeting purposes.
Although this was a satisfactory technique for tracking
slow-moving targets such as ships, it is certainly a tedious
process.

To aid in the tracking of ships and aircraft, a rate-aided
device was added to some systems. With rate-aided track-
ing, the operator needed to make only fine adjustments to

account for changes of the target range and angle rates
with respect to the radar. With this configuration, the
radar operators were better able to track faster-moving
objects such as aircraft. Still, this tracking function re-
quired the constant attention of the radar operator.

Automated target tracking evolved as a necessary tool
to allow the radar operator to perform the tracking func-
tion efficiently. After range and angle trackers are locked
onto the target, the tracker then senses any error between
the current target position and that predicted by the
tracker and automatically and continuously adjusts the
tracker functions either on a pulse-to-pulse or scan-to-
scan basis. As a result, automatic radar tracking can
maintain target track more accurately than a human
operator and can better follow fast maneuvering targets.

3. TRACKING BASICS

For automatic target tracking, a sequential procedure
must be used to acquire the target and initiate track.
The three steps are target detection, target acquisition,
and target track.

3.1. Target Detection

In order for the received echo signal from the target to be
detected by the radar, the receive signal strength in that
particular range cell must be stronger than the residual
noise in the radar and other interfering signals in that
range cell. For a target separated from clutter, the pri-
mary interfering source is receiver noise. Although it is
desired to declare a target’s presence with high probabil-
ity, it is also necessary to keep the probability of false
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Figure 1. PPI radar display showing targets and clutter.
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alarm (declaring a target detection when no target is
present) as low as possible. The two values are tied closely
together: for a given signal-to-noise (SNR), lowering the
detection threshold to increase the probability of detection
threshold also increases the probability of false alarm.
Depending on the target detection criteria, a SNR of 8–
15 dB is generally required to keep the probability of
detection reasonably high, while keeping the probability
of false alarms at or below 10–6. Probability of detection vs.
false alarm curves are available in Blake [1] and a number
of other sources.

In many cases, the single-pulse SNR may be below the
threshold, but the SNR can be improved by integrating a
number of pulses. For coherent operation, the SNR im-
provement is directly proportional to n, the number of
pulses coherently integrated. For noncoherent operation,
the SNR improvement for small n, is usually near n0.8 in
practical radar systems where no20. Most real targets
are composed of complex reflecting surfaces; the scatter-
ing contributions of these separate reflecting surfaces tend
to add and subtract vectorially to the overall radar cross
section (RCS) of the target. The fluctuations in RCS
caused by these surfaces will affect the probability of
detection and false alarm. Swerling [2] has derived the
probability of detection and false-alarm curves for both
slowly varying and rapidly varying target RCS fluctua-
tions. For these cases, the required SNR required can be
obtained from this set of curves.

3.2. Target Acquisition

Target acquisition for tracking can be done either manu-
ally or automatically. For manual target acquisition, the
operator needs to point the radar antenna (or an angle
cursor) on the azimuth angle to the target and designate
the desired target range. Alternately, the operator could
use a lightpen if available to designate the target azimuth
angle and range to the tracker. When the particular target
is within the acquisition limits of the tracker, the acquisi-
tion process can be initiated to lock the tracker up on the
target range and azimuth.

For automatic target acquisition, the tracker must have
either a designated philosophy for selecting the target for
track acquisition, or the tracker must have sufficient
capability of tracking all the targets satisfying the track
initiation criteria. For example, for a radar altimeter, the
track would be initiated on the closest radar returns to the
radar. For a scanning surveillance radar, the tracker
would need to have sufficient capability to track all the
targets satisfying the track criteria.

4. RANGE TRACK

When the target has been acquired by the tracker, the
tracker must determine not only the range and angular
positions but also the velocity vector of the target, and it
must determine the velocity components in range and
angle in order to maintain track on the target. This is
especially important in order to maintain track during
conditions of track fade or during momentary passage of
other targets or clutter returns. Target trackers differ in

complexity and include (1) dedicated single target track-
ers, (2) track-while-scan target trackers, and (3) multiple
target trackers. For scan-to-scan and multiple target
trackers, association algorithms are required to keep track
of the targets, especially during crossing target events.

4.1. Dedicated Range Trackers

Dedicated target trackers generally use radars with an-
tennas that spotlight the desired target with the antenna
beam and keep the antenna beam spotlighted on the
target during the entire tracking process. This type of
tracker is generally used with weapon systems that re-
quire continuously updated position information on the
target. This is a relatively simple type of tracker and will
be used to explain the principles of tracking. The tracking
process will be described as composed of the following
process: range tracking, angle tracking, and Doppler
tracking.

For a radar system, the range from the radar to a target
is precisely determined from the time delay between the
transmission of the radar signal and the receipt of the
radar echo from the target arriving back at the radar’s
receive antenna. The range (R) from the radar antenna to
the target is then given by

R¼
ct
2

where

c¼ speed of light (2.997� 108 m/s)
t¼delay time between transmit and receive target echo

Because radar signals travel at the speed of light, the
range to the target is approximately 150 m for each
microsecond of time delay between the time the radar
signal is transmitted and when the return echo signal
reflected from the target arrives at the receiver.

4.1.1. Range Tracking with an FMCW Radar. The sim-
plest type of radar used for range tracking is that of
frequency-modulated carrier wave (commonly referred to
as an FMCW) radar. One of the prime advantages of using
an FMCW radar is that, for a given signal-to-noise ratio,
the average transmit power is much less than the peak
power required for a pulse-type radar. Transmit signal
frequency is generally swept linearly over a period of time,
such as shown in Fig. 2. This signal is transmitted toward
the target and returns with a time delay (t). By comparing

df

dt

Time

Frequency

Transmit
waveform

Received
waveform

Figure 2. FMCW transmit and receive waveforms.
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the frequency of the received signal with that currently
being generated by the transmitter, the time delay (and
hence the range) can be determined from the equation

R¼
ct
2
¼

cDf

2

dt

df

� �

where

Df ¼difference frequency between the received signal
and the transmit signal

df/dt¼ rate of change in frequency versus time for the
transmit signal

The circuitry for a FMCW ranging system is rather
simple, as shown in Fig. 3. The transmitter is coupled to
the antenna through a circulator, for example, to isolate
the transmit signal from the receiver input. Transmit
signal is reflected by the target, received by the antenna,
and then mixed with the current transmit signal. The
mixed signal is then amplified, filtered to remove the
radiofrequency (RF) transmitter and receive signal com-
ponents, and coupled to a frequency discriminator circuit.
The frequency discriminator provides an output voltage
that is proportional to the input frequency. Thus the
output signal is proportional to the range to the target.

For a moving target, the frequency of the returns from
the target are not only affected by the range to the target
but also by the target velocity with respect to the radar. In

order to separate frequency change effects resulting from
range from those resulting from target velocity, an up/
down ramp waveform, such as that shown in Fig. 4 can be
used. The frequency change caused by velocity essentially
moves the entire receive frequency up or down, and by
averaging the frequency difference between the up fre-
quency and down frequency portions of the waveform,
both the range and the target velocity can be determined
from the following equations. The range is determined
from the average of the frequency differences during
the positive frequency ramp and the negative frequency
ramp, thus

R¼
c

tpþ tn

2

 �

2
¼

cðDfpþDfnÞ

4

dt

df

� �

The velocity of the target relative to that of the radar is a
function of the frequency difference between the positive
ramp portion and the negative ramp portion. The velocity
of the target in the direction toward the radar (positive
Doppler frequency) is then

v¼
lf

2
¼

lðDfn � DfpÞ

4

where l is the wavelength of the transmit frequency.
Range tracking using an FMCW radar can be accom-

plished simply by averaging the output voltage from the
frequency discriminator, which is proportional to the time
delay between the transmit and receive signals, and hence
is proportional to the target range. Extreme linearity and
slope calibration of the frequency sweep is required for
accurate range determination. For example, a 1% error in
the linearity of the linearity or slope, can have an equiva-
lent error in the range determination.

4.1.2. Range Tracking with Pulsed Radar. For pulsed
radar, the target range is measured from the time delay
(t) between transmit pulse and received echo from the
target. Figure 5 shows the basic configuration of a range
tracker used with pulsed radar. The ‘‘heart’’ of a range
tracker is the time discriminator that enables the tracker
to determine the time difference between the range re-
ference (estimated delay time) and the actual range of the
target return. The range error (er) is normally bipolar and
proportional to the range (or time) difference between the
estimated range and measured range. The range error is
then input to a range and velocity estimator (and possibly
acceleration estimator) circuit. The function of the range

Frequency
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Voltage
proportional
to frequency

Filter and
amplifier

Transmitter

Antenna

Circulator

Mixer

Figure 3. Typical FMCW circuit.
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Figure 4. FMCW waveform for resolving tar-
get range from velocity.
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error output is to drive estimated range to the measured
range. In most cases, an initial range (and possibly range
rate) in the general vicinity of the target range must be
input to the range, velocity estimator circuit in order to
enable it to acquire the target.

There are three basic classes of range trackers, which
will be designated as analog, digital, and computer tracker
range trackers. The most common analog-type tracker
circuit uses early and early–late gates, such as those
shown in Fig. 6. The detected target video is input to
both early and late gates. During the early gate time, the
portion of the video signal existing during that time period
is fed through to an integrator circuit, which integrates
the signal energy during that time period. The late gate
likewise feeds the video signal during the late gate time
period to a second integrator. The outputs of the two
integrators are compared in a difference circuit. If there
is more video energy in one of the integrators, an error
signal proportional to the difference is generated. The
polarity of the error signal depends on which integrator
output is greater. The error voltage then is provided to the
range servo loop circuit, which generates voltages propor-
tional to the estimated range, velocity, and possibly accel-
eration. The range voltage (estimated range) drives the
timing generator, which generates the early and late gate
times dependent upon the range voltage. If more video
energy is in the late gate time, the error voltage causes the
range voltage to increase so that the partition between the
early and late gates moves out in range and becomes
aligned on the centroid of the video pulse. In order for the
range tracker to initially acquire track, the early–late
gates must be positioned so that a significant portion of

the target video energy appears in the early or late gate
times. An operator can accomplish this by observing a
radar display and setting the initial range into the track
circuit.

The range tracking accuracy of the range tracker is
dependent upon the signal-to-noise power ratio (SNR) of
the signal compared to the noise in the early and late
gate time periods. According to Barton [3], the standard
deviation of the range error (sr1) on a single pulse basis is
given by

ðsr1Þ¼
1

2B
ffiffiffiffiffiffiffiffiffiffiffi
SNR
p for ðBto � 1Þ

where

B ¼ receiver frequency bandwidth
t0¼pulsewidth

Normally, the servo loop integrates a number of pulses to
provide smoothing of the range voltage, which reduces the
effects of noise jitter on the range determination. For
noncoherent operation, the range error is effectively re-
duced by 1/n, the number of pulses integrated. The
resulting range error is then given by

sr¼
1

2B
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
frtoðSNRÞ

p

where

fr¼pulse repetition frequency
to¼ observation time

Digital range trackers can be implemented using a num-
ber of techniques. In most cases, the range information
(estimated range) is stored in a digital counter and is
updated (up- or downcounted) depending on the actual
range compared to the estimated range. An early–late gate
discriminator, such as that shown for the analog range
tracker can be used, and the error voltage then drives the
up/down count. A simpler method for accomplishing the
discrimination function is shown in Fig. 7. For this case, a
range window is positioned about the radar video, and the
video voltage is sampled at equal increments across the
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Figure 5. Basic pulsed radar range tracker.
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pulse. It should be noted that the digital discriminator of
Fig. 7 requires that the signal be passed through an
approximately matched filter prior to sampling, if the
SNR is to be optimized. The split-gate tracker performs
the matched filter function by averaging over the gates,
and hence can be preceded by an IF amplifier with wider
bandwidth. The digital circuit then drives the center of the
range window to the centroid of the target video signal by
equalizing the voltages in the early and late sample times.
Three samples are required, as a minimum, for this type of
discriminator: an early sample, a late sample, and an on-
target sample. When the tracker is centered on the target,
the on-target sample voltage is maximized, thus indicating
that a true target is being tracked, rather than noise.
Again, the range window must initially be set to the
approximate target range or caused to slew automatically
until a target is detected.

The analog and digital trackers described earlier are
intended primarily for range tracking a single target, and
in most cases the radar antenna is boresighted on the
target either manually or by using an angle tracker.
Tracking circuits, either analog or digital, can be designed
to track targets using continuously scanning antennas.
For this case, the target returns are received only by the
radar during the time when the antenna beam a scans by
the target, and the tracker must use prediction algorithms
to estimate the position of the target on the next scan. If
multiple targets are to be tracked, then individual analog
or digital tracking circuits must be used for each target
tracked. In most cases where multiple targets are to be
tracked, especially in scanning-type radars, the tracking
functions are performed in a computer using specialized
tracking algorithms. Because track-while-scan tracking
normally involves angle tracking as well as range track-
ing, the discussion on multiple target computer tracking
will be deferred.

5. ANGLE TRACKING

Angle tracking can differ depending on the application.
For dedicated target-tracking radars, the antenna is kept
boresighted on the target by the angle-tracking circuits
and the antenna servo. With a continuously scanning
antenna, the centroid of the target returns is measured
each time the radar scans by the target, and uses an
estimator to predict the position of the target on the next
scan. For multifunction or phased-array radars, the target
track is updated each time the antenna is scanned to the
target location. Because track-while-scan and multitarget
trackers normally require range (and possible Doppler
tracking), the angle tracking described in this section is
limited to a single target, boresighted angle tracking
systems. The most common types of on-boresight trackers
use conical scan, sequential lobe, or monopulseangle-sen-
sing techniques.

5.1. Conical Scan Angle Trackers

Conical scan is the simplest angle-sensing technique in
that only a single receiver channel is required. As shown
in Fig. 8, the antenna beam is squinted off the antenna
rotational axis. The squinted antenna beam is rotated
about the antenna boresight by either rotating the an-
tenna or nutating an offset feed. If the target is located on
the antenna boresight, the target video signal maintains a
constant amplitude as the antenna rotates. However, if
the target moves off boresight, the target video signal will
have a sinusoidal amplitude variation given by

Et¼E0½1þKse cosðostþfÞ�
where

E0¼ average magnitude of received signal
e ¼ angular distance of target from boresight
Ks¼ antenna error slope
os ¼ antenna rotator scan frequency
f ¼phase angle of the return modulation relative to the

scan rotation

In order to determine the transverse (azimuth) and
elevation angle error components, the equation can be
rewritten in the form

Et¼E0½1þKset cos ostþKsee cos ost�
where

et ¼ transverse (azimuth) angle error component
ee¼ elevation angle error component
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Figure 7. Digital range track sampler.
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By using the preceding equation, the angle resolver can
determine the azimuth and elevation error components of
the target direction from boresight. These angle error
components are then coupled into the azimuth and eleva-
tion inputs of the antenna servo positioner, which then
drives the antenna boresight onto the target direction.
Although this is conceivably the easiest angle-sensing
technique, it is susceptible to tracking errors produced
by amplitude fluctuations of the target. Also, for military
applications, because the conical scan modulation can be
detected, modulation jammers can drive the antenna off
the target.

5.2. Sequential Lobe

Sequential lobe angle sensing is similar to that of conical
scan, except that the beam is switched electronically
between beam positions. For dual-axis (azimuth and ele-
vation) angle sensing, generally four beam positions are
used (up, down, left, right). By comparing the amplitude of
the received signals in the upper and lower beams, and
knowing the shape of the antenna beams, the angular
elevation angle of the target from the antenna boresight
can be determined. A similar technique can be used for
azimuth angle sensing. The technique can either use a
single receiver channel or separate receivers for azimuth
and elevation angle sensing. The advantage of the techni-
que is that the switching of the beams can be accomplished
on a pulse-to-pulse basis, thus making it less vulnerable to
target radar cross-sectioned fluctuations. It, however, still
has a vulnerability to modulation-type jammers.

‘‘Lobe on receive only’’ (LORO) is a variation of sequen-
tial lobe sensing. With this technique, the transmitter
either uses a separate transmit horn on boresight or
transmits simultaneously through all four horns. The
sequential lobing is accomplished only on receive, through
sequential sampling of the signals in the four horns. The
advantage of LORO is that modulation jammers cannot
detect the sequential modulation pattern of the receivers.

5.3. Monopulse

Monopulse sensing provides the ability to determine the
angle of arrival in a single pulse by simultaneously
processing the signals in multiple receive beams. Figure 9

shows an example of a four-horn monopulse configuration
for dual-plane (elevation and azimuth) angle sensing. The
four-horn configuration shown in Fig. 9 is useful for a
description of the basic process, but practical radars built
since the 1960s have used more complex feed systems to
optimize the sum gain, difference error slopes, and side-
lobes of all channels. Amplitude-type monopulse uses
simultaneous antenna beams squinted at angles off the
elevation and azimuth boresights. The relative amplitude
of receive signals determines the angular distance of the
target off the boresight. Another type of monopulse,
referred to as phase-sensing monopulse, uses separate
receive apertures spaced a short distance apart, but with
the beams pointed parallel with the antenna boresight.
For this type of monopulse sensing, the phase difference
between the receive signals determines the angular dis-
tance of the target from boresight. The monopulse feed,
such as shown in Fig. 9, is normally used either to
illuminate a parabolodial reflector directly or to illuminate
a subreflector for a Cassegrain-type antenna. The mono-
pulse feed is normally attached directly to a S and D
comparator. The S and D comparator combines the re-
ceived signals in the four beams to form a S signal, a DAZ

signal, and a DEL signal. According to Rhodes (4), ampli-
tude sensing and phase sensing are equivalent and can be
converted to S and D sensing. Within the 3 dB beamwidth
of the S pattern of the monopulse antenna, the function
D/S is approximately linear. The target azimuth angle y off
the azimuth boresight and the elevation angle b off the
elevation boresight can be determined from

y � K
jDAZj

jSj
cos fAZ

b � K
jDELj

jSj
cos fEL

K ¼ antenna slope (a function of the squint angle of the
beams)

fAZ¼phase angle of the DAZ signal relative to the S signal
fEL¼phase angle of the DEL signal relative to the S signal

For a pointlike target (target extent 5 less than the
antenna beamwidth), the phase angle between the S and

Σ
∆AZ
∆ELΣ

∆EL
Σ
∆AZ

= A + B + C + D
= (A + C ) − (B + D )
= (A + B ) − (C + D )
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Figure 9. Four-horn monopulse antenna beam
patterns.
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D signals is normally either 01 or 1801, depending on
which side of the boresight the target is located.

A typical configuration for a three-channel monopulse
receiver is shown in Fig. 10. The S and D signals, after
down-conversion to IF, are amplified in gain-controlled
amplifiers. The D IF outputs from the gain-controlled
amplifiers are input to amplitude-sensitive phase detec-
tors, along with the S IF outputs. The phase-sensitive
amplitude detector provides a video output signal propor-
tional to the amplitude of the S signal and the cosine of the
phase angle between the D signal and the S signal. In
order to maintain a constant number of volts per degree
for the output phase amplitude phase detectors, the gain
of the receivers must be maintained to provide a constant
output signal level at the range of the target. To do this,
the sum signal is detected to provide a S video signal to a
range tracker circuit, which then locks the range onto the
target. The output video signal is then sampled at the
range of the target, and this is then used to form the gain
control voltage in the three receiver channels. This S
signal normalization maintains the desired number of
output volts per degree from the D channel receivers.
Close tolerances on gain and phase track of the three

gain control amplifiers are required to provide the integ-
rity of the angle error calibration.

Figure 11 shows an example of a two-channel mono-
pulse receiver. The S, DAZ, and DEL microwave signals out
of the monopulse comparator are switched in a RF com-
mutator so that on receive pulse 1, SþDAZ, and S�DAZ

signals are in receiver channels 1 and 2, respectively. On
the second receive pulse, SþDEL, and S�DEL are coupled
in to receive channels 1 and 2. On the third receive pulses,
the D polarities are switched, so that the S�DAZ, and Sþ
DAZ signals are input to channels 1 and 2 on the third
pulse, and the S�DEL, and SþDEL signals are in chan-
nels 1 and 2 on the fourth pulse. The receive signals in
channels 1 and 2 are down-converted from RF to inter-
mediate frequency (IF), amplified in gain-controlled am-
plifiers and subsequently converted to video. The
decommutator circuit then uses the difference in the video
outputs to form the DAZ error and the DEL error signals.
The error signals are then coupled into the antenna servo
to maintain the antenna boresight on the tracked target.

In order for the angle circuit to maintain a constant
number of volts per degree for the angle error output, the
gain of the receivers must be maintained to provide a

Figure 10. Three-channel monopulse circuit.
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constant (on the average) output signal level at the target
range. In order to accomplish this, the sum of the video
receive signals is provided to a range tracker circuit,
which then determines the range to the tracked target.
The output video signal is then sampled at the range of the
target, and this is then used to form the gain control
voltage to both the receiver channels, in order to maintain
relatively constant target output levels in the receivers.

The advantage of the two-channel receiver is that it
eliminates the need for a third receiver channel, and that
it eliminates any zero drift in the phase-sensitive ampli-
tude detectors. This is at the expense of 3 dB less efficiency
(as compared to the three-channel configuration), and
potential sensitivity to target amplitude fluctuation if
the two channel gains are not identical. The disadvantage
is that the angle error is only determined on alternate
pulses, and any noise or differential losses in the switching
process will tend to degrade the accuracy and precision of
track. Thus, some sacrifice in tracking precision will be
suffered in comparison to a full three-channel monopulse
angle tracker.

5.4. Angle Error Sources

The accurate determination of the angle to the target is
influenced by a number of factors including radar-depen-
dent errors, target-dependent errors, and propagation
effects. Radar-dependent errors include the effects of
thermal noise, antenna misalignment and cross coupling
errors, and radar instrumentation error sources. The
angular errors resulting from thermal noise can be quan-
tified and are primarily dependent upon the signal-
to-noise ratio. For a conical scan radar, the variance in
the angle determination is given by

st¼
1:4yc

Ks

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BtðSNRÞðfr=bnÞ

p ; for SNR > 4

where

Ks¼ conical scan angle error slope
yc ¼ antenna 3 dB bandwidth

SNR¼ signal-to-noise power ratio
fr ¼pulse repetition frequency
bn ¼ servo bandwidth
B ¼ receiver bandwidth
t ¼pulsewidth

For a monopulse angle tracker, the variance is given by

st¼
ym

Km

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BtðSNRÞðfr=bnÞ

p ; for Bt > 1

where

Km¼monopulse error slope
ym ¼ antenna 3 dB S beamwidth

Glint is one of the most significant target dependent, angle
error sources for complex targets such as aircraft and

ships. Complex targets consist of multiple scatterers
separated in angle and range. Rather small variations in
target aspect angle can change the phase relationship of
the separate scatterers, resulting in large variations of the
amplitude and indicated angle to target. Depending on the
extent of the scatterers and their phase relationships,
the indicated angle to the target can actually be outside
the physical dimensions of the target. In order to under-
stand the phenomena, the slope of the phase front result-
ing from two isolated point targets is given by Dunn and
Howard [5] as

d0 ¼
L cos c

2

1� a2

1þ 22þ 2a cos fþ 2pL
l sin c

� �
" #

where

a ¼ relative amplitude of the one scatterer to the stronger
scatterer

L¼ lateral distance separating the two scatterers
f¼ relative phase of the two scatterers
c¼ angle between the perpendicular bisector of the scat-

terers and direction to the radar

If c is set equal to zero, then

d0 ¼
L

2

1� a2

1þa2þ 2a cos f

� �

The preceding equation has been plotted in Fig. 12 for
a¼ 0.9. As can be seen from the plot, when the relative
phase angle between the two scatterers approaches 1801,
the indicated angular position is outside the directions to
the two scatterers.

Propagation effects such as multipath and ducting can
also affect the angular indication, especially for elevation
angle sensing. Multipath is a severe problem for low angle
tracking of targets, where the multipath return from the
terrain is in the main beam (or possibly even the sidelobes)
of the antenna. Multipath contributions can be both from

10

9

8

7

6

5

4

3

2

1

0

−1

E
rr

o
r 

in
 a

n
g

le
 e

st
im

a
tio

n
(r

e
la

tiv
e

 t
o

 s
ca

tt
e

re
r 

ce
n

tr
o

id
)

360330300270240210180
Phase angle difference (deg)

1501209060300

S
ca

tt
e

re
r

lo
ca

tio
n

s

a = 0.9
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specular and diffuse reflections from the terrain, and their
contributions are a function of the surface roughness. For
specular reflections, the return signals can be expressed
as

E¼Atf ðytÞþArrof ð�yrÞe
�ja

where

At¼ free-space target amplitude at the antenna
Ar¼ free-space multipath (target image) amplitude at

the antenna
f(yt) ¼antenna voltage gain in the direction of the target

f(–yr)¼antenna voltage gain in the direction of the multi-
path return

ro ¼magnitude of the reflection coefficient
a¼ relative phase angle between the direct and the

multipath return

In a sense, the angular errors caused multipath effects are
similar to those associated with the two-point scatterer
situation.

6. DOPPLER TRACKING

Tracking targets in a clutter background is one of the
major problems for radar trackers. Fortunately, terrain
clutter generally has a narrow specular extent. If the
target is moving, the Doppler frequency of its return is
normally outside that of the terrain clutter. Doppler
filtering can then be used to reject clutter, while keeping
the target returns. The simplest type of Doppler filtering
is obtained by using moving-target indication (MTI) pro-
cessing. More advanced Doppler processing enables the
determination of the Doppler frequency (and hence the
radial velocity) of the target. MTI or Doppler filtering
must be applied to both sum and difference channels of a
monopulse tracker, and in conical scan or lobing radar
must be able to cancel the modulation induced on the
clutter by scanning.

6.1. MTI Processing

For a ground-based radar system, MTI processing pro-
vides the capability to reject clutter by filtering out the
returns whose spectral content is close to the pulse
repetition frequency (PRF) of the radar. This is accom-
plished by comparing the phase and amplitude of the
target returns on successive pulse intervals. Coherent
radar operation is normally used for MTI processing,
however, coherent on-receive MTI processing can be
used with noncoherent radars to provide most of the
benefits achieved with coherent radar processing. In
MTI processing, if the phase and amplitude of the returns
stay constant over two, three, or more pulse intervals,
then the returns are assumed to be associated with clutter
and are rejected. The phase (and possibly the amplitude)
of moving target returns will change on a pulse-to-pulse
basis and are not rejected by the MTI filtering. MTI-
filtered target returns can then be tracked by range and
angle tracking circuits.

6.2. Doppler Filtering

Full Doppler tracking requires coherent radar operation
and can improve the tracking ability of the radar using
narrow filter bandwidths, thus increasing the sensitivity
of the radar. The Doppler filtering can also enable the
determination of the actual Doppler frequency of the
radar returns, thus providing an exact determination of
the target radial velocity. In addition, for airborne radars,
the Doppler frequencies of the clutter returns are a
function of the aircraft velocity and the aspect angles to
the clutter patch. Thus MTI processing cannot be used for
clutter rejection with airborne radars.

Continuous-wave (CW) radar provides the ability to
track a moving target while rejecting clutter. Normally,
separate transmit and receive antennas are used for CW
tracking radars. An example of a Doppler phase-locked
loop, a simplified version of that shown by Morris [6], is
given in Fig. 13. The S signal input is mixed down to the
center frequency (f2) of the narrow bandpass filter. The
input to the S signal mixer is derived from a combination
of the output of the phase-locked oscillator (PLO), which is
then mixed with the IF local-oscillator (IF LO) frequency
to provide the IF signal necessary to mix the S signal
down to frequency f2. Any increase or decrease in the
Doppler frequency (fD) will cause the PLO output fre-
quency to change in order to maintain the input to the
bandpass filter at frequency f2. The DAZ and DEL signals
are also mixed down to frequency f2. The DAZ and DEL

signals are narrowband filtered, and used to derive the
DAZ error and DEL error signals.

For a high PRF pulsed Doppler radar, a narrow pass-
band filter is normally used to limit the receive spectrum
to f07PRF/2. This has the effect of converting the pulsed
signal to CW, at which time the CW Doppler tracking
configuration described earlier can be used for the Doppler
and angle tracking. If range tracking of the signal is also
required, the signal must first be sampled at the range of
the target prior to narrowband filtering. A minimum of
two adjacent range cell samplers, each followed by nar-
rowband Doppler filter, are required to accomplish range
tracking. In this case, the range samplers act as early and
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Figure 13. Doppler phase-locked loop.
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late gate samplers, and by comparing the output Doppler
amplitudes, the range tracker can keep the received
pulses centered between the two range samplers. Acquisi-
tion with a pulsed Doppler tracker can be a complicated
process. In order for the Doppler tracker to acquire the
target, both the range and Doppler frequency must be
established in order to provide the Doppler output signals
required for tracking. Thus, unless the range and the
Doppler frequency is known (and normally they are not), a
search process both in range and Doppler frequency must
be initiated to find the target and initiate track. Other
configurations exist for Doppler filter trackers. Barton [3]
describes a technique using narrowband filters offset
above and below from a center frequency. By comparing
the amplitudes out of the high- and low-frequency narrow-
band filters, an estimate of the Doppler frequency can be
obtained on a single-pulse basis.

6.3. Digital Doppler Processing

With the advent of high-speed digital processors, the
Doppler frequencies can be computed directly. For this
type of processing, the receive signals are normally con-
verted to I and Q digital format using high-speed analog to
digital converters. The range-sampled I and Q signals can
be stored for a selected number of pulse repetition inter-
vals (PRI), and input to fast Fourier transform (FFT)
computational routines. The FFT computes the detected
amplitude versus Doppler frequency for each sampled
range. Tracking algorithms can then use the detected
targets out of the FFT processor to establish the range
track, and subsequently angle and Doppler track.

7. RADAR AMBIGUITIES

Generally radars are classified as low-, medium-, or high-
PRF radars. For low PRF radars, all the target (and
clutter) returns are received prior to transmission of the
next radar pulse. With high PRF radars, the Doppler
frequencies of all the target (and clutter) signals are less
than that of the radar PRF. Low PRF radars, which are
unambiguous in range, are generally ambiguous in Dop-
pler, whereas high PRF radars are normally highly am-
biguous in range. Medium PRF radars can be ambiguous
in both range and Doppler.

7.1. Range Ambiguities and Eclipsing

Figure 14 shows receive signals over several PRI. The
returns from target 1 occur within the same PRI as the
transmit pulse that initiated the target returns, and so
target 1 range is unambiguous. The returns from target 2
occur at the same times when other transmit pulses are
being generated. Because receiver returns are normally
disabled during the transmit pulse times to prevent
receiver saturation (and possibly burnout), target 2 re-
turns are eclipsed, and not detected in the receiver. The
returns from target 3 are from a range exceeding the
unambiguous range, so that the returns in the current
PRI are associated with pulses transmitted several pulses

earlier. Thus, from the radar display, the returns from
target 3 appear to be from a much closer range.

Range eclipsing occurs quite frequently in high PRF
radars because of the relatively high transmit time duty
factors. Even on medium PRF radars eclipsing must be
avoided for reliable target detection. Eclipsing can be
avoided by changing the PRF when the radar determines
that the tracked target range is approaching an eclipse
situation. An alternate solution is to switch between two
or more PRI, so that the target will be visible in the PRIs
in which it is not eclipsed.

Clutter returns with delay times exceeding the PRI
(second-time around returns) can cause serious problems
to an MTI radar. This is because many MTI radars employ
pulse-to-pulse stagger to avoid blind ranges. With PRF-
staggered MTI radar, second time around clutter returns
are not canceled because the apparent range changes from
pulse to pulse. In general, range ambiguities need be
resolved, especially for medium- and high-PRF radars.
Even for relatively low PRF radar, such as the AN/MPS-36
instrumentation tracking radar with a 320-Hz PRF (un-
ambiguous range of 253 nm), the radar when its return is
augmented by a transponder can track missiles many
thousands of miles. A number of methods are available
for resolving range ambiguities. One method is to use a
form of PRF stagger in which the transmission time is
varied on a pulse-to-pulse basis. The only receive pulses
that align on a pulse-to-pulse basis are those correspond-
ing to the destagger associated with that specific number
of PRI. Another method is to apply intrapulse coding on
the transmit pulse in which the coding is changed on a
pulse-to-pulse basis. On receipt, receive signals can then
be associated with the particular transmit pulse respon-
sible for the target returns.

7.2. Doppler Ambiguities and Blind Speeds

Figure 15 illustrates receive signals (in frequency space)
for a pulsed coherent radar. The spectral content of the
clutter returns are centered about the PRF frequency
lines denoted by f0 � nPRF. Target 1 has a Doppler fre-
quency that is less than the PRF, and so its Doppler can be
determined unambiguously. Target 2 Doppler frequency is
at a multiple of the PRF, and because the clutter returns
are normally much higher than those of the target, it is
highly unlikely that the target will be detected. In fact,
most coherent radars intentionally reject frequencies
around the f07nPRF frequencies, specifically to reject
clutter. Target speeds associated with Doppler frequencies

Target 1
range
Target 2 range (eclipsed)

Target 3 range

Receive
signal

Transmit
pulses

Figure 14. Range ambiguities and eclipsing.
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of f07nPRF are referred to as blind speeds. Target 3
Doppler frequency exceeds that of the PRF so that the
actual Doppler frequency cannot be determined from the
receive spectrum.

Blind speeds can be avoided by several methods. Many
coherent MTI radars avoid blind speeds by varying the
PRF on a pulse-to-pulse basis. By appropriately selecting a
number of different PRFs, and switching PRFs on a pulse-
to-pulse basis, blind speeds can be avoided over a large
range of target velocities. However, as noted previously,
second-time-around clutter returns will pose a problem to
this type of processing. Most Doppler radars require a
constant PRF during the coherent processing interval
(CPI). Doppler radars can avoid blind speeds by switching
to a different PRF when it notes that it is approaching a
blind speed. Alternately, the radar could transmit groups
of pulses at different PRFs so that at most only one group
would be at the blind speed.

Resolving Doppler ambiguities can be accomplished by
several techniques. If the radar is tracking the target
range, the range rate determination is generally accurate
enough to enable determination of which PRF multiple
the target Doppler is located. If two or more groups of
Doppler PRFs are used, the ambiguity can often be
resolved from the measured Doppler frequencies resulting
from the multiple PRFs.

7.2.1. Multiple-Target Tracking. In many cases there is
a need to track multiple targets simultaneously. Continu-
ously scanning surveillance radars, such as the FAA’s
ASR-9 airport surveillance radars, must track all the
targets (airplanes) within their coverage regime. This
tracking must be performed on a scan-to-scan basis, and
thus this type of tracking is commonly referred to as track-
while-scan processing. Phased-array radars are also mul-
tiple target trackers, because they normally interleave
switched-beam locations to track a number of targets,
with scanning for new targets, as well as performing other
possible functions. With these radars, the targets (or
aircraft) are only viewed for a number of pulses on a
scan-to-scan (or look-to-look) basis.

Most modern scan-to-scan (or look-to-look) radars use
computers for multiple target tracking. Because the air-
craft positions typically change on a look-to-look basis,
tracking algorithms must be derived to predict the esti-
mated target positions on the next scan, based on previous
scans. The accuracy of these predicted positions is limited
by the maneuver capabilities of the targets being tracked,
so that the predicted positions are only estimates of their
actual positions. Association algorithms must then be
used to determine (1) if detected target is associated
with an established track, (2) which established target
track the target should be associated with, and (3) to
determine if a new track should be established, if no track
association is made.

Figure 16 shows a typical flow diagram for a multiple
target tracker. The raw target position information, such
as range and azimuth angle (and possibly elevation angle
or height), is derived in the radar. Most multiple target
tracker associative algorithms prefer to track in recti-
linear coordinates (RN; RE; RV) rather than polar coordi-
nates so that the conversion must be made from polar
coordinates. If North is assumed to be at zero degrees,
then

RN¼R cos y cos b

RE¼R sin y cos b

RV ¼R sin b

where

R¼ range
y¼ azimuth angle
b¼ elevation angle

The current target position (RC) is then

RC¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRNÞ

2
þ ðREÞ

2
þ ðRVÞ

2
q

After the coordinate transformations are performed on the
incoming radar target data, present target detections are

Target 1
Doppler

Target 2 Doppler

Target 3 Doppler

f0-2PRF f0PRF f0+PRF f0+2PRFf0

Clutter Doppler

Figure 15. Doppler ambiguity and blind
speeds.
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then compared in association algorithms to determine if
the target data are associated with established target
tracks. For the FAA airport surveillance radars, the radar
target detections are also associated with the secondary
(beacon) radar target reports. The beacon returns also
include aircraft identification and reported aircraft
height. The combined associations are then used to update
the target tracks and predict the aircraft locations on the
next scan using the track prediction and smoothing algo-
rithms. If the target detection is not associated with any of
the present target tracks, then the position information is
considered for the establishment of a new target track. In
order to establish a new target track, generally the target
must be associated with m on n of the previous scans in
order to establish a new track. After the m out of n
association is made, a new track is established, and the
past position information on those target detections is
used to predict the target location on the next scan. Target
tracks are generally dropped after a certain number of
successive target track associations are missed. The in-
formation on established target tracks is then routed to
radar displays and possibly to weapons systems.

7.3. Smoothing and Prediction Algorithms

Radar measurements of target positions and velocities are
often imprecise as a result of a number of factors, such as
signal-to-noise ratio, target RCS fluctuations, multipath,
and clutter contamination. Various algorithms can be
used for the track smoothing and prediction to mitigate
the effects of scan-to-scan position and velocity measure-
ment errors, and thus to improve the accuracy of tracking.
Kalman filters [7] are probably the best-known smoothing
and prediction algorithms. Alpha, beta (a,b or a,b,g) track-
ers are a subset of the Kalman filters and are the simplest

because they use precomputed fixed gains. The a,b,ã
equations applied to position and velocity smoothing are

R̂RC¼ R̂RPCþ aðRC � R̂RPCÞ

.̂
R
.

RC¼
.̂

R
.

RCþ b
ðRC � R̂RPCÞ

T

^̈R̈RC¼
^̈R̈RPCþ g

ð
.̂

R
.

RC �
.̂

R
.

RPCÞ

T

and for prediction are

R̂RPðCþ 1Þ ¼ R̂RCþ
.̂

R
.

RCTþ ðT2=2Þ ^̈R̈RC

.̂
R
.

RPðCþ 1Þ ¼
.̂

R
.

RCþ
^̈R̈RCT

^̈R̈RPðCþ 1Þ ¼
^̈R̈RC

where

T ¼ sampling period
RC ¼measured position
R̂RC ¼ smoothed estimate of current position

R̂RPC ¼predicted position at the time of the measure-
ment

R̂RPðCþ 1Þ ¼predicted position T s later
.̂

R
.

RC ¼ smoothed estimate of current velocity.̂
R
.

RPC ¼predicted velocity at the time of measurement.̂
R
.

RPðCþ 1Þ ¼predicted velocity T s later
^̈R̈RC ¼ smoothed current acceleration

^̈R̈RPðCþ 1Þ ¼predicted acceleration T s later
T ¼ time between measurements

The precomputed fixed gains a,b,g can vary between zero
and one, with values toward one giving the greatest
emphasis toward the current measurements, whereas
values toward zero provide the greatest smoothing. Ben-
edict and Bordner [8] analyzed the gains for an a,b for
track-while scan application and determined the optimal
selection for this application as

b¼ a2=ð2� aÞ

The performance of the a,b,g trackers are limited by the
selection of the fixed gains, which may not be optimal for
all situations. Bar-Shalom and Li [9] discusses the use of
Bayesian data association techniques, as well as multiple
model estimators for providing superior performance for
multitarget tracking.
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Significant damage can occur to semiconductor devices
exposed to ionizing and other types of radiation. In the last
three to four decades, considerable work has been per-
formed investigating the effects of radiation on semicon-
ductor devices. Some of the earlier work investigating
these effects focused on radiation-induced damage in mi-
nority-carrier devices (e.g., bipolar transistors) caused by
displacement damage and on transient radiation effects
caused by high-dose-rate pulses of ionizing irradiation.
Displacement damage occurs as a high-energy particle; for
example, a proton or neutron collides with an atom in a
material. The high-energy particle can knock an atom
from its lattice site to an interstitial site, creating a va-
cancy/interstitial pair. This results in the creation of deep
and shallow trap sites in the material that can compensate
majority carriers, cause carrier removal, and act as gen-
eration, recombination, and trapping centers. Displace-
ment effects are important primarily for minority-carrier
and optoelectronic devices. A high-dose-rate pulse of ion-
izing radiation will generate many electron–hole pairs in a
short period of time. Photocurrents will be generated that
may cause temporary loss of stored information or disrupt
functional operation of an IC (dose rate upset). In some
cases, permanent damage to a device results.

In 1964, Hughes and Giroux [1] found that MOS de-
vices were very sensitive to ionizing irradiation. Prior to
this work, it was commonly believed that ionizing irradi-
ation would have little effect on MOS devices. Since the
initial work by Hughes and Giroux, a large amount of
work has been performed investigating the mechanisms
for ionizing radiation effects in MOS devices and methods

for hardening MOS devices to ionizing irradiation. Total-
dose ionization degradation can occur as energetic parti-
cles (e.g., protons, electrons, X rays, gamma rays) ionize
atoms in the material, creating electron–hole pairs. Ioniz-
ing radiation can induce significant charge buildup in ox-
ides (e.g., the gate oxide of a MOS transistor or the field
oxide of a MOS or bipolar IC), causing large threshold
voltage shifts, and decreases in carrier mobility and bipo-
lar transistor gain. This can result in large increases in
the static power supply of an IC, degradation in timing,
and potential loss of functionality. Total-dose ionizing ra-
diation often results in permanent or long-term degrada-
tion. There are many potential environments that can
expose devices to ionizing irradiation (e.g., space environ-
ments).

In addition to causing total-dose ionization degradation
and displacement damage, energetic particles, such as
protons, alpha particles, and heavy ions associated with
space environments, can also cause single-event effects
(SEEs). As a single high-energy particle (e.g., energetic
heavy ion, proton, alpha particle, or neutron) strikes a
material, it generates a dense plasma of electron–hole
pairs along the path of the particle, which can trigger a
variety of SEEs. Single-event effects are classified into two
types: soft errors, which cause no permanent damage and
may be correctable, and hard errors, which result in per-
manent damage to the device. A single-event upset (SEU)
is an example of a soft error, where only the logic state of
the circuit is changed. SEU were first observed in space in
1975 [2]. Soft errors can be corrected by reloading the
original information into a memory element or by restart-
ing an algorithm in a CPU. If the error rate caused by
single-event upsets is too high, performance degradation
and even system failure can result. Hard errors are ob-
served in circuits where high electric fields are present
across insulating layers, such as nonvolatile memories,
thin gate oxides, and capacitors used in analog technolo-
gies. For example, permanent damage can be induced by
energy deposition in a small region of the dielectric after
the passage of a high-energy particle. This effect is termed
single-event gate rupture (SEGR). Protons and heavy ions
may also trigger high-current conditions that can result in
permanent circuit failure. Examples of this type of hard
error are single-event latchup (SEL) in silicon controlled
rectifiers (SCRs) and CMOS and bipolar ICs, single-event
snapback (SESB) in nMOS devices, and single-event burn-
out (SEB) in power transistors.

The early studies of radiation effects on electronic de-
vices were funded primarily through military programs.
Government funding constituted a significant fraction of
the funding for advanced semiconductor device develop-
ment, and government agencies had some influence on the
course of device development. Consequently, the major fo-
cus was on investigating the effects of and hardening de-
vices to radiation from nuclear radiation environments
and on improving device performance to displacement,
total-dose ionization, and high-dose-rate pulse effects. Sin-
gle-event effects were relatively unimportant because de-
vices were relatively simple and operated at high voltage
levels. Hardening devices to SEE was relatively straight-
forward. Many commercial semiconductor suppliers
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worked with government laboratories to manufacture ra-
diation-hardened devices.

Today, the emphasis of radiation effects studies has
changed dramatically. With the end of the cold war, gov-
ernment funding spent on nuclear radiation effects studies
has dropped substantially. Commercial IC development is
rapidly progressing, and government funding constitutes
only a small fraction of that spent on advanced semicon-
ductor development. As such, individual government
agencies have little influence on the course of commercial
IC development. Only a few commercial IC suppliers are
willing to work with government laboratories to manufac-
ture radiation-hardened devices.

Meanwhile, the number of commercial and military
space programs has increased dramatically. The complex-
ity of ICs in space systems (both commercial and military)
is rapidly advancing. As a result, more emphasis is now
placed on single-event effects. As dimensions of integrated
circuits (ICs) continue to shrink and power supply levels
are decreased, less radiation-induced charge is required to
upset electronics, and present-day ICs are becoming more
susceptible to single-event effects. Single-event effects are
no longer a problem just for devices in space systems.
Naturally occurring terrestrial radiation can also induce
single-event upsets on Earth and in low-altitude aircraft.
As electronic technologies continue to advance, radiation-
induced effects on IC reliability are becoming increasingly
important even for commercial electronics used on Earth.

The reduction in government funding and the number
of suppliers of radiation-hardened devices has also in-
creased the use of nonhardened commercial off-the-shelf
(COTS) components in space systems. For COTS devices,
the total-dose irradiation margin between device failure
and system requirements can be small. This makes meth-
ods for ensuring device hardness in space environments
based on laboratory measurements increasingly impor-
tant. A larger fraction of government funding is now spent
on developing techniques for improving hardness assur-
ance test guidelines.

Because of the changing emphasis of radiation effect
studies, we focus the following discussion on those effects
pertinent to space and terrestrial radiation environments,
namely, single-event and total-dose ionization effects. Em-
phasis is placed on those effects relevant to MOS transis-
tors and ICs. MOS devices constitute a major portion of
the electronics of nearly all modern space systems. The
material covers radiation effects in both commercial and
hardened devices. Although we focus on MOS technology,
special issues relevant to other types of devices, for exam-
ple, low-dose-rate effects in bipolar technologies and sin-
gle-event upset in GaAs ICs, are also discussed.

To place the discussion of radiation effects in its proper
context, we first give an overview of the space and terres-
trial radiation environments. Single-event effects are cov-
ered in Section 2, which begins with a discussion of the
charge collection mechanisms that are the basis for all
single-event effects. Circuit issues relevant to single-event
effects, including both soft and hard errors, are then pre-
sented. The final topic is total-dose ionization effects. The
mechanisms for total-dose effects are first reviewed, fol-
lowed by a discussion of charge buildup in ICs. We close

with a review of present methods for improving total-dose
hardness.

1. SPACE AND TERRESTRIAL RADIATION ENVIRONMENTS

The particle flux of the natural radiation environment
varies widely in composition from Earth’s surface to the
interplanetary environment of space probes. In the space
environment, only protons and heavy ions have sufficient
mass and energy to cause soft errors, while both protons
and electrons contribute to total-dose damage. In the ter-
restrial environment, cosmic rays and secondary-particle
showers cause upsets in ground-based electronics and in
aircraft electronics. A detailed understanding of the radi-
ation environment is necessary in order to estimate device
reliability and, ultimately, the useful lifetime of a system.

In this section we describe the radiation environment
in more detail, including a description of the dependence
of the particle flux on energy, spacecraft altitude, inclina-
tion, and shielding. Understanding these dependencies
and building accurate models of the environment experi-
enced by spacecraft is important for error rate predictions.
We also discuss the influence of the near-Earth environ-
ment on terrestrial and low-altitude radiation environ-
ments.

1.1. Definition of Terms

Before proceeding, it is important to define a few com-
monly used terms to describe space and terrestrial radi-
ation environments. As a particle passes through a
material, it loses energy by collisions with the electrons
(electronic stopping) and nuclei (nuclear stopping) of the
target material [3]. The rate of energy loss per unit path-
length dE/dx, from both mechanisms is called the total
stopping power and is expressed in units of ergs/cm. Mass
stopping power is the energy loss per unit mass per area
1/r dE/dx, where r is the density of the target material. In
SEE studies, we normally consider the amount of energy
transferred per unit pathlength to a given material,
where linear energy transfer (LET) is given in units of
MeV mg–1 cm2 (or MeV . cm2/mg). LET considers only the
energy deposited along or near the particle’s path, while
stopping power considers all energy lost to the material.
This distinction is important when considering energy de-
position and collection on a microscopic scale, where track
structure may be important. In most cases, however, mass
stopping power is used to estimate LET, and the terms
will be used synonymously in the remaining text. The
dependence of LET on energy has a peak, which, in silicon,
is roughly equal to the atomic number of the ion. A
carbon atom, for example, has a peak LET of about
6 MeV . cm2/mg, and LET decreases on either side of this
peak. The energy at which the peak occurs (known as the
Bragg peak) increases with the mass of the ion.

In many environments, particle flux is isotropic and
may strike a system from any direction. Here it is defined
as the number of particles per square meter per second
impinging on a unit sphere from all directions. When flux
is anisotropic, it is defined as the number of particles (#)
passing through the center of a sphere from a unit solid
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angle. This measure has units of #/m2 . steradian . s, and is,
by definition, 4p smaller than the isotropic flux. Fluence is
simply the flux integrated over time and is given in units
of #/m2 or #/m2 . steradian for isotropic or anisotropic flue-
nce, respectively.

Total-dose ionizing radiation is normally specified in
either units of rad or gray (Gy); 1 rad¼ 100 Gy. A rad is
equal to 100 ergs of energy deposited per gram of material.
The energy deposited must be specified for the material of
interest. For example, for a MOS transistor, total dose is
measured in units of rad(Si) or rad(SiO2). For a space sat-
ellite, the dose rate can vary over a wide range, from less
than 10–6 to mid-10–3 rad(Si)/s. For a 5-year space mission,
these dose rates correspond to a total-dose range of less
than 1 krad(Si) to more than 5 Mrad(Si).

1.2. Natural Space Radiation Environment

The natural space radiation environment consists of a
steady-state component and a transient component. The
former consists of energetic charged particles trapped
within Earth’s radiation belts, the solar wind, and very
energetic galactic cosmic rays that originate outside our
solar system. The environment changes over a period of
years as it is moderated by solar activity and by precession
of Earth’s magnetic field with respect to Earth’s axis of
rotation. The transient environment is influenced primar-
ily by energetic solar events, such as coronal mass ejec-
tions (CMEs), solar flares, and solar storms. This section
discusses the major factors from the steady-state and

transient environments that influence the performance
of integrated circuits and semiconductor devices in space.

1.2.1. Earth’s Radiation Belts. Energetic charged parti-
cles in the near-Earth environment are trapped in Earth’s
magnetic field–forming regions that have been called the
van Allen radiation belts after James van Allen, who de-
signed the first instruments to measure and analyze
Earth’s radiation belts [4]. The structure of Earth’s mag-
netic field, the magnetosphere, defines the shape of the
radiation belts, which, to first order, can be described as a
series of concentric shells of decreasing magnetic flux with
increasing altitude. Each shell (called L shells) is given as
a dimensionless number in units of Earth radii (Re¼
6371 km). Because the magnetic field lines in a dipole field
converge at the north and south magnetic poles, the dis-
tance between L shells decreases at polar latitudes, while
the shells extend farthest at the magnetic equator, which
is tilted 111 from Earth’s geographic equator. A more de-
tailed description of Earth’s magnetosphere and its effect
on the radiation environment can be found in Ref. 4.

The radiation belts, depicted in Fig. 1, begin at an al-
titude of about 1000 km at the magnetic equator. The most
abundant particles are electrons and protons; however,
some low-energy heavy ions are also found. The distribu-
tion of trapped protons with energy greater than 10 MeV
consists of one region that peaks at about 5000 km and
extends to about 18,000 km (3.8 Earth radii). Higher en-
ergies are confined to lower L shell, so, for example, the

Figure 1. Density of the van Allen radiation belts formed by Earth’s magnetosphere. The proton
belt has a single peak at about 1.5 Re, and the electron belt is double peaked at 1.4 Re and 4.9 Re.
Note that the belts are actually toroidal but are separated here for clarity.

4188 RADIATION EFFECTS



4400 MeV distribution extends only from L¼ 1.2–2.
Normal intensities for proton flux are on the order of
106/cm2 . s. The electron belts are divided into inner and
outer radiation belts. The inner belt peaks at approxi-
mately 4000 km, and extends to about 9600 km (2.8 Earth
radii), while the outer belt ranges from 11,500 km to about
70,000 km (12 Earth radii). In low-Earth orbit (LEO),
spacecraft encounter both inner-belt electrons and
protons, while in geosynchronous orbit (GEO), about
35,775 km, primarily outer-belt electrons are encountered.
The most intense total-dose radiation environment is en-
countered at half geosynchronous orbit, about 17,500 km.

1.2.2. The South Atlantic Anomaly. Above the Atlantic
Ocean off the South American coast the magnetosphere
dips toward Earth, causing a region of increased proton
flux, called the South Atlantic anomaly (SAA). This region
extends as low as 500 km. The proton flux of particles with
energy greater than 30 MeV is 104 times more intense at
1000 km in the SAA than at comparable altitudes over
other regions of Earth. At higher altitudes the magneto-
sphere is more uniform and the proton flux depends only
on L shell.

1.2.3. Galactic Cosmic Rays. Galactic cosmic rays
(GCRs) originate outside the solar system and propagate
throughout all space. The relative composition of the GCR
flux is highly dependent on the ion species, as shown in
Fig. 2 [5]. Its composition is roughly 85% protons, 14% al-
pha particles, and 1% heavy nuclei, and spans more than
11 orders of magnitude in flux. Note that there are four
orders of magnitude difference in the intensity of iron; the
most abundant are high-LET heavy ion and protons. The
flux for each species peaks at energies of 100–1000 MeV/
nucleon, then tails off to energies as high as 100 GeV/nu-
cleon [6]. At these energies it is virtually impossible to
shield circuits from heavy-ion strikes. The galactic cosmic
ray flux provides a steady background radiation on the
order of tens of particles/cm2 . s that, because of their high

LET, must be considered in spacecraft system design to
ensure survival.

1.2.4. Solar Flares. Solar flares contain high fluxes of
protons, electrons, and some energetic heavy ions, and
generally last from hours to days [7]. Because these fluxes
are orders of magnitude higher than the steady-state flux
of the radiation belts and the GCR flux, peak error rates in
satellites are dominated by solar protons and heavy ions.
Proton fluence during a large flare can exceed 1010 pro-
tons/cm2, and can have energies greater than 100 MeV.
Depending on the energy spectrum of a given flare, solar
protons can extend to altitudes as low as 5 Earth radii.
Flares can also inject energetic particles into Earth’s ra-
diation belts, some of which are trapped and form new
radiation belts persisting for months [8]. Early research-
ers thought that large flares were anomalous events. It is
now known, however, that the fluence distribution of flares
forms a continuum that is well described by an extreme
value distribution [9], which predicts a 10% chance per
year of a large flare during the 7 active years of the
11-year solar cycle.

Coronal mass ejections (CMEs) are solar events in the
Sun’s chromosphere that eject large quantities of highly
ionized gas into interplanetary space and have an associ-
ated magnetic bubble [10]. When this magnetic bubble
hits Earth’s magnetosphere, the resulting shock can ac-
celerate charge particles into the radiation belts. For large
CME, the magnetosphere can be significantly perturbed,
reducing the magnetic shielding experienced by satellites.
Magnetic storms are perturbations of the magnetosphere,
and can persist for hours to days after a large transient
and are associated with CMEs, flares, and changes in the
embedded solar magnetic field. The solar wind is a steady
stream of protons, electrons, doubly ionized helium, and a
small quantity of heavier ions that emanate from the sun’s
outer atmosphere and permeate throughout the solar sys-
tem and beyond [11]. While the solar wind has an average
variation that follows solar activity, it can change by or-
ders of magnitude in a period of hours during CMEs and
flares. Electrons dominate the total-dose contribution
from the solar wind. However, their energies are in the
eV–keV range and are easily stopped by thin shields.
CMEs and the solar wind do not contribute significantly
to total dose or SEE in spacecraft systems. However, they
can cause significant charging on exposed dielectric sur-
faces. After a critical charge is reached, these insulators
can destructively discharge. Dielectric charging must be
considered in overall system design.

1.2.5. Dependencies. In Earth orbit, the contribution of
the GCR and solar flare fluxes to the total particle flux
depends on solar activity. The galactic component, for ex-
ample, is affected by the screening effect of the solar wind;
as solar activity decreases, the galactic component in-
creases. On the other hand, the interplanetary and flare
components increase with solar activity, since they are
composed primarily of particles originating in the Sun.
The change in the integral LET spectra (total flux of par-
ticles with LET greater than or equal to a given LET) as a
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function of solar activity is shown in Fig. 3 for a spacecraft
in geosynchronous orbit. These particular curves were
calculated for 25 mils of aluminum. The lowest intensity
(curve a) occurs at solar maximum excluding solar flares.
This represents the absolute minimum at geosynchronous
orbit. The environment at solar minimum (curve b) de-
scribes the environment for approximately 40% of the
time. This is the pure galactic cosmic ray spectrum. If
we add solar flares to this, the 90% environment results
(curve c). Alternatively, we say that the environment is
more severe than curve c) only 10% of the time. This curve,
called ‘‘Adams’ 90% worst-case environment,’’ has been
used quite frequently to represent the space environment
in error rate calculations [12]. With the development of
improved solar flare models, however, the solar minimum
environment with a separate model for solar flares is now
considered the best estimate of the worst-case environ-
ment [13].

Earth’s magnetosphere screens out particles below a
specific energy determined by the particle’s magnetic ri-
gidity, defined as the momentum per unit charge, and the
local field strength. The magnetic field deflects particles
with lower rigidity and prevents their further penetration.
Near the equator the Earth magnetic field screens all but
the most energetic ions, while at the poles the particle flux
is not significantly attenuated.

The penetration range of cosmic rays in a material de-
pends on their energy. Therefore, the skin of a spacecraft
and electronic boxes provides some degree of shielding to
electronic components. The degree to which a spectrum is
affected by shielding depends on the hardness of the spec-
trum. Additional shielding may prove effective against
low-energy components, but is relatively ineffective in re-
ducing hard components such as high-energy protons and
the galactic cosmic ray spectrum. For example, the GCR
spectrum is only marginally reduced for aluminum thick-
nesses in the 2–10-g/cm2 range (300 mils to 1.45 in. thick-
nesses). Only when shielding is on the order of 50–100 g/
cm2 is appreciable attenuation of this spectrum realized
[14]. Spacecraft walls are normally about 100 mils thick,
and more recent honeycomb construction to reduce weight
provides even less shielding.

The combined contribution of trapped electrons, pro-
tons, and solar flare protons to ionizing dose accumulated
to a spacecraft is shown in Fig. 4 as a function of altitude
and aluminum shielding thickness. Two peaks are evi-
dent; the first, at 3000 km, is due primarily to trapped
protons, while the second peak, at 17,500 km, is due to
trapped electrons. As shielding thickness increases from
100 to 300 mils, the first peak decreases a factor of 3, while
the second peak decreases more than 60 fold. This clearly
illustrates the effectiveness of shielding against electrons,
and the difficulty of shielding against high-energy protons.
As an example of how this information is useful for en-
suring survival of a space-based system, consider the an-
nual dose accumulated to a system in three different orbits
with 100 mils of aluminum shielding. A spacecraft in a
low-Earth orbit of 800 km will receive an annual dose of
only 300 rad(Si), while a spacecraft in geosynchronous or-
bit at 35,000 km will receive about 10 krad(Si) per year
and a system in half-geosynchronous orbit, 17,500 km, will
receive a dose in excess of 100 krad(Si) per year. For a
10-year design lifetime these three systems require elec-
tronics that can survive doses of 3, 100, and 1000 krad(Si),
respectively. Clearly, the design issues for a low-Earth or-
bit are much more tractable than those for a system in the
middle of the radiation belts.

1.3. The Terrestrial Radiation Environment

As they interact with Earth’s upper atmosphere, galactic
cosmic rays produce a shower of secondary particles that
includes protons, neutrons, pions, muons, electrons, and
photons. The density of secondaries is highly dependent
on altitude, latitude, longitude, and the variation of the
primary GCR flux with solar activity. It peaks at an alti-
tude of about 15 km, just above commercial airplane alti-
tudes, and decreases at lower altitudes due to absorption
and thermalization processes that remove secondaries
[15]. The neutron flux in the energy range 1–10 MeV has
a maximum at an altitude of 18.3 km [60 kft (kilofeet)], but
is significant as low as 9 km (30 kft). Taber and Normand
[16] have shown a strong correlation between the upset
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rate observed in a 64,000-bit memory and measured neu-
tron flux as a function of altitude, as shown in Fig. 5. Note
that the error rate has been scaled by a factor of 107 to
plot on the same graph. Similar correlations have been
demonstrated as a function of latitude. Secondary protons
have been considered as a possible cause for in-flight
SEUs; however, their latitude dependence doesn’t corre-
late with the measured data.

SEUs are also being observed at ground level, and their
frequency and distribution are consistent with terrestrial
cosmic rays. Ziegler [15] showed that the frequency of er-
rors in large computer memory systems, for example,
scales linearly with altitude of the city in which they are
located. In a test of both SRAM and DRAM (static and
dynamic random access memory)-based systems, a 13x in-
crease in error rate was observed as altitude increased
from sea level to 10,000 ft (Leadville, CO). Similarly, error
rate decreased as concrete absorber thickness increased.
More recently, Lage et al. [17] showed that terrestrial cos-
mic ray induced SEUs present a lower limit to system er-
ror rates after other sources of bit errors, such as package
alphas, have been considered.

Terrestrial cosmic ray induced upset poses a significant
challenge to the reliability of future systems. Although er-
ror detection and correction (EDAC) techniques are suc-
cessful for mitigating upsets in memory systems, the
possibility that new upset mechanisms will surface with
next-generation technologies, such as logic upsets, cannot
be discounted. Also, new materials being used for im-
proved performance in advanced IC technologies can in-
troduce new sources of particle flux. Solder bump
interconnects in flip-chip packaging can be a source of al-
pha particles if high-purity lead is not used. The effect of

technology and design changes on SEU is now a first-order
consideration for next-generation ICs.

2. SINGLE-EVENT EFFECTS

The field of single-event effects (SEE) deals with the re-
sponse of semiconductor devices and ICs to the passage of
a single energetic atomic particle, such as a highly accel-
erated proton, or a heavily ionized iron nucleus. There are
a wide variety of effects, but the classic one, termed single-
event upset (SEU), describes the corruption of information
stored in solid-state memory devices. As an energetic
charged particle transits the semiconductor material it
deposits energy to the lattice atoms, generating a dense
plasma of free electrons and holes as the lattice atoms are
ionized (holes are the absence of an electron, and act elec-
trically like a positively charged particle). When this ex-
cess charge is collected across a high-field region, such as a
p–n junction in a semiconductor device, a current pulse
results that the device can interpret as a valid signal. For
memory devices, this event can change stored informa-
tion. For complex ICs, such as microprocessors, it can re-
sult in improper execution of a program, and even in the
processor locking up.

SEU was first observed experimentally in 1975, when
Binder et al. [2] attributed bit-flips in bipolar J-K flip-flops
in a communication satellite to galactic cosmic rays. A few
years later, May and Woods [18] observed upsets in dy-
namic random access memories (DRAMs) caused by alpha
particles from the decay of radioactive material in ceramic
packages. That same year, Pickel and Blandford [19]
reported soft errors in NMOS DRAMs in space. Proton-
and neutron-induced upsets were observed by Guenzer
and coworkers in 1979 [20]. Since that time, upsets have
been observed in many satellite systems and are a major
design consideration for any space-based system.

Single-event effects have traditionally been a concern
only for semiconductors that are used in space environ-
ments, where devices can be exposed to a high flux of ra-
diation. The continuing decrease of feature size in ICs and
the commensurate decrease in charge representing infor-
mation has lead to an increased SEU sensitivity. The uni-
versality of this trend was noted by Petersen and Marshall
[21], who observed a power-law dependence of critical
charge to upset as a function of technology feature size
for a wide variety of technologies (Fig. 6). At technology
scaling levels of 0.5 mm and below, they predicted that
critical charge would decrease to less than 5 fC (Femto-
coulombs). In fact, upsets due to terrestrial cosmic rays
are now being observed in large memory systems at sea
level [22], and in avionics systems at altitudes from 30 to
60 kft [23]. Johnston [24] noted that data from submicron-
meter IC technologies suggest this trend may not continue
unabated, as chip manufacturers try to reduce alpha-par-
ticle sensitivity. However, it is now known that many
manufacturers are in fact already below the alpha-parti-
cle threshold for upset and error rates are continuing to
increase in today’s advanced low-voltage technologies.

The field of SEE encompasses a wide range of disci-
plines including high-energy physics, cosmic ray physics,
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solid-state physics, electrical engineering, IC processing,
circuit design and analysis, system architecture, and com-
puter modeling. Despite the breadth of overlap with many
areas of research, a working knowledge of the important
effects can be obtained by mastery of a few concepts from
these diverse areas.

2.1. See Mechanisms: Charge Deposition

There are two primary methods by which ionizing radia-
tion releases charge in a semiconductor device: direct ion-
ization by the incident particle itself, and ionization by
secondary particles created by nuclear reactions between
the incident particle and the struck device. Both mecha-
nisms can lead to integrated circuit malfunction.

2.1.1. Direct Ionization. When an energetic charged
particle passes through a semiconductor material it frees
electron–hole pairs along its path as it loses energy. When
all its energy is lost, the particle comes to rest in the semi-
conductor, having traveled a total pathlength referred to
as the particle’s range. We frequently use the term linear
energy transfer (LET) to describe the energy loss per unit
path length of a particle as it passes through a material.
LET has units of MeV . cm2/mg, because the energy loss
per unit pathlength (in MeV/cm) is normalized by the
density of the target material (in mg/cm3), so that LET
may be quoted roughly independent of the target. We can
easily relate the LET of a particle to its charge deposition
per unit pathlength. In silicon, an LET of 97 MeV . cm2/mg
corresponds to a charge deposition of 1 pC/mm. This con-
version factor of about 100 is handy to keep in mind to
convert between LET and charge deposition. Direct ion-
ization is the primary charge deposition mechanism for
upsets caused by heavy ions, where we define a heavy ion
as any ion with ZZ2 (i.e., particles other than protons,
electrons, neutrons, or pions). Lighter particles such as
protons seldom produce enough charge by direct ioniza-
tion to cause upsets in memory circuits.

2.1.2. Indirect Ionization. Although direct ionization
by light particles rarely produces enough charge to cause

upsets, this does not mean that we can ignore these par-
ticles. Protons and neutrons can both produce significant
upset rates due to indirect mechanisms. As a high-energy
proton or neutron enters the semiconductor lattice, it may
undergo an inelastic collision with a target nucleus. Any
one of several nuclear reactions may occur, including (1)
elastic collisions that produce Si recoils; (2) the emission of
alpha (a) or gamma (g) particles and the recoil of a daughter
nucleus (e.g., Si emits a-particle and a recoiling Mg nucle-
us); and (3) spallation reactions, in which the target nucle-
us is broken into two fragments (e.g., Si breaks into C and
O ions), each of which can recoil. Any of these reaction
products can now deposit energy along their paths by direct
ionization. Because these particles are much heavier than
the original proton or neutron, they deposit higher charge
densities as they travel and therefore may be capable of
causing an SEU. Once a nuclear reaction has occurred, the
charge deposition by secondary charged particles is the
same as from a directly ionizing heavy-ion strike.

2.2. See Mechanisms: Charge Collection

The dense plasma of electrons and holes that are gener-
ated along the track of a heavy-ion strike are collected
through a variety of mechanisms. Considering charge col-
lection in the semiconductor itself, these processes include
drift collection in high electric field regions, and diffusive
charge collection outside field regions. These processes are
illustrated in Fig. 7a. Charge carriers that are generated
in the initial depletion region are separated by the exist-
ing electric field and are rapidly collected. Holes are swept
to the p-type side of the junction, and electrons are swept
to the n-type side of the junction, resulting in a current
pulse. The charge plasma surrounding the ion track can
be dense enough to perturb the initial electric field lines of
the junction, so that it reaches well beyond the extent of
the original depletion region of the p–n junction into the
more lightly doped side of the junction. As equilibrium is
re-established, the extended field collapses sweeping ad-
ditional charge into the junction where it is collected. This
is the field funnel process first explained by Hsieh et al.
[25] using 2D simulation, and subsequently described an-
alytically by McLean and Oldham [26]. Dodd et al. [27]
provided a graphic depiction of this process using 3D mod-
eling. These prompt charge collection processes occur in
tens to hundreds of picoseconds depending on doping lev-
els in the substrate. These times are faster than circuit
response times in present technologies.

Outside the high-field regions of the junction and the
field funnel, charge is collected by diffusive processes that
are driven by concentration gradients in quasineutral re-
gions of the semiconductor as described by Kirkpatrick
[28] for single-event upset. This process occurs later in
time, and can extend to as long as 10 ns, which is on the
order of the circuit response time or slower. The shape of
the charge collection transient can be a first-order concern
for determining upset sensitivity, depending on the tech-
nology and circuit design. This is discussed further in the
next section.

In some IC technologies, parasitic three-layer n–p–n
and p–n–p structures are formed that can be sources of
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shunt current or bipolar amplification when charge is
generated in the base region. In the first case, a heavy-
ion strike can connect regions of similar doping that
are separated by a region of opposite doping, as seen in
Fig. 7b. A charge can flow between like regions when a
potential difference exists. This shunt effect was observed
by Hauser et al. [29], in CMOS test structures and by
Sexton et al. [30] in pass-gate transistors in a CMOS tech-
nology. Bipolar amplification can significantly reduce the
SEU hardness of some technologies. It has been shown to
be especially important for partially depleted silicon-on-
insulator (SOI) transistors [31,32] and GaAs MESFET
[33–35] transistors as a heavy-ion strike liberates carriers
in the body region of an SOI transistor or in the substrate
of a GaAs transistor below the active region of the device.
While minority carriers recombine quickly, the lifetime of
majority carriers can be very long. Majority carriers that
don’t recombine can drift toward the source region and
lower the source-to-body potential, which can cause the
injection of minority carriers from the source into the
body. This process can greatly increase the amount of
charge collection. Another mechanism that can reduce the
SEU hardness of GaAs ICs is carrier-induced channel
modulation or the backchannel turnon mechanism
[36–38]. This mechanism arises from excess holes located

in low-field regions below the active channel region that
tend to ‘‘backgate’’ the channel. Near pinchoff, small
modulations of the fields in the channel can give rise to
large increases in channel conduction. These charge am-
plification mechanisms lead to very low LET thresholds
(o1 MeV . cm2/mg) and very high saturation upset cross
sections (410� 5 cm2/bit) in GaAs ICs, resulting in very
high upset rates in space environments [39].

A technique that has been suggested to reduce charge
amplification in GaAs ICs is to grow the active transistor
regions on top of a low-temperature (LT)-grown buffer lay-
er [40]. The lifetime of carriers in LT GaAs layers is ex-
tremely short. This will reduce the time that holes
(majority carriers) remain in the substrate and substan-
tially reduce the charge collected via both the bipolar am-
plification and channel modulation mechanisms.

The region from which charge is collected is referred to
as the sensitive volume (SV). As the discussion above in-
dicates, multiple mechanisms can contribute to charge
collection, making it difficult to clearly define a SV. Addi-
tionally, circuits that are sensitive to the rate at which
charge is collected will have a SV that varies with circuit
operation. In spite of these complexities, the SV concept is
widely used because of the intuitive insight it gives to the
underlying physical processes, and is useful as a mathe-
matical construct in error rate prediction methodologies
(discussed in Section 2.9.).

2.3. Single-Event Upset (SEU)

The sensitivity of an IC to single-event upset is expressed
as the ratio of number of upsets to the total particle flue-
nce, that is, # upsets/# (particles/cm2). Because this term
has units of cm2, it is referred to as the error cross section.
Experimental cross section data are normally plotted as a
function of LET, for particles striking the IC normal to the
surface. Two key parameters are determined from cross
section curves: the threshold LET for upset L0 and the
saturation cross section ssat. The threshold LET is a mea-
sure of the minimum LET required to upset the most sen-
sitive region of the chip, while the saturation cross section
should equal the total area of the sensitive regions of the
chip. These parameters are used to estimate the error rate
for a given IC in a specific environment. In Fig. 8 we show
an ideal and a measured cross section curve for a typical
commercial memory chip. The ideal cross-sectional curve
(dashed line) is a step function with a well-defined thresh-
old and saturation cross section. Below threshold no cell
upsets, while above threshold all sensitive cells upset. For
a real device, however, there is a distribution of thresholds
due to variation of charge collection across a cell and cell-
to-cell variation in sensitivity, resulting in a smoothly in-
creasing cross section with LET. As LET increases, more
regions of the device are sensitive to upset. The measured
cross section increases until all sensitive regions upset
and the cross section curve saturates. Also shown in Fig. 8
is a fit to the data based on the Weibull distribution func-
tion (solid line), which is often used in reliability estima-
tion techniques.

Cross-section curves are sometimes plotted as a func-
tion of linear charge deposited (LCD) with x-axis units of
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pC/mm (for silicon, 1 MeV . cm2/mg is equivalent to 0.0104
pC/mm). Measured upset curves such as this are taken
over a range of LET, where LET is increased by using
higher Z ions (for C to Ni ions used here, LET ranged from
2.5 to 28 MeV . cm2/mg). LET is also varied by increasing
the angle of the ion strike relative to the surface normal,
thereby increasing the pathlength through the SV and in-
creasing the amount of charge deposited in the SV. This
results in a higher ‘‘effective LET,’’ which is given by

Leff ¼L0 cosðyÞ ð1Þ

where L0 is the ion LET at normal incidence and y is angle
of incidence relative to the surface normal. The effective
LET approximation has been used extensively in the past
for large-geometry devices that have large, flat sensitive
volumes. It breaks down, however, as device geometries
shrink and the dimensions of the SV are nearly equal. In
this case, a more involved correction for angle of incidence
is required [41].

Dynamic circuits, such as a dynamic RAM (DRAM) cell,
depend on charge storage on a circuit node or in a region of
silicon for proper operation. For a DRAM, the amount of
charge necessary for proper circuit operation is a function
of the sensitivity of the sense amplifiers, the memory cell
capacitance, and the bitline capacitance. A 1-transistor
DRAM memory cell is shown schematically in Fig. 9. In-
formation is stored on capacitor Ccell, which is written and
refreshed through the access transistor. When the cell is
subsequently accessed by turning this transistor on, the
bitline is pulled down and the complement state of the cell
is sensed on the bitline. The critical charge representing a
bit of information on capacitor Ccell can be as small as
0.1–0.5 pC. This is equivalent to only 5� 105 to 3� 106

electrons. If an ion strike results in charge collection to the
memory node on the same order of magnitude as the orig-
inal charge on the node, a bit error will occur. In subse-
quent refresh cycles the error will be maintained, since
the new state of the memory cell appears to be valid in-
formation. The primary consideration for dynamic circuits

like this is whether the collected charge exceeds the crit-
ical charge required to represent a logic state on the mem-
ory node. If the critical charge is exceeded, an upset
occurs. Massengill [42] discusses DRAM upset in more
depth.

In static circuits, such as a CMOS static RAM (SRAM)
or D-latch, upset is controlled by the rate at which charge
is collected. A schematic diagram of a 6-transistor (6 T)
memory cell is shown in Fig. 10. Each series connection of
n- and p-channel transistors forms an inverter whose in-
put is the common gate, and whose output is the common
drain. When the output of each inverter is coupled to the
input of the other inverter, a bistable memory element is
formed. In this diagram feedback resistors are shown in
the cross-coupling links. Feedback resistors (RFB) are used
to slow the response of the circuit to the ion strike [43],
thereby hardening the memory to upset, but there is a
commensurate performance penalty. Following an ion
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strike to the off-biased drain of transistor P1 (labeled ‘‘ion
strike’’ in the figure), a current spike is observed on the
drain node of the inverter formed by transistors N1 and
P1. If charge is collected by the drain of P1 faster than it is
removed by the unstruck n-channel transistor N1 (called
the restoring transistor), the node voltage will rise to a
diode drop above VDD (see the lower left waveform in
Fig. 10) and an upset may occur.

Whether an upset occurs depends on the competing
processes of removing excess charge at the struck node,
and changing the state of the opposing inverter of the
memory cell [43]. The time required for the struck node to
recover to one-half the voltage swing at the node is defined
as the recovery time tR. The time required to switch the
opposing inverter formed by transistors N2 and P2 is de-
fined as the decoupling time tDC (see the lower right wave-
form in Fig. 10). Upset will occur in this analysis if tR is
greater than tDC. Memory cells can be hardened to SEU by
adding feedback resistors in the cross-coupling link be-
tween inverters (shown as RFB in the figure). This effec-
tively increases tDC, and gives the cell more time to remove
excess charge before responding to the transient.

As packing density increases, the charge deposited by a
single ion strike can be collected by the sensitive volumes
of more than one memory cell and multiple bits are upset.
Zoutendyk et al. [44] first observed this phenomena ex-
perimentally, called multiple-bit upset (MBU), and it has
since been measured in many different technologies. MBU
has also been observed in closely spaced trench capacitor
storage cells used in advanced DRAMs. In this case upset
was attributed to a shunt connecting two adjacent storage
regions [45]. Most error detection and correction (EDAC)
implementations are able to detect and correct one bit up-
set in a single word and can detect two bit upsets without
correction in a word. If a memory chip is laid out such that
multiple bits in a single word are topographically adja-
cent, MBU can defeat these EDAC schemes. More complex
EDAC approaches can be applied, but these require addi-
tional bits of memory and much more error correction
overhead. The better approach is to ensure at the chip
design level that logical bits in a word are not located
physically close to each other.

2.4. Single-Event Transients (SETs)

An area that is becoming increasingly important is the
propagation of single-event transients (SETs) in digital
logic circuits. SETs are momentary voltage or current dis-
turbances that, although they don’t cause an upset in the
circuit actually struck by an energetic particle, are prop-
agated through subsequent circuitry and eventually cause
an SEU. The problem here is that as circuit speeds rise,
the probability that a momentary glitch will be clocked as
valid data and propagated through subsequent circuitry
increases. For example, even particles well below the up-
set threshold can cause a momentary flip in the state of an
SRAM cell. Consider the case where this memory cell is
actually a digital latch circuit in a microprocessor. If this
latch value is accessed immediately after an ion strike and
the value is clocked down the line, it matters little that the
struck latch eventually returns to its original state,

because the corrupt value has already been passed on to
the next stage of the circuit. These types of errors are
likely to become a pervasive problem as clock speeds con-
tinue to increase, and will be difficult to protect against,
especially in commercial microprocessors where speed is
paramount. It has been predicted that for circuits built in
technologies below 0.35 mm, propagated SETs will be a
major single-event failure mode [46].

2.5. Single-Event Functional Interrupt (SEFI)

Single-event functional interrupts are a complex failure
mode whereby a particle strike triggers an IC test mode, a
reset mode, or some other mode that causes the IC to tem-
porarily lose functionality [47]. As devices become increas-
ingly complex, they may be more likely to exhibit SEFIs.
For example, synchronous DRAMs are very complicated
ICs that incorporate built-in self-test (BIST) modes and
self-repairing boot sequences that remap nonfunctional
bits in the memory with redundant bits on the chip. An ion
strike to a SDRAM with such circuits may initiate a BIST
mode, cause a chip reset to occur, or throw the IC into an
idle state [48]. These events can have serious consequenc-
es on system operation, sometimes requiring device reset
to clear the condition [49].

2.6. Hard Errors

2.6.1. Single-Event Latchup (SEL). The single most im-
portant effect that designers of space-based systems must
consider is catastrophic damage resulting from single-
event latchup. Latchup is a high current condition that
results from thyristor [also known as a silicon controlled
rectifier, (SCR)] action in four-layer p-n-p-n structures.
Because four-layer p-n-p-n structures do not occur in stan-
dard SOI ICs, SOI ICs are latchup-immune. Latchup cre-
ates a low-resistance path from power supply to ground in
CMOS ICs, which are vulnerable to this failure condition
because of the complementary structure required for this
technology [50]. As shown in Fig. 11, a pair of coupled
parasitic bipolar transistors are associated with the p-well
structure. A vertical n-p-n transistor is formed from the
n-type substrate, p-well, and n-channel source, while the
p-well, n-type substrate, and p-channel source form a lat-
eral p-n-p transistor. The lumped-parameter equivalent
circuit is shown on the right-hand side of the figure.

Latchup is triggered in SCR structures by excess cur-
rent in the base of the lateral p-n-p transistor. When suf-
ficient current flows in the substrate (across RS), the
emitter base junction of the p-n-p transistor is forward-
biased and injects a large current into the p-well. This
current induces a voltage drop in the p-well (across RW)
which turns on the vertical n-p-n transistor. As the n-p-n
transistor turns on, it reinforces the initial current in the
substrate and a regenerative condition exists which re-
sults in high current and low resistance. The holding volt-
age for latchup is on the order of 1 V. Latchup is triggered
on the order of hundreds of nanoseconds, and destructive
burnout occurs on the order of hundreds of microseconds
[51]. The threshold for latchup decreases with increasing
temperature and power supply voltage [52,53]. Latchup
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susceptibility in advanced technologies is addressed by
Johnston [52,54].

During SEL measurements, latchup cross section is
calculated in the same manner as upset cross section, that
is, the number of upsets divided by the fluence to latchup,
and is plotted as cross section versus LET.

2.6.2. Single-Event Gate Rupture (SEGR). Another major
consideration for designers is a catastrophic failure known
as single-event gate rupture (SEGR) [55,56]. This effect can
occur under conditions of high field, such as during a write
or clear operation in a nonvolatile SRAM or E2PROM
[electrically erasable programmable read-only memory
(also abbreviated EEPROM)]. It has become a concern
for advanced technologies as oxide thicknesses scale below
10 nm and oxide fields increase above 5 MV/cm [57]. As a
heavy ion passes through the dielectric, a highly conduc-
tive plasma path is formed, which allows the capacitor
formed by this structure to discharge. If sufficient energy
is stored on the capacitor as a result of high electric fields,
excessive heating during discharge can create a thermal
runaway condition [55]. Temperatures can be high enough

to cause the dielectric to melt and the overlying conductive
layers to evaporate.

In a power MOSFET, the requirement for a standoff
voltage on the order of 100 s of volts is satisfied by drop-
ping this potential over the thickness of the silicon sub-
strate. A typical cross section of a power MOSFET is
shown in Fig. 12. In normal operation, the MOSFET
gate induces a channel between the source and drain re-
gions. Current flows from the source to the drain near the
surface, then is collected in the heavily doped substrate.
The lightly doped epi layer doping and thickness deter-
mine the ON resistance of the device. As a heavy ion passes
through the substrate, the large bias on the drain is elec-
trically coupled into the oxide electric field, resulting in
gate rupture at voltages well below the rated standoff
voltage. This mechanism is described in detail by Brews
et al. [58]. Figure 13 shows the set of VGS and VDS biases
that result in SEGR as a function of various heavy ions for
a power MOSFET rated to 70 V with a 50-nm gate oxide.
The data cover an LET range from 3 MeV . cm2/mg for F to
82 MeV . cm2/mg for Au. The control data shown in the
graph (open circles and dashed line) denote nominal
rupture voltages with no heavy-ion exposure, which are
–40 and 73 V for VGS and VDS, respectively. During expo-
sure to heavy ions, however, the VGS at which SEGR oc-
curs decreases as VDS increases. An empirical equation
that fits this dependence has been developed by Wheatley
et al. [56]:

VGS¼ 0:84 1� exp
�L

17

� �
�VDS �

50

1þL=50
ð2Þ

where VGS is the gate bias at which rupture occurs, VDS is
drain–source voltage, and L is the incident ion LET. This
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Figure 11. Cross section of a CMOS technology showing (a) the
vertical n-p-n lateral p-n-p transistors formed in this p-well tech-
nology and (b) a circuit schematic indicating how the parasitic
elements are electrically connected [50].
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Figure 12. Cross section of a typical power MOSFET structure.
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equation correctly fits the observed trend of decreasing
VGS with increasing VDS and LET. The first term describes
the coupling of drain bias from the substrate into the gate,
while the second term accounts for the effect of the ion
passing through the oxide itself. Fits to this equation are
shown as solid lines in Fig. 13. Each line denotes the safe
operating range for this part as a function of heavy ion.
Note that the safe operating range decreases for increas-
ingly heavy ions (higher LET). The manufacturer’s rec-
ommended derating for SEGR is shown as a dotted line in
Fig. 13. This represents a 50% decrease in maximum VGS

and VDS to account for SEGR.
The industry trend toward increasing electric fields as

oxide thickness and feature size scale down in advanced
technologies raises the concern that SEGR may be a lim-
iting factor for integrated circuits (ICs) in space applica-
tions. It has been suggested that, as devices scale to
0.25 mm and below, SEGR by Fe ions will occur, leading
to a large increase in catastrophic failures in space hard-
ware. Sexton et al. [57] found that as oxide thickness de-
creased below 10 nm, the increasing breakdown strength
of the oxides resulted in a higher-than-expected gate volt-
age for rupture, contrary to earlier predictions. Their re-
sults suggest that advanced technologies will be more
SEGR-resistant at a given electric field than expected.
They caution, however, that SEGR will continue to be a
significant concern for devices that operate with gate ox-
ide electric field above 5 MV/cm. Massengill also found
that in highly scaled (ultrathin) gate oxides and in alter-
nate high-k dielectrics SEGR should not be a limiting fac-
tor in advanced technologies [59]. Although there can be
considerable variation in the voltage to hard breakdown
for different dielectrics, for all the dielectrics investigated
by Massengill [59], the breakdown voltages were above
the power supply voltages that will be seen in future high-
ly scaled commercial technologies as suggested by the SIA
National Technology Roadmap for Semiconductors. As
such, it does not appear that SEGR will be a significant
problem for highly scaled commercial technologies.

2.6.3. Single-Event Burnout (SEB). Destructive failure
resulting from heavy-ion exposure is observed in bipolar
power transistors and in power MOSFETS [60–62]. In this
phenomenon, the excess current generated by the passage
of a heavy ion triggers a secondary photocurrent that
overheats the device and causes catastrophic failure. In
power MOSFETS, a parasitic n-p-n bipolar transistor ex-
ists between the epi layer (collector), the p-type body
(base), and the n-type source (emitter) (see Fig. 12).
When a heavy ion passes through this parasitic transis-
tor, excess current is generated in the base region. Excess
hole current flows toward the body contact, raising the
local potential along the base–emitter junction. If suffi-
cient current flows to raise this potential to the turnon
voltage of this junction, the base–emitter junction becomes
forward-biased, turning on the n-p-n transistor. Following
turnon, the transistor enters a second breakdown condi-
tion where thermal runaway reinforces the mechanism
caused by avalanching at the epi–substrate junction. This
condition has been called current-induced avalanche
(CIA) [63]. If the external circuit can provide sufficient
current, local overheating in a portion of the device will
occur, destroying the device. There is a definite threshold
voltage required for burnout to occur, and this is often well
below the normal breakdown voltage for the device. Fisc-
her [62] has measured failure threshold voltages ranging
from 22 to 90% of the rated breakdown voltage for devices
from several manufacturers.

2.6.4. Snapback. Snapback is a high current, low resis-
tance condition that occurs only in n-channel transistors.
It has an IV characteristic that is similar to latchup ex-
hibiting a negative-resistance region, and a low-resistance
region. Like latchup, it can be triggered by external stim-
uli that inject sufficient current into the p-channel regions
well to cause the n source to become forward-biased. Snap-
back initiation has been observed by avalanche induced
breakdown at the n drain [64], by excess photocurrents
generated during moderate dose rate gamma irradiation
[64], and by heavy-ion strikes to sensitive n-drain or
p-channel regions [65].

A significant difference between latchup and snapback
is that the holding voltage is on the order of several volts
depending on channel length and doping levels, much
higher than the 1 V holding voltage seen in latchup. Snap-
back can be sustained only when the load circuit on the n-
channel device can provide sufficient holding current. For
CMOS ICs, the load devices are p-channel transistors.
Since holding current is on the order of milliamps, snap-
back is normally observed in output buffers and internal
bus drivers. Although latchup is not a concern for SOI
technologies, snapback (also know as single-transistor
latch) can be a significant problem for SOI technologies,
especially those using wide-gate partially depleted tran-
sistors [66].

2.7. Proton-Induced Effects

Because of the small stopping power for protons, insuffi-
cient charge is generated to induce SEE at current
levels of sensitivity. Interaction of a proton with the
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Figure 13. Dependence of single-event gate rupture as a func-
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ing in space is shown by the dotted curve [56].
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semiconductor lattice can generate secondary particles
with higher LET that can cause SEE [67]. Elastic scatter-
ing of target nuclei, for example, can deposit enough en-
ergy to cause soft errors. Of more importance is the
contribution to upset from inelastic scattering events,
where the incident proton reacts with the target nucleus.
About one of every 105 protons will experience an inelastic
collision with the target lattice. As the composite nucleus
decays, it can emit alpha particles and lower-energy pro-
tons. In addition, the daughter nucleus can recoil with
enough energy to cause upset through direct ionization.
The composite nucleus can also decay through a spallation
reaction, where the compound nucleus breaks up into two
heavy fragments, both of which recoil and deposit energy.
Researchers have observed proton-induced upset, latchup,
and burnout. To date, no instance of SEGR has been at-
tributed to protons.

2.8. SEU Mitigation

Depending on the application, a low rate of SEU is ac-
ceptable in systems. EDAC circuitry and software are of-
ten included to handle these errors [68,69]. Some
examples of EDAC include use of parity bits, Reed–Solo-
mon encoding, and Hamming codes. If errors occur too
frequently, however, the error-handling architecture of a
system may be overwhelmed and system failure can
result. In mission-critical applications, such as circuitry
for a satellite attitude control system, SEU hardened de-
vices must be used to reduce the probability of system
failure.

Special design and fabrication techniques are available
to harden circuitry to SEU. Circuit design techniques in-
clude increasing the size of transistors to remove excess
charge faster [70] and use of redundant circuits and voting
logic to determine the correct state [71]. Feedback resis-
tors and capacitance can be added to internal nodes of
memory cell to reduce sensitivity to transients [72]. All
these techniques incur some degree of performance pen-
alty. Increased size carries a density penalty, and adding
redundant circuitry increases chip power and reduces
functional density. Use of feedback resistors and capaci-
tors reduce the speed of the device.

A more direct approach to SEU mitigation centers on
reducing the amount of charge collected following a heavy-

ion strike. A prime example of this approach is the use of
silicon-on-insulator (SOI) substrates. The SEU tolerance
of a nonhardened SRAM design can be increased by fab-
ricating the design in a SOI-based technology. Figure 14 is
a cross section of a SOI transistor. The active silicon chan-
nel region is built on top of an insulating layer (buried
oxide) instead of a silicon substrate. Because SOI/MOS
transistors are fabricated on an insulating layer, the
amount of p-n junction area and the sensitive volume
are greatly reduced, potentially making SOI/MOS ICs su-
perior to bulk silicon ICs for single-event upset. Also, be-
cause there are no possible parasitic bipolar transistors
between n- and p-channel transistors, and consequently,
no four-layer structures, it is impossible to latchup SOI-
based technologies. However, to take full advantage of SOI
technology, steps must be taken to reduce or mitigate par-
asitic effects (e.g., floating effects). SOI transistors operate
in two modes: partially depleted and fully depleted. Par-
tially depleted transistors are defined as transistors where
the silicon thickness is greater than the maximum deple-
tion width formed by the conducting channel. In fully de-
pleted transistors, the conducting channel and depletion
region extend throughout the thickness of the silicon lay-
er. The presence of a floating-body region of nondepleted
silicon between the edge of the depletion region and the
silicon/buried oxide interface in a partially depleted tech-
nology provides a place where excess charge can build up.
As a result, the SEU hardness of SOI transistors can be
reduced by bipolar amplification, similar to that for GaAs
ICs. A common method for reducing bipolar amplification
in SOI transistors is to use body ties, which can provide a
convenient means to connect the body region to a voltage
reference (e.g., normally a transistor source diffusion)
[73–76]. Thus, the body tie connects the floating body re-
gion of a partially depleted transistor to a fixed potential.
This can provide an efficient path for majority carriers
liberated in the body region to drift out of the body region,
greatly reducing bipolar amplification. For the same tech-
nology generation and equivalent device structure, by us-
ing body ties, hardened partially depleted SOI ICs can be
fabricated that have LET thresholds considerably higher
than hardened bulk-silicon ICs. In a fully depleted tech-
nology, excess charge is more readily swept out by the high
fields in the channel region, and the effects of bipolar am-
plification are significantly reduced.
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Figure 14. Cross section of a SOI transistor. The active silicon channel is built on top of an in-
sulating oxide leading to a lower sensitive charge collection volume and reduced p-n junction area.
These properties make SOI ICs superior to bulk silicon ICs for single-event upset and high-dose-
rate pulsed-irradiation hardness.
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2.9. Error Rate Prediction

Error rate predictions are based on an estimation of the
particle flux that is expected for a given part during its
lifetime and a measurement of the SEE sensitivity of the
part. The environment has been discussed earlier. Part
sensitivity is often described in terms of its critical charge
Qc, defined as the minimum collected charge necessary to
upset a circuit. (Note that for simplicity it is assumed that
collected charge and deposited charge are equal. When
this condition does not apply, other corrections are re-
quired.) For dynamic circuits this concept is easily applied
because the collected charge negates the stored charge at
a node. However, in the case of CMOS latches and memory
cells, a critical charge is more difficult to define since these
circuits are sensitive to the rate at which charge is col-
lected, and charge collection is modulated by the circuit
response. Here critical charge can be estimated by consid-
ering the response of the circuit and integrating only
charge collected during the time that the circuit is vul-
nerable to upset. This approach was taken by Dodd and
Sexton [77], who clearly demonstrated the need to differ-
entiate between deposited and collected charge. See Ref.
78 for an excellent review of various error rate prediction
methodologies that have been used and recommended ap-
proaches.

For error rate calculations, the problem is one of deter-
mining the probability of any ion, from the full spectrum of
ions available, with a given LET or greater passing
through the SV at any angle such that it deposits suffi-
cient energy to cause upset. Because flux is isotropic, we
must consider all possible pathlengths, and the longer the
path through the sensitive volume the more energy
(charge) is deposited. In other words, with longer path-
length, ions with lower LET can cause upset. Mathemat-
ically, error rate is determined from

RðECÞ¼Ap

Z
F Ltðs;ECÞ½ � f ðsÞds ð3Þ

where the integration is performed over the distribution of
all pathlengths s through the SV. In this equation Ap is the
average projected area of the SV, F is the LET spectrum
for a given environment, Lt is the threshold LET for any
path s and QC, and f(s) is the distribution of pathlengths
through the SV.

This form of the error rate calculation has the following
underlying assumptions: (1) the shape of the SV is as-
sumed to be described by an RPP, (2) ion LET is constant
through the SV, (3) track structure can be ignored, (4)
charge collection by diffusion from outside the SV can be
ignored, (5) the SV is augmented by a funnel length that is
invariant with ion LET or energy, (6) all charge generated
within the SV is collected, and (7) there is a sharp thresh-
old for upset. Because the measured cross section curve is
not a step function but has a gradual rise from an onset
threshold, current practice is to integrally weight the er-
ror rate based on the measured data. Mathematically this
is described by

R¼

Z
RðEÞf ðEÞdE ð4Þ

where the integral is performed from the measured onset
threshold to saturation and f(E) is a probability density
function that describes the experimental data.

Error rate calculations using Eqs. (3) and (4) are readi-
ly performed using an error rate code, such as CREME96
[79], or a commercially available software package called
SPACERAD [80]. Both of these codes include the latest
environment models, and can include shielding models.
The latter also includes utilities that take into account
discontinuities that arise in the dataset due to the geom-
etry of the SV as described by Connell et al. [81].

Error rate calculations from proton-induced upset pro-
ceeds along a different path. Here the measured sensitiv-
ity of a part is given as a function of particle energy, so the
error rate is simply the integral of error cross section over
the fluence of particles with energy sufficient to cause up-
set. Mathematically this is given by

RðEÞ ¼

Z 1

0
sðEÞFðEÞdE ð5Þ

where s(E) is the error cross section and F(E) is the proton
spectrum of the environment. Note that no pathlength
calculation involving and assumed RPP is required, be-
cause the nuclear reaction of the proton in the SV is as-
sumed to be isotropic and independent of angle. Further,
the statistics of the proton interaction are included in the
s(E) data. For further information, the reader is referred
to Ref. 82.

2.10. Terrestrial Single-Event Effects

The occurrence of soft errors in terrestrial microelectron-
ics manifested itself shortly after the first observations of
SEU in space [83]. This watershed paper from authors at
Intel found a significant error rate in DRAMs as integra-
tion density increased to 16,000 and 64,000, spurring a
flurry of terrestrial SEU-related work in the late 1970s
[84]. The primary cause of soft errors at the ground level
was quickly diagnosed as alpha-particle contaminants in
packaging materials [83]. For example, according to Zieg-
ler, the Intel problem was traced to a new LSI (large-scale
integration) ceramic packaging plant that had just been
built downstream from the tailings of an abandoned ura-
nium mine [85]. Radioactive contaminants in the water
used by the factory were contaminating the ceramic pack-
ages they manufactured. By using low-activity materials
for IC fabrication and on-chip shielding coatings [85,86],
the terrestrial soft-error problem essentially disappeared
for several years. Occasionally, changes in suppliers or
procedures have caused semiconductor manufacturers
temporary but considerable headaches due to raised ra-
dioactive contaminant levels in materials such as nitric
and phosphoric acid [85,87]. The march toward higher in-
tegration densities has made soft-error concerns a contin-
ual design consideration for advanced DRAM and SRAM
development since the early 1980s. A particular area of
concern is flip-chip packaging technologies that place a
source of alpha particles (Pb-Sn solder bumps) right on the
die itself, where they cannot be shielded by coating layers
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[88]. Elimination of materials rich in 10B, such as
borophosphosilicate glass (BPSG) dielectric layers, has
been shown to reduce the thermal neutron soft-error
rate (SER) by several orders of magnitude [89,90].

Even in the absence of on-chip sources of radiation, re-
cent studies have conclusively proved that terrestrial cos-
mic rays (primarily neutrons) are a significant source of
soft errors in both DRAMs and SRAMs [91,93]. Upsets
have been observed both at ground level and in aircraft
and have been convincingly correlated to the altitude and
latitude variation of the neutron flux [91,93,94]. Lage et
al. have shown that even without alpha particles, a base-
line of cosmic ray upsets still exists for high-density
SRAMs [92]. O’Gorman has shown that neutron upsets
disappear for DRAMs placed 200 m underground in a salt
mine, while they increase dramatically for systems oper-
ated above 10,000 ft in Leadville, CO [91]. In addition to
SEU observed in memories used in large computer sys-
tems and aircraft, upsets have been observed in SRAMs
used in implantable medical devices such as cardiac
defibrillators [95].

Figure 15 shows the measured cosmic ray neutron soft
error rate (SER) versus power supply voltage in several
generations of SRAMs from a variety of vendors [96]. Ter-
restrial soft-error failure rate specifications are usually
given in terms of FIT rates, where FIT¼ failure in time¼ 1
error in 109 device hours. In this figure, SER is reported in
FIT/Mbit of memory to allow comparison between memo-
ries of different sizes. For reference, an uncorrected SER of
1000/Mbit would lead to 1 error every 3 weeks in a system
with 256 Mbytes of memory. From this figure, it is clear
that low-voltage SRAMs exhibit unacceptably high SER
without error correction, and that different IC technolo-
gies can have SER varying by two orders of magnitude at a
given voltage. Because of the high SER that exists in
many modern memory technologies, error detection and
correction (EDAC) is often built into memories to reduce
FIT rates [97].

Destructive single-event effects can also occur in
ground-based systems. For example, neutron-induced sin-
gle-event burnout has caused destructive failures in large-
area, high-voltage power diodes used for railroad applica-
tions in Europe [98]. It has been experimentally demon-
strated that significant neutron-induced latchup rates can
occur in high-density SRAMs at ground level [96]. For ex-
ample, the ground-level neutron-induced latchup FIT rate
of a 0.25 . mm, 3.3-V 4-Mbit SRAM is shown in Fig. 16. At
the maximum rated voltage (3.6 V) at room temperature
the latchup FIT rate is 336 FIT/Mbit. At this FIT rate, a
256-Mbyte system using these SRAMs could experience
0.0165 latchups per day, or about 1 latchup every 60 days.
Even worse, at this part’s maximum permitted operating
temperature of 851C, the ground-level latchup FIT rate
rises to 566 FIT/Mbit at 3.6 V, or nearly one latchup per
month in a 256-Mbyte system! These SRAMs exhibited
latchup even at 1.5 V, and indeed at 851C the latchup rate
is still more than 100 FIT/Mbit at this voltage. It is also
important to note that latchup can’t be circumvented us-
ing error correction.

Revelations such as these have significant implications
for manufacturers of commercial memory chips and com-
puter systems because systems can’t realistically be
shielded against incident neutrons. Meeting specified fail-
ure rates is expected to be a significant challenge for com-
mercial semiconductor manufacturers. A typical
specification is to maintain a FIT rate less than 1000
[92]. A complicating factor is that since FIT rates are often
specified per device, meeting a constant FIT rate specifi-
cation actually requires reducing the error rate per bit as
the number of bits per device is increased.

It has been suggested that because manufacturers of
commercial microelectronics for terrestrial applications
have had to deal with alpha-particle-induced upsets
from packaging materials, commercial parts will by de-
sign remain hard to at least the alpha-particle threshold
[99]. Indeed, there is historical evidence supporting this
view as data from more than 10 years of microprocessor
evolution show a constant upset threshold just above the
threshold for alpha-particle upset [99]. However, it is also
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known that many manufacturers have specific soft-error-
driven design rules for placement of devices relative to on-
chip solder bumps and/or use hardened circuit designs for
I/O circuitry that must be in the vicinity of such on-chip
alpha sources [100]. This clearly implies that many devic-
es being manufactured are in fact already below the
alpha-particle threshold for upset.

Many of the techniques traditionally used in the radi-
ation effects community to SEU-harden devices are of such
a nature that they are unlikely to be adopted by commer-
cial manufacturers. They tend to consume more power,
reduce manufacturability, and severely impact IC perfor-
mance or integration density. Commercial DRAMs have
generally exhibited a fairly constant SEU performance
because DRAM manufacturers have intentionally main-
tained the unit cell capacitance through the use of clever
modifications to the storage cell [97,101]. The nodal ca-
pacitance for SRAMs, however, has been steadily shrink-
ing [92]. To counteract increased terrestrial soft-error
rates, manufacturers may find it necessary to explicitly
add capacitance to high-density SRAMs. Lage et al. have
predicted that this will be necessary for the 4-Mbit gen-
eration of SRAMs and beyond [92]. Design-hardened cir-
cuits are useful for critical logic paths or circuitry, but
because of area penalties will likely not be adopted on a
large scale except as a last resort. The use of error-
correcting memory architectures is already becoming
more common again, and this trend will likely continue.
Mitigating soft errors in high-speed digital logic circuits
will be especially challenging. Fault-tolerant systems are
routinely used in aircraft mechanical systems and seem a
natural choice for preventing neutron-induced SEU in
avionics [102]. SOI is a possible solution to the terrestri-
al SEU problem, although, as noted previously, SOI is not
automatically upset immune.

3. TOTAL-DOSE IONIZATION EFFECTS: MOS DEVICES

Electronic devices in satellite systems orbiting Earth can
be exposed to very high flux levels of ionizing radiation.
Ionizing radiation can cause significant degradation and
permanent failure of electronic components. In the natu-
ral space environment, both electrons and protons can
contribute to total-dose ionizing radiation-induced degra-
dation. Manmade systems, including high-energy particle
accelerators and some types of IC processing equipment
(e.g., X ray lithography radiation sources and scanning
electron microscopes) can also expose electronics to high
ionizing radiation levels.

MOS devices are particularly susceptible to ionizing
radiation damage. The harsh radiation environment of
space has long been known to cause significant radiation-
induced degradation of MOS devices [1]. Radiation-in-
duced charge buildup in gate, field, and SOI buried ox-
ides can all contribute to device degradation. Much of the
early work investigating the mechanisms for total-dose
effects in MOS devices focused on gate oxides. Moreover,
much of this work focused on device response at short
times after a pulse of ionizing radiation. Gate oxides were
relatively thick, and radiation-induced charge buildup in

gate oxides was a major contributor to device degradation
in ionizing radiation environments. Although a good part
of the work identifying the mechanisms for device degra-
dation was gained by examining device response at short
times after a pulse of ionizing radiation, the same mech-
anisms to a large degree also govern device response in
low-dose-rate space environments. In more contemporary
devices, as gate oxides are becoming extremely thin,
radiation-induced charge buildup in field oxides and SOI
buried oxides dominates device degradation in ionizing
radiation environments. As will be discussed below, radi-
ation-induced charge buildup in oxides rapidly decreases
with oxide thickness, making standard thermal gate
oxides of advanced technologies very hard to ionizing
radiation.

There is still some controversy over the details for the
mechanisms for radiation-induced charge buildup in ox-
ides, especially in nontraditional oxides such as the base
oxides of bipolar devices, which can lead to enhanced low-
dose-rate sensitivity (ELDRS) effects in bipolar devices.
Nevertheless, identification of the general mechanisms for
radiation-induced charge buildup in oxides has been vital
for the development of reliable qualification test guide-
lines for MOS devices. The development of reliable
qualification test guidelines is still an active area of in-
vestigation and continues to benefit from improvements in
our knowledge of the mechanisms for radiation effects.

In this section, we review the mechanisms for radia-
tion-induced charge buildup in MOS oxides. The effects of
charge buildup in gate, field, and SOI buried oxides on IC
performance are described. Mechanisms for the time-de-
pendent buildup and neutralization of radiation-induced
charge leading to different failure levels and mechanisms
in different radiation environments are highlighted. Tech-
niques for reducing radiation-induced charge (device
hardening) are also discussed.

3.1. Basic Mechanisms: Gate Oxides

As a MOS oxide is exposed to high-energy ionizing radi-
ation, electron–hole pairs will be created uniformly
throughout the oxide. The carriers generated by ionizing
irradiation induce buildup of charge in the oxide, which
leads to device degradation. Figure 17 [103] is a schematic
band diagram of a MOS capacitor under positive gate bias
and depicts the mechanisms by which ionizing irradiation
induces charge buildup in an oxide. Under a positively
applied bias as shown in Fig. 17, unrecombined radiation-
generated holes will transport to the Si/SiO2 interface. A
fraction of these holes will be trapped near the interface,
creating a positive oxide-trapped charge. As a result of the
hole transport and trapping process, hydrogen is liberated
in the oxide which can drift to the Si/SiO2 interface to form
interface traps. The total threshold voltage shift DVth for a
transistor is given by the sum of the threshold voltage
shifts due to interface trap and oxide-trapped charge.
Therefore

DVth¼DVotþDVit ð6Þ

where DVot and DVit are the threshold voltage shift due to
oxide-trapped and interface trap charge, respectively. The
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mechanisms for these charge components are now dis-
cussed in detail.

3.1.1. Charge Yield. If an electric field exists across the
oxide of an MOS transistor, once released, electrons in the
conduction band and holes in the valence band will im-
mediately begin to transport in opposite directions. Elec-
trons are extremely mobile in silicon dioxide and are
normally swept out of silicon dioxide in picoseconds
[104,105]. However, even before the electrons can leave
the oxide, some fraction of the electrons will recombine
with holes in the oxide valence band. This is referred to as
initial recombination. The fraction of holes that do not re-
combine is referred to as the charge yield. The amount of
initial recombination is highly dependent on the electric
field in the oxide and the energy and type of incident par-
ticle [103,106]. In general, strongly ionizing particles form
dense columns of charge where the recombination rate is
relatively high. On the other hand, weakly ionizing par-
ticles generate relatively isolated charge pairs, and the
recombination rate is lower [103].

3.1.2. Oxide-Trapped Charge. Under positive bias,
holes that escape initial recombination will transport to-
ward the Si/SiO2 interface at a rate much slower than
electrons. Holes are believed to transport through the
Si/SiO2 by polaron hopping through localized states in
the oxide [107,108]. The time that it takes holes to hop
through the oxide is dependent on temperature, electric
field, and oxide thickness [107–110].

As the holes reach the vicinity of the Si/SiO2 interface,
some fraction of the holes will become trapped in the oxide
near the Si/SiO2 interface. This trapped charge results in
a positive-charge buildup in the oxide and is referred to as
oxide-trapped charge. The positive charge buildup causes
a negative oxide-trapped charge threshold-voltage shift
that can be calculated from

DVot¼ �
1

Coxtox

Z tox

0

rðxÞ x dx ð7Þ

where Cox is the oxide capacitance, tox is the oxide thick-
ness, and r(x) is the spatial distribution of the net charged
oxide traps in the oxide. For standard thermal oxides,
most of the trapped holes are located close to the Si/SiO2

interfaces [111]. For SOI buried oxides and other specially
processed oxides, hole traps are often distributed through-
out the bulk of the oxide [112–116].

The microscopic nature of several oxide trap point de-
fects in thermally grown oxides has been identified by
electron paramagnetic resonance experiments [117,118].
The most important of these is called the E0 center. At
least nine variations of the E0 center have been detected.
Most E0 centers are characterized by an unpaired electron
highly localized on a silicon atom bonded to three oxygen
atoms. The chemical notation for the generic E0 center is
given by mSi�O3 or �Si�O3.

Once holes are trapped, they can be neutralized by
electron tunneling from the silicon [119–122] and by the
thermal emission of electrons from the oxide valence band
[120,123–125]. In addition to the neutralization of oxide
traps by electron tunneling or thermal emission, oxide
trap charge also can be compensated as electrons are
trapped at electron trap sites associated with the trapped
holes. Oxide-trapped charge neutralization can occur over
very long periods of time, from seconds to years. In some
cases, the rate of oxide-trapped charge neutralization can
be relatively large, whereas, for some technologies little or
no oxide-trapped charge neutralization has been observed.
The rate of neutralization by thermal emission of elec-
trons is dependent on temperature. The rate of neutral-
ization by electron tunneling is dependent on the spatial
distance of the oxide traps from the Si/SiO2 interface
and the electric field in the oxide. For neutralization
to occur by electron tunneling, the traps must be located
very close to the Si/SiO2 interface. Therefore, the rate
of oxide-trapped charge neutralization is highly depen-
dent on the spatial and energy distribution of traps in
the oxide.

Combining the effects of hole trapping and neutraliza-
tion, we note that the amount of oxide trapped charge
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Figure 17. Schematic band diagram of a MOS ca-
pacitor under positive bias illustrating the mecha-
nisms for radiation-induced charge buildup.
Positive oxide-trapped charge occurs as holes are
trapped in the oxide, and interface trap buildup re-
sults from the release of hydrogen during the hole
transport and trapping process [103].
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and its associated threshold voltage shift (DVot) are
time-dependent. For short times after a pulse of irradia-
tion, little neutralization of trapped charge occurs and the
magnitude of DVot can be very large. Long times after a
pulse of irradiation, considerably more neutralization can
occur and the magnitude of DVot may be small. Similarly,
for devices exposed to ionizing irradiation in space, where
the dose rate is very low, neutralization of oxide-trapped
charge can occur constantly during irradiation and DVot

may always be small. The time dependence for trapped-
hole neutralization at room temperature is illustrated in
Fig. 18 [126] where the voltage shift due to oxide trap
charge DVot is plotted versus time for hardened n-channel
polysilicon gate transistors irradiated to 100 krad(SiO2) at
dose rates from 6� 109 to 0.05 rad(SiO2)/s and then an-
nealed at room temperature. The bias during irradiation
and anneal was 6 V, and the gate oxide thickness of
the transistors was 60 nm. The largest voltage shift
(B–1.45 V) was for short times after the highest-dose-
rate irradiation. For the lowest-dose-rate irradiation
[0.05 rad(SiO2)/s], the maximum voltage shift was approx-
imately –0.4 V and occurred after irradiating transistors to
100 krad(SiO2). During anneal, the decrease in DVot

follows a logarithmic time dependence. Note that at
each dose rate, DVot falls on the same straight line.
Thus, the rate at which DVot is neutralized is dose-rate-
independent.

The fraction of holes that is trapped and the rate of
neutralization are dependent on processing conditions.
The percent of trapped holes can vary from a few percent
for specially processed hardened oxides to 100% for com-
mercial oxides. One processing step that can significantly
affect the amount of radiation-induced oxide-trapped
charge is the temperature of processing steps after gate
oxide deposition [127]. Figure 19 illustrates the effect of
anneal temperature on oxide-trapped charge buildup.
Plotted is DVot versus anneal temperature for polysilicon
gate capacitors with an oxide thickness of 46 nm irradiat-
ed to 1 Mrad(SiO2). DVot was measured shortly after irra-
diation. For temperatures above 8501C, increasing anneal
temperature results in a large increase in DVot. The large
increase in DVot with increasing temperature is due to the
outdiffusion of oxygen from the oxide during the anneal,
creating oxide traps [128].

3.1.3. Interface Traps. As holes are trapped near the
Si/SiO2 interface and as holes transport to the interface, H
þ ions are released in the oxide. Under a positive bias as
shown in Fig. 17, these hydrogen ions can drift to the Si/
SiO2 interface. Once the Hþ ions reach the interface, they
can react to form interface traps [129–135]. Density func-
tional theory calculations [136–138] suggest that interface
traps are created by the direct interaction of protons at the
Si/SiO2 interface via the simple reaction

Hþ þH � Si � Si! H2þ .Siþ � Si; ð8Þ

where þH � Si � Si denotes a silicon atom bonded to
one hydrogen atom and backbonded to three silicon atoms
and .Siþ � Si denotes a silicon ion with a dangling bond
(interface trap). With a positively applied bias, the posi-
tively charged trivalent interface trap .Siþ � Si will be
rapidly transformed to a negatively charged site as it cap-
tures electrons from the silicon inversion layer [136]. The
microscopic structure of the radiation-induced interface
trap has been identified by electron paramagnetic reso-
nance measurements as the Pb center [118]. A Pb center is
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a trivalent silicon defect site similar to the E0 center
except that the Pb center is backbonded by three silicon
atoms.

The magnitude of interface-trap buildup depends on
the amount of hydrogen used in ambient gases for anneals
and oxidations following gate deposition [139]. Figure 20
is a plot of threshold voltage shift due to interface traps
DVit for capacitors fabricated using anneals in ambients
containing varying amounts of hydrogen. The capacitors
fabricated using process A were processed using the least
amount of hydrogen and the capacitors fabricated using
process C were fabricated using the greatest amount of
hydrogen. The capacitors had an oxide thickness of
101 nm and were irradiated to 100 krad(SiO2). The capac-
itors fabricated using the greatest amount of hydrogen
resulted in the largest radiation-induced interface trap
charge voltage shifts.

Interface traps at the Si/SiO2 interface are amphoteric
and can act as either donor or acceptor traps. Traps in the
upper half of the bandgap typically act as acceptors; thus,
if the Fermi-level at the interface is above the trap energy
level, the trap accepts an electron from the silicon and is
negatively charged. Acceptor traps are most important for
n-channel transistors. Thus, for n-channel transistors, in-
terface traps are predominantly negatively charged. In-
terface traps in the lower half of the bandgap typically act
as donors; that is, if the Fermi level at the interface is be-
low the trap energy level, the trap donates an electron to
the silicon, and is positively charged. Donor interface
traps are most important for p-channel transistors.
Thus, for p-channel transistors, interface traps are pre-
dominantly positively charged. If the Fermi level is near
midgap, acceptor traps in the upper half of the bandgap
will be empty, donor traps in the lower half of the bandgap
will be filled, and the net interface trap charge will be
close to zero. Because interface traps are located at the

Si/SiO2 interface, they can rapidly respond to changes in
applied bias.

The voltage shift due to interface trap charge is
given by

DVit¼
�qNit

Cox
ð9Þ

where q is the charge of an electron and Nit is the number
of charged interface traps. Because interface traps for n-
channel transistors are predominantly negatively
charged, DVit will be positive for n-channel transistors.
Similarly, interface traps for p-channel transistors are
predominantly positively charged and DVit will be nega-
tive for p-channel transistors.

The rate of buildup of interface trap charge depends on
the kinetics of hydrogen transport and interaction in the
oxide and at the interface. This causes the buildup of in-
terface traps to occur over long periods of time (compared
to that of oxide-trapped charge buildup). The saturation of
interface trap buildup can take thousands of seconds to
occur. Figure 21 indicates the slow buildup of interface
traps following pulses of ionizing irradiation [135]. Plotted
is the radiation-induced increase in the density of inter-
face traps DDit for capacitors irradiated to 75 krad(Si) us-
ing a 10-MeV electron linear accelerator (LINAC) at dose
rates from 1.3� 107 to 1.4� 109 rad(Si)/s. Capacitors were
irradiated using short 10-ms pulses with a repetition rate
of 4 Hz. The dose rate is determined from the total dose
divided by the total irradiation time. At the highest dose
rate, the buildup follows an approximate linear-with-log
time response from 3 to 3000 s. Interface trap buildup does
not begin to saturate until more than 105 s after irradia-
tion. Unlike oxide-trapped charge, interface traps do not
undergo neutralization or anneal at room temperature.
Thus, the maximum amount of interface trap buildup will
occur after interface trap buildup has saturated, specifi-
cally, 4105 s for these capacitors. Some interface trap an-
nealing at 1001C has been reported by several workers
[140–142]. However, higher temperatures are normally
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required to observe significant interface trap annealing
[143,144].

In addition to causing a change in threshold voltage, a
buildup of radiation-induced interface traps also can cause
a decrease in carrier mobility. The degradation in carrier
mobility m with interface trap charge buildup follows the
general relationship [145]

m¼
m0

1þ aDNit
ð10Þ

where m0 is the preirradiation mobility and a is a constant.
This equation is valid under most conditions, except for
short times (o0.1 s) after a pulse of irradiation [146]. At
short times after irradiation (B0.01 s), there can be a sig-
nificant concentration of oxide-trapped charge close to the
Si/SiO2 interface, which can affect, and in some cases
dominate, the degradation in mobility. As electrons
tunnel from the silicon into the oxide, neutralizing
oxide charge close to the interface, the importance of
charged hole traps on mobility becomes decreasingly
important.

3.1.4. Border Traps. Some oxide traps can be located
close enough to the interface that they can exchange
charge with the silicon on the time frames of an electrical
measurement. These oxide traps will act electrically like
interface traps, but are in fact, oxide traps. Oxide traps
close to the interface that act electrically like interface
traps are called border traps [147]. For an oxide trap to
behave like a border trap, it must be within B3 nm of the
Si/SiO2 or gate/SiO2 interface [103,147]. Note that all
oxide traps are likely to act as border traps for oxide
thickness less than 6 nm (gate oxides of advanced IC tech-
nologies).

3.1.5. Effect of Oxide Thickness. A key process condition
that has a very large effect on gate oxide hardness is oxide
thickness. Fortunately, as the thickness of the gate oxide
decreases, radiation hardness improves. The threshold
voltage shifts due to oxide-trapped charge and interface
trap charge decrease with slightly less than a tox

2 thickness
dependence (tox

1.5 to tox
1.8). Because of the improvement in

hardness with decreasing thickness, gate oxides in ad-
vanced commercial technologies can be extremely radia-
tion-hard. The basic mechanisms of radiation effects for
ultrathin oxides are different from those for moderately
thick gate oxides. Ultrathin oxides are those in which ox-
ide trap charge can be neutralized by electrons tunneling
from either the gate or the Si/SiO2 interface. Because a
relatively higher number of the oxide traps will be acces-
sible to electron tunneling, there will also be a relatively
higher number of oxide traps that can act as border traps
[147]. In fact, for very thin oxides (o6 nm), there may be
no ‘‘bulklike’’ traps, and all traps in the oxide have the
potential to function as border traps. Thus, for ultrathin
oxides, it is possible to have no net positive radiation-in-
duced oxide trap charge, and all traps may function elec-
trically like interface traps (either true interface traps or
border traps).

3.1.6. Alternate Gate Dielectrics. Silicon dioxide has
been the primary gate insulator since MOS ICs were first
developed. To achieve the drive currents required by ad-
vances in IC technology, SiO2 gates are becoming extreme-
ly thin. They will soon reach a point where electron
tunneling will cause prohibitively large increases in pow-
er consumption. To circumvent this problem, alternate
gate dielectrics with high dielectric constants (also re-
ferred to as ‘‘high-k’’ dielectrics) are being explored. With a
high-dielectric-constant gate material a much thicker di-
electric can be used to obtain the equivalent capacitance of
much thinner SiO2 gates. For these thicker high dielectric
constant insulators, electron tunneling is reduced and ox-
ide trap charge may be more significant.

At the present time, there is extremely little informa-
tion on the radiation hardness of the dielectrics under
consideration for replacing SiO2. Because the dielectric
gates will be physically thicker and deposited or grown
using different techniques, it is possible that these dielec-
trics could trap significantly more charge than thinner
thermally grown SiO2 gates. As a result, the radiation-in-
duced charge trapping in the gate insulator may once
again affect IC radiation hardness. Two alternate dielec-
trics that have been explored are hafnium oxide, HfO2

[148] and stacked Al2O3 and oxynitride gate dielectrics
[149]. The hole-trapping efficiency for HfO2 gate dielec-
trics has been determined to be around B28%, which is
much larger than that for high-quality gate oxides. For
stacked Al2O3 and oxynitride gate dielectrics, the oxide-
trapped charge voltage shift has been shown to have ap-
proximately a tox

4 thickness dependence and is somewhat
larger than that for high-quality gate oxides, and there is
negligible interface trap buildup [149]. For gate insulator
thicknesses of interest to advanced IC technologies, the
threshold voltage shifts in these dielectrics should not be a
major concern.

Another alternative dielectric that has been explored is
reoxidized nitrided oxides (RNOs) [150–155]. Nitrided ox-
ides can be fabricated by several different methods. One of
the most straightforward methods is to anneal a thermal
oxide in an ammonia (NH3) ambient. An ammonia anneal
results in a large concentration of nitrogen throughout the
dielectric with peak concentrations at both interfaces. The
primary difference between thermal and RNO dielectrics
in ionizing radiation environments is the nearly total lack
of interface trap buildup for RNO dielectrics [156]. Thick
gate insulator RNO dielectrics (37 nm) have been fabri-
cated in which there is no measurable interface trap build-
up for transistors irradiated to total doses in excess of
50 Mrad(Si) [156]. This makes RNO gates attractive for
space applications. The amount of oxide-trapped charge
buildup in RNO dielectrics has also been shown to be less
than that for comparable thermal oxides [156].

3.1.7. Total Threshold Voltage Shift. For a n-channel
transistor, DVit is positive and DVot is negative. Therefore,
DVit and DVot compensate each other as seen in Eq. (6).
Because the timescales for DVit buildup and DVot buildup
and neutralization are different, the amount of compen-
sation, and hence, DVth, is time-dependent. For short
times after a pulse of irradiation, DVot will dominate the
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threshold voltage shift and DVth will be large and nega-
tive. For long times after a pulse of irradiation or for low-
dose-rate exposures (e.g., space), DVit may dominate the
threshold voltage shift and DVth may be large and positive.
For p-channel transistors both DVot and DVit are negative,
they add together, and the radiation-induced threshold
voltage shift is always negative. Figure 22 illustrates the
change in DVth with time (dose rate) for n-channel tran-
sistors [157,158]. Plotted is DVth versus dose rate for tran-
sistors irradiated to 1 Mrad(Si). For low-dose-rate
exposures (long times), interface trap buildup dominates
and DVth is large and positive. For higher dose rate expo-
sures (shorter times), oxide-trapped charge dominates and
DVth is large and negative.

As illustrated in Figure 22, the radiation-induced
threshold voltage shift for n-channel transistors can be
either positive or negative. As the radiation dose is in-
creased, the magnitude of the threshold voltage shift will
increase negatively. This will result in a dramatic increase
in the OFF-state leakage current (drain-to-source current
IDS measured at zero gate-to-source voltage VGS) of indi-
vidual transistors and a large increase in the static power
supply current IDD of an IC. If the increase in IDD is high
enough, functional failure can occur [159].

At low dose rates, the threshold voltage can be domi-
nated by interface-trap charge. If this is the case, the
threshold voltage can be large and positive. (Oxide-
trapped charge can dominate the electrical response
even at low dose rates for some technologies [160].) A
large positive threshold voltage shift will decrease tran-
sistor drive. Coupled with a decrease in carrier mobility
caused by the increase in number of charged interface

traps, the decrease in transistor drive will cause a degra-
dation in IC timing parameters and potentially cause IC
functional failure.

Neutralization of oxide-trapped charge and the buildup
of interface trap charge with time will also affect IC elec-
trical performance with time. Short times after a pulse of
radiation, the magnitude of the threshold voltage shift of a
n-channel transistor will be at its maximum value, caus-
ing the largest increase in IDS and concomitantly the static
power current of an IC (IDD) will be at its maximum value.
The threshold voltage will shift positively as oxide-
trapped charge is neutralized. This will cause a decrease
in IDS at VGS¼ 0 V. Thus, an IC that fails IDD specifications
shortly after a pulse of irradiation may pass IDD specifi-
cations at longer times. However, as oxide-trapped charge
continues to be neutralized (either at long times after a
pulse of irradiation or during low-dose-rate exposure) and
interface traps continue to build up, at some point tran-
sistor response may begin to be dominated by interface
trap charge and ICs may begin to fail as a result of timing
related issues. The change in n-channel transistor thresh-
old voltage from negative to positive with time after irra-
diation is often referred to as the rebound effect [161]. To
summarize, initially after a pulse of irradiation ICs may
fail as a result of high leakage currents, moderate times
after irradiation (or for moderate dose rate exposures) ICs
may pass all specifications, and long times after irradia-
tion (or for low-dose-rate exposures) ICs may fail because
of timing related issues. The change in IC parametric and
functional behavior with time makes it difficult to predict
or assess IC failure in low-dose-rate satellite environ-
ments from moderate dose rate laboratory measurements.

3.2. Field Oxides

Even though the radiation hardness of commercial gate
oxides may improve as the IC industry tends toward ul-
trathin oxides, field oxides of advanced commercial tech-
nologies will still be relatively thick and can be very soft to
ionizing radiation. A relatively small dose in a field oxide
[B10 krad(Si) for many commercial devices] can induce
sufficient charge trapping to cause field-oxide-induced IC
failure. As such, radiation-induced charge buildup in field
oxides is the main cause of IC failure in many advanced
commercial technologies.

Field oxides are much thicker than gate oxides. Typical
field oxide thicknesses are in the range of 100–1000 nm.
Unlike gate oxides, which are routinely grown by thermal
oxidation, field oxides are produced using a wide variety of
deposition techniques. The trapping properties in field ox-
ides may be poorly controlled and can be considerably dif-
ferent from those for a gate oxide.

Two common types of field oxide isolation used today
are local oxidation of silicon (LOCOS) and shallow-trench
isolation (STI). LOCOS isolation has been used for many
years. More recently, commercial IC suppliers have re-
placed LOCOS isolation with STI for advanced submicron
technologies. Figure 23a [162] shows the cross section of
an n-channel transistor with LOCOS isolation illustrating
positive charge buildup in the bird’s beak regions. Similar
charge buildup will occur for STI as illustrated in Fig. 23b
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[162]. As positive radiation-induced charge builds up in
the field oxide overlying a p-type surface, it can invert the
surface forming an n-type region underneath the field ox-
ide. As the surface inverts, conducting paths can be gen-
erated that will greatly increase the leakage current. One
leakage path occurs at the edge of the gate oxide transistor
between the source and drain. Another leakage path could
occur between the n-type source and drain regions of a
transistor and the n well of adjacent p-channel transis-
tors. These two leakage paths will cause an increase
static power supply current of an IC. Because radiation-
induced charge buildup in field oxides is predominantly
positive, its effect is usually most important for n-channel
transistors.

The field oxide forms a parasitic field oxide transistor in
parallel with the gate oxide transistor. For example, at the
edges of the gate transistor the gate polysilicon extends
over the field oxide region as shown in Fig. 23. The par-
asitic field oxide transistor consists of the gate polysilicon,
a portion of the field oxide, and the source and drain of the
gate transistor. The effect of the excess leakage current
from a parasitic field oxide transistor on the gate oxide
transistor is illustrated in Fig. 24 [163]. Plotted in Fig. 24
are the drain-to-source leakage current versus gate-to-
source voltage curves for an n-channel gate oxide transis-
tor with (combined curve) and without field oxide leakage
and for a parasitic field oxide transistor. Because of the
large thickness of the field oxide, the preirradiation
threshold voltage of the parasitic field oxide transistor is
relatively large, but as positive radiation-induced charge
builds up in the field oxide, it can cause a very large neg-
ative threshold voltage shift of the parasitic field oxide
transistor. If the threshold voltage shift of the parasitic
field oxide transistor is large enough (as depicted in

Fig. 24), it will cause an OFF-state leakage current (gate
voltage at zero volts) to flow, which can significantly add to
the drain-to-source current of the gate oxide transistor.
Hence, the field-oxide leakage prevents the gate oxide
transistor from being completely turned off. This will
greatly add to the static supply leakage current of an IC
and might cause functional failure.

The amount of field oxide leakage depends greatly on IC
process and topography. For example, for STI the topogra-
phy of the shallow-trench and process conditions inherent-
ly lead to variations in the trench sidewall insulator
thickness between the silicon trench and overlying con-
ductors (e.g., polysilicon). This is especially pronounced at
the top corner of the trench. At the top corner, the shallow
insulator thickness can result in very high fields across the
insulator. These high fields in trench corner regions have
been shown to severely limit the radiation hardness [162].
As the magnitude of the electric field across the trench
corner increases, the magnitude of the threshold-voltage
shift of the parasitic field oxide transistor increases [162].

Several methods can be employed to improve the radia-
tion hardness of field oxides. Increasing the doping level un-
derneath the bird’s beak region of LOCOS isolation or along
the sidewall of STI, will increase the preirradiation thresh-
old voltage of the parasitic field oxide transistor and increase
the amount of radiation-induced charge required to invert
the underlying p-type surfaces. For STI, process techniques
that increase the insulator thickness around trench corners
and using nþ pullback regions have been successfully used
to improve the radiation hardness of STI ICs [162].

3.3. SOI Buried Oxides

The total-dose hardness of an SOI transistor depends on
the radiation hardness of three oxides: (1) gate, (2) field
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oxide or sidewall isolation, and (3) buried oxide. The mech-
anisms for the radiation-induced degradation of the gate
oxide of a MOS/SOI transistor are identical to the mech-
anisms for the gate oxide of a MOS transistor fabricated
on a bulk silicon substrate as discussed above. Most
present-day SOI circuits use LOCOS or STI for transistor
isolation. The radiation hardness of these oxides was dis-
cussed above. Some mesa-isolated SOI technologies in-
clude sidewall oxides. A sidewall oxide exists as the gate
oxide extends over the edges of the silicon island and
forms a parasitic transistor in parallel with the top tran-
sistor. In some cases, the sidewall oxide is less radiation-
tolerant than the top oxide and can greatly increase the
transistor leakage current. The sidewall-oxide-induced
leakage forms a shoulder in the MOS transistor I/V curve
and is similar to that caused by a parasitic field oxide
transistor for a bulk silicon MOS transistor (see Fig. 24).
Sidewall leakage can be eliminated by proper processing
of the sidewalls [164–167]. For example, heavily doping
the sidewall by selective implantation can be used to in-
crease the threshold voltage of the parasitic sidewall tran-
sistor, reducing its importance to the radiation response
[164,165].

The biggest difference between the total-dose response
of SOI and bulk silicon technologies is radiation-induced
charge buildup in the buried oxide of SOI transistors. As
SOI buried oxides are exposed to ionizing radiation, radi-
ation-induced charge will become trapped in the buried
oxide. This radiation-induced trapped charge is predomi-
nantly positively charged. As illustrated in Fig. 23a, this
charge buildup in the buried oxide can invert the back-
channel interface forming a leakage path between the
source and drain of the top-gate transistor. For simplicity,
the charge buildup as illustrated in Fig. 25a is shown to be
located close to the buried oxide/backchannel interface.
However, in general, charge will be trapped throughout
the buried oxide. Inversion of the backchannel interface
can lead to large increases in leakage current of a partially
depleted transistor. Because the top-gate transistor is elec-
trically coupled to backgate transistor in a fully depleted

transistor, radiation-induced charge buildup in the buried
oxide of a fully depleted transistor will cause a decrease in
the threshold voltage of the top-gate transistor.

A simple method for quantifying the amount of radia-
tion-induced charge buildup in the buried oxide is to mea-
sure the threshold voltage of the backgate transistor. The
backgate transistor consists of the source and drain of the
top-gate transistor, the buried oxide is the gate dielectric,
and the substrate acts as the gate contact. The bias con-
figuration for measuring the backgate I/V characteristics
are shown in Fig. 25b. The bias configuration and mea-
surement conditions are identical to those for measuring
the top-gate I/V characteristics except that the gate bias is
applied to the substrate. Typical I/V curves for the back-
gate transistor are shown in Fig. 26a. The transistors were
irradiated with 60Co gamma rays in the OFF (VGS¼VS¼ 0
V; VDS¼ 5 V) bias condition. As noted in the figure, posi-
tive charge buildup in the buried oxide can cause large
negative shifts in the backgate transistor I/V curves. As
the radiation-induced charge buildup becomes sufficiently
large to cause an increase in the leakage current at zero
backgate bias, the top-gate leakage current will begin to
increase as illustrated in Fig. 26b. This leakage current
resulting from radiation-induced charge buildup in the
buried oxide will prevent the top gate from being com-
pletely turned off. If it is large enough, it can cause para-
metric and potentially functional failure.

The radiation response of buried oxides has been found
to be highly dependent on the fabrication process
[168,169]. Two common methods for fabricating SOI sub-
strates are separation by implanted oxygen (SIMOX) and
by wafer bonding. SIMOX substrates are formed by im-
planting a silicon substrate with oxygen ions to very high
fluence levels and then annealing the substrate at very
high temperatures (e.g., 13501C) to form the buried oxide.
Bonded SOI substrates are formed by growing an oxide on
the surface of one wafer and then bonding the wafer to a
second substrate. There are numerous methods for pro-
ducing the thin top silicon layer of the SOI substrate.
Common to all bonded wafer processes is a high-temper-
ature bond-strengthening anneal (e.g., 11001C). The high-
temperature anneals used to fabricate SOI substrates
(both SIMOX and bonded) cause oxygen to outdiffuse
from the buried oxide, leaving behind numerous oxide de-
fects. These defects can lead to radiation-induced trapped
charge [170]. It is natural to expect that the high-fluence
implants used to fabricate SIMOX substrates (and some
bonded oxide substrates) may cause numerous implant-
related defects throughout the buried oxide. Previous
work [169,171–174,188–192] has shown that up to 100%
of the radiation-generated holes are trapped in the bulk of
the oxide at deep trap sites close to their point of origin.
Once trapped, some of the holes are slowly neutralized by
electrons by thermal detrapping at room temperature
[169,171–174]. In addition to hole trapping, electrons are
also trapped throughout the bulk of the buried oxide [169].
Most of the trapped electrons are thermally detrapped
within o1 s after a pulse of radiation. After the electrons
are detrapped, the resultant charge is due to a high con-
centration of trapped holes causing large negative thresh-
old-voltage shifts of the buried oxide.
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Figure 25. (a) Cross section of a partially depleted SOI transistor
illustrating radiation-induced charge buildup in the buried oxide
and inversion of the backchannel interface. For simplicity, radi-
ation-induced charge buildup in the buried oxide is depicted as a
sheet of charge close to the backchannel interface, whereas in
general positive charge is trapped throughout the buried oxide.
(b) Bias configuration for measuring the backchannel threshold
voltage. This measurement is useful for quantifying the net
amount of positive charge in the buried oxide.
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Several techniques have been proposed to mitigate the
effects of radiation-induced charge trapping in the buried
oxide on transistor performance. These techniques can be
grouped into two general categories: techniques that re-
duce the amount of net positive radiation-induced trapped
charge and techniques that reduce the effects of radiation-
induced trapped charge on transistor performance. One
technique that has been proposed to reduce the amount of
net radiation-induced positive trapped charge is to im-
plant the oxide with silicon [175,176].

A transistor structure that reduces the effect of radia-
tion-induced charge trapped in the buried oxide on tran-
sistor performance is the body-under-source field-effect
transistor (BUSFET) [177]. The BUSFET is similar to a
standard SOI transistor except that the source penetrates
only partially through the top silicon layer. (If the drain
also penetrates only partially through the top silicon layer,
there could be a large decrease in dose rate and single-
event upset hardness due to additional junction area.) As
radiation-induced charge is trapped in the buried oxide,
the charge will invert the backchannel interface. However,
because the source penetrates only partially through the
buried oxide, the inverted layer cannot form a conducting
path between the source and the drain and no increase in
top-gate transistor leakage current will occur.

3.4. Hardness Assurance Issues

Radiation test guidelines have been written with the in-
tent to ensure device functionality in space environments.
One such guideline in the United States is MIL-STD 883,
Method 1019 [178]. Knowledge of the basic mechanisms of
radiation effects has led to considerable improvements in
the test methods [178,179]. For example, the latest Meth-
od 1019 test guideline consists of a two-part test to ensure
that a device will function within acceptable, bounded
limits during its lifetime. The first part of the test is a
laboratory irradiation at a dose rate between 50 to
300 rad(Si)/s to the specification requirement. As long as
the laboratory dose rate is greater than the expected space
dose rate, this test will ensure that the threshold voltage
shift of gate or field oxide transistors will be more negative
for the laboratory irradiation than in space. Thus, this
part of the test bounds the contribution of oxide trap
charge. The second part of the test is a 1001C, 1-week ‘‘re-
bound’’ test following an additional irradiation to 50% of
the specification requirement. As long as the rebound

anneal does not anneal interface trap charge, this test
will ensure that the threshold-voltage shift will be more
positive than in space, and, thus, provide an effective way
to test for interface-trap-related failures. Two other issues
that can affect the reliability of hardness assurance test-
ing are preirradiation elevated temperature stress effects
and the optimum laboratory radiation source for qualify-
ing devices in space radiation environments.

3.4.1. Preirradiation Elevated Temperature Stress
(Burn-In) Effects. To improve system reliability, devices
are often exposed to elevated temperature anneals (e.g.,
burnin anneal) prior to system assembly. These anneals
increase the cost of devices. To reduce the cost of radiation
characterization, devices used for radiation tests seldom
have been subjected to reliability screens. Thus, devices
used for radiation characterization are rarely exposed to
the same elevated temperature anneals as those used in
space systems.

Shaneyfelt et al. [180,181] showed that preirradiation
elevated temperature stresses (PETSs) can affect device
hardness. Examples of the effects of preirradiation elevat-
ed temperature anneals are illustrated in Fig. 27, which
plots the ‘‘standby’’ power supply leakage current IDD of
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16,000 SRAMs with and without a preirradiation 1501C,
one-week anneal, and irradiated with 10-keV X rays with
a 5-V power supply voltage in a checkerboard pattern
[180]. The ICs were measured in a checkerboard comple-
ment pattern. For the ICs not subjected to a preirradiation
anneal, the maximum IC leakage current is approximate-
ly 3.5 mA and occurs at a total dose of 200 krad(SiO2). For
the ICs subjected to a preirradiation anneal, the maxi-
mum IC leakage current is approximately 45 mA and oc-
curs at a 500 krad(SiO2). The maximum IC leakage
current for the ICs subjected to a preirradiation elevated
temperature stress is more than an order of magnitude
higher than for the ICs not subjected to an elevated tem-
perature stress. Further, after irradiating to a total dose of
500 krad(SiO2), the IC leakage current for the ICs sub-
jected to a preirradiation temperature stress is more than
two orders of magnitude higher than for the ICs not sub-
jected to a preirradiation elevated temperature stress.
Hence, these data show that PETS can significantly affect
IC radiation hardness.

The effect of preirradiation elevated temperature stress-
es on IC radiation response is clearly a concern for hard-
ness assurance testing. Note that when we refer to elevated
temperature stresses, we are not limiting ourselves to those
used for burnin and other reliability tests. High-tempera-
ture process steps used in device packaging, during system
assembly and use, and elsewhere also could have large im-
pacts on IC radiation response [181]. Preirradiation elevat-
ed temperature stresses have been addressed in the U.S.
military test guideline MIL-STD-883, Method 1019. For
each technology, one should determine if the devices are
susceptible to PETS effects. Unless the technology has been
shown not to exhibit PETS effects, radiation characteriza-
tion must be performed on devices subjected to all elevated-
temperature-biased stresses required by reliability qualifi-
cation, packaging, or system requirements. This is espe-
cially true for technologies where IC failure is dominated
by radiation-induced increases in leakage current. Other-
wise, the amount of radiation-induced degradation may be
severely underestimated.

3.4.2. Optimum Laboratory Radiation Sources for Hard-
ness Assurance Testing. In space, electronic devices can be
exposed to high fluences of electrons and protons. In the
laboratory, however, 60Co gamma- and X-ray sources are
more cost-effective for routine evaluation of the radiation
hardness of electronic devices for space environments.
X-ray sources can operate at higher dose rates than most
60Co sources and can be used to irradiate individual die at
the wafer level. Because of these properties, X-ray sources
are often used for process development and control [159].
Cobalt-60 gamma sources are normally used for hardness
assurance testing. For example, the present MIL-STD-
883, Method 1019 test guideline used for qualifying devic-
es for space applications requires devices to be irradiated
using moderate-dose-rate 60Co sources [178]. Some work
has been performed comparing the differences in total dose
degradation for X-ray and 60Co irradiations. In some cases
good correlation between 60Co and X-ray radiation-in-
duced degradation was observed [182]; however, in other
cases large differences were observed [183,184]. These re-

sults indicate that for some technologies, 60Co and X-ray
irradiations may produce considerably different results.

The justification for using 60Co gamma sources for
hardness assurance testing is based primarily on histor-
ical practice rather than on technical grounds. This leads
to an obvious question: For technologies where X-ray and
60Co irradiations cause different amounts of device degra-
dation, which radiation source is best suited for simulat-
ing energetic electrons or protons? Work in 2001 [185]
comparing the radiation-induced response of pMOSFET
dosimeters showed that the radiation-induced response
for high-energy protons (60–200 MeV) was only 65–85% of
the 60Co radiation-induced response. This result raises
concern that 60Co radiation sources may not be the best
radiation source for simulating device response in proton-
rich space environments. In this section, we will concen-
trate on differences between 60Co and low-energy X-ray
radiation sources, the two most popular types of laborato-
ry radiation sources for characterizing the radiation hard-
ness of ICs for space environments.

Figure 28 shows the ratio of the backgate transistor
threshold voltage shift for X-ray and proton irradiations
and the ratio for 60Co gamma and proton irradiations for
transistors irradiated in the 0 V and transmission gate (or
pass gate) (TG) bias configurations [184]. The X-ray and
proton data were taken at a dose rate of 270 rad(SiO2)/s,
and the 60Co gamma data were taken at a dose rate of
50 rad(SiO2)/s. X-ray data taken at 270 and 50 rad(SiO2)/s
showed no noticeable differences in backgate threshold
voltage shift for the different dose rates for devices irra-
diated to total doses up to 500 krad(SiO2). Hence, the fact
that the data were taken at somewhat different dose rates
should not affect the conclusions. Within experimental
uncertainties, the X-ray and proton radiation-induced
backgate threshold voltage shifts are nearly equal for all
total dose levels and bias conditions examined. However,
the ratio of 60Co gamma and proton backgate threshold
shifts varies widely, especially for low total doses. The fact
that there is agreement in the backgate threshold voltage
shifts at high total doses is not surprising. At this point,
the threshold voltage shift is significant and therefore the
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internal field in the oxide is also significant. Thus, a low-
field condition in the oxide is no longer satisfied. Note that
this is due to the size of the threshold voltage shift, not the
total dose. Devices that shift more or less with dose will
therefore reach this point at different dose levels. Thus, for
this proton energy, total dose levels, and devices, X-ray
irradiations much better simulate proton radiation-in-
duced degradation than do 60Co gamma irradiations.
Good correlation between X-ray and proton-radiation-in-
duced degradation has been observed for proton energies
between 20 and 200 MeV and in the radiation-induced de-
gradation of field oxides in bulk silicon technologies [184].
As a result, for SOI and bulk silicon transistors, laboratory
X-ray irradiations may more closely simulate proton-rich
environments such as low-Earth orbits (at least in the en-
ergy range of 20–200 MeV) than do laboratory 60Co gam-
ma irradiations. This contradicts the commonly accepted
tenet that 60Co gamma sources should be used for all
hardness assurance qualification. The better match be-
tween X-ray and proton-radiation-induced damage was
suggested to be a closer match of the initial charge yield
between 10-keV X-rays and protons at low electric fields
[184]. This does not preclude the use of 60Co gamma ra-
diation sources for device qualification in proton-rich en-
vironments. Cobalt 60 gamma radiation sources may
overestimate the total-dose degradation and, therefore,
are a more conservative radiation source.

Because the charge yield for 60Co gamma rays more
closely matches the charge yield for electrons with ener-
gies relevant to the space environment, 60Co gamma
irradiation better simulates the radiation-induced degra-
dation of SOI devices in electron-rich space environments
than does X-ray irradiation [186]. Thus, to simulate total-
dose degradation in electron-rich environments such as
geosynchronous orbits, 60Co gamma sources are probably
still the optimum laboratory radiation source for device
qualification.

4. TOTAL-DOSE IONIZATION EFFECTS: BIPOLAR
AND III–V DEVICES

4.1. Bipolar Devices: Enhanced Low-Dose-Rate Sensitivity

Since the early 1990s, it has been known that some types
of bipolar devices exhibit enhanced low-dose-rate sensi-
tivity (ELDRS) at low electric fields [187–193]. This means
that the amount of total-dose degradation in bipolar tran-
sistors and ICs that is observed at a given total dose is
greater at low dose rates than high dose rates. In general,
the degradation results from the buildup of radiation in-
duced charge in the field oxides used to isolate the base
and emitter contacts and recombination centers that are
created at the Si/SiO2 interface. ELDRS in n-p-n transis-
tors has been attributed primarily to increased positive
oxide trap charge buildup in the isolation oxide overlying
the base–emitter junction [193,194]. This charge enhances
the surface recombination rate in the p-base region. On
the other hand, lateral and substrate p-n-p transistors are
primarily affected by increased interface trap charge
buildup in the thick isolation oxide over the emitter–
base region [192,195]. In most cases, ELDRS effects have

been shown to be more important for lateral or substrate
p-n-p transistors than for n-p-n transistors [190]. In fact,
Johnston and coworkers [190] showed that the relative
damage at low dose rates (o 0.01 rad(SiO2)/s) for junction-
isolated linear processes could be greater than a factor of 2
larger in linear bipolar circuits dominated by p-n-p tran-
sistor response than in those dominated by n-p-n transis-
tor response. A data compendium of bipolar linear circuits
that exhibit ELDRS can be found in Ref. 196.

ELDRS is illustrated in Fig. 29, which is a plot of the
input bias current for LM111 voltage comparators versus
total dose for dose rates of 50, 0.1, and 0.01 rad(SiO2)/s
[197]. The voltage comparators were irradiated with all
pins short-circuited. As observed in Fig. 29, voltage com-
parators irradiated at low dose rates have a much larger
increase in input bias current than voltage comparators
irradiated at high dose rates. This ELDRS effect can cause
failure of ICs in satellite environments not observed in
standard laboratory testing. As such, ELDRS severely
complicates hardness assurance testing for space environ-
ments.

Developing an accelerated hardness assurance test
method to estimate the ‘‘true’’ low-dose-rate effects in bi-
polar devices remains a very challenging issue facing the
radiation effects community [198,199]. Unfortunately,
high-dose-rate irradiation followed by room-temperature
annealing, which can accurately estimate the radiation
response of CMOS devices at low dose rates [200,201],
does not accurately estimate the low-dose-rate response of
many types of bipolar devices [187,191]. In MOS devices
this is referred to as time-dependent effects, not a ‘‘true’’
low-dose-rate effect. Time dependent effects also exist in
bipolar devices and must not be confused with a ‘‘true’’
low-dose-rate effect. This has made it difficult to develop a
quick and accurate total-dose hardness assurance test
method for predicting the radiation response of bipolar
devices with the potential to exhibit ELDRS effects. Cur-
rently, the most promising rapid screen involves the use of
an elevated temperature irradiation at relatively low dose
rates (r1 rad(SiO2)/s) [202,203]. However, the optimum
irradiation temperature for this procedure varies from
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technology to technology [196,203], and does not always
bound the low-dose-rate response, and the required dose
rate is significantly lower than the current dose rate range
[50–300 rad(SiO2)/s] used for qualifying CMOS technolo-
gies. As a result, manufacturers do not have a reliable
laboratory test guideline for timely assessment of the ra-
diation hardness of their bipolar technologies. Neverthe-
less, test procedures have been added to the MIL-STD-
883, Test Method 1019 for testing bipolar linear devices
that require the use of either low dose rate or elevated-
temperature irradiations [204].

On a positive note, researchers have shown that final
chip passivation layers can have a major impact on the
total-dose hardness of bipolar linear technologies [205]. It
is found that devices fabricated without passivation layers
do not exhibit ELDRS or preirradiation elevated temper-
ature stress (PETS) sensitivity, while devices from the
same production lot fabricated with either oxide/nitride or
doped-glass passivation layers are sensitive to ELDRS
and PETS. It was also shown that removing the passivat-
ion layers on devices that exhibit ELDRS could mitigate
ELDRS and PETS effects. While this is obviously not a
practical solution to the ELDRS and PETS problems for
ICs to be used in space systems, it does appear to indicate
that ELDRS and PETS effects are probably not intrinsic to
many bipolar process technologies prior to deposition of
the final passivation layer. In addition, ELDRS and PETS
effects do not appear to be inherently related to circuit
design or layout, but are related to mechanical stress ef-
fects, hydrogen in the device, or a combination of the two.
It appears that mechanical stress induced by the passi-
vation layers might play a critical role in determining the
radiation response of bipolar linear ICs. Passivation layers
can easily alter mechanical stress in the die. The intro-
duction of thermal cycles and moisture after fabrication
has been shown to further impact the film stress
[206,207]. These two facts are consistent with both chang-
es in radiation response between unpassivated and pass-
ivated devices at high dose rates, and the observation of
PETS sensitivity in passivated devices. These results sug-
gest that proper engineering of the final chip passivation
layer might eliminate ELDRS and PETS effects in bipolar
integrated circuits.

4.2. III–V Devices

These devices are inherently hard to ionizing irradiation.
Previous works have shown that GaAs devices can be ir-
radiated with gamma rays to levels in excess of 100 Mrad-
(GaAs) without significant degradation [208,209]. III–V
devices have also been shown to very hard to proton irra-
diation [210]. Protons interact through ionization effects
and can cause displacement damage. Displacement dam-
age can reduce the lifetime of minority carriers and can
cause carrier removal. Because GaAs devices are predom-
inantly majority-carrier devices, and the channel regions
have relatively high dopant concentrations, neither of
these mechanisms cause significant degradation of GaAs
devices.

5. SUMMARY AND CONCLUSIONS

The harsh environment of space and manmade systems
can cause significant degradation to electronics, which can
lead to system failure. The types of degradation range
from permanent failure due to total-dose ionizing irradi-
ation and single-event hard errors to temporary loss of
information due to single-event upsets. The mechanisms
for degradation and failure levels are dependent on many
factors, including device type, system design and applica-
tion, and radiation environment.

As IC technologies continue to advance, they are be-
coming more susceptible to terrestrial-radiation-induced
effects. Terrestrial irradiation can cause single-event up-
sets in advanced IC technologies, reducing IC reliability.
Methods for hardening ICs to singe-event effects have
been known for a long time. However, most of these tech-
niques require the implementation of circuit and/or device
changes that degrade IC electrical performance and/or
yield and are not suitable for high-performance commer-
cial devices. Thus, new techniques or other IC technolo-
gies (e.g., SOI) will be required to reduce the effects of
terrestrial irradiation on IC reliability.

IC response to ionizing radiation has a complex time
dependence. The time dependence of oxide-trapped charge
buildup and neutralization and the buildup of interface
traps makes it difficult to ensure device hardness in space
environments based on laboratory measurements. Con-
siderable work has been performed to improve radiation
hardness assurance test guidelines, and test guidelines
are now available that take into account time-dependent
radiation-induced charge buildup. Still, more work needs
to be performed to better understand the mechanisms for
charge buildup and device degradation to further improve
hardness assurance test guidelines, especially for device
types that may exhibit nonstandard MOS radiation-in-
duced behavior (e.g., bipolar devices).
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With the nuclear age came a need to monitor radiation
levels for the protection of workers and the population,
and monitoring instruments to fill this need were first de-
veloped for projects in government and university labora-
tories.

Early radiation monitors built in the 1950s were based
on vacuum-tube electronics, which were then modified to
use industrialized components that would withstand the
environment of nuclear power plants. The cumbersome
vacuum-tube instruments generated a lot of heat and re-
quired large, forced-air-cooled cabinets for housing read-
outs in the reactor control room.

During the late 1950s and early 1960s, vacuum tube–
based electronics were replaced with transistor-based,

solid-state electronics that reduced the required space
for the control-room instruments. Each radiation detector
had its own channel of electronics, including signal-con-
ditioning circuitry, control-room readout, and associated
power supplies. For a typical channel, the detector with a
small amount of signal-conditioning electronics was locat-
ed at the point of detection and the balance of the channel
was mounted in or near the reactor control room. These
analog-based, radiation-monitoring systems required a
separate indicating system for each detection channel in
the control room, and they had separate signal, high-volt-
age, low-voltage, and control-logic cables for each channel
between the control room and the detector. This resulted
in miles of multiconductor and shielded cabling in a typ-
ical plant to provide the required radiation indication at
the control room.

In the late 1970s and early 1980s distributed micro-
processors were developed, replacing the early analog sys-
tems with digital logic. These new microprocessor-based
monitoring systems replaced the miles of multiconductor
cables with single twisted-pair cables in a loop or star in-
terconnecting configuration and replaced analog indicat-
ing instruments with a computer display.

Radiation is always around us and we are constantly
being bombarded by radiation of subatomic particles and
electromagnetic rays. Sources of the radiation from above
us include our sun and solar system as well as the rest of
the vast universe of space; and sources of radiation sur-
rounding us include the soil and rocks in the earth and
plants, animals, and people that are near us, as well as
materials derived from those. Radiation includes both ion-
izing radiation in the form of X rays, gamma rays, alpha
particles, beta particles, neutrons, protons, cosmic rays,
and so on, and nonionizing radiation in the form of the
lower-energy portion of the electromagnetic spectrum, in-
cluding electrical power in our homes, radio and video
waves broadcast via cable or transmitted by air, visible
light, and infrared energy emitted by bodies according to
their temperature.

Radiation monitoring is concerned with measuring and
monitoring ionizing radiation. Little is known about the
harmful effects of ionizing radiation at levels that are typ-
ically encountered in our environment (natural back-
ground levels). Effects of high doses of ionizing radiation
have been documented as result of such incidents as the
atomic bombs dropped on Japan, the atomic accident at
Chernobyl, and observation of the effects of therapeutic
uses of radiation. It is generally assumed that all radiation
is harmful and that people should receive the minimum
radiation exposure for what needs to be accomplished.
Naturally occurring radiation at historically typical back-
ground levels serves as the reference from which allow-
able additional radiation-exposure limits are set. Medical
diagnostic radiation is the primary source of increased
radiation over background for most people.

Radiation dose levels that cause death immediately or
within a few weeks are well established. Radiation in-
duced malignant tumors have been noted since the earli-
est use of X rays and other forms of ionizing radiation.
Hypothetical increased risks forecasts for low-level radia-
tion doses are based on linear or quadratic extrapolation of
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With the nuclear age came a need to monitor radiation
levels for the protection of workers and the population,
and monitoring instruments to fill this need were first de-
veloped for projects in government and university labora-
tories.

Early radiation monitors built in the 1950s were based
on vacuum-tube electronics, which were then modified to
use industrialized components that would withstand the
environment of nuclear power plants. The cumbersome
vacuum-tube instruments generated a lot of heat and re-
quired large, forced-air-cooled cabinets for housing read-
outs in the reactor control room.

During the late 1950s and early 1960s, vacuum tube–
based electronics were replaced with transistor-based,

solid-state electronics that reduced the required space
for the control-room instruments. Each radiation detector
had its own channel of electronics, including signal-con-
ditioning circuitry, control-room readout, and associated
power supplies. For a typical channel, the detector with a
small amount of signal-conditioning electronics was locat-
ed at the point of detection and the balance of the channel
was mounted in or near the reactor control room. These
analog-based, radiation-monitoring systems required a
separate indicating system for each detection channel in
the control room, and they had separate signal, high-volt-
age, low-voltage, and control-logic cables for each channel
between the control room and the detector. This resulted
in miles of multiconductor and shielded cabling in a typ-
ical plant to provide the required radiation indication at
the control room.

In the late 1970s and early 1980s distributed micro-
processors were developed, replacing the early analog sys-
tems with digital logic. These new microprocessor-based
monitoring systems replaced the miles of multiconductor
cables with single twisted-pair cables in a loop or star in-
terconnecting configuration and replaced analog indicat-
ing instruments with a computer display.

Radiation is always around us and we are constantly
being bombarded by radiation of subatomic particles and
electromagnetic rays. Sources of the radiation from above
us include our sun and solar system as well as the rest of
the vast universe of space; and sources of radiation sur-
rounding us include the soil and rocks in the earth and
plants, animals, and people that are near us, as well as
materials derived from those. Radiation includes both ion-
izing radiation in the form of X rays, gamma rays, alpha
particles, beta particles, neutrons, protons, cosmic rays,
and so on, and nonionizing radiation in the form of the
lower-energy portion of the electromagnetic spectrum, in-
cluding electrical power in our homes, radio and video
waves broadcast via cable or transmitted by air, visible
light, and infrared energy emitted by bodies according to
their temperature.

Radiation monitoring is concerned with measuring and
monitoring ionizing radiation. Little is known about the
harmful effects of ionizing radiation at levels that are typ-
ically encountered in our environment (natural back-
ground levels). Effects of high doses of ionizing radiation
have been documented as result of such incidents as the
atomic bombs dropped on Japan, the atomic accident at
Chernobyl, and observation of the effects of therapeutic
uses of radiation. It is generally assumed that all radiation
is harmful and that people should receive the minimum
radiation exposure for what needs to be accomplished.
Naturally occurring radiation at historically typical back-
ground levels serves as the reference from which allow-
able additional radiation-exposure limits are set. Medical
diagnostic radiation is the primary source of increased
radiation over background for most people.

Radiation dose levels that cause death immediately or
within a few weeks are well established. Radiation in-
duced malignant tumors have been noted since the earli-
est use of X rays and other forms of ionizing radiation.
Hypothetical increased risks forecasts for low-level radia-
tion doses are based on linear or quadratic extrapolation of
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limited data where relatively large populations received
very high doses. However, studies have not yet validated
those models, and risk from low-level radiation may be
lower than is generally postulated.

Background radiation levels are different at different
places on Earth, due to elevation, the makeup of the soil,
and related factors. For example, background radiation in
Denver, Colorado is about twice that of San Diego, due
primarily to the higher elevation with less air mass to ab-
sorb radiation from space, such as cosmic rays. People are
typically exposed to higher background radiation in ma-
sonry buildings than in wood structures because of natu-
rally occurring radioactivity in the materials in cement,
brick, or rock. The human body contains radioactivity in
the form of naturally occurring potassium-40, carbon-14,
and other radioactive isotopes. According to current gov-
ernment regulations, if a laboratory animal were injected
with the amount of radioactivity in an average person’s
body, it would be considered radioactive (see Further
Reading list).

Commonly encountered radioactive objects include
glow-in-the-dark radium watch dials made during the
first half of the twentieth century, thorium oxide coated
gas-lamp mantles, smoke detectors containing about 1 mi-
crocurie of americium-241, fluorescent lamp starters con-
taining a minute amount of krypton-85, porcelain tooth
caps colored with metal oxides that contain uranium to
give an improved reflective appearance, radon gas in
tightly built homes over radium-containing soil or rock
and in water supplies, and potassium-containing fertiliz-
ers. Although these may give off ionizing radiation at lev-
els that would require careful accountability in a
laboratory or industrial environment under state or fed-
eral regulations, they are seldom considered hazardous
and are not required to be monitored.

In today’s society there are areas where the use of ion-
izing radiation that must be monitored according to state
or federal government regulations to ensure that radia-
tion does not pose a hazard to personnel or to the envi-
ronment: areas include radiation for instructional use in
schools and universities, medicine, industrial gauging,
sterilization of medical supplies or food, mining and mill-
ing of radioactive ores, steel mills, space flights, fusion
facilities, and nuclear reactors.

The use of radiation sources at schools and universities
may range from simple isotopic sources for demonstration
purposes that are small enough to be exempt from regu-
lations to fully operational nuclear test reactors where re-
actor physics is taught and isotopic sources are produced.

The use of ionizing radiation in medicine includes elec-
tron beams, X-ray sources, and gamma-ray sources for
transmission imaging or for therapy and gamma-ray
sources tagged to pharmaceuticals and injected into the
patient for determining organ function in nuclear medi-
cine. The types of sources include isotopic sources, X-ray
tubes, and linear accelerators. X-ray tubes and linear ac-
celerators generate ionizing radiation only when power is
properly applied; however, isotopic sources always emit
radiation as a result of the natural decay of the radioactive
isotope. The physicians or medical technologists are re-
sponsible for properly administering radiation to patients;

they use radiation monitoring devices to ensure that
source strengths and photo energies are proper. Those
who handle the isotopic sources should not be exposed in-
advertently and receive doses above allowable limits.

Many industries use radiation sources for making rou-
tine measurements, such as material density, fill height of
beverage containers, or material thickness. Radiation is
also used to sterilize some medical supplies after the pack-
aging is sealed. A typical radiation source is cobalt-60 with
a half-life of just over 5.3 years and a photon energy of just
over a million electronvolts; a typical sterilization dose is a
million rads. Some foods are also exposed to gamma radi-
ation to kill bacteria and prevent spoilage. Some seeds or
bulbs are irradiated with lower doses to enhance growth
and increase production. Some gemstones are irradiated
to enhance color and brilliance. These industries and ra-
diation facilities use radiation monitoring to calibrate and
control exposure doses and to monitor personnel exposure.

Increased incidence of lung cancer among underground
miners exposed to radon and radon daughters in their oc-
cupations has been demonstrated in epidemiological stud-
ies of the inhalation of radon gas and its effects on the lung
epithelium. Efficient control of radon and radon daughters
in underground mines has been difficult. It is the role of
radiation monitoring to identify radiation exposure and
assist in its control in underground mines (both uranium
mines and non-uranium mines) where radon gases may be
present.

The need for radiation monitoring in steelmills is fairly
recent and is the result of 49 known incidents since 1973
where companies have inadvertently melted shielded
radioactive sources, typically cobalt-60 or cesium-137.
These incidents have not caused worker injuries but
have resulted in economic harm to the companies with
costs typically ranging from $5 million to $25 million per
accidental melt of a radioactive source. These costs include
loss of the melt, facility decontamination, and shutdown of
steel production. The sources, generally, had been lost
from licensees that had used them for industrial applica-
tions. It is also important to identify radioactively con-
taminated scrap, such as metal activated in a nuclear
facility or contaminated in a melt from a lost source. To
find a shielded source in a carload or truckload of scrap
poses is very difficult.

Radiation monitors and detectors are placed on space-
craft for several purposes. Measuring secondary emis-
sions, induced by the absorption of protons or neutrons,
from the surface of planets or moons can identify the el-
ements on the surface of the planets or moons. Monitoring
the levels of radiation impinging on the spacecraft can
provide information for predicting effects on the materials
in the spacecraft and can be used to turn off sensitive
electronic components during times of unexpectedly high-
radiation exposure where radiation damage occurs when
the components are powered.

Atomic fusion is another source of radiation; fusion
combines light elements to create elements of greater
atomic weight, neutrons, and excess energy, neutrons
are eventually absorbed by the surrounding materials,
typically resulting in radioactive isotopes. Radiation mon-
itoring is required to measure levels of radiation during
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facility operation as well as radiation levels from neutron
activation.

In the fission process in nuclear test reactors and nu-
clear power reactors, heavy atoms, such as uranium-235,
absorb a neutron and split into fission products that in-
clude gamma rays, neutrons, alpha particles, beta parti-
cles, and lighter elements that are typically radioactive.
Radioactive materials result from the fission process, as
well as from activation from absorption of neutrons or
other atomic particles. Radiation monitoring in nuclear
power plants is discussed in detail later in this article.

Any of the facilities discussed prior that has one or
more licensable radiation sources must have instruments
that can measure the radiation from the source(s) and
must provide personnel monitoring devices, such as film
badges, ring badges, or thermoluminescent dosimeters
(TLDs), to monitor the dose that personnel receive who
work where they may be exposed to radiation from the
source(s) that exceeds 10% of federally established limits.
A personnel dosimeter badge is worn only by the individ-
ual to whom it is issued and, when not being worn, it is
stored where it will not be exposed to radiation. This
badge provides a record of radiation exposure for evalu-
ating potential adverse effects and for ensuring that no
worker exceeds established limits, such as the annual to-
tal body effective dose equivalent limit of 5 rem. Federally
established limits in the United States of America can be
found in the US Code of Federal Regulations, 10 CFR 20.

1. RADIATION MONITORING IN NUCLEAR POWER
PLANTS

Radiation-monitoring (RM) systems are installed in nu-
clear power plants to satisfy U.S. Nuclear Regulatory
Commission (USNRC) regulations and plant operating li-
cense requirements. The objective of those requirements is
to protect both personnel and the environment from the
effects of ionizing radiation. An installed system measures,
displays, and records the presence and level of radiation
and alerts plant personnel to excessive levels of radioac-
tivity, and control actions are initiated automatically for
required functions when levels exceed their limits.

Monitoring radiation in nuclear power plants is often
divided into categories according to application. Typical
categories include area monitoring [1] for determining ra-
diation levels in areas where personnel may be working or
may have a need to enter; process monitoring [2,3] for de-
termining radiation levels in processes in the plant; efflu-
ent monitoring [4] for determining amounts of radiation
leaving the plant through any pathway; and perimeter
monitoring for identifying any increase in radiation level
at the perimeter of a plant. Both process monitors and ef-
fluent monitors can be further separated in two categories
according to whether they monitor a gaseous stream or a
liquid stream. The instruments can be grouped according
to the design as area g-ray monitors, liquid monitors, and
atmospheric gaseous, particulate, or iodine monitors.

A typical radiation-monitoring instrument has many
functions to perform: it may detect, display, and record
levels of radiation in the plant and provide alarms when

selected radiation levels are exceeded; it may monitor pro-
cess flow lines for detecting radioactive leakage; it may
monitor effluent for recording radioactivity levels and in-
hibiting excessive releases from the plant; it may provide
signals for control functions in other systems; it may pro-
vide samples for analysis for complying with USNRC Reg-
ulatory Guide 1.21; and it may provide postaccident
monitoring in accordance with the requirements of
NUREG 0737.

Electrical equipment in nuclear power plants is sepa-
rated into safety categories according to the functions per-
formed in order to establish quality requirements for
procurement, installation, operation, and maintenance.
The typical categories are safety-related and non-safety-
related. The safety-related category implies that the
equipment is essential to ensure the integrity of the reac-
tor-coolant pressure boundary, the capability to shut down
the reactor and maintain it in a safe shutdown condition,
or the capability to prevent or mitigate the consequences
of accidents that could result in potentially major offsite
exposures to the public. Safety-related equipment has the
highest quality requirements and must not cease to per-
form its functions when any single credible failure occurs
with the equipment. Other categories are introduced for
postaccident monitoring equipment that must operate fol-
lowing a design basis accident. (The design basis accident
for a nuclear power plant is the worst credible accident
postulated for the plant for the purpose of evaluating risks
and potential hazards associated with siting the plant.)

Most radiation-monitoring instrumentation is typically
classed as nonsafety related, with some specific instru-
ments identified either as safety-related or as postaccident
monitors [5] that may have quality requirements similar
to safety-related equipment. Requirements for safety-re-
lated equipment typically include demonstrated perfor-
mance under normal and extreme service conditions and
installation of redundant channels that are powered from
redundant, safety-related power sources. Each channel
may also be required to have demonstrated capability of
performing its function under design basis service condi-
tions following a design basis earthquake.

The USNRC has established the Standard Review Plan
(SRP) [6] as a guide for reviewing designs of nuclear power
plants against requirements, including a review of radia-
tion-monitoring systems. An owner of a nuclear power
plant provides a safety analysis review to respond to all
points of the SRP. The installed RM system must meet the
commitments made in the final safety analysis review and
the requirements of documents referenced therein.

2. SYSTEM OVERVIEW

A nuclear power plant must have radiation monitors in-
stalled at strategic locations throughout the plant for
monitoring radiation levels in order to meet regulatory
requirements. In addition, laboratory instruments are
used for analyzing collected samples of liquids or gases,
and portable or handheld instruments are used for mak-
ing surveys. Chemistry or health physics group members
typically observe and record continuous radiation-monitor
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channels, but they typically rely on collecting and analyz-
ing samples of effluents for final determination of the off-
site dose, and likewise they rely on portable instruments
for confirming radiation levels where people are working.
Effluent samples are analyzed in laboratory instruments
that measure ionizing radiation with excellent energy res-
olution for identifying the radioactive isotopes contained
in the samples. These analyzers typically employ cryogen-
ically cooled germanium detectors.

The descriptions of radiation-monitoring instruments
contained herein relate to instruments installed in nucle-
ar power plants for continuous monitoring and do not in-
clude laboratory or handheld instruments. The installed
systems typically monitor magnitudes of radiation and
initiate alarms when radiation levels approach estab-
lished setpoints; however, because of the need to operate
continuously in the plant environment, the energy reso-
lution of the detectors is much poorer than what is avail-
able with laboratory instruments.

Analog RM systems usually have a detector installed at
each location where radiation levels are to be monitored
with a small amount of signal-conditioning electronics,
and the detectors are connected by long instrumentation
cables to a cabinet at the reactor control room in which are
installed signal-conditioning electronics, alarms, readout
devices, and power supplies associated with each detector.

Digital RM systems are typically distributed computer
systems that include a microcomputer and required power
supplies located at or near each detector location, and a
communication cable connects that location to a central
computer at the control room and at a health physics office
or other location where the information is to be used. The
communication cable is usually a simple twisted-shielded
pair cable.

Typical locations in a pressurized-water reactor (PWR)
nuclear power plant where area monitors may be installed
include the control room, radiochemical laboratory, hot
machine shop, sampling room, reactor-building personnel
access, refueling bridge, in-core instrumentation area,
fuel storage area, auxiliary-building-demineralizer area,
waste-gas-decay-tank area, drumming area, waste-hold-
up-tank area, charging-pump area, turbine-building area,
and main steam lines.

Typical monitoring points for gaseous process monitors
include reactor-building-containment area for airborne
gaseous and particulate monitoring, radioactive-waste-
disposal-area vent, waste-gas header, fuel-handling-area
vent, and control room for airborne gaseous and particu-
late monitoring. Monitoring points for liquid process mon-
itors may include chemical- and volume-control-system-
letdown line, radioactive-waste-condensate return, com-
ponent cooling water, normal-sample-laboratory isolation,
and main steam lines.

Gaseous effluent monitoring may be performed in the
plant vent stack, in the condenser air ejector, and in the
containment purge stack. Liquid-effluent monitors are
typically installed in the radioactive-waste discharge
line, in the neutralization sump discharge line, in the tur-
bine plant area sump, and in the steam-generator blow-
down. The locations listed above are typical for a PWR
plant but may be different in each plant.

3. SOURCES OF RADIOACTIVE MATERIAL

The primary sources of radioactive material in light-wa-
ter-cooled nuclear power plants are the fission process in
the reactor core and neutron activation. The fission pro-
cess, the splitting of uranium atoms, emits neutrons,
g rays, and b particles directly and creates radioactive el-
ements in the fuel-pellet regions. Those radioactive mate-
rials then decay primarily by emission of g and b radiation.

Neutron activation occurs whenever any atom absorbs
one of the neutrons that is emitted from a splitting ura-
nium atom. The absorbing atom gains atomic weight, thus
becoming a new isotope of the same element, which may
be unstable or radioactive and decay to a more stable state
by emitting radiation. Neutron activation creates radio-
active material in the fuel-pellet region; in the reactor-
coolant region; in support structures, reactor vessel, and
piping; and in the regions surrounding the reactor vessel,
including the air in that vicinity. In addition to neutron
activation, some atoms may be activated by particle radi-
ation emitted from fission products or from neutron-
activated elements.

The plant is designed to keep radioactive material con-
tained; however, if systems become unsealed, some radio-
active material may leak into the coolant through the fuel
cladding, then from the reactor coolant through the pres-
sure boundary or from coolant purification and radioac-
tive-waste processing systems into secondary systems. It
is this leakage that radiation-monitoring systems are
expected to detect during normal reactor operation. g
rays and b particles are the forms of radiation that are
most readily detected.

The concentration and quantities of radioactive mate-
rial in various regions of the plant depend on the balance
among production, leakage, and removal of individual iso-
topes. In the fuel-pellet region, production processes in-
clude fission-product production directly from fissioning
uranium atoms, parent-fission-product decay, and neutron
activation. Removal processes include decay, neutron ac-
tivation, and leakage through cladding defects into the
coolant. In the coolant region, production processes in-
clude (1) leakage of fission and activation products from
the fuel-pellet region and from fuel cladding and core
structures, (2) parent decay in the coolant, and (3) neu-
tron activation in the coolant materials. Removal is by de-
cay, by coolant purification, by feed and bleed operations,
and by leakage. The most abundant isotopes in the
coolant are radioactive noble gases 85Kr, 133Xe, and 135Xe
during normal operation) and radioactive halogens (in
particular 131I).

Neutron activation leads to two isotopes of particular
interest, 16N and 14C 16N is produced by a neutron-proton
reaction with 16O and decays by higher-energy g-ray decay
with decay energies of 6.1 and 7.1 MeV. The half-life of 16N
is 7.3 s. While there is substantial decay of 16N as it exits
from the core and passes through the turbine, it must still
be considered in the design of the turbine shielding for
boiling-water reactors (BWRs). The detection of 16N in the
secondary side of PWRs may be used to monitor changes
in steam generator leakage. 14C is produced by neutron
activation of 17O and 14N.
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The principal generation of tritium (3H) is from fission
and neutron interaction with boron, lithium, and deuteri-
um. The main leakage source is fission tritium released
through fuel-cladding defects. Tritium produced in the
coolant contributes directly to the tritium inventory, while
tritium produced in control element assemblies contrib-
utes only by leakage and corrosion.

Activation and corrosion of reactor core support struc-
tures produce corrosion products, forming a radioactive
material commonly referred to as radioactive crud. Cor-
rosion product constituents are typically 60Co, 58Co, 54Mn,
51Cr, 59Fe, and 95Zr.

3.1. Leakage Sources

Any system containing radioactive materials in liquid
form is a potential source of radioactive leakage, and ra-
dioactive leakage into the reactor-containment area comes
from the reactor-coolant system and coolant purification
systems. Leakage from systems containing potentially ra-
dioactive liquids is collected and processed by liquid
radioactive-waste systems. Noble gases that are dissolved
in liquid leakage may go out of solution and into the local
atmosphere.

Radioactive material can be released into effluents from
secondary systems due to leakage. For PWRs, the amount
of release depends on reactor-coolant radioactive material
concentrations, reactor-coolant leakage rate, primary to
secondary leakage rate, steam-generator blowdown rate,
and secondary-system leakage rates. Abnormal leakage
from the fuel region to the reactor coolant is commonly
detected by monitoring the reactor-coolant-system (RCS)
letdown stream, either continuously or on a sampling
basis.

In PWRs, reactor coolant remains liquid under pres-
surization in a primary coolant loop and transfers its heat
through a heat exchanger to a secondary coolant loop that
is converted to steam in the steam generator. The second-
ary system is typically monitored on steam generator
blowdown, component-cooling-water, and liquid-radioac-
tive-waste-processing systems to check for leakage from
primary to secondary coolant loops.

In BWRs, reactor coolant is converted directly to steam
for use in the steam tubine. g radiation levels external to
the main steam lines are monitored to detect increased
levels of radiation in the reactor coolant that may indicate
problems such as significant fuel-cladding failure. A fuel-
cladding failure would allow fission products, particularly
noble gases, to be transported to the steam lines, which
could cause the radiation level external to the steam lines
to be well above normal background levels.

In both PWRs and BWRs, condenser exhaust is moni-
tored.

3.2. Reactor-Coolant-System Leakage Detection

An increase in reactor-coolant-system leakage rate in a
nuclear power plant of 1 gal/min must be identifiable with-
in 1 h. USNRC Regulatory Guide 1.45, Reactor Coolant
Pressure Boundary Leakage Detection System, outlines
the means required for monitoring RCS leakage and in-
dicates that this function must be provided also following

a design basis earthquake. Three required means of mon-
itoring leakage rate are (1) sump level and flow monitor-
ing, (2) airborne-particulate radioactivity monitoring, and
(3) either monitoring condensate flow rate from air coolers
or monitoring airborne-gaseous radioactivity.

The sump flow rate and airborne-particulate channels
are found to be capable of indicating an increase in RCS
leakage of 1 gal/min within 1 h under most operating con-
ditions. However, airborne-gaseous monitoring was found
to have a much longer response time. This shortcoming
was identified generically in a USNRC staff memorandum
and is mainly due to the long half-life of 133Xe, the major
noble gas in the RCS, and the background radiation level
from 41Ar, which is created by neutron activation of air
around the reactor vessel. Most RM systems use gross en-
ergy measurement methods for RCS leakage detection.
Potential leakage-detection improvements using spectral
capabilities of new g-ray sensitive detectors for particulate
and gaseous monitoring have been predicted, which might
allow specific isotopes to be measured and separated from
background radiation.

3.3. Liquid Effluent

Liquid-waste systems in a nuclear power plant collect and
process radioactive liquid wastes generated during plant
operation and reduce their radioactivity and chemical con-
centrations to levels of clean water acceptable for being
discharged to the environment or recycled in the plant.
Radioactivity removed from the liquids is concentrated in
filters, ion exchange resins, and evaporator bottoms, and
these concentrated wastes are sent to a radioactive-waste
solidification system for packaging and eventual shipment
to an approved offsite disposal location. If the water is to
be recycled to the reactor-coolant system, it must meet the
water-purity requirements for reactor coolant. If the liq-
uid is to be discharged, the activity level must be consis-
tent with the discharge criteria of the U.S. Code of Federal
Regulations, 10CFR20. These liquids normally pass
through liquid radiation monitors prior to being recycled
or discharged.

4. UNITS OF MEASURE IMPORTANT TO RADIATION
MONITORING

Becquerel The becquerel (Bq) was adopted in 1975 as
unit of measure of activity, which is the mea-
sure of the rate of decay of a radioisotopic
source. 1 Bq is one disintegration per second.

Curie The curie (Ci) is a measure of the activity or
number of disintegrations per second of a
radioactive source. It was originally an esti-
mate of the activity of 1 g of pure radium-
226. 1 Ci is 3.7� 1010 disintegrations per
second (Bq).

Gray The gray (Gy) is a measure of absorbed dose.
1 Gy is 1 joule per kilogram, or 100 rad.

Rad The rad is a measure of absorbed dose in
units of energy per unit mass of the absorb-
ing material. 1 rad is 100 ergs per gram. The
magnitude of dose will depend on material
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properties as well as on the radiation source.
Air is typically used as the basis of measure-
ment. When water is substituted for air, the
absorbed dose is nearly the same because
the atomic number of water is nearly the
same as for air.

Rem The rem is used to measure the effect of ra-
diation on living organisms and was derived
from the words radiation equivalent in man
and is equal to the absorbed dose times a
quality factor, Q. For g rays and b particles,
Q¼ 1 and 1 rem is equal to 1 rad. For
charged particles, Q is much larger than 1.

Roentgen The roentgen (R) is a measure of g-ray expo-
sure in terms of the charge due to ionization
by the exposing radiation in a unit of mass of
the material. 1 roentgen is 1 electrostatic
unit of charge in 1 cubic centimeter of air at
standard temperature and pressure.

Sievert The sievert (Sv) is a measure of the effect of
radiation on living organisms and is equal to
100 rem.

5. TYPICAL DETECTORS AND MONITOR TYPES

5.1. Area Radiation Monitors

Area radiation monitors continuously measure radiation
levels at various locations within nuclear power plants
including reactor-containment-building work areas and
fuel-storage facilities for ensuring personnel safety. Area
monitors have historically used Geiger-Muller (GM)
tubes, ionization chambers, or scintillation crystals cou-
pled to photomultiplier (PM) tubes, depending on the
manufacturer and the sensitivity or range requirements.
A block diagram of a typical GM-tube-based area monitor
is shown in Fig. 1.

In a GM tube [7] an avalanche breakdown occurs in the
gas in the tube each time ionizing radiation is detected
and then self-extinguishes. The magnitude of the result-
ing signal (an electronic pulse) is independent of the num-
ber of original ion pairs that initiated the process and
therefore independent of the energy of the detected ioniz-
ing radiation. The electronics in a GM-tube-based area
monitor senses these pulses and converts them to a signal
that is proportional to their rate of occurrence. However,
present-day GM-tube monitoring systems use energy-
compensated GM tubes for which the number of counts
detected is nearly proportional to the total energy
absorbed.

Thin-walled GM tubes used for area monitors are nor-
mally energy compensated for a linear response or 720%
or better for g-ray energies of 60 keV–1.25 MeV. The filter
is designed to attenuate the lower-energy g rays below
approximately 100 keV and to increase the responses of
higher-energy g rays by the effect of the high-Z material
used for the filter. This energy-compensation effect is due
to the complex contribution of primary photon transmis-
sion or attenuation and secondary-particle production or
attenuation at various depths in the GM-tube wall or out-
er energy filter [8].

In an ionization chamber [9] ionizing radiation is ab-
sorbed in the gas in the chamber, and the number of elec-
tron-ion pairs thus created is proportional to the energy of
the absorbed radiation. The bias voltage on the ionization
chamber sweeps the charge carriers to the electrodes,
causing an electrical current to flow, and external circuit-
ry typically measures the magnitude of the current from
this ionization process. The current output signal from an
ionization-chamber-based area monitor is proportional to
the energy of the radiation absorbed in the gas in the
chamber in the g-ray flux field. These area radiation mon-
itors are often calibrated in units of R/h.

When ionizing radiation is absorbed in a scintillator, a
light pulse is produced. In turn the light pulse is converted
into an electrical pulse in a PM tube that is optically cou-
pled to the scintillator. Over a broad range of energies, the
amplitude of the electrical pulse is proportional to the en-
ergy of the absorbed radiation. In a scintillator-based area
monitor the output signal is proportional to the number of
absorbed-radiation events in the detector and indepen-
dent of energy if the electronics just counts events and
provides a count-rate output signal. If the current from
the PM tube is measured, the signal will be proportional to
the energy of the absorbed radiation.

A typical pulse-counting area monitoring may have a
range from 1 to 100,000 counts per minute. A typical ion-
ization-chamber-based area monitor may have a range
from 10–10 to 10–3 A, corresponding to a range from
1 to 10,000,000 rad/h. This high range may be used for
applications such as postaccident monitoring inside con-
tainment.

5.2. Process Monitors

Process monitors provide information about radiation lev-
els within the nuclear power plant’s liquid, steam, and
gaseous processing and storage systems. Liquid monitors
may have the detectors mounted in the liquid or steam
line or may have them mounted offline with a sample
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Local electronics
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GM tube with housing and
wiring connectors

Remote electronics
and display

Figure 1. Typical block diagram of an area ra-
diation monitor.
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stream taken from the main line and flowing through the
detector sample chamber. Gaseous monitors too can have
the detectors mounted in the stream or in a sample cham-
ber. If the monitor is in a sample chamber, the gas to be
monitored, which could be from a duct or from an open
area such as the control room, passes through that sample
chamber.

Process monitors typically measure radiation levels
that are far below normal background levels, and, as a
result, the detectors must be shielded from all external
sources of radiation.

5.3. Effluent Monitors

Effluent monitors are similar to process monitors except
that they monitor liquid or gaseous streams that leave the
nuclear power plant boundary and may transport radio-
activity.

The monitors described below are applicable to both
process and effluent monitors according to the application
to which they are dedicated.

5.3.1. Airborne Monitors
5.3.1.1. Off-Line Particulate and Noble-Gas b-Particle

Scintillation Detectors. The b-particle sensitive particulate
and noble-gas monitors incorporate plastic scintillators
coupled to PM tubes. The gas-detector assemblies are of
similar construction. These detectors use similar entrance
windows, plastic scintillators, light pipes, and PM tubes. A
typical particulate detector is built up from a plastic scin-
tillator coupled to a PM tube and a 0.001-in.-thick alumi-
num entrance window used for b-particle detectors.

During original prototype evaluation, detectors are
tested with solid b-particle sources to obtain a high sig-
nal-to-noise ratio when setting the discrimination level.
Without changing the detector’s alignment, responses are
then obtained for calibrated solid or gaseous b-particle
sources. The solid alignment sources are serialized and
kept for future use. These sources are used for aligning
production detectors and prototype detectors prior to iso-
topic calibration. After alignment of a production monitor
to the same counting efficiency as the prototype detector
that uses the same solid source, the production and pro-
totype monitors have nearly identical responses to radio-
active gases in the sample chamber or to activity on the
filter.

After a monitor has been calibrated at a factory and
shipped to a customer, corrections to the calibration may
be required to account for atmospheric pressure affects
because the response of the detector to b-particle radiation
in the sample chamber is determined, not only by the total
activity in the sample chamber, but also by self-absorption
in the sample gas, which changes with gas pressure.

5.3.1.2. High-Temperature, Inline, Noble-Gas, b-Particle
Scintillation Detectors. These detectors are designed to op-
erate at high temperatures and to be installed directly into
an airduct. The detector assemblies are similar to the off-
line b-particle scintillation detectors with the following
exceptions.

A thin (0.007-in.-thick) CaF2 (Eu) crystal or a high-
temperature plastic scintillator (0.010 in. thick) and a
quartz light pipe are used in place of the plastic scintilla-
tor with a Lucite light pipe, and a high-temperature PM
tube is used. These detectors use the same 0.001-in.-thick
aluminum entrance window as do the other b-particle de-
tectors. Prototype detectors are aligned using the same
methods described for the offline b-particle scintillator.
After alignment, a prototype detector is installed into a
test fixture to simulate the geometry of the intended in-
stallation.

5.3.1.3. Iodine Detectors. Detectors used for the iodine
channels normally consist of a 2-in.-diameter by 2-in.-long
sodium iodide crystal with a 2-in.-diameter photomultipli-
er tube. The detectors are typically specified to have a
maximum resolution of 8% for a 662 keV cesium-137 pho-
topeak and may be supplied with an americium-241 pulser
for pulse height stabilization.

The electronics associated with a typical iodine channel
has an energy-window discriminator with adjustable low-
er and upper thresholds. When the amplitude of a pulse
signal from the detector lies between the lower and upper
thresholds, the signal is counted as a valid event. The
typical output is the number of events per unit time that
fall within the energy window.

Since each detector has its own resolution and the sys-
tem is operating as a single-channel analyzer, each detec-
tor’s response will be unique. The response from a
calibrated simulated iodine-131 source (barium-133) for
each detector may be used when calculating the individual
detector’s expected responses for iodine-131. Upon com-
pleting the alignment of the iodine channel as a single-
channel analyzer on the 356 keV photons of barium-133,
the window will need to be readjusted to be centered on
the 364 keV photons of iodine-131.

A typical pulse height stabilizer consists of a small so-
dium iodide crystal. The doped crystal provides a constant
source of g-ray equivalent energy (GEE) in the form of
light pulses. The light pulses are detected by the PM tube
and converted to an electrical pulse by the PM tube and
the preamplifier. The GEE is produced from an americi-
um-241 5 MEV a-particle decay in the pulser crystal.
These high-energy light pulsers are attenuated to an
equivalent light energy of a 3 MEV g-ray decay at the
time the pulser crystal is imbedded into the mother crys-
tal.

A typical preamplifier may contain three window cir-
cuits as shown in Fig. 1. One window is used to monitor
the americium-241 stabilization signal from the detector,
one is used to monitor the iodine peak, and one is used to
monitor the background level at energies just above the
iodine window. By monitoring the known stabilization
source, compensation can be made for instabilities, such
as from temperature variations in the gain of the PM tube
and preamplifier. The background window can be used for
active background subtraction.

5.3.1.4. Particulate, Iodine, and Noble-Gas Monitor. Of-
ten the measurement of airborne-particulate radiation,
radioactive iodine, and radioactive noble gas is combined

RADIATION MONITORING 4223



into a single instrument for such applications as airborne
containment-building or vent-stack monitoring. A typical
block diagram for such an instrument is shown in Fig. 2.

5.3.1.5. Typical Postaccident-Effluent, Wide-Range, Gas
Monitor. A stack gas monitor typically is mounted near
the nuclear power plant vent stack and receives a sample
of the gas in the stack, which has been collected with iso-
kinetic nozzles mounted in the stack. A normal-range
monitor would be constructed as described previously
and may cover a range of about five decades. A wide-range
gas monitor may cover a range of about 12 decades
through the use of multiple detectors.

An isokinetic nozzle is used to sample the air in the
stack because, by keeping the velocity of the air entering
the nozzle the same as the velocity of the gas bypassing
the nozzle, a more representative sample of gas should be
obtained for analysis in the monitor.

The low-range detector may be a b-particle scintillator
and the preceding description applies. The mid- and high-
range detectors may be solid-state detectors of a material
such as cadmium telluride.

5.4. Liquid Monitors

Liquid monitors typically employ a sodium iodide scintil-
lator coupled to a PM tube to measure g radiation in the
liquid stream. The liquid monitor may be mounted in-line
with the stream to be monitored, or a sample stream may
be extracted from the main stream and routed through a
sample chamber into which the detector of the offline liq-
uid monitor is mounted.

An in-line liquid monitor typically is bolted directly into
the liquid line with flanges on each end of the section of
pipe that passes through the monitor. The monitor con-
sists of a section of inline pipe, a detector mounted adja-
cent to the pipe, and lead shielding surrounding the pipe
and detector to prevent radiation from the surrounding
area from entering the detector.

An off-line liquid monitor typically has a sample cham-
ber into which the detector is inserted, and liquid enters
and leaves the sample chamber through small-diameter

pipes. Lead shielding surrounds the sample chamber and
detector to prevent radiation from the area around the
monitor from entering the detector.

The volume of water near the detector in a liquid mon-
itor causes Compton scattering of the radioactivity in the
liquid so that the signal seen by the detector includes not
only the primary g-ray energies but even more lower-
energy signals from scattering of the primary photons.
Therefore, there is typically no effort to distinguish
specific energies of radiation in a liquid monitor.

5.5. Perimeter Monitors

Many nuclear power plants put radiation monitors around
the perimeter of the plant site to measure dose levels at
the site boundary. Communication with these monitors is
often achieved by telephone lines or radio transmission.
Perimeter monitors are typically high-sensitivity area
monitors. At least one vendor has provided large-diame-
ter, high-pressure ionization chambers and another
vendor offers energy-compensated GM tubes. Typically
requirements include an on-scale reading at normal back-
ground levels, a wide range for detecting significant radi-
ation releases, and battery backup to avoid loss of data
during a power outage.

6. MONITOR-PERFORMANCE PARAMETERS

In order for the monitors in the RM system to perform
their required functions, they must operate within specific
bounds of range, sensitivity, accuracy, and response time.
The range is usually described in terms of the smallest
and greatest magnitudes of activity or concentration for
which the output signal is a valid representation and the
radiation energies that may be included in the measure-
ment. Sensitivity is a statement of how the output signal
responds to a change in the measured variable. Accuracy
is a measure of the uncertainty in the output signal. And
response time is a measure of the length of time required
for the output signal to change as a result of a change in
the measured variable.
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Figure 2. Block diagram of an airborne-particulate, iodine, and noble-gas monitor.
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6.1. Range and Sensitivity

The range of an instrument may be limited on the low end
by noise or by instrument precision and accuracy or it may
be established by the scale and levels set for the output
signal. The upper end of the range may be limited by the
linearity or saturation characteristics of the detector or
instrument.

The scales of most radiation monitors are logarithmic,
and the span of an individual radiation channel is typi-
cally 5 decades. A decade is a factor of 10, so that a scale
from 1 to 100,000 is 5 decades. The American National
Standards Institute (ANSI) Standard N42.18 Section 5.4.2
recommends that the span be at least four decades above
the minimum detectable level (MDL). Spans of more than
six decades often require the use of multiple channels with
overlapping ranges. Guidance for selecting the ranges for
specific monitors is provided in ANSI N42.18 and ANSI/
ANS-6.8.2 for effluent monitors, in ANSI/ANS-6.8.1 for
area monitors, and in Regulatory Guide 1.97 for postacci-
dent monitors.

For monitors that measure the concentration of radio-
activity in gases or liquids, range and sensitivity are nor-
mally specified for a certain isotope or a distribution of
isotopes as opposed to being specified over an interval of
radiation energies. For monitors that measure dose rate,
range, and sensitivity are normally specified over an in-
terval of radiation energies.

Sensitivity is normally determined by the characteris-
tics of the detector. For monitors that measure dose rate,
the sensitivity is often given as the ratio of the change in
output signal to the change in radiation level that caused
the signal to change, for example, for an ionization cham-
ber, sensitivity is normally given in units of (A)/(R/h) or for
a GM-tube-based area monitor, the sensitivity is usually
given in units of (cpm)/(R/h), where cpm is counts per
minute. For monitors that measure concentrations of ra-
dioactivity, the sensitivity is normally stated as the min-
imum detectable signal, which is a function of the detector
characteristics, the effectiveness of radiation shielding,
and the magnitude of background radiation.

6.1.1. Direct Measuring Instruments. A radioactive ma-
terial concentration estimate A for a direct measurement
is given by

A¼
y� Bkg

Rd

where y is the detector response to the concentration A
plus the background, Bkg is the detector response to back-
ground, and Rd is the detector response per unit of con-
centration. A direct measurement is, for example,
measurement of a gas or liquid volume in a fixed geome-
try. Typical units for y and Bkg are counts per minute, and
typical units for Rd are counts per minute per mCi/cm3.

The uncertainty in the concentration estimate due to
counting statistics alone depends on the magnitudes of the
total count and of the background count during some fixed
time. The uncertainty due to counting statistics is then

translated into an uncertainty in the concentration esti-
mate by dividing by detector response.

The maximum sensitivity represents the lowest con-
centration of a specific radionuclide that can be measured
at a given confidence level in a stated time (at a given
flowrate, where applicable) under specific background ra-
diation conditions (see ANSI 42.18, Section 5.3.1.4). The
maximum sensitivity is commonly termed minimum de-
tectable level (MDL) and is defined in terms of the uncer-
tainty in interferences (termed background in radiation
detection) and the response of the radiation detector:

MDL¼
CLsb

Rd

where CL is the confidence level desired in the measure-
ment (unitless) and sb is the background uncertainty in
units of the detector output (e.g., counts per minute).

A MDL that is termed minimum detectable concentra-
tion (MDC) is based on ANSI N42.18:

MDC¼
2sb

Rd

Another MDL is termed lower limit of detection (LLD)
[10].

LLD¼
4:66sb

Rd

6.1.2. Indirect Measuring Instruments. Radiation moni-
tors that view a medium through which a sample has been
drawn (e.g., particulate channels that monitor the radia-
tion buildup on a filter) have additional characteristics for
the establishment of range.

Detector response is stated in terms of output per unit
of activity deposited on the filter medium. The quantity of
activity on the filter for isotopes with half-lives much
longer than the sample collection time is the product of
concentration A times sample flowrate f times the sample
collection time T. Then the concentration estimate be-
comes

A¼
y� Bkg

RifT

where Ri is the detector output per unit activity on the
filter [e.g., (counts per minute)/mCi]. Then

MDC¼
2sb

RifT

and

LLD¼
4:66sb

RifT

A specification of sensitivity also establishes the level
above which the setpoint value should be established. Set
points should be well above MDLs in order to avoid spu-
rious alarm/trip outputs due to statistical fluctuations in
the measurement. See ANSI/ANS-HPSSC-6.8.2, Section
4.4.8.
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Ambient background radiation is specified in order to
determine the quantity of shielding required around the
radiation detector, and this specified ambient level should
be greater than the levels expected during plant opera-
tion. Detector-assembly performance can be stated in
terms of detector response per unit background radiation
for a specified isotope.

6.1.3. b-Particle Detectors for Airborne-Radiation Moni-
toring. Airborne effluent is frequently monitored by draw-
ing a sample from the effluent stream into a lead-shielded
sample chamber. The sample chamber is viewed by a de-
tector with a thin (around 0.010 in.), predominantly b-par-
ticle-sensitive detector, since nearly all noble gases emit
1 b particle per disintegration.

b particles that are in excess of several hundred keV
will lose about 100 keV for entrance normal to the detector
face. The lower discriminator must be set above noise in
the detection system. The upper discriminator needs to be
open ended or set above 500 keV due to the high-energy
tail of the energy distribution deposited by the b particles.
This energy straggling for b particles results from infre-
quent, large-angle scattering by which the b particle can
lose up to one half of its initial energy [11].

The decays per disintegration are the first factor in de-
termining the response of a detector. The isotopic distri-
bution of radioactive elements during normal reactor
operation is significantly different from that postulated
for accident releases. The use of a b-particle-sensitive de-
tector has the advantage that the number of b particles
per disintegration changes little from normal operation
releases to the release postulated under accident condi-
tions. g-ray-sensitive detectors are at a disadvantage be-
cause the number of g rays released per disintegration
rises dramatically from normal operation to postulated
initial-accident conditions and drops as noble gases decay.
The element seen in normal operation is predominately
133Xe, which undergoes g-ray decay about 35% of the time.
Initial-accident noble gas yields around 2 g rays per dis-
integration.

6.2. Over-Range Condition

An RM instrument should operate over its range within
the required accuracy, and when radiation levels are sig-
nificantly above the range (above full scale), the instru-
ment must survive and continue to present an appropriate
readout. When an instrument is in an over-range condi-
tion, it is important that the instrument output not fall
below full scale with input levels up to 100 times greater
than full scale.

Count-rate circuits are typically limited in their max-
imum counting rates by the resolving time required to
distinguish two consecutive input pulses. That resolving
time is sometimes referred to as deadtime, and if a second
pulse occurs during the deadtime, it is missed and not
counted. This is sometimes referred to as count-rate loss
due to pulse pileup. If count-rate loss gets so severe that
the output actually decreases while the input is still in-
creasing, the condition is called foldover. Radiation emis-
sion from radioactive atoms is a random process and has a

Poisson statistical distribution. The resolving time of most
count-rise instruments is equal to or greater than the
width of the incoming pulse. As the input rate increases,
the count-rate loss will increase until the output goes into
saturation or even foldover. In some instruments, very
high input rates have been able to freeze the circuit and
cause the output rate to go toward zero. Such instruments
are sometimes referred to as ‘‘paralyzable’’ and those that
overcome this failing as ‘‘nonparalyzable.’’

The instrument output count rate n can be calculated,
as shown by Evans [12], from the input rate N and the
instrument dead time p, during which the circuitry cannot
respond to a second input pulse, by the equation

n¼Ne�Np

A useful method for estimating count-rate loss for a sys-
tem that obeys Poisson statistics is to use the following
approximation: when the output count rate is A% (any
value below 10%) of the frequency represented by the in-
verse of the dead time, 1/p, the instrument has a count-
rate loss of approximately A%.

Many design methods have been used to eliminate or
reduce the effects of foldover and prevent the output of an
instrument form going below full scale when the input
levels are above full scale.

6.3. Accuracy

The definition of accuracy from ANSI Standard N42.18 is
‘‘The degree of agreement [of the observed value] with the
true [or correct] value of the quantity being measured.’’
Accuracy cannot be adjusted nor otherwise affected by
calibration. It is a performance specification against which
a channel is tested. For channels with multiple compo-
nents, the individual accuracies are combined as part of
the overall accuracy.

Accuracies, for monitors measuring concentration-re-
lated quantities, are normally specified for a certain iso-
tope or a distribution of isotopes as opposed to radiation
energies. Accuracies for monitors measuring dose rate are
normally specified over an interval of radiation energies.

ANSI Standard N42.18, Section 5.4.4, provides a guide-
line that the instrument error for effluent monitors should
not exceed 720% of reading over the upper 80% of its
dynamic range.

6.4. Response Time

For safety-related equipment, system response times used
in safety analyses include the response times of the indi-
vidual subsystems performing the protective function.
This typically consists of instrument response time and
mechanical system response time. The system response
time must be allocated among the subsystems.

For a radiation monitoring channel, the response time
depends on the initial radiation levels, the increase in
radiation level as a function of time, and the channel
setpoint.

ANSI Standard N42.18 recommends that radiation-
monitoring-channel response time be inversely proportio-
nal to the final count or exposure rate. This characteristic
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comes naturally with analog count-rate circuits. The time
constant is typically established by a resistance and a ca-
pacitance in the feedback path of an operational amplifier,
and for logarithmic circuits the resistance is typically the
forward resistance of a diode at its current operating point.
A factor of 10 increase in count rate will typically make the
time response a factor of 10 faster. And, in these type cir-
cuits, if the change in input activity is a step function, the
time response will be strictly a function of the end point
and will not be affected by the starting point. Digital cir-
cuits, including software algorithms, are typically designed
to emulate the time response of their analog counterparts.
Thus fast response times can be provided at high radiation
levels and longer response times at lower levels. Both types
of circuits usually offer the ability to adjust the time con-
stant to match requirements of the application.

Slow response times are needed to provide stable,
smoothed outputs at the low end of the range. ANSI Stan-
dard N18.42 recommends that response times at low
radiation levels should be long enough to maintain back-
ground readings within the required accuracy.
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RADIO BROADCAST STUDIO EQUIPMENT
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The quality of a broadcast station’s only distributed prod-
uct, its sound, is determined by the events taking place in
the studio. The best source material and the best air talent
will produce only marginal results when burdened by in-
adequate equipment. Even in television, audio can no
longer be treated as a secondary technology. State-of-the-
art equipment, properly used in the studio, equates to
ratings and translates to revenue for the station.

This article describes the equipment and operation of
audio facilities used in radio and television studios. First
is an overview of typical studio layout and a discussion of
the major components used in an audio facility. This arti-
cle provides the novice engineer with guidance for the de-
sign and construction of a studio suited for the station’s
needs. We also make the leap to digital audio equipment
and investigate the new terms and standards destined to
change studio operations forever.

Broadcast studios now take advantage of digital audio
source material, digital audio processing equipment, and
now digital consoles. A major manufacturer recently in-
troduced a digital studio-transmitter link (STL) system
that operates without data compression. Just as compact
disks (CDs) killed vinyl disks as the standard source ma-
terial for radio broadcasters over an alarmingly short pe-
riod of time, digital broadcast equipment is poised to
eclipse analog studio systems. We have the potential to
reduce the radio studio to a touch-screen computer oper-
ation, but the trend in the industry remains loyal to fa-
miliar function and feel. Broadcasters prefer their digital
equipment to emulate the friendly analog devices that
they have used for decades.

1. TYPICAL RADIO STUDIO LAYOUTS

Many stations in active markets have suffered as a result
of changes in formats and managers and engineers who
have left a crazy quilt of analog and digital equipment.
The results have handicapped each station’s ability to sur-
vive in a competitive market. Programming needs, avail-
able space, and creativity of former engineers often
dictated the design of a studio. Design du jour, accompa-
nied by galloping changes in technology, leaves many stu-
dios ripe for redesign and rebuilding.

The station’s current format should dictate the main
design parameters. The operational concepts will be much
different for a music format than for a news/talk opera-
tion. It is possible to catalog radio station studios under a
few general categories.

1.1. Music Formats

Studios built for music formats remain the most common,
particularly in smaller markets. The basic configuration
consists of an audio console, two or more CD players, and
multiple cart players all arranged on a U- or L-shaped
desk. Other associated equipment might include audio
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routing, transmitter remote control, and telephone inter-
face equipment. Careful design places all equipment
within arm’s reach of the operator. This configuration han-
dles the rather simple programming needs nicely. The
announcer on duty mixes and switches audio, reads an-
nouncements, plays music from CD players, plays com-
mercials from digital cart players, and switches news and
network programming from a satellite receiver.

Some stations transfer music from CD to analog, or
digital, cart, making the studio an all-cart operation. In
this situation the studio contains four to six cart playback
decks and no CD players. Having all program material on
cart makes the operation more ‘‘idiotproof.’’ The operator
needs only to talk, push plastic boxes into slots, and push-
buttons.

Going one step further, some stations retrieve their
program material from digital audio storage systems.
Commercials and music are stored digitally on a hard
drive, retrieved when required, converted back to analog
audio, and fed to the console. This eliminates the physical
handling of any audio storage medium. The operator con-
trols each audio event with keyboard and mouse.

Music formats require positions for one operator and
possibly an announcement booth for the newsperson. With
the popularity of the zoo format, many large-market sta-
tions designed their studios for two or three on-air per-
sonalities. One member of the team operates the console,
one juggles phone calls and pulls music and spots, and the
third handles news. The studio layout varies with the du-
ties handled by each member of the team.

1.2. News/Talk Formats

All-news stations serve up information from live in-studio
talent and short-duration feeds from a large number of
sources. Here the board operator functions as an engineer
rather than on-air talent. Small studios orbit the central
control room allowing eye contact between the board op-
erator and on-air talent. The console provides more of a
switching function than audio mixing. Live news or talk
programs dictate a larger number of console inputs than
the typical disk-jockey operation. Digital audio storage
systems help this format flow smoothly because the oper-
ator is busy enough without the mechanics of handling
carts.

Technology now allows replacement of the audio con-
sole with a computerized audio switching system. Hard-
disk audio storage systems use multiple computers linked
to a central network server through a local-area network
(LAN). Each studio retains access to all stored program
material. The operator sees the log displayed on the screen
and can shift events around, control audio source equip-
ment, adjust levels, and even read copy and tags directly
from the screen.

Talk formats require a studio for the show host and the
on-air guests. A large round table with the microphone
booms mounted in the center allows the host and any
guests working room plus affords eye contact between
them. The show producer operates the mixing console
and telephone hybrids in the control room. If not located

in an adjacent room, the show’s call screener also shares
the space in the control room.

Large-market budgets afford lots of labor power and
first-class equipment. A visit to a small-market talk show
may reveal the show host running all the control room
equipment while talking with callers. The station’s tele-
phone receptionist works frantically screening calls and
shuttling caller names on yellow sticky notes to the fren-
zied show host.

1.3. The Production Studio

A separate studio provides an area for commercial pro-
duction work and transfer of music to a cart or a digital
audio storage system. The production studio provides ac-
cess to CD players, a digital audio workstation, cart re-
corders, equalization, patch panels, reel-to-reel recorders,
and possibly turntables. The production studio provides
more flexibility and handles a wider variety of audio me-
dia than the on-air studio.

The 4-, 8-, and 16-track consoles and multitrack re-
corders found in major market production facilities often
intimidate the typical disk jockey accustomed only to se-
gueing music and commercials. These consoles feature
submaster mixing busses, allowing the mix down of mul-
tiple tracks of music, voice tracks, and sound effects, pro-
ducing complex spots and promos. Special effects and
equalization, not needed in the main studios, remain stan-
dard fare in production.

Production directors are enthusiastic about digital
workstations because they allow editing without razor
blades and splicing tape. Digital workstations bring to au-
dio production the speed and versatility that word pro-
cessing brought to typing. Workstations allow editing of
individual tracks, a feat impossible with multitrack reel-
to-reel tape editing.

Because all material produced in this studio will even-
tually be played on the air, the quality of the equipment
should be equal to, if not better than, that used in the
main studio. Smaller-market stations erroneously tend to
scrimp on equipment for the production room. Using
hand-me-down and cast-off equipment in the production
studio hampers the potential success of the station.

2. TYPICAL TELEVISION STUDIO LAYOUT

Audio for television stations can be challenging because of
the need for many types of audio mixes. Multichannel TV
sound (MTS) requires a stereo program feed to the trans-
mitter, on-camera talent needs a monitor mix, programs
with a studio audience require a mono public address (PA)
mix, and talk and news programs must have a mix-minus
for telephone hybrids and possibly a mix in a different
language for a second audio program (SAP) channel.

The Grand Alliance advanced television (ATV) threat-
ens to make life even more interesting. As the motion pic-
ture format 5.1-channel comes to television, the audio
engineer must deal with left channel, center channel,
right channel, two surround channels, and a low-frequen-
cy effects (LFE) channel. The first five audio channels
offer full 20 kHz bandwidth. The LFE channel provides
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response from 3 to 125 Hz. All this arrives as digitally
compressed audio in the Dolby AC-3 format.

Audio monitoring of the preview channel is accom-
plished through the mixer solo function. If a remote truck
is involved, an interruptible foldback (IFB) system re-
quires a program audio feed plus audio cues to the talent
at the truck. The console to handle all this requires a de-
sign specifically for these complex tasks. The TV audio
operator mixes audio and nothing else.

An audio routing switcher tied to the video switcher
assumes some of the workload. The audio switcher oper-
ates in sync with the video source, leaving level correction
adjustments to the station’s audio processing chain.

3. STUDIO PLANNING

3.1. Technical Basics

Analog audio signals consist of complex mixtures of alter-
ing currents of different frequencies at different powers. In
broadcasting, the decibel (dB) serves as one unit for mea-
suring audio power. We measure the power with VU (vol-
ume units) meters, marked in decibels, on our equipment.
What is a decibel? The decibel is one-tenth of the loga-
rithm of the ratio of two powers.

The VU meter shows a ‘‘0’’ reading, but it is not on the
left end of the scale; it’s to the right of center. On a VU
meter, ‘‘0’’ does not mean zero or none. These volume units
are referenced to the 1 mW of power produced by a 1 kHz
audio tone across a 600O load. This combination of audio
power (1 mW) and load value (600O) creates 0.775 V of
audio and is represented by the ‘‘0’’ on the VU meter.

The designation dBm identifies all readings referenced
above or below this power level. A signal of –3 dBm con-
tains half of the energy of a signal measured at 0 dBm. A
signal of þ 3 dBm is twice as loud as the 0 dBm signal. A
signal of þ 10 dBm is 100 times as powerful.

Decibel values identified as dBu (decibels-unterminat-
ed) indicate an audio voltage of 0.775 V across an open
circuit. Decibels measured in dBv (decibels-volts) are also
measured across an open circuit but are referenced to
1.0 V. Because the circuit lacks the traditional 600O load,
these are simple measurements of an audio voltage, not
power. Modern analog equipment no longer uses 600O
impedance-matching circuits; most references to decibels
now carry the dBu or dBv notation.

Occasionally the 0 dBm output level on a console drives
the input meter on a recorder to þ 4 dBm. 0 dBm still
equals 0 dBm, but equipment manufacturers often
calibrate their equipment to provide an output level of
þ 4 dBm, or þ 8 dBm, when the output VU meter indi-
cates 0 dBm. Engineers always standardize operating lev-
els of all equipment in the station. This allows them to
patch any output into any input without operating level
problems.

Signal levels of 0, þ 4, and þ 8 dBm are all valid oper-
ating levels. Each station may use a different level, but an
engineer will calibrate all the equipment in the station to
one of these three ‘‘standard’’ operating levels. Someone
bringing in equipment from outside the facility may
find it necessary to recalibrate to the signal level used

throughout the facility. Digital audio equipment presents
another level-matching challenge. Headroom meters, not
VU meters, monitor digital inputs. A headroom meter in-
dicates how close the input signal comes to clipping the
analog-to-digital converter circuit. A 0 dBm signal fed to a
digital recorder with 18 dB of headroom will appear on the
headroom meter at –18 dB. You will find headroom meters
referencing a decibel value identified as dBfs (decibels ref-
erenced to full scale).

3.2. Analog Equipment

An analog VU meter operates like the speedometer in a
car, which directly shows the speed at which the car is
traveling as a stated value. A headroom speedometer
would show how much faster the car can go in relation
to the speed limit. In this example, we will assume a speed
limit of 60 mph (37 km/h). When the headroom speedom-
eter shows –10 mph (–6 km/h), a conventional speedometer
would show a speed of 50 mph (31 km/h). The headroom
speedometer displays that there are 10 mph (6 km/h) to go
before reaching the 60 mph (37 km/h) speed limit.

Analog circuits tolerate operation with the levels
driven in the red above 0 dBm on their VU meters.
0 dBm is not the clip point. An analog circuit clips when
the audio signal exceeds the voltage potential of the power
supply. A sine wave then flattens on the peaks when the
input signal reaches a level higher than the power supply
voltage. This condition results in audio distortion.

Typically analog audio equipment clips around
þ 24 dBu. If the manufacturer calibrated the VU meter
to an output of þ 4 dBu (‘‘0’’ on the meters equals an out-
put of þ 4 dBu), the equipment is said to have 20 dB of
headroom. Input audio reading an average value of 0 dB
could contain audio peaks 20 dB higher without clipping
and distorting as it passes through the equipment. It is
easy to understand why analog equipment with 20 dB of
headroom forgives trespasses into the red above 0 dB on
the VU meter.

3.3. Digital Equipment

Digital equipment inputs demand closer attention. When
a digital recorder, with a headroom meter, is driven above
‘‘0,’’ the digital audio clips and the recording will contain
irreparable distortion, clicks, or pops. Digital audio clips at
the analog-to-digital converter (ADC). Digital clipping oc-
curs when the analog input signal drives the ADC past its
maximum output capability. The converter is outputting
all 1s and can no longer digitally reproduce the rising an-
alog input. Good digital recording practice maintains
peaks of � 6 dBfs.

3.4. Balancing Input and Output

Professional analog broadcast equipment features bal-
anced inputs and outputs. A balanced audio output con-
sists of two wires that carry the analog audio voltage to
the next device. Neither of these wires connect to ground.
Only the cable shield, which protects the audio from elec-
trical noise and hum, is grounded. A balanced circuit can
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be run over properly shielded audio cables several hun-
dred feet long.

The 230 V electrical circuit to an electric stove is sim-
ilar. Two wires carry 230 V between them. Anyone who
connects either wire to ground, may not live to tell about
the resulting sparks. Although the low voltages associated
with balanced audio do not represent any danger, ground-
ing either side will short-circuit half the audio voltage to
ground. Balanced outputs should not be directly connected
to unbalanced audio inputs.

When wiring balanced analog audio, care should be
taken to connect the high, or plus (þ ), terminals. Connect
the low, or negative (–), terminals only to similarly marked
terminals. If 3-pin XLR connectors are used, pin 2 is al-
ways high (þ ). Pin 3 is always low (–). Pin 1 of an XLR
connector is ground. When 1

4-in. tip-ring-sleeve (TRS)
plugs are used, the tip is high (þ ), the ring is low (–),
and the sleeve is ground. Failure to follow the rules of po-
larity will result in out-of-phase audio. Stereo audio, wired
out of phase, results in an audio dead spot centered in
front of the speakers. Listeners with monaural radios hear
only the difference between left channel and right channel
if out-of-phase audio is fed to the transmitter.

In 1984, a Baltimore, Maryland, FM station once oper-
ated for 2 days with its audio out of phase. It went unno-
ticed by those listening in stereo; no one at the station
detected anything wrong. But a bedside monaural clock
radio reproduced nothing but a left minus right signal.
Mono listeners assumed that the station was off the air;
they heard only high-frequency spitting noises and muf-
fled mumbling.

An unbalanced audio circuit consists of a single con-
ductor and grounded shield. Consumer electronic equip-
ment uses unbalanced audio circuits easily identified by
the single-pin, RCA phono plugs found on the connecting
cables. An unbalanced circuit carries half the power of a
balanced circuit. It is more subject to hum and noise. Un-
balanced circuits cannot support long runs of cable for this
reason.

An unbalanced circuit is similar to the 115-V wiring in
a house. One wire delivers 115-V to the lights, the second
wire in the lamp cord is ground. It can carry only half the
voltage of a balanced, 230-V circuit. Connecting an unbal-
anced output directly to a balanced input will not damage
the equipment, but the input level will be too low. A
matching interface box is needed to convert the unbal-
anced output to a balanced one and boost the signal level.

Bridging audio input circuits present no load to the
source audio. Bridging inputs abandon the traditional
600-O, power-matching input circuits found on older
equipment. Without a load, no power transfer takes place.
These bridging circuits simply transfer an audio voltage
from output to input. A bridging input handles a wider
variety of input sources than possible when everything
terminated with a 600O load. If an output requires a 600O
termination, a 620O resistor tied across the input termi-
nals provides a perfect match.

In the days of tube equipment, both inputs and outputs
used transformers. Tubes could not drive 600O loads di-
rectly; solid state equipment could. Audio equipment man-
ufacturers slandered the transformer with rumors of poor

performance as they removed them during the transition
to solid-state design. Good transformers are expensive;
manufacturers looked for ways to cut their costs and the
audio transformer became a casualty.

Some applications still require the physical isolation
that only a transformer can provide. Any time that audio
equipment connects to a phone line, a transformer blocks
the 48 V ‘‘telco battery’’ from entering the equipment. Un-
usually long audio cable runs operate best, with lower
noise, when a transformer isolates the equipment on each
end. The audio transformer provides best common-mode
rejection (CMMR) of electrical noise included into long ca-
ble runs. Transformers still provide input termination on
many high-end microphone preamplifiers. The transform-
er provides the required 150O load for the microphone
and isolates the preamp from the phantom voltage re-
quired to power condenser microphones. Common mode
rejection of noise becomes even more important when
dealing with the extremely low-level output signals of
dynamic microphones.

3.5. Where to Begin (Step 1)

Planning a new studio, or rebuilding an old one, begins
with a layout on paper or computer screen of all the re-
quired audio sources and feeds. The console inputs offer a
good place to start. Working from a list of all possible
sources, the engineer assigns them priorities according to
how often and how quickly the operator must put them on
the air. This determines the number of mixing channels
needed and how many switched inputs each mixer re-
quires.

All frequently used audio sources should be assigned to
individual console mixers. Keeping input switching and
patching required of the operator to a minimum avoids er-
rors and dead air. A console with two or three more inputs
and mixers than absolutely necessary provides insurance
against obsolescence and frequent studio rewiring jobs.

Accepted engineering practice runs all line-level inputs
through patch panels on their way to console inputs. This
allows the engineer to reroute special program audio and
patching around any problems that may develop. The ex-
ception to the rule is microphone-level audio. Directly wir-
ing microphone outputs to the console input terminals
remains the best option. Microphone input positions sel-
dom change, and the extra wiring through patch panel
jacks invites noise problems. A possible exception is the
television studio where the program must allow transfer
from set to set.

Part of proper planning for a new console ensures that
levels from all sources will be compatible with the input
levels required by the console. If not properly matched, the
operating positions of the potentiometers will be different
for each mixer, making it difficult for the operator to run
the board properly. The operator may open the pot a frac-
tion of a turn and drive the meters to the pin or may not
get enough gain even with the control fully open. Either
situation results in a poor audio mix with possible distor-
tion and noise problems. Normal operation sets rotary
attenuators at the 2 o’clock position and slider attenuators
at a 70% position.
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All studio sources should be adjusted to operate within
their normal output range. Interface amplifiers (matching
boxes) should be used to boost low-level audio sources to
the þ 4 dB levels required for most consoles. If the source
signal overloads the console input, an H-pad will drop it to
gain a proper match.

An H-pad is a simple network of five resistors arranged
in the shape of an H laid on its side. The resistors convert
some of the audio energy into heat, which drops the audio
level by a predictable amount. At the same time, the
H-pad maintains the impedance of the circuit. Pads of
10 dB or greater also correct impedance mismatches. Fig-
ure 1 illustrates the schematic of the resistive H-pad.

Pads are essential when connecting two audio trans-
formers directly together. If an output transformer direct-
ly feeds an input transformer, the output transformer sees
a changing inductive load. The frequency response of the
system suffers. With an H-pad between them, the output
transformer sees a linear resistive load. The H-pad may be
mounted inside the equipment or at the studio punch
blocks. Table 1 shows resistor values for commonly needed
600O H-pads.

The worksheets in Figs. 2 and 3 offer an example of the
starting point for designing a studio. Figure 2 illustrates
wiring to the console inputs; Fig. 3 designates the wiring
path of the console outputs. Preparing customized work-
sheets for each studio saves false starts and wiring errors.
Any computer spreadsheet program accommodates the

task easily. Computer drafting programs offer another op-
tion for perfecting studio wiring prior to pulling cable.

The studio outlined in these worksheets is one of two in
a station. A second studio serves as the production room.
Patch panels route all audio. Outputs of both studios ap-
pear at the patch panel in the main studio as well as the
production studio. If technical problems take the control
room offline, the station can originate the program from
the production console.

3.6. Buying Equipment

Preparation of a shopping list and cost estimate for new
equipment follows the design of the studio on paper. The
major components (console, cart players, professional CD
players, and furniture) should be chosen early in the plan-
ning stage so that budget cuts will not compromise their
quality. Price increases, sales tax, and shipping costs
should be allowed for, and hidden ‘‘handling’’ or drop-ship-
ment charges should be scrutinized.

Each engineer should maintain a working relationship
with a reputable broadcast equipment dealer. Absolute
bottom-dollar may not be the best deal. There is no saving
in paying $15 less for a CD player that fails to arrive in
time to make the on-air date for the new studio. Experi-
enced broadcast equipment salespeople offer their best
deals and service to customers with whom they do regular
business.

The shopping list should arrive at the dealer at least a
week before the cost estimate is needed in order to allow
the dealer time to research and work up a quotation. En-
gineers who demand quotations on short notice seldom get
serious attention by dealers. Competition in the broadcast
supply business ensures that pricing between reputable
dealers will vary by only a few percentage points.

Competitive bids should be limited to two. Time is more
valuable than chasing nickels and dimes. If the regular
dealer does not offer an item required for the project, ask
for a recommendation for a source. A salesperson will
know all good suppliers and sometimes offer to get equip-
ment not in the suppliers’ normal line for the best cus-
tomers. This extra service can be worth a lot more than a
few dollars when considering the big picture.

4. AUDIO CONSOLES

4.1. Radio Consoles

Centered in the radio studio, in front of the disk jockey,
sits the on-air audio console. An 8–12 mixer analog console
typifies this unit. Smaller mixing consoles find their way
into news editing rooms and production studios.

The number of mixing channels limits the number of
audio events that can occur simultaneously or in rapid
succession. The station format dictates its requirements.
Although an operator-assisted easy listening or satellite-
based format may be able to use a four or five channel
console, it would be out of the question for a fast-paced
contemporary or rock program. These smaller consoles
may not offer an audition bus or switchable inputs. The
lack of multiple switched inputs requires one mixer for

R2 R2

R2

R1600 Ω 600 Ω 

R2

Figure 1. The H-pad resistive network reduces levels and
matches impedances in balanced analog audio circuits.

Table 1. Typical H-Pad Values

Loss (dB) R1 (O) R2 (O)

1 5100 18
3 1800 51
6 820 100
8 560 130
10 430 160
12 330 180
14 240 200
16 200 220
18 150 240
20 120 240
22 100 270
24 75 270
26 62 270
28 47 270
30 39 270
32 30 300
34 24 300
36 18 300
38 15 300
40 12 300
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Studio Wiring Plan

Input Jacks, Output Jacks,
Audio Source Patch Panel #1 Patch Panel #1 Console Inputs

Microphone #1 Mixer 1

Microphone #2 Mixer 2

CD #1 Jacks 1 & 2 Jacks 25 & 26 Mixer 3

CD #2 Jacks 3 & 4 Jacks 27 & 28 Mixer 4

Cart #1 Jacks 5 & 6 Jacks 29 & 30 Mixer 5

Cart #2 Jacks 7 & 8 Jacks 31 & 32 Mixer 6

Cart #3 Jacks 9 & 10 Jacks 33 & 34 Mixer 7

Satellite #1 Jacks 11 & 12 Jacks 35 & 36 Mixer 8

Satellite #2 Jacks 13 & 14 Jacks 37 & 38 Mixer 9

Reel-to-reel Jacks 15 & 16 Jacks 39 & 40 Mixer 10

Phone hybrid Jacks 17 & 18 Jacks 41 & 42 Mixer 11

EAS receiver Jacks 19 & 20 Jacks 43 & 44 Mixer 12

Production studio Jacks 21 & 22 Jacks 45 & 46 Mixer 13

Spare Jacks 23 & 24 Jacks 47 & 48 Mixer 14

Figure 2. Careful planning of the console inputs
prevents delays and rework during the installation
process.

Studio Wiring Plan

Input Jack, Output Jack,
Patch Panel #2 Patch Panel #2

Program output Jacks 1 & 2 Jacks 25 & 26 AGC amplifier input

AGC amplifier out Jacks 3 & 4 Jacks 27 & 28 Limiter input

Limiter output Jacks 5 & 6 Jacks 29 & 30 STL transmitter

Spare Jacks 7 & 8 Jacks 31 & 32 Spare

Audition output Jacks 9 & 10 Jacks 33 & 34 Reel-to-reel

Spare Jacks 11 & 12 Jacks 35 & 36 Prod. console in

Mono output Jacks 13 & 14 Jacks 37 & 38 Office monitor

Mix-minus output Jacks 15 & 16 Jacks 39 & 40 Telephone hybrid

Spare Jacks 17 & 18 Jacks 41 & 42 Spare

Prod. console out Jacks 19 & 20 Jacks 43 & 44 Spare

Spare Jacks 31 & 22 Jacks 45 & 46 Spare

Spare Jacks 23 & 24 Jacks 47 & 48 Spare

Figure 3. This example of studio wiring of the
console shows the versatility afforded by patch
panels. Should the main console fail, patch cords
can feed the production studio to the on-air pro-
cessing and the transmitter.
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each audio source. External switchers can provide extra
flexibility when required.

The console found in most control rooms offers 10 or
more mixers. The most common variety features rotary
attenuators. Heavy on-air use begs for step attenuators
because they require only occasional cleaning in order to
maintain silent operation. These attenuators use make-
before-break switches to move through a series of resistive
pads. The step between the contacts results in uniform 2
or 3 dB steps throughout the entire range of 20 or more
steps. Their rugged construction offers smooth, quiet, de-
pendable operation, but with large size and rotary design
as limiting factors. Program audio passes directly through
the attenuator, but a switch routes the audio into the con-
sole cue bus as the attenuator reaches its fully counter-
clockwise position.

Wear and buildup of dirt plague attenuators that de-
pend on sliding a contact over a resistive element. The
resistive element consists of either carbon, conductive
plastic, or metal film. Normal wear changes the element’s
resistance, and buildup of worn-off carbon may cause er-
ratic resistive changes in the contact between the slider
and the element. Noise and uneven tracking between ste-
reo channels results with age.

Noisy pots present a major problem when the program
audio routes directly through the potentiometer. In the
case of a voltage-controlled amplifier (VCA) design, audio
does not pass through the control. With the VCA design,
only a sample DC control voltage passes through the po-
tentiometer. This voltage controls the gain of an amplifier,
which carries the program audio. Figure 4 offers a sche-
matic of a VCA control circuit.

VCA console design solves the problem of audible noise
from defective attenuators, but the noisy attenuator will
affect the accuracy of the control voltage. The audio pass-
ing through the VCA-controlled circuit will become erratic
and nonlinear as the noisy control moves through its
range. Replacement of the defective attenuator prevents
clumsy-sounding crossfades and stereo channel dropouts.
This console design allows for the use of cheaper rotary or
straight-line (slider) attenuators. As with any amplifier
with VCA introduces some thermal noise and distortion. A
good console has an overall distortion figure of 0.05% or
less. The noise floor should be less than –90 dBm.

Modular design consoles offer the engineer major ad-
vantages. Removing and swapping modules make trou-
bleshooting easy. The layout of the console allows easy
changes to keep up with station format undulations. The
positioning of blank panels created dividers, neatly group-
ing sources together. Custom panels accommodate special
functions such as reel-to-reel recorder control or telephone
line selection. Extra space left in the main rack offers ex-
pansion with additional mixers as the station’s needs
grow. These benefits justify the extra investment in a
modular console.

For on-air use, a cue channel allows the operator to re-
ceive cue audio from remotes and networks and to preview
program material. Even if carts deliver all program ma-
terial, a cue channel is essential. It serves as a valuable
troubleshooting tool for the station engineer.

In the early days of radio, all program material was
live, and the audition channel served as the cue channel.
Levels were set, and program material was previewed us-
ing the audition channel. Today the audition channel re-
cords network feeds for later use while the program audio
travels the program channels. The audition channel can
monitor the audio quality and set levels of remote feeds
using the studio monitor system.

Some consoles allow audio from the mixers to feed the
program and audition channels simultaneously. This al-
lows recording of on-air programming using the audition
channel. In talk formats using fixed-time-delay systems,
the audition channel mixes the real-time program audio
and feeds it to the delay. The output of the delay is brought
back into the console on the program channel, which then
feeds the delayed program to the transmitter.

4.2. Television Audio Consoles

The requirements of TV audio are compounded because
more live audio sources come into play (as opposed to ra-
dio, where most program material is recorded). In televi-
sion installations, additional monitoring requirements
mean multiple output mixes. Television consoles include
mono input modules for microphones, telephone hybrids,
and other mono sources. The inputs offer a gain control or
switch to allow stepping between microphone and line-
level input. These modules include a pan pot to allow left–
right positioning of the apparent audio source. A mode
switch may replace the pan pot, enabling selection of nor-
mal stereo, left channel only, right channel only, a mono
mix, or reversed channels. A cue channel feed plus a solo
button permit stereo monitoring of a single audio source in
the control-room monitors. Audio sweetening require-
ments make equalization on each module a popular option.

The ability to create multiple audio feeds by using sub-
master mixing buses represents the major departure from
radio consoles. The operator assigns mixer outputs to sub-
master buses, and these submasters in turn create the
master mix. This allows us to create several mix-minus
feeds for special monitoring requirements.

4.3. Console Features and Options

A growing list of optional equipment available on audio
consoles serve both radio and television audio mixing.

OutputInput

+15

+15 +15

Gain
control

Program

Audition

Cue

−15

−15 −15
Symmetry
adjustment

Output
buffer

VCA

Figure 4. The VCA allows gain control via an adjustable DC
voltage. This circuit is typical of those found in VCA-controlled
audio mixers.

RADIO BROADCAST STUDIO EQUIPMENT 4233



These make them more user-friendly. Clocks and timers
put timing functions in the immediate field of vision of the
board operator. The timer resets to zero anytime that a
new channel is selected so the operator will know how long
a CD or cart has been running.

A mix-minus, program audio minus the caller’s voice,
feeds console to the telephone hybrid and then down the
line to the caller. If program audio, including the caller’s
voice, were fed to the phone hybrid, a feedback path would
exist. Figure 5 illustrates a block diagram of a mix-minus
circuit for telephone hybrid. This example demonstrates
that not all console inputs must route to the mix-minus
bus. Note that only input 1 and input 2 (announcer mi-
crophones) connect to program, audition, and mix-minus
circuits.

If the studio contains multiple phone hybrids, a mix-
minus feed for each hybrid is required so that callers will
be able to hear each other’s comments. In a television stu-
dio, a mix-minus feed provides on-air monitoring for talent
on a live set. This feed includes program audio minus the
talent’s microphone preventing acoustic feedback while
allowing the talent to hear program material and cues.

Consoles designed for radio production and television
contain prefader processing patch points. These route the
audio source compressors, equalizers, or other signal-pro-
cessing devices before arriving at the mixing bus. These
processing loops provide convenient connection points for
microphone processing units.

Monitor amplifiers may be external or built into the
console. Power and space limitations restrict built-in mon-
itor amps to less than 10 W. Many engineers prefer to
drive studio monitors with external, higher-power ampli-
fiers. The stereo monitor system should contain a stereo/
mono switch. This allows the operator to check out-of-
phase program material and misaligned tapes. A single-
pole, single-throw switch wired between left and right

channels at the monitor gain control accomplishes this
function. At some stations, the control room monitors rou-
tinely operate in the mono mode. This immediately alerts
station personnel to out-of-phase conditions.

A well-designed console offers switchable input levels
and impedance matching on each input module. This
handy feature allows easy transfer of input sources to dif-
ferent mixers, allowing for future changes in the studio.
An input amplifier could then be used for either micro-
phone or line-level audio. A second best system would
have interchangeable mixer input amplifiers, which an
engineer could shuffle between positions in the console
mainframe.

Going one step further, some consoles offer program-
mable presets for input configuration. The engineer first
stores pre-programmed console input settings in memory,
then tells the console which program is planned for use.
All the input sources automatically switch to the proper
mixer. Fast and accurate setups result.

Professional consoles feature balanced, bridging in-
puts. Bridging audio input circuits used in modern con-
soles handle a wider variety of input sources than possible
when everything was designed with 600O, þ 4 dBm ter-
minations. A bridging input provides a 10 kO or greater
termination impedance, which provides no load to the
source equipment. If an output requires a 600O termina-
tion, a 620O resistor tied across the input provides proper
matching.

Remote start contacts for cart machines and other pro-
gram sources became standard equipment in the 1980s.
They allow the operator to start the equipment by simply
turning on the appropriate channel. Some console manu-
facturers provide more flexibility by using logic circuits,
which allow the mixer to be turned on by pushing the
Start button on the cart player. When the cart machine
recues, the mixer automatically turns off. Automatic dis-
abling of this logic when the input selector is switched to
another input source eliminates the annoyance of having
a cart machine start when the mixer is turned on for an
auxiliary function.

Console manufacturers offer consoles with a choice of
conventional analog VU meters or light-emitting diode
(LED) bar-graph metering. LED metering provides mul-
tiple color visual monitoring of root-mean square (RMS)
audio voltage plus peak values. One model shows left,
right and peaks on a single display. LED displays may
make operators less likely to run a board with the meters
buried in the red.

Multitrack recorders and digital workstations in the
broadcast production environment require consoles with
more than a single pair of left and right outputs. Four and
eight channel consoles assist in producing award-winning
production. Channel assignment switches route the audio
to the proper bus. Pan pots then shift it between left and
right. Equalizers on each mixer allow adjustments to each
audio source. Such production consoles resemble those
once found only in recording studios.

Alert engineers realize that digital technology arrived
to the audio console industry in the mid-1990s. The basic
operating rules still apply to these new boards. The only
exception is that they pass along a digital signal rather

Microphone 1

Microphone 2

Hybrid input

Program bus

Audition bus

Mix-minus bus

Mix-minus bus for
telephone hybrid

(No connection
from hybrid at

mix-minus bus)

Console
outputs

P

A

M

Console inputs

Figure 5. Broadcast consoles used with telephone hybrids re-
quire a mix-minus bus to feed the send input of the telephone
hybrid. The mix-minus allows the caller to hear the talk show
host’s voice (microphone 1 and microphone 2) but prevents the
caller’s audio from being fed back into the hybrid.
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than analog. As of this writing, many digital consoles re-
main in the prototype stage.

5. AUDIO DISTRIBUTION AND ROUTING

5.1. Patch Panels

There are three basic types of patch panels, or jack fields.
The tip/sleeve 1

4-in. jack size is the oldest type, consisting of
one conductor and one shield. This obsolete design dates
back to the early days of radio. The tip/sleeve patch panel
requires four single-plug cords to patch a balanced stereo
connection.

The tip/ring/sleeve 1
4-in. panel remains the most popu-

lar patch panel for radio. It offers two shielded conductors
per cable. A pair of single-plug cords will complete a stereo
circuit. Dual-plug cable assemblies allow the convenience
of patching a stereo source with a single cable.

The most useful 1
4-in. patch panel design includes dual

rows of 24 jacks. This configuration allows stereo pair
spacing. These panels usually group their jacks in pairs
with wider spacing between stereo pairs. This spacing
technique, when used with a dual-plug patch cord, makes
it impossible to cross-patch an audio source. Cross-patch-
ing occurs when the user inserts the first single patch cord
in one audio feed and the second patch cord in the adjacent
audio feed on the patch panel. The dual plug will align
only in paired jacks; cross-patching becomes impossible
with these types of patch panels and dual plug cords.

Patch panel jack numbering uses the following conven-
tion: the jack in the top, left corner is identified as jack 1.
Counting across and to the right, the last jack on the top
row becomes jack 24. Jack 25 falls below jack 1 and is the
first jack on the bottom row, starting on the left. Jack 48 is
located on the bottom row at the right end and below jack
24. Although patch panels may contain more, or fewer,
than 48 jacks, this numbering system remains the stan-
dard for identifying individual jacks.

The 1
4-in. patch panels also come in single rows of 26

jacks or dual rows of 52 jacks. These panels have standard
spacing between all jacks and allow an additional stereo
circuit on the 26–jack version and two additional stereo
circuits on the 52 jack, dual-row model.

Special configurations of the 1
4-in. jack field can create

very useful designs. One version offers three rows of 26
jacks for a total of 78 jacks on the panel. The wiring
scheme of the two lower rows create a conventional dual-
row patch panel. Wiring the top row directly to the circuits
of the middle row of jacks allows monitoring these equip-
ment output circuits by patching between the top row
jacks and the monitor amplifier inputs. Inserting a plug
into the top-row jacks does not interrupt the normal audio
path through the patch panel.

Another custom item is a patch panel with special jacks
that not only switch the conductors but also the shield
when a patch cord is inserted. The patching of microphone
circuits requires this seldom-used configuration.

One arrangement features patch panels built into a 19-
in. (48-cm) rack mount chassis. The entire assembly
mounts into the equipment rack just like the equipment
that it connects. The jacks appear on the front of the rack,

and the rear termination points on the rear offer easy ac-
cess to equipment wiring from the back of the rack. There
remains a misconception that this design provides protec-
tion from radiofrequency interference (RFI). However, the
phenolic bay fronts provide no shielding of the jacks, and
some manufacturers even wire these designs with un-
shielded wire.

Rapidly making its way out of the recording studio and
into broadcasting is the bantam or tiny-telephone jack
field. These 0.175-in.-diameter plugs and jacks feature the
tip/ring/sleeve configuration. The bantam patch panel con-
sumes about half the space that a similar 1

4-in. jack panel
would require in an equipment rack. The 96 jacks fit in a
13

4� 19-in. (4.45�48-cm) rack space. Television facilities
discovered bantam jack fields years ago.

5.1.1. Patch Panel Wiring and Termination. The jacks
used in an audio patch panel have, for each circuit, a set of
contacts that make contact when no plug is inserted in the
jack. The circuit connection opens when the user inserts a
plug. This allows for ‘‘normaling.’’ An audio source wired
to a pair of these jacks passes automatically to the pair of
jacks associated with an input that it normally feeds.
Proper procedure wires all outputs to the top row of jacks
in a dual-row patch panel, and the ‘‘normals’’ connect
them to the bottom row of jacks. When not interrupted
by the insertion of a patch cord, outputs feed to the proper
inputs directly below, which are their normal connections.
Figure 6 illustrates several methods of wiring patch panel
normals.

Short jumpers between the rows usually make the con-
nection for the normals between upper and lower rows of
jacks. The jumpers can be brought rear terminations. If
the normals route through a termination, the engineer
can determine whether the circuit is normaled. Changes
in normaling then can be made without removing the
patch panel and unsoldering the jumpers.

When situations require the board operator to reroute
the output of a cart player normaled to console input 3 to
input 6, the operator first inserts a pair of cords in the top
row of jacks associated with the cart machine’s output.
This interrupts the audio path going to mixer input 3 by
breaking the normal circuit. The operator then inserts the
other ends of the patch cords in the jacks on the lower row
associated with inputs for mixer 6. This breaks the normal
circuit from the audio device normally feeding mixer 6 and
puts the output audio from the cart player into the console
input for mixer 6. Inserting a plug into a patch panel with
conventional normal wiring breaks the circuit.

If the engineer wants the ability to monitor equipment
outputs at the patch panel, half-normaling or top-row
bridging wiring design meets the need. Half-normaling
wiring connects the jumpers of the top row of jacks directly
to their jack arms. The normaling contacts of the top-row
jacks are not connected. This means that the circuit be-
tween the top-row jacks and the bottom-row jacks is bro-
ken only by inserting a plug into the lower-row jacks. This
allows high-impedance monitoring, or metering, across
the circuits without interrupting the audio connection.

Experienced engineers never connect patch panel jacks
directly to equipment inputs and outputs. Termination
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blocks speed patch panel installation and offer flexibility
when making wiring changes. Accepted practice mounts
patch panel termination blocks in individual equipment
racks, in a group in each studio, or in a central point in the
engineering area. Short jumpers between connections on
the termination blocks complete the links between inputs
and outputs. This allows wiring changes at a convenient,
easy-to-reach location without pulling new wire between
equipment. Terminations used including solder-type
‘‘Christmas trees,’’ wire wrap, type 66 telephone punch
blocks, or the newer types of punch blocks designed for
stranded copper wire.

Christmas trees remain popular with engineers who
trust only solder connections. They still serve well in re-
mote trucks because of vibration concerns. Otherwise,
they are obsolete.

Most engineers have switched to punch-type termina-
tions. A specifically designed tool ‘‘punches’’ insulated wire
into a slotted connector. The wire insulation strips away
as the wire pinches into the connection. The process

eliminates the soldering task associated with Christmas
tree blocks. The ‘‘66’’ block accommodates 22-gauge solid
wire used in telephone service. Using only solid 22 wire
ensures dependable connections. Stranded wire generally
works although the strands may flatten out, preventing
dependable removal of the insulation. Some strands may
also break in the punchdown process. Solid conductor wire
should be used for best results.

5.2. Audio Routing Switchers

The audio routing switcher offers an alternative to patch
panels. This unit accomplishes the same function by
switching the audio with relays or solid state switches
rather than by plugs and jacks.

The system eliminates patch cords, can often be oper-
ated by remote control, and may often route audio to more
than one feed at a time. Some of the more elaborate sys-
tems feature computer control. The increased flexibility of
a routing switcher provides the only practical solution
when many audio sources must be switched frequently
such as in a busy TV control room.

Failure of the relays or cross-point switches in routing
switchers adds some cause for concern. What happens
when there is a power interruption? Latching-type relays
hold their connections if power fails. Powering the routing
switcher through an uninterruptable power supply pre-
sents another choice for fail-safe operation.

Size determines the cost of a routing switcher. A stereo
switcher with 12 inputs and 12 outputs contains 288 cross-
points (12 inputs� 12 outputs� 2 audio channels¼ 288).
If the switcher is visualized as two side-by-side matrices of
12 horizontal lines (inputs) intersected by 12 vertical lines
(outputs), each intersection becomes a possible connection
point. One matrix represents left-channel audio; the other
represents the right channel.

In a television station, engineers must decide whether
individual switchers handle left, right, mono, SAP, or if
one large system routes all signals and audio. With the
larger system approach, mono sources connect directly
into left and right channels. The switcher may correct
channel reversals and create mono mixes. A switcher with
sufficient cross-points to handle all switching tasks re-
quires a larger investment than several smaller ones as-
signed to individual channels. The station considering the
new ATV format is looking at a major investment in rout-
ing for the system’s six channels of audio.

5.3. Distribution Amplifiers

When distributing audio to a number of locations on a
continuous basis (without switching), a distribution am-
plifier (DA) proves invaluable. Sending a console’s output
to several recorder and other studios or routing a satellite
receiver’s feed to all studios ensure the distribution am-
plifier an important role in audio routing. A DA eliminates
the need for constant patching and switching of various
pieces of equipment. A DA becomes the only practical so-
lution when audio must be fed in multiple directions on a
constant basis.

The typical DA provides six to eight stereo outputs
for each channel. Although there may be no input level

Patch panel normals brought out to termination.

Patch panel normals wired at the jacks with a
jumper.

Top row bridging, which allows monitoring on
the top row of jacks.

Figure 6. Audio patch panels are wired with either (1) all con-
nections brought out to punch blocks, (2) the normals connected
by jumpers at the jacks, or (3) the top jacks bridged to allow mon-
itoring of the audio outputs wired to the top row of jacks.

4236 RADIO BROADCAST STUDIO EQUIPMENT



adjustment, economical units should provide individual
output trim pots. Modular distribution systems offer more
versatility and avoid wasted, unused outputs. One model
offers four stereo inputs, which can be assignable to any of
its 14 stereo outputs by the use of jumpers. Popular DA
options include metering, input level adjustment, audio
compression, loss-of-signal alarms, and redundant power
supplies.

6. STUDIO MONITORS

The control room audio monitoring system provides the
first line of defense in spotting equipment failures and
problems. For that reason, professional monitor speakers
should be selected.

In choosing monitors, room size dictates cabinet size. In
a large studio, invest in monitors with 12-in. woofers, 5-in.
(13-cm) midrange cones and horn or dome tweeters. Size
limits small studios to a model with 5- or 6-in. (13- or 15-
cm) woofers. Current speaker technology offers amazingly
good sound quality from small cabinets. The designer
should look for low distortion and flat response.

A meticulous studio designer will consider background
noise sources, reverberation time of the room, interaction
from walls and ceiling, and room equalization. Doing this
properly means testing the control room with a real-time
analyzer and positioning the monitors for best results.
This is seldom practical.

When mounting the monitors on walls, suspension
mounts, preferably with vibration-isolating components,
should be used. Each monitor should be positioned an
equal distance from the operator’s normal position.
Sound-proofing material should be used on as much of
the flat wall surfaces in the room as possible.

In small studios, ‘‘near-field’’ monitoring provides the
best solution. The monitors should be positioned in a tri-
angular arrangement with equal distances between the
monitors and the ears of the operator. Near-field monitor-
ing ensures that the monitors will be close enough to the
listener that the direct audio from the speakers will over-
power reflections and any undesirable acoustics of the
room. Mounting solutions include a shelf, or wall brackets,
above the console, suspension from the ceiling, or floor
stands behind the console but directly in front of the op-
erator. Near-field monitors should be positioned at, or just
above, ear level.

The power amplifier becomes another vital consider-
ation. Space and power requirements limit audio console
internal monitor amplifiers to 10 W or less. Noise and dis-
tortion specifications may not be as good as those of stand-
alone amplifiers.

Matching the power amplifier with the requirements of
the monitors means another task in studio design. Push-
ing a low-power amplifier to provide adequate listening
levels can cause audio waveform clipping with distortion
on peaks. Operating in this manner could damage the
speakers. A better choice would be to operate a more pow-
erful amplifier in a conservative manner.

To prevent DJs from blowing the speaker voice coils
with too much power, fast-blowing fuses should be in-

stalled in the lines. The engineer needs to experiment with
fuse values and listening levels to find the proper combi-
nation.

Just as important as amplifier power is the wiring be-
tween amplifier and monitors. At least 16 AWG, should be
used for low-power amplifier and speaker combinations.
Heavier wire, up to 12 AWG should be used for combina-
tions above 100 W or long runs of speaker wire. The cables
from the amplifier, out of the rack, across the ceiling, and
then down to the monitors may eat up 50 ft (15 m) of wire
even in a small studio. Audio purists insist that the wire-
length for both speakers remain equal.

7. AUDIO SOURCES

7.1. Compact-Disk Players

The CD player commonly provides the audio source of
choice in radio. CD technology encodes audio as digital
bits recorded as etched holes on the surface of the disk. A
transparent plastic coating protects the surface so that
only an accumulation of dirt or scratches affect the play-
back quality. The bits are read by a laser beam focused on
the spinning disk. Because nothing but the laser beam
touches the disk, there is no wear.

Selecting the best equipment that the station can afford
represents the most cost-effective choice. Several manu-
facturers build CD players designed specifically for broad-
cast and professional use. If the station that must use
semiprofessional players should remember that they were
designed for use in a living room a few hours a week.
These consumer-grade machines will not last indefinitely
when run in a radio station 24 hours a day.

A station using semiprofessional players should keep
two spare (meaning new, unopened, in the box) players in
the station for quick replacement of a failed machine. No
attempt should be made to repair a failed consumer-grade
machine. They can be replaced with less trouble and ex-
pense than making repairs.

The output level and impedance of semiprofessional CD
players are not the same as broadcast quality ones. If the
console inputs require þ 4 dB levels and present 600O
loads, a matching interface should be used. These match-
ing boxes convert the –20 dB, high-impedance, unbalanced
output of the consumer-grade CD player to a þ 4 dB,
600O, balanced source. Consumer-grade equipment can
be difficult to cue and slow to start; the engineer should
evaluate units carefully before committing to purchasing a
quantity.

7.2. Turntables

Turntables still find work in some radio stations, but their
importance has greatly diminished. Some unique source
material remains available only on vinyl; the owner of one
broadcast equipment manufacturing firm still sells 40 to
50 phono preamplifiers a month.

Turntables come in two flavors: the idler wheel design
and direct drive. The once-common broadcast turntable
used a motor which turned at 1800 rpm driving an idler
wheel. The idler wheel in turn drove a large hub at the
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center of the platter. This design minimized wow and flut-
ter caused by fluctuations in motor speed. The use of a
heavy platter achieved further speed stability. Rapid
starts necessary for tight cueing required a heavy, power-
ful motor.

The direct-drive turntable became more popular be-
cause of its reduced noise, wow, and flutter. There is no
idler wheel to replace or bearings to lubricate; the platter
is the rotor of these slow-turning electronic motors. The
speed control circuits of direct-drive turntables constantly
monitor and adjust their speed, keeping it more accurate
than if left to line voltage and frequency. Further contrib-
uting to the demise of the rim-drive tables, the speed con-
trol function made precise speed enhancement of music
possible. Circuit repairs may be a problem because of the
minimal documentation provided with most direct-drive
turntables.

No real broadcast tone arms remain; all current models
are designed for consumer use. They track well and adjust
easily but some prove difficult to cue and are not very
rugged. A professional tone arm can be adjusted once and
then left alone except for occasional testing. When install-
ing a tone arm, the template from the turntable manufac-
turer should be used and the instructions supplied with
the arm followed. The tracking weight is specified by the
cartridge manufacturer.

The choice of the phono cartridge depends on the audio
quality required. Rugged, less-expensive models give the
longest life in on-air use. Moving up to more expensive but
less rugged models gains better separation and high-fre-
quency response. Consumer-grade phono cartridges
should be avoided.

The turntable’s preamplifier is easily neglected because
it is never seen after installation. The important specifi-
cations of noise, frequency response, and separation need
consideration. More expensive models offer filtering, high-
frequency cut or boost, and adjustable cartridge loading.

Another pressing concern for the engineer is the pre-
amp’s resistance to radio frequency interference if the
studio is co-located with the transmitter. The RF easily
makes itself known in these high-gain amplifiers.

7.3. Microphones

No serious program director ever leaves the choice of the
studio microphone to chance. Dynamic microphones re-
main the most popular for studio use. They are rugged,
dependable, and affordable.

Condenser microphones crept out of the recording stu-
dios into FM stations during the 1970s and 1980s. Con-
densers yield flatter frequency response but cost more.
Ribbon microphones were the industry standard in the
1960s years ago but are traded only by collectors today.

Wireless microphones provide the advantage of mobil-
ity at radio remotes and for television use. The wireless
systems use either a miniature lavaliere mike and belt-
pack transmitter or a handheld design with the transmit-
ter in the microphone case. Television news crews value
the extra directional characteristics of shotgun micro-
phones in situations when the sound professional cannot
get close to the on-camera person. TV studio sets use

the shotgun mike on a boom to keep the microphone off-
camera.

7.4. Audio Cart Machines

Since the 1950s, continuous-loop tape cartridge (cart ma-
chines) have proved invaluable for playing commercials,
jingles, and music. Even stations that rely on digital audio
storage system keep a few cart machines around as a
backup system.

A mono machine uses two tracks, the upper track for
program material and the lower for cueing. Stereo ver-
sions use three audio tracks on the endless loop of tape.
Two of the tracks record stereo audio: the third carries cue
tones. Trading recorded carts between mono and stereo
players will not work because the tracks do not line up.

A brief 1000 Hz tone is recorded on the cue track at the
beginning of the cart recording process. When the cart re-
corder is in the record mode, pushing the Start button
generates the 1000 Hz ‘‘stop’’ tone and begins the record-
ing process. After the tape loop cycles through the cart and
returns to the starting point, the playback head detects
the 1000 Hz stop tone and stops the tape at the beginning
of the recorded program material.

Deluxe machines offer secondary and tertiary tones for
cueing and starting the next tape. The secondary, or aux
tone, is at 150 Hz tone and customarily triggers the next
event in the program sequence of automation systems.
The tertiary tone is a 8 kHz tone and triggers a cue light to
warn air talent as the program material nears its end. The
operator manually inserts the secondary and tertiary
tones while recording the cart.

Although still a dependable and reasonably good stor-
age medium for commercials and music, digital audio stor-
age systems bulldozed the cart machine out of the radio
business. In addition, while cart machines ruled the stu-
dio, their manufacturers failed to standardize on a single
type of motor. As a result, when sales volumes fell, the
price of all those custom motors rose at a logarithmic rate.
Cart machine prices rocketed as the price of hard drives
fell.

7.5. Reel-to-Reel Tape Recorders

The reel-to-reel recorder still remains a workhorse in
some stations because of its simplicity and durability.
Tape also provides an economical means for storing long-
er program material without filling the hard drive of the
station’s digital audio storage system.

Reel-to-reel recorders operate by mixing the incoming
audio with a high-frequency AC bias signal of fixed level
and frequency. This combined signal magnetizes the tiny
ferric oxide particles attached to the plastic tape as it
moves past the record head. During playback, the play
head converts the magnetic fields stored on the recorded
tape to an audio voltage sonically equal to the signal orig-
inally recorded.

The bias signal ensures that the record head creates a
magnetic field sufficient to penetrate the ferric oxide por-
tion of the audio tape fully. The frequency of the bias sig-
nal must be supersonic and typically is at least 5 times the
frequency of the highest audiofrequency recorded on the
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tape. The bias signal may be optimized for a particular
audiotape by adjusting the bias level to produce minimum
harmonic distortion when recording and reproducing a
sine wave at a frequency in the range of 2–3 kHz. The op-
erator’s manual for the reel-to-reel recorder will contain
instruction for optimization of the bias signal.

During playback, an equalization curve applied in the
playback preamplifier ensures that the reproduced audio
produces a mirror image of the audio previously recorded.
The equalization curve corrects inaccuracies related to the
electrical characteristics of the record head, playback
head, and speed of the tape as it moves past the heads.
Both low-frequency and high-frequency compensation
perfect the playback process.

Alignment of both the record and playback heads pro-
vide job security for the station engineer. Both heads must
remain exactly perpendicular to the tape as it moves past
the heads. Incorrect azimuth (side-to-side) alignment
causes poor high-frequency reproduction. Stereo record-
ers exhibit a loss of stereo separation when allowed to drift
out of perfect 901 azimuth alignment. Improper zenith
(front-to-back tilt) also contributes to the high-frequency
reproduction problem.

Professional machines include a third head in the tape
recording process. An erase head uses the bias signal to
clear any previously recorded audio from the tape during
the recording process. If damaged, or not properly aligned,
the erase head will leave remnants of audio beneath the
new recording. In extreme cases, the old recording makes
itself heard during silent, or low-level, portions of the new
recording.

In the radio station control room, the reel-to-reel re-
cords news feeds from networks and reporters in the field.
FM stations record music requests and contests winners
on a reel-to-reel for delayed playback. Some program ma-
terial arrives in the station on reel-to-reel tape. A two-
track stereo deck with speeds of 71

2 IPS (inches per second)
and 15 IPS fills the requirements of most control rooms.

Tape reels constantly turn in the typical production
studio. Tape edit points, marked with a grease pencil, are
cut with a razor blade and edited in a splicing block. Tape
containing unwanted audio is discarded, and the two edit
points are then spliced together. Words can be cut out and
loose cues tightened using this methods. This works well
with mono or two-track stereo formats. When editing with
a multitrack machine, the operator should remember that
all tracks are cut on the tape as the audio is edited.

When producing commercials with multitrack ma-
chines, the operator records elements of the production
on different tracks and then mixes all tracks to a single
stereo mix as the finished product records to cart. A mul-
titrack recorder makes adding tags or reading copy into
‘‘doughnut’’ tapes much easier. The stereo music bed or
agency tape is recorded on two tracks, and a third track
contains the local copy. If the announcer makes a mistake,
only the voice track must be recorded.

Multitrack recorders have a selective synchronization
feature that switches the record heads of the tracks not in
the record mode to the playback amplifier in order to syn-
chronize playback with recording. Without this feature
the timing between playback and the recorded audio on

different tracks will be off by an amount equal to the dis-
tance between the record head and the playback head.

The favorite tape speeds for production work are
15 IPS¼ 38.1 cm/s and 30 IPS¼ 76.2 cm/s. Faster tape
speeds generate the widest possible bandwidth and best
audio quality. Faster speeds make cut and splice editing
easier because the audio spreads over a greater distance
on the tape.

7.6. Telephone Hybrids

During the 1990s, talk radio and TV talk shows moved to a
position as a dominant format leader. This challenged sta-
tion engineers to get the caller’s voice from the telephone
to the transmitter. The clash between old and new tech-
nologies made the job difficult.

The telephone system between the telephone compa-
ny’s central office and the home, or business, remains
largely the same as it was at the turn of the century. We
still depend on a pair of copper wires to transfer voices
from one place to another. This part of the dialup tele-
phone network still operates as a two-wire system.

Both the voice being transmitted and the voice being
received mingle back and forth on the same pair of wires.
A telephone hybrid converts the two-wire system into a
four-wire system which separates the caller’s voice from
that of the talk show host. Figure 7 shows the theory be-
hind a telephone hybrid.

In this example, the core of the hybrid consists of two
transformers, each having a single primary winding and
two secondary windings. The talk show host’s voice, the
transmit audio, feeds to the phone line from the primary of
T1 and through secondary 1 of T1. The caller’s voice, the

Host audio
(send)

Phone
line

Send >

T1

T2

Sec #1

Sec #1

Sec #2

Sec #2 <Receive

Pri

Caller audio
(receive)

Pri

Equalizer
network

Figure 7. The telephone hybrid circuit converts the two-wire
telephone line into a four-wire circuit. The hybrid creates indi-
vidual send and receive audio connections separating the caller’s
voice from that of the host.
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receive audio, travels from the phone line through sec-
ondary 1 of T2, then to the primary winding of T2. Note
that the transmit audio also passes, in series, through
secondary 1 of T2. This means that the transmit audio
appears in T2.

Note what is happening with secondary 2 on both T1
and T2; they are wired out-of-phase in relation to the first
secondary windings. Although the transmit audio is in-
troduced into T2 because secondaries 1 of both transform-
ers are wired in series, the transmit audio is canceled out
by the out-of-phase wiring of secondaries 2. This leaves, in
theory, only the receive audio, the caller’s voice, on the
primary of T2.

If the phoneline exhibited a perfect 900O resistive load,
a 900O resistor at the location of the equalization network
would produce a perfect match. Telephone lines do not
represent a perfect world. Capacitance creeps into the mix
because the phone company uses miles of 22-gauge twist-
ed pair to connect to its central office. That much twisted
wire forms a nice capacitor. The resistance of the circuit
varies with the length of all that 22-guage wire running
back to the phone company. Loading coils, used in the
telephone circuits to flatten frequency response, add the
inductance.

We connect our hybrid to what amounts to an RCL
network when we plug into the phoneline. The null cre-
ated by the out-of-phase circuit created by the 2 second-
aries no longer matches the amount of transmit audio
induced into T2 through its 1 secondary. A tunable equal-
ization network wired between the 2 secondaries compen-
sates for the electrical characteristics of the phone line
circuit. When improperly tuned, audible amounts of out-
of-phase host audio mixes with the caller’s voice making
the host sound ‘‘hollow,’’ as if the show were taking place
at the bottom of a large metal trash can. Our hybrid circuit
may cascade into feedback in extreme cases of mismatch.

An analog phone hybrid requires tuning for best per-
formance on each phone line to which it will connect. The
process involves transmitting pink noise during a call to
an outside phone number and then tuning the equaliza-
tion network for a minimum level of pink noise at the hy-
brid’s caller output. Digital phone hybrids accomplish this
task with a short pink noise burst at the beginning of each
phonecall. The result is perfect separation of host and
caller audio with excellent-sounding talk show audio.

Integrated hybrid systems include multiple hybrids
and call switching functions in a single unit. This ap-
proach removes the challenge of building a talk show
phone system from scratch with equipment from different
manufacturers. The multiple hybrid system also handles
the requirement of multiple mix-minus feeds. The instal-
lation time saved justifies any additional cost of the com-
bined phone hybrid and call handling system.

7.7. Broadcast Delay Units

Radio talk shows can be hazardous to a station’s liability
insurance. The spontaneity of a good talk show ensure
that callers can, and will, say anything. This prompts
the need for a system that allows time to ‘‘pull the plug’’

before certain words, or accusations, pass through the
transmitter.

Before digital technology accomplished this task with
no moving parts, there was tape. Tape delay systems em-
ployed a special cart machine with an erase head. A 10-s
cart was inserted in the recorder. Real-time audio was
recorded on the tape. It took the 10 s for the tape to loop
through the cart before reaching the playback head. The
output audio emerged from the recorder 10 s after it was
recorded, allowing time for the talk show producer to in-
terrupt the delayed audio containing profanity.

Simple digital delays perform this task without the
worries of moving parts and broken tape. The device sim-
ply converts audio to a digital signal, records it in memory,
and then plays it back 10 s later. The talk show producer
mixes the program in the console’s audition channel,
which feeds the input of the digital delay. The output of
the delay routes to the program channel of the console and
to the transmitter.

If things go wrong, the producer turns off the mixer
carrying the delayed audio to the program channel and
inserts fill music and has the option of switching the show
host from the audition channel to the program channel
after dropping the caller. The host then resumes the pro-
gram in real time.

Both tape delay and fixed-time digital delays pose the
problem of transition in and out of delay. If the show host
simply starts talking at the beginning of the program,
words won’t exit the delay system until 10 s later. Mean-
while, the audience is treated to 10 s of silence. Most sta-
tions overcome this by playing a 10 s recorded introduction
to the show on the program channel as the show host be-
gins talking on the audition channel. The host’s voice exits
the delay precisely as the recorded message ends. If timed
properly, the transition is seamless.

A better approach to the problem of keeping talk show
audio respectable is the digital delay unit that gradually
builds the delay at the start of the program. This delay
digitally records the real-time audio into memory. While it
is building the delay time, it plays back the program audio
slightly more slowly than it is being recorded. This process
gradually fills the memory until the delay time reaches
the maximum. After the memory fills, this delay operates
just like the fixed-time delay; the audio appears at the
output 10 s after it is received at the input.

If a caller says something offensive, the host pushes a
dump button that erases all, or part, of the audio in mem-
ory. Because the profanity is stored in memory, it disap-
pears when the dump button is pushed. The program now
is on the air in real time and the delay begins the process
of rebuilding the delay time again. After about a minute
the host has enough delay in memory to begin taking call-
ers on the air again.

This type of delay allows easy return to real time at the
end of talk program. A few minutes before the show ends,
the producer puts the delay in the exit mode. Now the de-
lay records the program, but it plays back slightly faster
than it is recording. This eventually depletes the audio
stored in memory and the program returns to real time.
The best of these delays features a relay bypass that takes
the delay off-line when it is not in delay, or if it fails.
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7.8. Audio Remote Systems

One of the most profitable activities for a radio station is
the commercial remote. This consists of packing off one or
two of the on-air staff with a van full of prizes, amps,
speakers, and a microphone to a remote location. The pri-
mary concern is to transmit the voices of the talent from
the site back to the radio station with reasonable quality.
The dialup telephone network provides a cheap and easy
solution.

The output of a simple microphone mixer, or small au-
dio console, connected to a telephone line coupler provides
the basis for the most elementary remote system. The
person doing the remote calls the station, is connected to
the control room console via the station’s telephone hy-
brid, and monitors the off-air signal for his cues. This sys-
tem is easy to set up and operate, but the dialup phone
system limits the audio quality. Our telephone system,
designed only to transmit voice from one telephone to an-
other, limits the bandwidth to a range of 300–3200 Hz. The
talent at the remote site sounds as if they are on the
telephone.

7.9. Telephone Frequency Extenders

The problem with using the dial-up telephone system for
delivering broadcast audio is the limited frequency re-
sponse. The fact that the telephone system rolls off all au-
dio below 300 Hz costs 2.5 octaves of audio on the low end
(50–300 Hz). This tends to product the ‘‘tinny’’ character-
istic that makes unprocessed, dialup telephone remotes
sound bad when compared with the full-spectum audio of
regular programming. There is a solution.

Analog telephone frequency extenders trick the tele-
phone system into passing audio with a bandwidth of 50–
2900 Hz. An encoder–decoder process shifts audio frequen-
cies upward by 250 Hz, sends the up-shifted audio over the
phone line, and then returns the audio to its normal fre-
quencies on the receive end. The encoder travels to the
location of the remote broadcast and serves the double
duty of shifting the audio up by 250 Hz plus connecting the
remote mixer to the dial-up telephone network. Most in-
clude telephone touchpads for dialing.

The encoder converts 50 Hz audio upward by 250 Hz to
a frequency of 300 Hz. Audio at its natural frequency of
2950 Hz exits the encoder at a frequency of 3200 Hz, which
barely squeezes through the limited bandwidth of the
phone system. The output of the frequency extender en-
coder sounds quite strange. Even the lowest baritone voice
sounds very high-pitched. Obviously, reverse treatment is
required on the receiving end.

The frequency extender system’s decoder shifts the au-
dio, which it receives down by 250 Hz, restoring it to the
original frequencies. The analog frequency extension pro-
cess delivers an audio bandwidth of 50–2950 Hz. The re-
sult is very pleasing voice transmission over a dialup
telephone circuit. The process sacrifices one-seventh of
an octave between 2950 and 3200 Hz, but it restores 2.5
octaves between 50 and 300 Hz.

The system suffers from two disadvantages. Analog fre-
quency extension is a one-way system. When the remote is
out of the range of the broadcast station’s signal, a second

telephone line is required for talk-back and cueing. Com-
patible equipment is required on each end. A station in
New York cannot send frequency-extended audio to a sta-
tion in Los Angles unless both have identical equipment.

7.10. Digital Audio Codecs

The computer age brings another means of transferring
high-fidelity audio from one point to another. We can now
digitize the source audio, apply data compression tech-
niques, and send the audio over telephone lines via mo-
dems. Because computer modems operate bidirectionally,
we also pick up the benefit of two-way audio communica-
tion over a single phone line.

In a nutshell, these digital audio codecs (coder/decoder)
consist of a computer sound card, a modem, and data com-
pression software bundled into a single package. The mo-
dem is designed for Switched 56, integrated services
digital network (ISDN), or dialup lines. Switched 56 ser-
vice provides data transfer at a rate of 56 kilobits per sec-
ond (kbps). ISDN doubles the speed to 128 kbps.

Dialup lines limit data transfer to less than 53 kbps and
will vary from line to line with weather and with tele-
phone traffic conditions. A 28.8 kbps computer modem
does not always connect at a speed of 28.8 kbps. Switched
56 and ISDN service are consistent. The tradeoff for less
audio bandwidth brings the ease of connection to any ex-
isting telephone line without extra line charges and con-
struction delays. For a 4-h commercial remote, the use of a
dialup line is a moot point. Coverage of a week-long special
event may justify the expense of an ISDN line.

Systems designed for Switched 56 lines provide a
7.0 kHz, bidirectional audio circuit. ISDN service doubles
the bandwidth to 15 kHz or allows stereo 7.5 kHz audio
transmission. Improvements in modem speed and tech-
nology now challenge these premium services with bidi-
rectional audio bandwidth of up to 10 kHz over dialup
telephone lines. The program audio bandwidth capability
depends not only on the bandwidth of the telephone
circuit, but on the data compression algorithm used in
the codec.

The audio compression (data reduction) algorithms
most frequently employed with Switched 56 and ISDN
lines include ISO MPEG Layer II [International Stan-
dards Organization (ISO), Moving Pictures Experts Group
(MPEG)], ISO MPEG Layer III, apt-X, Musicam USA, or
the international telephone standard ITU G.722 (formerly
CCITT G.722). The rules of compatibility dictate that the
codec on each end of the telephone line use the same al-
gorithm. MPEG Layer III will operate with a Layer II de-
vice, but performance is limited to Layer II levels. MPEG
is not compatible with ITU G.722. Likewise, apt-X talks
only with apt-X. Musicam USA will converse with MPEG
Layer II.

G.722 introduces a minimal delay, making it the most
popular algorithm for talk shows and live remotes. Sta-
tions often find themselves using their top-of-the-line co-
decs in the ‘‘plain-vanilla’’ G.722 mode. A further
discussion on audio compression algorithms is contained
in Section 8.
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7.11. POTS Codecs

The compression algorithms discussed above were de-
signed for use on Switched 56 or ISDN lines, which have
a guaranteed data rate of 56 kbps or 64/128 kbps. Stan-
dard analog telephone lines (POTS, or plain old telephone
service) provide varying data rates depending on line
quality. Telephone modems, such as the one in your com-
puter, are designed to scale the transmitted and received
data rate accordingly. This sliding data rate makes it very
difficult to use compression algorithms, which were de-
signed for specific transmission speeds.

New technologies have emerged that permit the trans-
mission of compressed audio over POTS, thus delivering a
bandwidth much higher than the normal 3 kHz signal
normally available. POTS codecs use high-speed modems
(33.6 kbps as of this writing) and compression rates in the
12:1 range to deliver audio bandwidths varying from 5 to
10 kHz, depending on the connection speed of the modems.

There is an important difference between audio sent by
POTS codecs and audio sent via computer or the Internet.
Computers use asynchronous modems, which means that
they send a packet of information, wait for confirmation
that the packet was received, then go on to the next pack-
et. For one-way delivery of audio that has been stored at a
site, this method of transmission is not a problem. How-
ever, asynchronous modems must use a buffer to recon-
struct the audio. This creates a delay large enough that
two-way communication with the studio is simply not pos-
sible over the single telephone line used for the remote.
For ‘‘real-time’’ bidirectional remotes, most POTS codecs
use synchronous modems. With a synchronous modem, a
bit is transmitted, and without waiting for verification of
receipt, the modem goes on to the next bit. This constant
data stream in both directions results in audio that is de-
layed only by the compression algorithm used. The mo-
dems go through a complex ‘‘handshaking’’ process to
determine the best data rate for transmission in order to
minimize errors caused by lost bits.

There are four companies producing POTS codecs, and
each company uses a different approach to audio compres-
sion. One company uses ITU G.728 compression, also
known as code excited linear prediction (CELP). Two oth-
er manufacturers use modifications of the MPEG Layer III
algorithm; however, their systems are not compatible with
one another. The fourth uses a proprietary compression
algorithm designed specifically for the slower connect
speed of POTS. All four companies’ codecs are designed
to scale transmit speeds and bandwidths according to line
quality; however, the range of connection speeds varies
with the manufacturer. Before buying a POTS codec, the
designer should try to get a pair of demonstration units to
determine whether they will work for the station’s appli-
cation. Remember, two codecs are needed, both from the
same manufacturer.

8. DIGITAL AUDIO SYSTEMS

8.1. The Standards

The Audio Engineering Society and European Broadcast-
ing Union (AES/EBU) standards provide a benchmark for

digital inputs and outputs. Fortunately, these standards
provide a common denominator found on all professional
equipment. AES/EBU, also known as AES3, created a bal-
anced system that can transmit digital stereo audio up to
100 m over a single shielded, twisted-pair wire.

AES/EBU calls for internal transformer coupling, with
DC blocking capacitors, on both input and output circuits.
The circuit is designed for shielded audio cable with an
impedance of 110O. The digital input protocol must match
the digital output of the source. AES3 ensures that any
two pieces of equipment using this standard will work to-
gether. Copies of AES3—1992 are available, for a fee, from
the Audio Engineering Society in New York; the phone
number is (212) 661-8528.

The AES3—1992 standard specifies a nominal signal
voltage between 2 and 7 V measured across a 110O ter-
minating resistor. An earlier standard (1985) allowed a
2–10 V range. No compatibility problems exist between the
1985 and 1992 standards.

AES3 specifies connections using the familiar XLR
three-pin audio connectors. Pins 2 and 3 carry the digital
signal. Pin 1 is ground. This convention is exactly the
same as used in wiring XLR connectors for microphone or
balanced line-level audio. The connectors remain the same
but the wire does not.

Miniature broadcast audio cable (Belden 8451 or West
Penn 291) does not meet the impedance specification. Dig-
ital audio is actually computer data that run at a rate of
64 Hz times the sample rate. Digital audio, sampling at a
rate of 48 kHz, becomes a data stream running at
3.072 Mbps (64 Hz� 48 kHz¼ 3.072 MHz). Cable capaci-
tance can rapidly degrade the 3 MHz signal. Low-capaci-
tance digital audio cable will do a satisfactory job of
transferring the digital audio signal for the AES3-speci-
fied distance of 100 m (328 ft).

The need to transport digital audio farther that 100 m
(328 ft) resulted in a new standard using unbalanced co-
axial cable. AES-3id—1995 allows transmission of a 1 V
digital audio signal up to 1000 m (3280 ft). Considering the
3 MHz frequency of digital audio, 75O coaxial cable make
a lot of sense. No knowledgeable engineer would suggest
conducting a 3 MHz RF signal over twisted-pair audio ca-
ble. AES-3id calls for RG6A/U, or RG59B/U, cable and
BNC connectors.

Television and video production facilities rapidly em-
braced this new standard. AES-3id not only allows
for longer cable lengths, but also permits them to
use 75O cable, terminated with BNC connectors, for
both video and digital audio signals. Copies of AES-3id—
1995 are available for a fee from the Audio Engineering
Society in New York. The Society’s phone number is (212)
661-8528.

Sony and Phillips developed a standard for consumer-
grade equipment. S/P DIF (Sony/Phillips Digital Interface
Format) defines an unbalanced digital connection. S/P DIF
and AES3 signals do not mix in all cases. An AES/EBU
input will accept a S/P DIF output, but a S/P DIF input
will not accept an AES/EBU output without an interface
to correct the differences in the data formats and wiring.
Only equipment with AES3 inputs and outputs should be
used.
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S/P DIF specifies the old RCA phono pin connector; 75O
coax works well as the conductor. The problem of yet an-
other connector and cable type in the studio proves reason
enough to standardize on AES3 digital equipment in the
station.

The AES/EBU (AES3) standard supports 16, 20, or 24
bit quantization formats. The 20 bit audio sounds better
than 16 bit; 24 bit offers improved performance over a 20
bit digital signal. When audio is digitized, sine waves are
changed into vertical samples based on time. They also get
sampled horizontally based on amplitude. Amplitude res-
olution is determined by the quantization format, the bit
rate. Each bit communicates 6 dB of amplitude informa-
tion.

In theory, the 16 bit audio of a CD can communicate up
to 96 dB of amplitude change (6 dB� 16 bits¼96 dB). The
24 bit digital audio can reproduce a theoretical dynamic
range of 144 dB (6 dB� 24 bits¼ 144 dB). In the real world,
digital audio equipment achieves performance less than
theoretically possible. The 16 bit audio typically renders
90 dB of dynamic range due to the limitations of the an-
alog-to-digital converters and digital-to-analog converters.

An increase in dynamic range means a lower noise
floor. Note the 48 dB reduction in the noise floor when
comparing 16 bit digital audio with a 24 bit signal. As-
suming a clip level of þ 24 dBu, 16 bit digital audio equip-
ment can theoretically reproduce a minimum signal level
of –72 dBu. Twenty bit digital audio has the potential
of reproducing a minimum signal of –120 dBu. Figure 8
illustrates the difference in possible dynamic range be-
tween 24, 20, and 16 bit digital audio.

AES3 standardizes sample rates of 32.0, 44.1, and
48.0 kHz. The digital recording process limits the maxi-

mum recordable audio frequency to one-half the sample
rate. Each cycle of a sine wave must be sampled at least
twice during a cycle. If not sampled once during its pos-
itive peak and once on its negative peak, the sound cannot
be accurately sampled and converted to digital audio.

A sample rate of 44.1 kHz permits audio bandwidth up
to 22 kHz. The sample rate of 48.0 kHz pushes the upper
limit to 24 kHz. Equipment using a 32 kHz sample rate
chokes off the audio at 16 kHz but consumes less band-
width and/or hard-disk space.

Today the existence of three sample rates hinders dig-
ital broadcasting. Compact disks came out of the gate with
the sample rate of 44.1 kHz. This single-standard sample
rate crossed all brand names and entrenched itself as the
sample rate for CD work. Recording studios adopted the
sample rate of 48.0 kHz in an effort to achieve better fi-
delity. Digital audio workstation and digital audio storage
equipment manufacturers shifted downward to 32.0 kHz
to conserve disk space because FM radio passes only
15 kHz of audio bandwidth.

No manufacturers of digital broadcast equipment cur-
rently exhibit any interest in trying to develop a standard
sample rate frequency. They support all three sample
rates, driving up the cost of digital equipment. The issue
of sample rate frequency remains as another roadblock
slowing the progress of the digital output of a CD player
from directly reaching the FM digital exciter.

As digital audio consoles approach the threshold of the
control room, the engineer wishing to ‘‘go digital’’ in the
studio has a problem. The digital audio of different sample
rates cannot be combined even though all the sources ad-
here to the AES/EBU standard. Somewhere in the studio
system sample rate conversion must take place. The
44.1 kHz sample rate of the CD must switch to the
48.0 kHz sample rate of the console, which must convert
to the 32 kHz sample rate of the digital STL.

One console manufacturer offers input modules that
match the sample rate of input audio to that of the console.
Its solution to the problem is sample rate conversion on
each input. A standard sample rate for all broadcast ap-
plications offers a better solution, but that has not yet
happened. Careful planning during equipment selection
remains the best defense for minimizing potential prob-
lems.

Even after the sample rate problem has been ad-
dressed, one more problem surfaces when a digital con-
sole arrives in the on-air studio. When mixing two digital
audio sources of the same sample rate, their clocks must
be synchronized. If one digital audio source runs at
48,000.00 Hz and is mixed with a second signal running
at 48,000.02 Hz, and the internal clocks run separately,
digital ‘‘train wrecks’’ occur.

The results pollute the combined audio with clicks and
pops. A digital master clock provides a workable solution.
A single timing signal connected to all digital audio equip-
ment in the station synchronizes everything in frequency
as well as phase.

This plan works when all digital equipment in the stu-
dio offers clock input connections. However, not all digital
equipment is designed with this feature. Older digital
equipment featured a ‘‘word clock,’’ which ran at the
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Figure 8. Higher quantization rates (bit rates) result in a wider
dynamic range for digital audio. 24 bit audio provides a theoret-
ical dynamic range of 144 dB for a 48 dB improvement over 16 bit
audio. This also means a 48 dB lower noise floor.
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sample rate. Newer equipment locks internal clocks to-
gether with the AES standard digital audio reference sig-
nal (DARS), which is an AES3 digital signal without
audio. The digital equipment manuals must be checked
to verify which systems will operate in a facility.

Three more pieces of the AES/EBU puzzle remain. The
first bit of the digital signal indicates whether the output
signal originates from consumer-grade equipment or pro-
fessional gear. If the first bit of the first 8 bit word is a 0,
the source audio is from consumer equipment. Profession-
al equipment identifies itself as such with a 1. Many
professional recorders will not accept a signal from semi-
professional equipment.

Digital audio may also include a consumer copyright
protection bit. The serial copy management system (SCMS)
prevents illegal digital copying. Digital audio also includes
a parity checksum for the channel status data. The cyclic
redundancy check (CRC) error light on the recorder may
indicate a problem with the recording configuration.

Unfortunately the engineer will need a digital audio
analyzer to identify these situations correctly. The fixes
require a means of real-time editing of the channel status
bits or reprogramming of the equipment.

System designers greatly increase the storage capacity
of hard disks by using the bit rate reduction techniques of
ISO MPEG, Audio Processing Technology’s apt-X, Music-
am, the international telephone ITU G.722 standard, Do-
lby’s AC-2 or AC-3. Without bit rate reduction, 1 min of
stereo audio consumes about 10 MB (megabytes) of hard-
drive space. With a 4 : 1 bit rate reduction the same 10 MB
could store 4 minutes of audio.

Early algorithms accomplished bit rate reduction by
transmitting only the difference between samples. These
systems gained a 2 : 1 reduction in digital data, but were
nondestructive. The algorithm restored the original audio
signal when decoded.

Lossy bit rate reduction discards bits not needed be-
cause the human ear would not hear the sound reproduced
by the bit when played back. The sound would be either
too low in volume to be heard, or covered up by a louder
sound. The data-compressed information reproduces an
audio signal almost indistinguishable from the original to
the critical ear. This destructive process changes the
source audio forever. After the data are compressed, the
exact original audio can never be recovered. Huge gains in
storage space and transmission bandwidth requirements
justify the use of these algorithms.

The MPEG compression algorithm is the audio portion
of a video compression system standardized by the ISO.
The facts that (1) it is accepted worldwide and (2) it is at-
tached to a video compression scheme ensure that it will
be here for a long time. MPEG offers three levels of signal
quality identified as Audio Layers I, II, and III. The com-
plexity of the system, including hardware, rises and the
quality of the audio improves with each advancing layer.
Audio Layer I provides transparent 20 kHz audio quality
at a compression ratio of 4 : 1. Audio Layer II achieves the
same results but at a ratio of 6 : 1. Audio Layer III operates
as high as 24 : 1.

Musicam USA’s compression system is compatible with
MPEG Audio Layer II. Musicam chops the 20 kHz audio

spectrum into bands of 750 kHz. It then discards any un-
necessary bits in each band. The Musicam system repre-
sents a compromise between transparent re-creation of
compressed audio and complexity of the processing algo-
rithm. Processing delays increase with complexity of any
system’s algorithm.

Bit rate reduction serves to allow digitized audio trans-
mission over limited bandwidth media. Early digital STL
systems use bit rate reduction to squeeze two channels of
15 kHz audio and remote control data into the 500 kHz
bandwidths of the 950 mHz spectrum. Remember that bit
rate reduction algorithms throw away part of the digitized
audio, preventing further audio processing. All audio com-
pression and limiting must happen before the program
audio passes through a digital STL that uses bit rate re-
duction. Two digital STL systems that do not use audio
compression algorithms were introduced in 1997. These
solve the problem of bit rate reduction and should become
the systems of choice.

T1 digital telephone systems offer enough bandwidth to
allow uncompressed audio to reach the transmitter. A T1
STL system offers flexibility in the location of audio pro-
cessors. Multiband compression may be applied at the
studio, and final limiting accomplished at the transmitter
site. T1 systems also solve the problem of the congested
950 mHz spectrum.

Technology changes rapidly. An engineer should care-
fully study current technology as applied to the products
available before making an investment in digital equip-
ment.

8.2. Digital Audio Storage Systems

Digital audio storage offers the most rapidly developing
technology in the broadcast audio field. Its acceptance by
the industry became apparent in 1995; both Ampex and
3 M announced their exit from the magnetic tape business.
The magnitude of this development becomes evident after
considering that Ampex pioneered magnetic tape record-
ing in the United States. Working with development mon-
ey provided by Bing Crosby, it perfected the process that
was first used on Crosby’s radio show. Digital recording
media now include magnetic tape, hard drives, high-den-
sity floppy disks and magnetooptical (MO) disks.

Designed for the consumer market, the rotating head
digital audio tape (DAT) machine became widely accepted
by broadcasters. This format uses a rotating head much
like a videocassette recorder (VCR), and records on a car-
tridge tape. DAT cartridges offer recording times of 60, 90,
and 120 minutes. The cartridge design prevents razor
blade editing. Professional models feature fast cueing, in-
stant starts, remote control, and time-code compatibility.
DAT machines offer broadcasters the ability to record live
events, concerts, and network feeds in the digital domain
without increasing noise and sacrificing dynamic range.

Stations using multitrack consoles for production work
may take advantage of eight-track DAT recorders. Like
their smaller cousins, the eight-track models use a rotat-
ing head but record on VHS videotape cartridges. These
DAT recorders excel in recording live concerts and storing
multitrack production work.
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Smaller facilities may opt for the digital cart machines
coming on the market. These record to super-high-density
floppy disks, minidisks, or MO disks. They offer the ad-
vantages of low-noise digital audio reproduction and the
elimination of head alignment woes and maintenance as-
sociated with analog cart machines. But it leaves the disk
jockey still sorting and slamming plastic devices into slots
and pushing start buttons.

Note, however, that there is still a need for human in-
tervention for trouble shooting and problem solving.

If a station is planning a transition to ‘‘digital,’’ why
handle the storage medium at all? Digital audio storage
systems using hard drives as the storage medium threat-
en to oust cart machines and carts of all types from the
control room. Hard-drive systems now offer the capability
to store and play all the station’s commercial library plus
its program material. Multiple hard drives provide the
necessary ‘‘crash protection.’’ The systems can automati-
cally record network feeds for delayed broadcast, elimi-
nating the need for reel-to-reel recorders. One large
system offers simultaneous access to program audio by
seven studios.

8.3. Digital Editing and Workstations

The digital audio workstation benefits the broadcast sta-
tion with faster and more creative production, using a
process quite similar to the way word processors edit writ-
ten text. Digital workstation systems store multiple audio
tracks on hard disk and allow editing in random access
memory (RAM). Two or more analog input channels
(through A/D converters) and direct digital inputs receive
the incoming audio. Options allow analog or digital out-
puts. They allow editing tracks individually and produce a
finished product by using keyboard and scrub wheel rath-
er than grease pencil and razor blade. The audio waveform
of each track crawls across a screen allowing visual as well
as audible cueing and editing.

To produce a spot with a digital audio workstation, the
operator records the audio tracks and music beds in the
system memory, commands the workstation to move com-
ponent sounds, adjusts timing, edits tracks, and finally
completes a stereo mix. Unlike razor-blade editing with
analog tape, the software process preserves the original
material. Correcting mistakes and editing experiments
become child’s play with the Undo key found on most ed-
itors.

Workstation editors most closely emulating the opera-
tion of a reel-to-reel recorder get production work flowing
quickly with minimal training time. An accurate scrub
wheel operation speeds the work of a producer tightening
loose voice tracks and other tricky edits. Scrub audio
sounds exactly like that heard when manually rocking
tape back and forth across the playback head of an analog
tape deck.

A good display shows the audio waveform of all tracks
on the screen simultaneously. Most editors show a vertical
cursor line that moves across a stationary audio waveform
as the editor reproduces the audio. This display mode con-
sumes fewer computer resources than a system that shows
the audio waveform crawling across a stationary cursor

because the screen is not continually requiring refresh-
ment. Some audio producers favor a display that depicts
the waveform moving across a stationary cursor as the
screen more accurately represents the operation of a reel-
to-reel machine where the tape travels left to right across
the stationary playback head.

Creative engineers can assemble a two-track audio
workstation with a Pentium PC, a good sound card, and
editing software. The system should include as large a
hard drive as possible; the source material plus overhead
consumes about 12 MB/min for stereo audio. A 1-MB drive
handles most two-track production tasks. The more elab-
orate systems include mixing capabilities providing an all-
in-one approach for production work.

9. AUDIO PROCESSING EQUIPMENT

9.1. Compressors

All the hype whirling about concerning the on-air process-
ing market simply clouds the central issue of reducing
dynamic range of the source material. The difference be-
tween the loudest sound and the quietest equals the dy-
namic range. Audio compressors take large, rapidly rising
audio voltages and make medium-sized, slowly rising au-
dio voltages. The goal remains simple: reducing the dy-
namic range and increase the average modulation level of
the transmitter.

The industry complicated matters when, in the 1960s,
one engineer found a way to crank the average modulation
level up 3 dB higher than the station across town. The re-
sulting ‘‘modulation wars’’ in the AM band trashed audio
quality and drove listeners to FM. Then Mike Dorrough
showed us how to crunch FM audio without sounding
quite as bad. Bob Orban next combined the stereo gener-
ator with Dorrough’s multiband limiter and other than
doing all this digitally, not much has happened since.

If the output of a CD player were connected directly to
the audio inputs of a transmitter, the wide dynamic range
would prevent the average modulation from reaching
more than 50–60%. The station would disappear from
the band among those processing their audio by today’s
aggressive standards. An AM station operating this way
would sacrifice a part of its coverage area. An audio com-
pressor reduces the dynamic range to a more practical
spread and holds the modulation level at a much higher
value.

Here is how it works. A threshold control defines the
point where the compressor starts to attack a rising audio
voltage. If the compressor’s threshold control instructs it
to attack a voltage at –20 dB, the compressor will attempt
to hold down a rising audio signal after it rises above the –
20 dB level. A signal below –20 dB will pass through the
compressor unscathed.

After the audio passes the threshold (–20 dB), the ratio
control instructs the compressor how serious it is about
restricting the level of the audio voltage. A 5 : 1 ratio limits
an audio signal that has risen 5 dB to an increase of only
1 dB at the compressor output. Using this example, an in-
put signal of –20 dB would appear at the compressor out-
put at –20 dB; no compression would take place. An input
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signal of –15 dB (5 dB higher) would show up at the output
at a level of –19 dB (1 dB higher).

Low ratios induce less compression for any given input
above the threshold. When the user increases the ratio,
the compressor aggressively attacks the dynamic range of
the source material. The threshold presents more of a
‘‘brickwall’’ to the incoming audio as the operator dials in
ratios of 10 : 1 and higher. Premium-quality compressors
offer two thresholds with an independent ratio control at-
tached to each threshold.

This type of compressor moderately squeezes a rising
signal of low level as it crosses the first threshold level.
Should the signal continue to rise above the second
threshold, more aggressive compression attacks the sig-
nal. A compression ratio of 20 : 1 used above the second
threshold provides the peak-limiting required to properly
modulate a transmitter.

The compressor’s ‘‘knee’’ is the point where the incom-
ing audio signal rises above the threshold and the com-
pression action begins. A ‘‘hard-knee’’ compressor engages
the compression precisely at the exact threshold value
with the exact ratio. A good ear hears the full amount of
processing kick in as the signal rises above the threshold.
If the compressor smoothes the transition with a gradual,
rounded transition point at the threshold, the processing
action engages slowly over about a 6 dB range. The tran-
sition into processing is less apparent as the compressor
begins to act on the rising audio signal. This describes a
‘‘soft-knee’’ compressor. The old tube-type compressors,
the UREI LA-2 for example, remain popular because of
the smooth transition through their soft knee.

Release time determines how quickly the compressor
releases the compression when a falling voltage drops be-
low the threshold. A slow release time may measure 2.5 s
or longer. A fast release time, measured in milliseconds,
will release as each low-frequency waveform decays. A
high compression ratio coupled with fast release time may
result in too much of a good thing.

When more aggressive compression hammers the dy-
namic range, the normal soft passages in music disappear
and the normal voice migrates to a stream of shouted
commands. Overcompressed audio becomes irritating over
a period of time. Some musical notes can actually be lost.
If guitar notes and the beats of a kick drum arrive at the
input of a compressor at the same time, the compression
required to tame the kick drum will drop the level of the
guitar so much that some notes will not be heard.

In the AM modulation wars of the 1960s, Mike Dor-
rough recognized this deficiency and split the audio spec-
trum into three bands. In the discriminate audio
processor, the Dorrough DAP, Dorrough assigned each
band its own compressor. The combined outputs of the
compressors reassembled the complete audio spectrum
while gaining independent compression for each band.
Now the kick drum’s compressor could be stomping 12 dB
of compression while the guitar’s band may only receive
3 dB of compression. The listeners no longer missed the
rhythm guitar. Thus was born multiband compression.

This all sounds easy. Figuring out the frequencies in-
cluded in each band made things more complicated. The
proper crossover frequencies, the points on the audio

spectrum where bass becomes midrange and midrange
becomes treble were elusive and depended on the program
material. The crossover frequencies for the relatively nar-
row AM spectrum were not correct for the 15 kHz FM
spectrum.

Also, that each band required different attack and
release times. The much shorter waveforms of high fre-
quencies require faster attack than the long waveforms of
bass frequencies. Improper attack and release times for
adjacent bands results in inconsistent processing in each
of the three bands. Release times set too short for the low
band will overcompress the bass notes. When the release
time for the high-frequency band is set too long, the highs
disappear and the station will sound ‘‘muddy.’’

9.2. Limiters

A peak limiter fits in the program chain just ahead of the
transmitter, the stereo generator for FM. The limiter pro-
vides a brick wall for any overshoots that the compressor
misses. Its sole purpose is to prevent overmodulation of
the transmitter.

Limiters used for U.S. FM broadcast include the 75 ms
preemphasis curve that boosts the high frequencies. Other
countries may use different preemphasis curves; check the
government’s broadcast specifications. FM limiters oper-
ate symmetrically; positive and negative peaks receive
equal limiting. AM limiters operate asymmetrically. They
clamp their negative peaks at 100% modulation while al-
lowing positive peaks to shoot upward to 125%. This max-
imizes the modulation and output power of the AM
transmitter. AM limiters also include the National Radio
Standards Committee (NRSC) preemphasis curve and
10 kHz lowpass filter. C-QUAM, AM stereo processing,
usually requires an optional circuit board.

Most engineers locate the peak limiter at the transmit-
ter site, feeding its input from the STL output. They leave
the multiband compressor at the studio. Leaving the com-
pressor at the studio end also enhances the modulation of
a 950 mHz radiolink.

9.3. AGC/Levelers

A novice may confuse an automatic gain control (AGC)
amplifier with a compressor. The AGC/leveler is not an
audio-processing device. It will not reduce the dynamic
range or limit loud audio peaks. The AGC amplifier en-
sures that the compressor and limiter receive constant in-
put levels.

The AGC operates similarly to a compressor when a
signal above its target output range appears at the input.
In this case, the AGC amplifier gently pulls the signal
level down to the target output level. It is operating like a
compressor set with a 2 : 1 ratio and a slow, 2 min release
time.

The AGC amplifier reacts differently when the input
signal falls below the target output level. Now it turns up
the gain of the low-level signal, bringing it slowly up to the
target output range. Compressors cannot accomplish this
level correction function.

Changing input levels to a compressor or limiter
subjects the program audio to varying amounts of
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compression. Audio from a loud source may receive too
much compression, creating distortion. If the output of a
low-level source is not corrected, it receives little or no
compression and sounds weak and thin. Sudden changes
in the station’s audio processing irritate listeners.

AGC/levelers provide a safety net for sloppy board op-
eration, the times when the meters remain buried in the
red for minutes at a time. Stations employing walkaway
operations, where no one sits at the console correcting
levels as the automation system switches between sourc-
es, benefit greatly from the processing consistency created
by an AGC amplifier.

9.4. Equalization

Engineers work nights in anguish maintaining audiofre-
quency response as ‘‘flat’’ or linear as possible. Program
directors toil overtime in anguish producing a ‘‘signature’’
sound for the station. The two professionals butt heads at
the equalizer. In the audio processing chain, creative use
of an equalizer gives character to the station’s audio. In
production, an equalizer routinely cleans hum and hiss
from noisy tapes. The production director also creates spe-
cial effects and unique voice tracks with the help of his or
her equalizer.

Low frequencies can be boosted to produce a heavy
‘‘thumping’’ bass and the upper mid-range can be boosted
to add brightness. Enhancement of the highs and lows
with an equalizer satisfies the desire to make a station
sound better to the average nontechnical listener than the
competition. Table 2 matches the audio ranges and qual-
ities with the knobs on the equalizer.

Equalizers come in two types. The best known, the
graphic equalizer, divides the audio spectrum into a series
of bands represented by rotary or slider controls on the
front panel. The operator adjusts the controls to affect gain
in each particular band. The graphic equalizer with slider
controls creates a visual picture of the frequency response
curve that is being produced. Nontechnical people find it
easy to use because of this design. Nine out of ten program
directors prefer a graphic equalizer in the station’s pro-
cessing chain to tailor the on-air sound.

The parametric equalizer provides more versatility in
the hands of a trained operator. A specific frequency can
be dialed in with a parametric equalizer for elimination or
boosting. A graphic equalizer does not allow this frequen-
cy-specific accuracy. The parametric equalizer also allows
the adjustment of filter bandwidth or selectivity. A narrow
bandwidth can ‘‘notch out’’ a hum or buzz. A wide band-

width produces broad curve to boost or cut an entire band
of frequencies. The typical parametric equalizer offers
three or four sections covering the entire audio spectrum.
Parametrics are considered valuable tools in the produc-
tion studio.

9.5. Microphone Processors

Stations spend thousands of dollars for processing equip-
ment to compress and equalize their music program
material. The studio microphone often suffers from pro-
cessing neglect although it deserves major attention. Com-
pression, equalization, and ‘‘de-essing’’ of the studio
microphone give the on-air talent a chance of competing
with the professionally produced program material played
on the air. A good microphone processor elevates the local
disk jockey closer to the voice quality level of professional
voice talent.

Compression reduces the dynamic range of the natural
voice, providing more power and punch by raising its av-
erage energy; it becomes louder. The added power pre-
vents the voice from being buried by song introductions
and music beds. The equalizer provides a means of boost-
ing regions of the voice spectrum that lack natural pres-
ence. Male DJs always want a generous boost of low-
frequency energy. A ‘‘muddy’’ voice benefits from a boost in
‘‘brightness’’ from the equalizer’s upper midrange (around
2.5 kHz). The de-esser reduces annoying, lisping, spitting
‘‘s’’ sounds. Sibilance problems show up at frequencies be-
tween 6 and 7 kHz. The de-esser monitors the energy level
in this range and kicks in additional compression to re-
duce sibilance problems. When adjusted properly, the de-
esser will take the edge off a sibilance problem without
punishment to the high-end frequency response. A de-
esser circuit requires fast attack and release timing and a
narrow (less than 0.5 octave) bandwidth.

The properly adjusted combination of 3 dB of compres-
sion, a one-octave, 6 dB boost at 125 Hz, and a two-octave,
3 dB boost at around 2.5 kHz from the equalizer can con-
vert any voice to an acceptable quality. Table 3 provides
some direction for equalizer adjustments.

Without voice processing on the studio microphone, the
station may find itself overprocessing its music while
stretching to achieve a suitable amount of processing for
the on-air voices. The addition of a microphone processor
provides a more balanced processing mix from on-air voic-
es and produced program material. Suddenly the local an-
nouncers no longer sound ‘‘wimpy’’ compared with
network announcers and production studio voices.

9.6. Noise Reduction Systems

Noise reduction systems minimize source noise from an-
alog audio tape, vinyl records, and remote program unit
(RPU) radio links. Dolby and dual-ended systems record
encoded audio on tape and decode it to reproduce the orig-
inal audio with a lower level of system noise.

Audio ‘‘companding’’ (compression/expanding) systems
provide another option. During the recording process, the
dynamic range of the program material is severely com-
pressed, keeping it further above the noise floor of the re-
cording medium. The process reverses during playback

Table 2. Audio Qualities and their Frequencies

Quality Audio Frequency Range (Hz)

Subbass 15–65
Bass 65–256
Voice 256–2,048
Upper vocal 2,048–3,750
Presence 3,750–5,000
Sibilance 6,000–7,000
Brilliance 6,500–15,000
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when the recorded audio is expanded restoring the normal
dynamic range. These dual-ended systems provide benefit
in audio tape recording but require identical equipment on
each end of the record/reproduce process.

Dolby and companding noise reduction systems hide
noise. Single-ended systems provide freedom from the en-
code/decode process by ‘‘painting over’’ noise. These fre-
quency-sensitive gating devices eliminate all audio in
certain bands when the signal falls below a fixed thresh-
old. The theory of operation assumes that anything below
the threshold must be noise and should be eliminated.
Single-ended systems offer a better solution than cutting
the frequencies associated with tape hiss with an equal-
izer. The equalizer also eliminates desirable program
material in that spectrum. The noise reduction unit at-
tenuates a part of the audio spectrum only when no sig-
nificant program material appears in that band.

9.7. Effects Generators

Digital effects generators enable production directors to
produce the special effects of phasing, flanging, and echo
for creative production. Several effects devices allow easy
pitch changes of voice and music for special effects and to
compensate for speed adjustments made to time tapes
perfectly to 30 or 60 s. When tape speed varies more than
2% or 3%, pitch correction restores normal tone to the
voice.

When using reverberation in program material, the
amount mixed in should be 20 dB down from normal pro-
gram level. Otherwise, the effect will be too distracting.
When used with compression or limiting, it should be
mixed back into the audio chain at the limiter output. This
prevents the percentage of the mix from varying with the
operation of the compressor/limiter.

10. SUMMARY

This article attempts to describe the state of the art in
equipment and standards of engineering practice. A re-
view of previous work on the subject of studio audio for the
National Association of Broadcasters, starkly depicted the
vast changes in the hardware realm in just 5 short years.
Broadcasting technology now provides a digital signal
path from the audio source to the transmitter.

The standards, which have served well since the
infancy of broadcasting, now fall to new technology.

Digital AES/EBU (AES-3) interface supersedes the ‘‘stan-
dard’’ 600O, þ 4 dB connection between audio equipment.
Long-familiar hardware—punch blocks, screw barrier
strips, and XLR connectors—make way for DB25 s, fiber
optic cable, and ISDN.

The broadcast engineer can now build a studio using
source material from digital audio storage devices mixed
on a totally digital console. The console could become a
touch-screen controlled computer. The all-digital process-
ing system has arrived. Some stations have already re-
placed their 950-mHz STLs with T1 carrier systems. A
digital STL that uses no data compression was introduced
in 1997. Equalized program telephone lines are on the way
out, and 111C repeat coils are obsolete. Digital stereo gen-
erators arrived several years ago; an engineer can now
buy a digital FM exciter.

Retooling to provide the new technology in hardware
challenges the equipment industry. New names are
emerging and some of the industry leaders are fading
from vogue as they fall behind the pace of changing tech-
nology. Pressure will be on broadcast engineers also to ed-
ucate themselves in order to provide competitive product
to their listeners and viewers.
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RADIO DIRECTION FINDING
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San Antonio, Texas

Radio direction finding is the technique of measuring ra-
diowave angle of arrival (AoA), as illustrated in Fig. 1. A
transmitting antenna radiates radio energy toward the
direction finding site. At distances greater than several
wavelengths from the transmitting antenna, the radio-
wave can be represented as a plane wave, with linear con-
tours of constant phase perpendicular to the direction of
propagation. Ideally, the radiated energy propagates
along the most direct path from the transmitter to the re-
ceiver. The receiving system is conventionally called a di-
rection finder (DF). Figure 1 shows AoA expressed in
terms of an azimuth component in the horizontal (x–y)
plane and an elevation component measured in the verti-
cal plane, relative to the horizon.

A direction finder employs one or more antennas in a
DF array, used to detect the incoming radiowave. The out-

put of each antenna is applied to a radio receiver, and this
signal is sampled and supplied to a DF computer processor
for determining AoA. The DF processor may either (1) de-
termine the direction of energy flow toward the direction
finder, (2) measure the direction of maximum rate of phase
change across the DF array, or (3) estimate the velocity
vector, normal to the plane-wave fronts. A well-known ex-
ample of a simple DF system, which is still in use, is a
rotatable loop antenna connected to a radio receiver as
shown in Fig. 2. AoA is measured by determining the di-
rection of energy flow toward the DF antenna. This is ac-
complished by rotating the loop for minimum audible
output as indicated by the headphones, and thereby plac-
ing the null response of the loop on the AoA of the received
signal. Thus, the direction to the transmitter is indicated
by the broadside angle of the loop. The loop also has a null
response on the reciprocal bearing, 1801 from the true
AoA. This problem of ambiguity can be resolved with an
auxiliary ‘‘sense antenna.’’

The advent of radiocommunication in the late 1890s
launched the development of DF techniques for navigation
and radio transmitter location. Radio navigation and radio
location are complementary technologies exploiting a com-
mon methodology. For example, signals received at sea
from known shore-based radio beacons are used for
navigation by triangulation to fix the position of a ship
(Fig. 3a). Conversely, a network of two or more direction
finders at known locations can be used to locate a radio
transmitter by triangulation as shown in Fig. 3b.

For location applications, the DF network result is the
observed line of bearing (LoB) or bearing to the transmit-
ter. A LoB is expressed either as the true bearing, specif-
ically, an angle measured clockwise from true north, or as
a relative bearing, which is measured clockwise from a
reference direction such as the heading of a mobile DF
platform (ship, aircraft, vehicle). True bearings are gen-
erally used to locate a radio transmitter on a map.

A major factor affecting DF system performance is the
process of confirming that each reported bearing is asso-
ciated with the correct signal. Since there may be many
signals on the air with overlapping frequencies, confirma-
tion is sometimes a very difficult task. Often the achiev-
able accuracy of a DF network is determined by the

Propagating
wave fronts

Transmitting
antenna

DF
receiving

site

Azimuth
�

Elevation
ψ

North

Z

X

Y

Figure 1. Radiowave received at a direction-finding site. Con-
tours of constant amplitude propagate radially from the trans-
mitting antenna, and the angle of arrival is characterized by
azimuth and elevation.

Aural null

Headphones

Receiver

Rotating
loop

antenna

Propagating
wave fronts

Transmitting
antenna

Figure 2. Rotating simple loop antenna direction-finding sys-
tem. The headphones are used to detect when the AoA is broad-
side to the loop and the received signal is minimum.

RADIO DIRECTION FINDING 4249



reliability with which each bearing is confirmed to be as-
sociated with the correct signal.

Operational DF measurements are always subject to
error, and minimizing DF error is a major consideration in
direction finder system design. DF error may be divided
into three categories:

1. Site error is caused by reradiating structures and
ground-plane characteristics at the DF antenna site
that distort the arriving wavefronts into nonplanar
configurations. Under these conditions the estimat-
ed AoA will vary depending on the location of the DF
antenna array in the wavefield.

2. Measurement error may be caused by imperfections
in the DF system instrumentation but is more fre-
quently dominated by perturbed conditions in the
received wavefield. Multipath propagation and co-
channel interference create a multicomponent wave-
field and are common sources of error in DF
algorithms that are based on a single-plane-wave
model. Multipath occurs when the signal arrives at
the DF site via two or more propagation paths. Co-
channel interference is caused by other on-the-air
signals transmitted at frequencies that overlap the
signal of interest.

3. Propagation error, the most fundamental source of
error, is introduced by the propagation medium,
which may deviate the radiowave off the most direct
path to the DF receiver. At best, the DF system ac-
curately measures AoA as received at the DF site,
and the estimated bearing may not indicate the
‘‘true’’ direction to the transmitter. Propagation er-
ror, which is beyond the control of the DF system
engineer, imposes a fundamental limit to achievable
DF accuracy.

Conventional shipboard DF operations in the high fre-
quency band (2–30 MHz) illustrate all of these DF errors in
a single situation (Fig. 4). Signals experience multipath
propagation through the ionosphere. Also, the ionosphere
introduces propagation error by deviating each of the ar-
riving propagation modes out of the great-circle plane. A
conventional single-plane-wave DF algorithm produces
DF error by treating the superimposed ionospheric modes
as a single plane wave. Finally, the ship’s superstructure
introduces additional site error by reradiating the inci-
dent waves into the DF array, thus creating a second and
more complex source of multipath.

This brief introduction has provided an overview of the
science and technology of radio direction finding. For a

Figure 3. Similarities between radio naviga-
tion and DF radio location technology:
(a) shipboard navigation technique using five
radio beacons for position fixing; (b) radio
transmitter location technique with five DF
sites.

Figure 4. Shipboard direction-finding scenario il-
lustrating sources of bearing errors. An error will
result because the radio wave is not traveling on a
direct path from the transmitter. The presence of
multiple signal paths will induce a measurement er-
ror due to wave interference, and the metallic struc-
ture of the ship will cause errors due to reflections
near the receiving antenna.
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more thorough overview of the field, the interested reader
is referred to Refs. 1–3. An extensive bibliography of di-
rection finding literature is provided in Ref. 4. The follow-
ing sections discuss various approaches to DF system
design. Conventional DF design techniques based on the
assumption of a single incident plane-wave signal are con-
sidered. The impact of operational conditions on conven-
tional DF system performance is emphasized along with
important methods for mitigating site error. Also, modern
design techniques are described that are based on the de-
composition of multicomponent wavefields. These latter
DF techniques are generally referred to as superresolution
methods. Finally, current trends in DF research are sur-
veyed and performance benefits are assessed.

1. APPLIED DIRECTION-FINDING TECHNOLOGY

A radio direction finding system performs both time and
spatial sampling of the field distribution and processes the
samples to estimate AoA. A DF system acquires spatial
samples through a combination of individual antenna
placements and/or antenna patterns. The local descrip-
tion of any spatial field distribution may be estimated
from either a set of spatially separated samples or a set of
spatial derivatives at a single point in space.

A local description of a field at an arbitrary point r in a
Cartesian coordinate system may be developed by consid-
ering a monochromatic plane wave propagating in free
space as

xðt; rÞ¼B exp½j2pðf0tþk0 . rÞþ g� ð1Þ

where r¼ (rx, ry, rz) is the spatial coordinate, B is signal
amplitude, f0 is the frequency of the wave, k0¼ vf0/|v|2 is
the wavenumber that is a function of the scalar frequency
and v is the vector velocity of propagation (typically as-
sumed to be the speed of light in free space), and g is a
random phase that is uniformly distributed over [0,2p].
The AoA information is contained in the 2pk0 . r phase
term and is given as

2pk0 . r¼bðrx cos j cos cþ ry sin j cos cþ rz sin cÞ

b¼2pjk0j ¼ 2p=l0

l0¼wavelength

j¼azimuth AoA

c¼ elevation AoA

ð2Þ

If it is assumed that there are M antennas in the
array, then a simultaneous sampling of the output at
each antenna may be expressed as a column vector
Xðt; rÞ ¼ ½x1; . . . ; xM�

T, where the superscript T denotes
the transpose operation. The vector X is known as an ar-
ray snapshot. If the AoA term in Eq. (1) is separated, then
the array snapshot for a single incident signal may be
characterized as

Xðt; rÞ¼AðrÞsðtÞþNðtÞ ð3Þ

where s(t)¼B exp( j2pf0tþ g) is the time-varying part of
the signal, and the thermal noise in each of the M receiv-
ing channels is represented by NðtÞ¼ ½n1; . . . ;nM �

T. A(r) is
an M�1 column vector that represents the antenna array
response for a signal arriving from an arbitrary direction
(j,c) as

AðrÞ¼ ½a1; . . . ;aM�
T

ai¼ expð j2pk0 . riÞ

ð4Þ

for an array of isotropic antennas. The column vector giv-
en by Eq. (4) is referred to as the array-steering vector. The
collection of all array steering vectors as a function of AoA,
polarization, and frequency is referred to as the array
manifold.

Two examples of wavefield sampling are shown in
Fig. 5. Figure 5a illustrates an aerial view looking down
on the surface of Earth at a single plane wave propagating
across a circular array of eight antennas. In this case, the
amplitude term B in Eq. (1) is constant throughout the
space. The phase term 2pðf0tþk0 . rÞþ g is illustrated for
constant contours of np as a function of r. The contours
plot as parallel straight lines, and AoA is orthogonal to the
contours of constant phase. In the example plot of Fig. 5b,
it is assumed that four signals are propagating across an
interferometer array of seven antennas. Signals of equal
amplitude are assumed to be arriving from azimuth and
elevation AoAs of (451, 151), (501, 301), (601, 451), and (451,
501), respectively. In this case, the amplitude of the com-
posite signal is not constant but varies with r. The dark
contours illustrate those regions where the composite am-
plitude exceeds a normalized threshold of 0.95 units. The
thin lines are contours of constant phase showing a some-
what distorted pattern. Clearly, the antenna array is not
able to adequately sample all the features of the spatial
interference pattern, and a plane-wave solution will incur
multipath error; decomposing the wavefield into its indi-
vidual components is required for a complete DF solution.

The processing objective of radio direction finding is to
determine a unique AoA that is consistent with the set of
data measured on the array. The key to this process is a
knowledge of the array manifold that includes site effects
of the operational environment. In the most general form,
the bearing estimation process requires an iterative com-
parison between the observed data and the array manifold
for every possible combination of polarization and AoA.

The remainder of this section describes DF techniques
that progress from simple closed-form solutions (where
stringent constraints apply to the antenna patterns, array
geometry, local scattering environment, and number of si-
multaneous signals), to more general calibration-based
DF processing algorithms, and finally to DF methods
that decompose multisignal wavefields.

1.1. Single-Plane-Wave Direction Finding

1.1.1. Direction Finding in the Absence of Site Effects.
Traditional DF techniques assume a single uniform plane
wave incident on the DF antenna array. These DF
techniques require noninvasive electromagnetic field mea-
surements across a region in space in which the wavefront
must maintain its properties as a uniform plane wave.
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This requirement imposes stringent constraints on the in-
stallation site, on the selection of the antenna elements, on
the array geometry, and in some cases on the class of sig-
nals against which the system can operate. The require-
ment that the system be noninvasive demands that (1) no
antenna element within the array perturbs the response
characteristics of any other antenna element (i.e., mutual
coupling must be negligible) and (2) the array of antennas
must be installed in a region that is sufficiently separated
from structures that would disturb the planarity property
of the propagating wave. The selection of array geometry,
choice of antenna elements, and site selection are all de-
sign factors that influence the simplicity of the DF process
and system performance for various signal conditions [sig-
nal-to-noise ratio (SNR), polarization, elevation, etc.].

If the noninvasive constraints are satisfied and simple
antenna elements are deployed in a favorable array ge-
ometry, then the characteristic response of the system (ar-
ray manifold) may be analytically predicted as a function
of AoA and polarization. In this case, AOA may be calcu-
lated by closed-form analytic solution, thus avoiding the
more general requirement for an iterative search. For ex-
ample, solution of Eq. (2) for phase measurements made
among identical elements in a circularly disposed antenna
array (CDAA) produces an estimate of AoA using a closed-
form arctangent solution. Many CDAA closed-form pro-
cessing techniques relax the mutual coupling constraint
among the antenna elements, provided array rotational
symmetry is preserved.

Table l lists eleven examples of traditional DF systems
that are based on the assumption of a single uniform plane
wave incident on the antenna array. The table summariz-
es antenna array configuration, basis for AoA determina-
tion, and primary advantages and disadvantages, and

provides literature references to more detailed descrip-
tions. Table 2 illustrates the corresponding antenna array
geometries and analytic processing algorithms associated
with the eleven examples of Table 1. DF results are de-
rived from solutions of Eqs. (1) and (2) with appropriate
modifications to account for antenna patterns and array
geometry.

Under more general conditions, it may not be possible
or desirable to impose the restrictive design constraints
that are essential for traditional DF techniques. Under
more general installation conditions, arbitrary and di-
verse antenna elements that experience mutual coupling
are installed in irregular array geometries (sometimes
dictated by the site) on a location that distorts the char-
acteristics of the incident uniform plane wave. Under
these conditions, the DF process must be generalized to
determine AoA by performing an iterative comparison be-
tween the observed response vector and the array mani-
fold. Further, calibration measurements to determine
installed antenna response patterns are required to char-
acterize the array manifold as a function of AoA, frequen-
cy, and polarization. DF calibration and its application to
iterative DF processing are discussed in the next section.

1.1.2. DF under Conditions of Site Interaction. The pre-
vious discussion focused on DF systems that were isolated
from electrically conducting structures, and each antenna
element within the array was excited by a single, uniform
plane wave. However, an incident wave induces currents
on conducting structures in the vicinity of the array, and
these induced currents become sources of secondary radi-
ation that also couple into the DF antennas. In the pres-
ence of conducting structures, DF antennas experience
phase and amplitude perturbations that distort their ideal

(a) (b)

Figure 5. Contrasting single and multiple plane-wave fields incident on DF arrays: (a) single
plane wave incident on a circular array of antennas—amplitude is everywhere constant and con-
tours of constant phase are parallel straight lines; (b) multiple plane waves incident on orthogonal
baseline interferometer array—contours of constant amplitude and phase are distorted. (Contour
plot provided by D. N. Travers.)
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patterns. If one assumes ideal array patterns, these dis-
tortions result in erroneous DF estimates. To the extent
that the structures remain stationary, the distorted an-
tenna patterns and the erroneous DF estimates are
repeatable functions of the incident signal AoA, polariza-
tion, and frequency. This repeatable characteristic pro-
vides the basis for using calibration measurements to
improve DF performance under conditions of stationary
site interaction.

Calibration measurements to accommodate site inter-
action can be performed at either of two levels: (1)
measurement of AoA error correction values or (2) mea-
surement of installed antenna response patterns. The
application and effectiveness of these two basic approach-

es for DF operation in the presence of site interaction are
the focus of the following paragraphs. Under either sce-
nario, the basic procedure for performing the calibration is
to record the appropriate measurement from the installed
DF system while exposing it to a controlled (calibration)
incident plane wave under every appropriate combination
of signal parameter (i.e., azimuth, elevation, polarization,
and/or frequency).

1.1.2.1. Calibration for AoA Error Correction. For a low
degree of residual site interaction with the DF antennas,
moderate pattern distortion and moderate DF error exist.
In this case, calibration for AoA error correction is
effective. One conventional approach for reducing AoA er-

Table 1. Examples of Traditional DF Systems

DF System
Typical Array
Descriptiona Basis of Operation Primary Advantages Primary Limitations Ref.

Rotatable loop Single, rotatable loop Determines orienta-
tion of horizontal
component of curl
of electric field
vector

Simple processing,
small antenna size

Polarization error 5

Crossed loops Orthogonal pair of
fixed, horizontal-
axis loops

Rotatable H-Adcock Pair of identical,
vertical electric
dipoles, differen-
tially connected

Responds to horizon-
tal spatial deriva-
tives of vertical
electric field vector

Avoids polarization
error by respond-
ing only to vertical
polarization

Reduced sensitivity
over loop

6

Four-element Adcock
array

Four element, mast-
mounted array of
vertical electric di-
poles, differential
connection of dia-
metrically opposite
element pairs

Spinning spaced loop Coaxial pair of identi-
cal loops, differen-
tially connected

Responds to horizon-
tal spatial deriva-
tives of horizontal
magnetic field
vector

Responsive to all
polarizations,
without polariza-
tion error

Reduced sensitivity
over loop

7,8

Fixed, crossed spaced
loop

Four, cross-spaced
loops

Phase-sampled linear
interferometer

Two linear arrays of
identical antenna
elements

Measures phase
gradient

Reduced noise-
induced DF error

Requires large, clear
site

9

Phase-sampled pseu-
do-doppler

CDAA of linear mono-
poles or dipoles

Phase-only process Sensitive to phase er-
rors

10

Wullenweber CDAA of multiple
vertical elements
in presence of
cylindrical reflect-
ing screen

Develops high-gain,
rotating-beam
pattern

High sensitivity, good
interference rejec-
tion

Requires large, clear
site.

11

Amplitude mode CDAA of identical an-
tenna elements

Develops various
orders of spatial
derivatives in
horizontal plane

Higher-order pat-
terns tend to be
less sensitive to
site interaction

Higher-order pat-
terns are less sen-
sitive to low-level
signals

12

Phase mode CDAA of identical an-
tenna elements

Develops various
orders of spatial
derivatives in
horizontal plane

DF processing reduc-
es to measuring a
phase difference

Directly sensitive to
phase errors

12

aSee Table 2 for array geometry.
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Table 2. Traditional DF Array Geometries and Algorithms

DF System Typical Array Configuration DF Algorithm (f¼Azimuth AoA, C¼Elevation AoA)

Rotatable loop

VR

α

Operator monitors both the loop response VR and the loop orientation
a while rotating the loop to identify the response null from a ver-
tical polarization response pattern described by VR(a)psin(f� a)

Crossed simple-loops

VsVc

x

y

z

f¼ tan�1 VS

VC

Rotatable H-Adcock

VR

∆R
R'R

α

Operator monitors both the H-Adcock response VR and the azimuth
orientation a of the H-Adcock array while rotating the array to
identify the response null from a response pattern described by
VR(a)psin(f� a)

Four-element Adcock array S S'
C

C'

VcVs

f¼ tan�1 VS

VC

Spinning spaced loop

VR

∆R

R'R

α

Operator monitors both the spaced-loop response VR and the
orientation a of the spaced-loop array while rotating the
array to identify the stable response null from a response pattern
described by VRðaÞ / ½EH sin C sin ðf� aÞ � EV cos ðf� aÞ� cos
C sin ðf� aÞ where EV and EH are respectively the vertically
and horizontally polarized components of the incident electric
field

Fixed, cross-spaced loop (four-
spaced loops illustrated)

. . .

V1 V4

1
2 3 4

1'

2'3'4'

. . .

A0¼ (V1þV2þV3þV4)/4
A2¼ (V1�V3)/2
B2¼ (V2�V4)/2
D ¼7(A2

2
þB2

2
�A0

2)1/2

S2¼ (A2DþB2A0)/(A0
2
þD2)

C2¼� (A2A0�B2D)/(A0
2
þD2)

f ¼1/2 tan� 1(S2/C2)

Phase-sampled linear interferom-
eter

∆X

∆Y

Use unambiguous phase measurements from short baselines to re-
solve the ambiguities in the phases DFx and DFy measured across
the two long baselines DX and DY; use the resolved phase mea-
surements DFx and DFy to estimate the azimuth and elevation
AoA

f¼ tan�1 DFy=DY

DFx=DX

� �
c¼ cos�1 c

o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DFx

DX

� �2

þ
DFy

DY

� �2
s2

4
3
5

Phase-sampled pseudodoppler Resolve the ambiguous phase measurements to assure that phase
differences between adjacent elements remain less that 1801 in
magnitude; compute the Fourier series coefficients A1 and B1 for
the first harmonic of the resolved phase progression around the
circle; solve for the azimuth AoA: f¼ tan� 1(B1/A1)

Wullenweber Develop a pair of rotating high-gain beams to produce (1) a rotating-
beam pattern having a deep pattern null in the steering direction
and (2) a rotating-beam pattern having a high-gain pattern max-
imum in the steering direction

Amplitude mode Combine every individual response vn from CDAA element located at
orientation an to develop responses proportional to the sine/cosine
Fourier series coefficients Am and Bm for the mth harmonic of the
directional response around the array:
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rors in DF performance is to start with a carefully con-
trolled site in which the DF array is removed as far as
practical from perturbing structures. To the extent that
this objective can be achieved, AoA errors due to site in-
teraction are minimized. In this situation, a reasonably
good AoA approximation is obtained using the single plane
wave assumption, and residual AoA error due to site in-
teraction is reduced through a calibration correction
curve.

A primary criterion for AoA error correction to be ef-
fective is that the curve of corrected bearing versus ob-
served bearing (i.e., the uncorrected AoA estimated by the
DF system) is single valued. Figure 6 shows two calibra-
tion correction curves illustrating both moderate and se-
vere AoA error. The calibration curve of Fig. 6a shows a
moderate case of site interaction and a corresponding sin-
gle valued AoA correction curve. The calibration curve of
Fig. 6b illustrates the impact of severe site interaction and
displays reentrant regions. There are two intervals in
which one value of observed bearing estimated by the
DF system is associated with more than one corrected
bearing. Calibration for AoA errors is not effective in re-
entrant regions, and DF based on an experimentally de-
termined array manifold is generally necessary.

1.1.2.2. Calibration of Antenna Responses. DF is a pro-
cess that requires a priori knowledge of the installed array
steering-vectors. Conventional DF system development
assumes a carefully controlled array of antennas having
response patterns that are closely approximated by ideal
predictions. When the DF array is installed on an adverse

site, antenna patterns can suffer severe distortion from
nearby conducting structures. In such cases, required
knowledge of the installed array steering vectors must
be obtained by measuring antenna responses and storing
this information in an array manifold consisting of anten-
na patterns versus frequency, AoA, and polarization. For
ship and aircraft platforms, the installed array steering-
vectors may be measured by repeatedly turning the plat-
form in circles to expose the antennas to all possible AoAs
from a far-field calibration station transmitting a wide
range of signal frequencies. As an alternative, array man-
ifolds have been obtained by performing calibrationlike
measurements of antenna responses from scale-model ar-
rays installed on highly detailed miniature models of the
platform.

1.1.2.3. Iterative Search DF Techniques. The essential
process of any iterative search DF technique is to select
the AoA of the calibrated array steering-vector that best
agrees with the measured array response to the unknown
signal. The primary difference between DF iterative
search schemes is the criterion for obtaining best agree-
ment. A commonly used procedure for iteratively compar-
ing observed array response to the calibrated array
response vectors is a beamsteering process that acts as
an equivalent bank of matched filters. In this case, best
agreement is defined in a least-mean-squared error sense.

A digital beamformer may be viewed as a matched filter
that processes the observed antenna response to produce
a single (scalar) response that is maximum when the
preferred direction of the beamformer best agrees with

Table 2. (Continued).

DF System Typical Array Configuration DF Algorithm (f¼Azimuth AoA, C¼Elevation AoA)

Am¼
X

vn cos ðmanÞ

Bm¼
X

vn sin ðmanÞ

Calculate the unambiguous azimuth AoA using two adjacent
modes:

f¼ tan�1 Bmþ1

Amþ1

� �
� tan�1 Bm

Am

� �
for m�0

In the absence of intrinsic polarization error, an ambiguous AoA
may be calculated from a single mode as

f¼
1

m
tan�1 Bm

Am

� �
þ

p
m
; i¼0; 1; . . .m for m > 0:

Phase mode Develop response proportional to the exponential Fourier series
coefficients am for the mth harmonic of the directional response
around the array:

am¼
X

vne�jman

The azimuth AoA is estimated as the phase difference between
the responses of two adjacent phase mode responses:

f¼FðamÞ � Fðam�1Þ
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the AoA of the signal. Beamsteering DF iteratively pro-
cesses an observed response vector through a progression
of matched filters (viz., array steering vectors), each of
which represents a different AoA. Under the constraint of
a normalized input vector (i.e., unit norm), the output level
of the filter is maximum when excited by a vector that
matches the filter parameters. Or, stated another way,
maximum output is obtained from the filter whose steering
vector AoA best agrees with the bearing of the observed
signal. In this manner, the process scans (or steers) a sim-
ulated beam over all possible AoAs, searching for the
steering direction that maximizes the beamformer re-
sponse.

The beam steered iterative process may be character-
ized mathematically by considering an array manifold of L
steering vectors for a particular frequency. The array
manifold is the set of array steering vectors Ai for
i¼ 1,L. This implies that the DF system was calibrated
at L bearings in the interval [01, 3601]. If X̂X denotes the
observed array response vector for a signal of interest,
then the output yi of each matched filter is given as

yi¼ jA
H
i X̂Xj; i¼ 1;L ð5Þ

where H denotes the Hermitian or conjugate transpose
operation. The best AoA estimate is obtained when yi is a
maximum. A typical plot of y is shown in Fig. 7. In this
illustration, L¼25, and the AoA estimate is 1951 corre-
sponding to the maximum value associated with the array
steering vector at y14. This process results in an AoA
estimate that is best in a least squared (vector match)
error sense.

Three areas of particular importance that impact the
performance of DF systems which are based on iterative
search techniques are (1) antenna array design, (2) ade-
quacy of calibration, and (3) polarization effects. Antenna

array design critically influences the pattern of the steer-
able beam. The characteristics of the steerable beam are
determined by the geometry of the array, the intrinsic el-
ement patterns, and the number of antennas in the array.
Of primary concern in the design of the steerable beam
pattern is the beamwidth of the mainlobe and relative
level of the sidelobes.

Beamsteering DF system performance is also con-
trolled by the accuracy and completeness of the calibra-
tion process used to characterize the array manifold. To
obtain robust maxima in the matched-filtering process,
the array manifold should be acquired at high SNR to
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Figure 6. Moderate and severe site interaction AoA calibration curves: (a) moderate site inter-
action having AoA errors that are correctable; (b) severe site interaction having reentrant regions
in which AoA error correction is ambiguous.
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minimize the possibility of contaminated data. The cali-
bration data must be measured in AoA increments that
permit accurate interpolation.

The array manifold varies not only with AoA but also
with signal polarization. Under arbitrary polarization con-
ditions, the steering vector must be adjusted to match the
polarization and the AoA of the incident signal. For arbi-
trary polarization applications, the array manifold at each
steering direction must consist of a pair of steering vectors
for two different polarizations, for instance, AV(j,c) and
AH(j,c) for vertical and horizontal polarization. The ad-
ditional maximization step required by the polarization
extension of beamsteering DF at each bearing is to max-
imize the beamformer response over all possible linear
combinations of AV(j,c) and AH(j,c). The matched filter
thus becomes a digital beamformer that processes the ob-
served antenna response producing a single (scalar) re-
sponse that is maximum when the steered direction of the
beamformer matches the AoA of the received signal.

1.2. DF Error Mitigation

There are a number of sources of error in radio direction
finding, and an exhaustive discussion is well beyond the
scope of this survey; however, there are three categories
common to all DF systems: (1) site errors, (2) measure-
ment errors, and (3) propagation errors. These are consid-
ered in the following discussion.

1.2.1. Site Errors. The antenna array is generally de-
signed to operate on a site that is clear of obstructions and
reradiating structures. As discussed in the previous sec-
tion, array calibration is generally used to mitigate site
error in those cases where the DF antenna must operate in
a cluttered environment. The concern in this section is
selecting a site that least perturbs the incident signal.

Generally, DF systems are deployed on level, unob-
structed terrain where the ground dielectric constant and
conductivity are reasonably uniform within 10–20 wave-
lengths of the antenna array. Abrupt discontinuities in the
electrical properties of the terrain such as nearby rivers,
lakes, or coastlines should be avoided. Also, DF sites in the
vicinity of rock or mineral outcroppings are undesirable.
Abrupt changes in terrain topology such as nearby moun-
tains, high cliffs, or deep ravines should be avoided.

In addition to selection of natural features, proximity to
manmade reradiating structures should also be consid-
ered. The DF site should be clear of aboveground conduc-
tors such as utility lines and wire fences. The site should
not have buried conductors beneath the antenna array
such as pipelines or utility distribution lines. The site
should be clear of tall structures such as buildings, bridg-
es, or water towers.

It is rarely possible to achieve all of these conditions at
a DF site. Generally, there are a number of other antennas
deployed at a DF site, as well as buildings and facilities
that support other signal intelligence-gathering activities.
In practice, the DF system engineer attempts to locate the
antenna array on a site that contains the fewest perturb-
ing factors.

1.2.2. Measurement Errors. Leaving aside instrumental
accuracy and resolution determined by SNR, significant
DF measurement errors are caused by multipath and co-
channel wave interference, which corrupt the planarity of
an incident wavefront. Two approaches for mitigating
measurement errors are (1) acquire data under favorable
conditions and exclude corrupted data, and (2) extract the
desired signal from the interference.

The first class of techniques includes wavefront tests
that determine whether a single plane wave is present or
if the wavefield is corrupted by interference. A test that
has been used in CDAA systems is to compare the array
scan of amplitude versus azimuth with an ideal sum or
difference array response [1]. In the case of the sumbeam
response, one tests for a symmetric mainlobe having an
expected width depending on frequency. When this condi-
tion is satisfied, it is assumed that a single plane wave is
present and the bearing data are accepted; otherwise, the
bearing data are rejected. Another test which has been
used successfully in interferometer systems is that of a
linear phase progression across the array [12]. If the wave-
field consists of a single planewave, then the relative
phase between separated antennas is linearly dependent
on distance. In the presence of wave interference, this
condition is seldom satisfied.

The second class of techniques includes Fourier analy-
sis [fast Fourier transform (FFT)] methods that decom-
pose the received signal into highly resolved spectral bins.
In many cases, interference due to other on-the-air signals
may be separated from the desired signal through a dif-
ference in spectral occupancy. In this situation, accurate
DF results may be obtained by DF processing each spec-
tral bin occupied by the signal of interest and ignoring the
spectral bins corrupted by the interfering signal. Another
approach is to use the superresolution techniques de-
scribed in the next section. These techniques decompose
the wavefield into its constituent components and permit
accurate DF for each component of the wavefield.

1.2.3. Propagation Errors. DF error caused by propaga-
tion off the great-circle path is essentially beyond the con-
trol of the system designer. In this case, the signal arrives
at the antenna array from a direction that is not on the
direct path to the transmitter. An example is a cellular
telephone signal, propagating in a dense urban environ-
ment, received after reflection from several buildings. The
received AoA may be considerably different from the true
bearing to the transmitter. Another example is the refrac-
tive error introduced by the ionosphere on HF ionospheric
paths [3].

The essential approach to minimize the effect of off-
path DF errors is to perform DF on the first arriving sig-
nal. One method for implementing this technique is to ac-
quire data on the leading edge of the waveform after a
signal OFF-to-ON transition and before the multipath com-
ponents arrive. Another alternative is to decompose the
complex wavefield and identify the first arriving signal
through cepstral delay analysis [13]. In both implementa-
tions, the intent is to estimate AoA for the first arriving
signal on the premise that it will most nearly represent
the true bearing to the transmitter.
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A technique that has been developed to mitigate off-
path errors for HF skywave signals is that of elevation
angle discrimination. This technique is based on the prem-
ise that signals arriving at higher elevation angles spend
more time in the ionosphere and are therefore more prone
to off-path refraction than are signals arriving at lower
elevation angles. In those cases where multipath propa-
gation is present, the mode arriving at the lower elevation
angle produces an azimuth estimate closer to the great
circle bearing than a higher angle mode. This situation is
almost always true in practice. The limiting case is a sur-
face wave with a simultaneous skywave component over a
path at sea. The surface wave invariably produces a more
accurate bearing estimate.

1.3. Superresolution Direction-Finding Methods

DF techniques described in the previous section were con-
cerned primarily with system response to a single-compo-
nent wavefield. In contrast, the problem considered in this
section is that of decomposing a multicomponent wave-
field. Superresolution methods are particularly attractive
for solving the multicomponent problem since the wave-
field is generally undersampled in the spatial domain;
that is, the dimensions of the antenna array are small
relative to the scale of the spatial interference pattern.

An important building block used in superresolution
spectrum analysis is the spatial covariance matrix. If the
vector X denotes an array snapshot at time t0, then X(t0, r)
¼ [x(t0, r1), x(t0, r2), y , x(t0, rM)]T and for M antennas, the
spatial covariance matrix is given as

R¼

Rðr1; r1Þ Rðr1; r2Þ � � � Rðr1; rMÞ

Rðr2; r1Þ Rðr2; r2Þ � � � Rðr2; rMÞ

..

. ..
. . .

. ..
.

RðrM ; r1Þ RðrM ; r2Þ � � � RðrM ; rMÞ

2

66666666664

3

77777777775

¼EfXðt; rÞXH
ðt; rÞg

ð6Þ

where H is the Hermitian operator and E { . } denotes sta-
tistical expectation. Each matrix element R(ri, rj) is the
averaged product of the output of the antenna located at
point ri times the conjugated output of the antenna locat-
ed at point rj.

1.3.1. Subspace-Based Superresolution. A large volume
of work has been presented since the early 1980s on su-
perresolution techniques that are based on an eigende-
composition of the spatial covariance matrix. Many
modern algorithms have their origin in the early work of
Pisarenko [14], which was revived and expanded by Sch-
midt [15]. Schmidt’s multiple-signal classification (MU-
SIC) algorithm is the most widely cited superresolution
technique in the present day literature. It has been the
springboard for a seemingly endless flow of methods that
are variations of the original approach. In this treatise,
the original MUSIC algorithm is considered; however, for

an extensive survey of MUSIC-related techniques, the
reader is referred to Krim and Viberg [16].

The initial step in the MUSIC algorithm is to solve the
following eigenequation

RE¼ lE ð7Þ

where R is the M�M spatial covariance matrix, l is an
arbitrary eigenvalue, and E is an arbitrary eigenvector.
This formulation implicitly assumes that the noise back-
ground is uncorrelated white Gaussian noise. The M
eigenvalues may be ordered such that lMZlM�1Z� � �Zl1.
The corresponding eigenvectors are arranged to form the
matrix RE:

RE¼ ½EM ;EM�1; . . . ;E1� ð8Þ

A threshold value is determined such that the eigenvalues
greater than the threshold are assumed to be associated
with eigenvectors residing in the signal subspace. Like-
wise, eigenvalues that are smaller than the threshold pro-
duce eigenvectors that are assumed to be in the noise
subspace. If the spatial covariance matrix were M�M and
there were d signals in the wavefield, then the resulting
eigenvector matrix would be partitioned such that the first
d columns are vectors spanning the signal subspace, and
the rightmost p¼ (M�d) columns are vectors spanning
the noise subspace. If the matrix partition corresponding
to noise were denoted Rp, then the MUSIC spectrum
would be given by

P¼ ðAHRpRH
p AÞ�1

ð9Þ

where A is the M� 1 array-steering vector defined in the
previous section. AoA is determined using an approach
similar to the technique described in Section 1.1.2.3. A
scalar value P is computed using Eq. (9) for each array
steering vector A, and AoA is given by the array steering
vector that maximizes P. If multiple signals were present
in the incident wavefield, then the MUSIC spectrum
would exhibit multiple peaks. This is illustrated in the
next section.

1.3.2. Multisignal DF Example. The MUSIC algorithm is
capable of simultaneous DF on multiple incident signals.
To illustrate the capability, a linear antenna array geom-
etry is considered with two interfering signals incident on
the array [17]. The antennas were deployed in a nine-el-
ement minimum redundancy array configuration and this
provided an equivalent 30-element filled array measure-
ment. The plot of Fig. 8 shows the results obtained for one
signal on array endfire at 1801 and a second signal at 611
off array boresight at 1511. The signal at 1511 also pro-
duced a peak at 2091 due to the inherent bearing ambi-
guity present in a linear array. The effect of the end fire
grating lobe of the antenna array is evidenced by the rel-
atively broad peak about 1801. The signal arriving at a
bearing removed from the endfire condition produced the
more robust peaks observed at 1511 and 2091. Although
the MUSIC algorithm was able to provide DF results for
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both signals, these data clearly indicated that angular
resolution becomes poorer for signals arriving from direc-
tions near array endfire.

A situation in which the MUSIC algorithm was unable
to correctly resolve the two signals is shown in Fig. 9. In
this case, the AoA separation of the two signals was 41,
and the AoAs were near array endfire, 1601 and 1641 re-
spectively. The image solutions were evident at 1961 and
2001 azimuth. Because the AoAs were close together and
near array endfire, the MUSIC algorithm as not able to

resolve the two signals. Two peaks were evident in the
MUSIC spectrum; however, neither one indicated an AoA
correctly associated with an arriving signal. Improved
AoA resolution can be realized for signals arriving on
or near the boresight of the array (i.e., orthogonal to the
array).

1.3.3. Superresolution Implementation Issues. One of the
primary difficulties encountered in the implementation of
the superresolution techniques is the requirement for a
precise characterization of the antenna array response
(viz., array manifold). In general, the array manifold must
be known for all frequencies, polarizations, and AoAs. In
practice, an array deployed on highly conducting soil and
on a site free of interacting structures, may be character-
ized mathematically using ideal antenna responses [17].
However, for antenna arrays deployed on shipboard, air-
borne, satellite, or other cluttered sites, a mathematical
characterization is generally not possible and the array
manifold must be determined by calibration using a trans-
mitter at known locations. Because of the highly robust
nature of the superresolution techniques, the array cali-
bration must be done in sufficiently close increments of
AoA, frequency, polarization, and elevation as to avoid
significant interpolation error. These issues were dis-
cussed in the previous section relating to array calibra-
tion.

Another source of difficulty is detecting the number of
signals in the wavefield. One rule of thumb is based on the
relative magnitudes of the eigenvalues. Larger eigenval-
ues are associated with signals and smaller eigenvalues
are associated with noise. This process works reasonably
well in high-SNR situations, but it is unreliable for low
SNR. It has been shown that underestimation of the num-
ber of signals results in poor AoA performance [18], and
for this reason, system designers generally try to overes-
timate the number of signals; however, overestimation
may be a problem in low-SNR situations because the
eigenbased techniques tend to produce extraneous peaks
corresponding to the number of estimated signals. A num-
ber of techniques for signal detection have been developed
and one which continues to be used as a baseline for per-
formance comparisons is the minimum-description-length
(MDL) criterion developed by Wax and Kailath [19].

Coherent signal interference causes a difficulty in the
application of superresolution technology. The spatial co-
variance analysis proceeds on the assumption that the
matrix elements are a function of the separation between
antennas and are not dependent on the location of the an-
tennas within the wavefield. If the signals are incoherent,
then the spatial interference pattern will move relative to
the antenna array, and the elements of the spatial covari-
ance matrix will depend only on the relative separation
between antennas. However, if the signals are coherent,
then the spatial interference pattern will be fixed in space
and the elements of the spatial covariance matrix will de-
pend on both separation and location of the antennas. In
this case, the analysis will fail. To overcome the difficulty
caused by coherent interference, Shan et al. [20] have pro-
posed a technique of spatial smoothing, which partitions
the antenna array into identical subsets and averages
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several covariance matrices of reduced size. This effective-
ly moves the array relative to the interference pattern.

In general, the eigendecomposition part of the compu-
tation is not a significant burden, but the search for the
AoA solution may be computationally intense. In particu-
lar, one must perform the matrix multiplication within
Eq. (9) for each array steering vector leading to a solution.
For an azimuth-only solution, the task is greatly simplified
and the computational burden generally depends on the
number of antennas in the array. In the case of 2D azi-
muth-and-elevation AoA solutions, a number of numerical
search techniques have been applied, and they all encoun-
ter the well-known difficulties of dependence on starting
point, convergence to local maxima, and other variables.

It should also be noted that the superresolution tech-
niques require a separate radio receiver connected to each
antenna to permit simultaneous sampling of the array. For
this reason, superresolution implementations are fre-
quently called N-channel systems. Multiple matched
receiver channels are a major cost driver in the imple-
mentation of superresolution methods. Generally, the sys-
tem designer must evaluate hardware cost versus the
expected performance improvement as compared with a
more conventional DF architecture consisting of a refer-
ence receiver connected to one antenna and another
receiver that sequences through all the antennas in the
array.

2. TRENDS IN DF RESEARCH

Two primary areas of research in the science and technol-
ogy of radio direction finding are (1) efforts to improve
DF system performance in the presence of reradiating
structures and (2) investigations to improve the perfor-
mance of the superresolution wavefield decomposition
techniques. The discussion in this section focuses on a
representative subset of the many important research ef-
forts under way.

2.1. Ongoing Developments in Array Calibration Technology

Array manifold errors arise from differences between the
overall system response (including site interactions, an-
tenna elements, interfacing networks, cabling, character-
istic impedances vs. frequency, etc.) and the model from
which the array manifold was derived. Errors in the array
manifold generally cause DF performance degradation
that equals or exceeds degradations caused by measure-
ment errors. Array manifolds are frequently based on the
model of ideal array geometry, perfect channel amplitude/
phase match, complete interelement isolation, and
absence of site interaction. To the extent that these as-
sumptions are valid, the array manifold can usually be
generated analytically. When these simplifying assump-
tions do not apply, a conventional procedure has been to
generate the array manifold through exhaustive calibra-
tion measurements with the installed array responding to
cooperative transmitters, a procedure that can be expen-
sive and/or impractical.

Because DF performance is critically dependent on the
array manifold, the development of efficient methods for

accurately and completely characterizing the array man-
ifold is a topic of active investigation. These investigations
typically begin with an initial estimate of the array man-
ifold and an assumed underlying relationship between the
installed responses of the array and the initial array man-
ifold characterization. The objective is to minimize the
quantity and difficulty of controlled measurements re-
quired to accurately characterize the installed patterns
as a function of azimuth, elevation, polarization, and/or
frequency of interest. The initial array manifold charac-
terization is analytically estimated and is assumed to be
correct except for discrete, unknown factors that account
for (1) antenna mutual coupling, as was done by Fried-
lander and Weiss [21], (2) directionally independent am-
plitude and phase errors, and (3) perturbations in the
location of each antenna element, as proposed by Weiss
and Friedlander [22].

Many research efforts seek to use a bootstrapping tech-
nique to develop a calibrated array manifold. In this ap-
proach, system responses are measured using signals of
opportunity, and the initial estimate of the array manifold
is adaptively modified to agree with the measured data.
These developments usually exploit various constraints on
array geometry, nature of modeling error for generating
the initial array manifold estimate, knowledge and distri-
bution of AoAs, the statistical nature of the incident signal
temporal characteristics, and other factors. Constraints on
knowledge of calibration signal AoA range from requiring
complete knowledge to a complete lack of knowledge, in
which case the signal AoA and the array manifold correc-
tion factors must be jointly estimated from multiple mea-
surements of responses to the unknown signals. In a
related approach, Gustafsson et al. [23] characterize the
statistical distribution of the random differences between
the initial model and the installed system response, and
use this information as a basis for developing linear trans-
formations (through weighting factors) to estimate system
responses and reduce modeling errors.

2.2. Research in Superresolution Direction-Finding
Techniques

2.2.1. Detection of the Number of Signals. Since eigen
DF processing is dependent on an accurate estimate of the
number of signals present, research is continuing to define
more effective estimation techniques. Two techniques of
hypothesis testing for signal detection using eigenvalues
were developed by Wax and Kailath [19] and are called the
Akaike information critereon (AIC) and MDL methods.
One of the difficulties encountered in the application of
these two techniques is that performance tends to degrade
rapidly as the noise background departs from the white
Gaussian assumption. In a more recent work, Chen et al.
[24] have proposed a technique called the canonical cor-
relation test (CCT) method, which is designed to work well
in unknown colored noise and does not require a subjec-
tive threshold setting. Also, Wu and Wong [25] have de-
veloped an algorithm called parametric detection
(PARADE), and they contend that the performance of
their method is better than that of the CCT approach,
particularly in the presence of correlated signals.
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It has been observed that the performance of the AIC
and MDL criteria tends to degrade in the presence of co-
herent or highly correlated signals. Ma and Teng [26] re-
port a technique to detect the number of coherent signals
through the use of a modified spatial smoothing scheme
called weighted subspace smoothing (WSS). The authors
suggest that the WSS technique provides significant
performance improvement over the conventional MDL
method in the presence of highly correlated or coherent
signals.

Another difficulty in the application of the AIC and
MDL criteria is that the performance tends to degrade
significantly for short data records or in the small-sample
case. This problem has been considered recently by Shah
and Tufts [27], who propose a nonparametric procedure
designed to improve performance for short data records
with moderate-to-high SNRs. The authors contend that
the AIC and MDL criteria do not provide flexible control
over the false-alarm rate while their method permits a
choice of false-alarm rate and corresponding probability of
error. In a related work, Zhu et al. [28] develop two new
criteria based on information theoretic and eigendecom-
position methods and an assumed noise covariance struc-
ture. The development results in modified AIC and MDL
criteria which the authors claim to show significant per-
formance improvement over the conventional AIC and
MDL methods in the case of small-sample populations.

2.2.1.1. Real-Time Subspace-Based Implementations.
Two difficulties routinely encountered in a DF operation-
al scenario are (1) tracking radio transmitters that are in
motion and (2) the continual appearance and disappear-
ance of radio transmissions. In both cases, there is a dif-
ficulty in realizing real-time adaptive responses with the
eigenbased techniques since the averaging operation is
used to estimate the spatial covariance matrix. Averaging
is necessary to obtain wide-sense stationarity and to
achieve statistical stability. In a real-time signal environ-
ment, it is highly desirable to update the estimate of the
number of signals present and corresponding AoAs with
each new snapshot of array data.

A class of fast subspace-tracking (FST) algorithms has
been recently developed by Rabideau [29]. The techniques
require on the order of O(Md) operations per update
(where M is the number of antennas and d is the number
of estimated signals). This is contrasted with the O(M2d)
operations required in eigendecomposition methods. The
author also implements a rank-adaptive version of the
approach called RAFST which tracks changes in the num-
ber of signals present in the wavefield.

Another tracking technique, developed by MacInnes
and Vaccaro [30], requires O(M2) operations per update.
The authors also propose a scheme for detecting a change
in the number of signal sources using each new array
snapshot. The authors contend that the new algorithm is
capable of tracking rapidly changing AoAs, and that the
response is virtually identical to that obtained through the
use of a complete eigendecomposition at each timestep.
Moreover, the technique is able to accurately track ap-
pearing and disappearing sources.

Zha [31] has proposed the use of newly developed fast
subspace decomposition methods that exploit the redun-
dancy in large antenna arrays to reduce the computation-
al burden of estimating AoA. The computational
complexity is O(Md)þO(d3) per data vector update.

Another technique proposed to achieve real-time im-
plementation has been developed by performing only lin-
ear operations on the data. It is called subspace method
without eigendecomposition (SWEDE). The technique
was developed by Eriksson et al. [32] and is computation-
ally simpler than the exact implementations of the eigen-
based methods and is also more robust to assumptions
regarding noise spatial correlation. The authors assert
that the approach is computationally more efficient than
the approximate fast eigendecomposition algorithms, and
that the computational complexity of the method is
O(Md2).

2.2.1.2. Coherent Signal Analysis. The problem of corre-
lated signals has been attacked primarily through the ap-
plication of spatial smoothing as suggested by Shan et al.
[20]. In the presence of coherent signals, the primary dif-
ficulty arises from the fact that the spatial covariance ma-
trix is not statistically stationary in the wide sense; that
is, the terms in the matrix depend on antenna location as
well as spatial separation. Spatial smoothing is a process
whereby the array is partitioned into smaller subarrays,
and the resulting covariance matrices from the subarrays
are averaged. The resulting averaged covariance matrix
effectively decorrelates the coherent signals. There are a
number of research efforts in progress designed to improve
on the spatial smoothing approach.

A technique has been proposed by Li et al. [33] to es-
timate AoA for coherent signal components without the
use of spatial smoothing and eigendecomposition. The au-
thors have developed a new method for 2D spatial spec-
trum estimation of coherent signals using a rectangular
planar array, and the method works in the presence of
unknown noise environments. The authors claim that the
performance of the proposed technique is similar to that of
spatial smoothing in the presence of spatially white noise
and provides improved performance in spatially colored
noise environments.

In another approach, Delis and Papadopoulos [34] pro-
pose an enhanced forward/backward spatial filtering
method that provides improved performance over spatial
smoothing techniques. The authors contend that their en-
hanced spatial filtering approach requires the same num-
ber of antenna elements as the spatial smoothing
methods, and it achieves improved performance.

An improved spatial smoothing technique has been
proposed by Du and Kirlin [35]. Two problems with the
spatial smoothing method are that it reduces the effective
aperture of the array and does not take into account the
cross-correlation between the subarrays. The authors pro-
pose an averaging technique that utilizes the correlations
between the subarrays to produce a more statistically sta-
ble estimate of the averaged covariance matrix. The au-
thors suggest that the technique provides improved
performance when the subarrays are small compared to
the size of the overall array.
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3. OPERATIONAL ISSUES

All direction-finding operations proceed on the axiomatic
assumption that the bearing measured is confirmed on the
signal of interest. The advance of DF technology has pro-
duced DF systems with the potential for excellent opera-
tional performance. Experience shows that this potential
may never be realized in practice unless equal consider-
ation is given to explicit confirmation that the AoA re-
ported is on the signal of interest. Traditionally, DF
confirmation has been the responsibility of the DF opera-
tor, while DF system engineers have concentrated on bear-
ing accuracy, sensitivity, and response time. The growing
speed and complexity of communications signals plus the
need to control DF operating costs strongly favor auto-
matic, unmanned DF operations where automatic DF con-
firmation then becomes crucial for success. A review of DF
confirmation techniques is beyond the scope of this article.
However, DF confirmation processing is rapidly becoming
an integral and indispensable part of DF system engineer-
ing. As a result, DF processing choices are increasingly
concerned with the acquisition of signal parameter data
directly tied to the corresponding DF measurement to con-
firm that the bearing is associated with the signal of in-
terest.
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1. INTRODUCTION

There has been increased use of automatic identification–
data collection (AIDC) systems for a variety of applica-
tions in many industrial and commercial fields. These
technologies include [1]

* Barcodes (including two-dimensional symbols)
* Magnetic stripes
* Optical character recognition (OCR)
* Biometrics
* Smart cards
* Radiofrequency identification (RFID)

RFID technologies have become increasingly popular for
use in AIDC systems. Radiofrequency identification
(RFID) is the commonly used term for equipment that
transmits and receives its unique identification data
through wireless radiofrequency channels [2]. Although
the most widely recognized AIDC applications are bar-
codes (designed in the 1970s), RFID has additional char-
acteristics that are impossible to achieve with barcodes.

Table 1 compares the characteristics of RFIDs and bar-
codes. The most significant advantage of RFIDs is the
noncontact, non-line-of-sight characteristics, where bar-
code technologies would be useless. This has made RFIDs
indispensable for a wide range of AIDC applications that
would not be possible otherwise.

2. RFID TAGS

Generally, an RFID system is composed of RFID readers
and tags. Every object to be identified, such as people and
animals, in the RFID system is physically labeled with an
RFID tag. The tag carries a unique identification code, and
the RFID reader reads and writes the identification codes
stored by the RFID tags, which are also called IC tags or
RF tags. The working of RFID systems and their features
depend mainly on the type of RFID tags used. These tags
can be classified in several ways, as shown in Fig. 1.

2.1. IC Chip

One optional characteristic of RFID tags is whether they
contain an integrated circuit (IC) chip [3]. Chip type tags
contain an IC chip, whereas chipless tags do not. Chipless
tags are less expensive to make and are adequate for use
in antitheft systems in retail stores. However, to enable an
RFID reader to identify manufactured items from around
the world, the RFID tags must have sufficient memory to
contain an identification code large enough to identify a
massive number of objects.

An electronic product code (EPC) concept was proposed
by EPC Global Inc., which is the organization that sets the
standards for RFID [4]. The EPC is a unique number that
identifies a specific item in the supply chain. Each tag can
store 96 bits of data, which is sufficient to include the
manufacturer’s name, the product name, and a tremen-
dous number of unique identification codes that can be
assigned to each product.

There are three components in IC chips:

1. RF analog front-end circuits

2. Digital circuits for data processing

3. Memory for data storage

The RF analog front end provides an interface between the
antenna and the other functional blocks of the RFID tag

Table 1. Characteristics of RFIDs Compared to Barcodes.

Characteristics Explanation

Noncontact and non-line-of-sight
data transfer

RFID tags can be read by noncontact and non-line-of-sight data transfer using wireless
communications

Omnidirectional They are relatively omnidirectional and readable from almost all directions
Potentially greater amount of data Potentially greater amount of data can be carried.
Unique identification codes for

individual items
Unique identification codes are allocated for individual items

Stable operation even in harsh
environments

They work even in various environmental conditions, such as snow, fog, ice, or dust, by adaptively
using packages.

Potentially rewritable Data are rewritable during the product manufacturing stages or lifetime, if read/write type
memory is used

Readable even when RFID tags are
moving

High-speed read processing can be done even when they are in motion

Relatively long communication
rangea

They can provide long-range communications, especially when active tags are used.

Secured Encryption can be applied to achieve high-level security
Good anticollision Multiple tag reading can be done simultaneously
Copies/reproductions Illegal copies or reproductions are difficult
Longlived/reusable RFID tags are long-lived and reusable under normal conditions.

aThey are sensitive to regulatory and environmental constraints.
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such as the power supply, biasing, clock recovery, and data
processing. We generally use flip-chip mounting techno-
logy to combine the IC chip with the antenna.

Alien Technology, a manufacturer of EPC tags, has de-
veloped a new chipmaking technology called fluidic self-
assembly (FSA) to make miniaturized IC chips [5]. This
process allows us to package ICs for assembly into EPC
tags at extremely high speeds, which is important for the
economical production of EPC tags.

For next-generation ultraminiaturized IC chips, Usami
et al. unveiled a prototype called a ‘‘m chip’’ [6]. The chip is
only 0.3 mm2 and can hold 128 bits of data. This has also

been authorized by the Ubiquitous ID Center, the organi-
zation that sets the standards for RFIDs in Asia [7].

2.2. Memory Type

Another classification of RFID tag is based on its memory
type: read-only or read/write. Every RFID tag has an elec-
tronically programmed memory with a unique identifica-
tion code. A ‘‘read only’’ tag has a read-only memory that
stores an identification code recorded at the time of man-
ufacturing or when allocated to an object. This is very
promising for low cost applications, and can essentially

RFID tags

RF coupling

Memory type 

Communication range 

Inductive coupling type 

Microwave coupling type 

Shape

Read only type

Read/write type

Power source 

Built-in battery type 

No-battery type (or Passive type)

Active type

Semi-passive type

Label type 

Cylinder type 

Proximity type 

Vicinity type 

Long range type 

Disk type

RF frequency

<135 KHz 

13.56 MHz 

UHF

2.45 GHz

Cube type 

IC chip

 Chip type 

Chipless type 

Figure 1. Classification of RFID tags.
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Figure 2. RFID system using transponder-type tags.
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provide the same functions as read/write type tags in com-
bination with well-designed networked distributed da-
tabases. Auto-ID Labs is currently studying a network
infrastructure that will support the efficient and robust
collection and delivery of information stored by RFID tags
[8]. Read/write tags can have their memories changed or
written over many times, and can therefore offer more
functions than read only type tags.

2.3. Power Source

Most distinguished classifications of RFID tags are of ei-
ther the passive, semipassive, or active type [3]. The dif-
ference between passive, semipassive, and active-type
tags is in the power source and the transmitter. Passive
tags have no on-tag power source and no active transmit-
ter. Semipassive tags have an on-tag power source, but no
active transmitter. Active tags have both an on-tag power
source and an active transmitter. At present, passive tags
are the most common.

2.3.1. Passive Tags. Typical RFID systems that use pas-
sive tags are made up of a transponder (transmitter/re-
sponder)-type tag and an interrogator-type reader.

Figure 2 shows an RFID system using transponder type
tags. The interrogator-type reader typically contains a
transceiver (transmitter/receiver), a microcontroller, a
memory, and a coupling element to connect with the trans-
ponder type tag (antenna). The transponder type tag is ac-
tivated only when it is within the interrogation zone of an
interrogator-type reader. The power required to activate
the tag is supplied to it from a reader through an antenna.

Passive-type tags are widely used because they are
small and very cheap. For example, they are extensively
used in applications such as the automatic verification of
tickets and gate management. Passive tags are attached to
retail merchandise, particularly items that are small,

light, and expensive, such as game software and DVDs,
to discourage shoplifting. If the item has not been paid for,
an alarm sensor-activated will ring when the object passes
through the entrance/exit gate.

2.3.2. Active Tags. Typical RFID systems that use ac-
tive tags are made up of a transmitter-type tag and a re-
ceiver-type reader, or a transponder-type tag, and an
interrogator-type reader.

Transmitter-type tags have transmitters only. They do
not have receivers, and can periodically transmit their
unique identification code, which is dependent on the
presence of a receiver-type reader.

Transponder-type tags are activated only when they
are within the interrogation zone of an interrogator-type
reader. When compared to transmitter-type tags, the
transponder-type tag has good anticollision or multiple-
reading performance.

The most popular uses for active-type tags are in re-
mote keyless entry systems. Identification of active-type
tags is rapid and reliable, and is preferred for these ap-
plications. The long-communication-distance capability of
active-type tags has made them attractive for locating
applications as well.

2.3.3. Comparison between Passive and Active Tags.
Table 2 compares passive and active tags.

Passive-type tags are much lighter, less expensive, and
durable than active tags, offering a virtually unlimited
operational lifetime. The tradeoff is that they have shorter
communication ranges than do active tags.

2.4. RF Coupling and RF Frequency

RFID tags are roughly classified by inductive or micro-
wave coupling between antennas. In general, the config-
uration and size of the antenna depend on the RF
frequency and desired gain, which determine the commu-
nication range.

Loop antennas or coils are used mainly for inductive
coupling for near-field antennas. On the other hand,
dipole antennas and microstrip patch antennas are
used mainly as microwave coupling for far-field antennas.
Microstrip patch antennas are fabricated on dielectrics
with a conductive ground plane underneath. These are
typically made using etched thin metal plates or printed
conductive lines.

Active integrated antenna (AIA) technology, in which
the passive and active components are integrated with the
antennas to enable a variety of electrical functions, is also
a promising future technology for RFID tags [9,10].

Table 2. Comparison between Passive and Active Tags

Passive Type Active Type

Communication rangea Short Long
Function Single Multiple (adaptive

with sensors)
Cost Low High
Reliability Medium High
Size Small Medium
Lifetime Unlimited Limited

aSubject to regulatory and environmental constraints.

Table 3. General Electrical Characteristics of RFID Tags, Based on Representative RF Frequencies

RF Frequency RF Coupling Electromagnetic Interference Influence of Water or Moisture Communication Rangea

o135 kHz Inductive coupling High Very low Short
13.56 MHz Inductive coupling Low Low Medium
UHF Microwave coupling Low Medium Long
2.45 GHz Microwave coupling Medium High Long

aSubject to regulatory and environmental constraints.
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Table 3 shows the general electrical characteristics of
RFID tags, based on representative RF frequencies. The
allocated frequency and limited power, which influence
the communication range, are set by the radio regulations
of each country. We have to select an RF frequency that
considers the radio regulations and the RFID applications.

2.5. Communication Range

An RFID tag is also classified by its communication range:
proximity type, vicinity type, or long-range type. The
communication range of proximity type tags is less than
several centimeters, while the communication range of
long-range tags is more than one meter.

2.6. Shape

RFID tags come in a wide variety of sizes and shapes, such
as the label type, cylinder type, disk type, and cube type.
We also have to select encapsulating materials within var-
ious environmental constraints and with consideration of
RFID applications.

3. RFID SYSTEMS

We can roughly classify RFID systems as shown in Fig. 3.

3.1. Application Fields

RFID systems can be a common and useful tool for trans-
portation and logistics, manufacturing and processing,
and security control. Figure 4 shows the various applica-
tions for these systems.

3.2. Utilization Methods

RFID systems can roughly be grouped into three catego-
ries, using the utilization methods:

* Fixed systems at necessary locations (e.g., entrances/
exits to detect theft in retail stores)

* Portable data capture systems used instead of bar-
codes

* Location–tracking systems

In general, passive tags are used for fixed systems and
portable data capture systems, while active tags are used
for location–tracking systems.

Location–tracking systems generally rely on triangula-
tion from the time of arrival (ToA) or received signal
strength (RSS) [11,12].

3.2.1. ToA Location–Tracking Systems. The best known
example of a location–tracking system that uses ToA is the
global positioning system (GPS) [13,14]. Current GPSs
have been miniaturized to such an extent that they can be

•Waste management
•Postal tracking
•Food tracking

•Toll road management

Transportation and logistics control

Manufacturing and processing control

Security control

•Auto assembly line control 

•Animal identification
•Car immobilizers

•Access control of secured or
hazardous areas

•Real time location
    tracking systems

•Supply chain
management (SCM)

•Container tracking
•Airline baggage recognition

•Asset management
•Anti-theft systems
•Inventory control

•Automatic accounting
at gas stations or stores

−

Figure 4. Various applications for RFID
systems.
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installed in watches or cellular phones. A ToA location–
tracking system is shown in Fig. 5a. It includes a trans-
mitting station T1, three or more receiving stations A1–A3,
and a central station that communicates with the receiv-
ing stations. The transmitting station transmits a signal,
containing its identification code and the current time
(i.e., departure time) at predetermined time intervals, us-
ing radiowaves. Every time a receiving station receives a
signal from a transmitting station, the received signal and
the ToA with its identification code are transmitted to a
central station. The central station calculates the distance
between the transmitting station and each receiving sta-
tion, based on information provided by the receiving sta-
tions, and then estimates the position of the transmitting
station. More precisely, the central station determines the
signal propagation time from the departure time and the
ToA, and calculates the distance between the transmitting
station and each receiving station by multiplying the
propagation time by the propagation speed of the radio-
waves. Then, the central station can estimate the position
of the transmitting station by triangulation, relative to the
receiving stations.

3.2.2. RSS Location–Tracking Systems. Figure 5b shows
an RSS location–tracking system. This system includes a

transmitting station T1 and three or more receiving sta-
tions A1–A3. The transmitting station generates and
transmits radio signals during the positioning operation.
Each receiving station reports the measured RSS to the
central station. The central station calculates the distance
between the transmitting station and each receiving sta-
tion from the RSS, and then estimates the position of the
transmitting station, based on its relative position to each
receiving station.

3.2.3. Indoor Location–Tracking Systems. Although
GPSs may be effective outdoors, they are unsuitable in-
doors. In GPSs, while it is possible to request an objects’
position by measuring the arrival time of the signal from a
reference point over a wide outdoor area, large positioning
errors can be expected in indoor environments. Even if a
position is estimated using RSS information, in many
cases the relationship between the distance and RSS
does not follow the Friis transmission formula, expressed
by

L¼ 20� log10

4pd

l

� �
ð1Þ

Transmitting
station T1

Receiving station
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Receiving station
A2

Receiving station
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Central
station
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(b)
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Figure 5. ToA (a) and RSS (b) location–tracking
systems.
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where L denotes the propagation loss, d the distance, and
l the wavelength [15,16].

The Friis transmission formula does not work for in-
door propagation because the receiving station may be
blocked from line-of-sight transmission, or local fluctua-
tions in RSS may occur as a result of the influence of
reflected waves.

Shimizu et al. proposed a location–tracking system that
introduces a corrected Friis transmission formula that
takes the environmental influences into consideration
[2,12,17]. They also developed a prototype asset manage-
ment system using active-type tags, in which an RMS po-
sition estimation error of 2.3 m was obtained in the test
room (B200 m2).

4. CONCLUSION

In the near future, every object will likely be connected to
the Internet by unique identification codes, through RFID
systems. Furthermore, the integration of sensing and ac-
tuating technology could also provide new ubiquitous ap-
plications. However, to increase the popularity of RFIDs,
the following three problems must be solved:

* Reduction in Cost of RFID Tags. At present, RFID
tags are much more expensive than barcodes. There-
fore, we must reduce their cost.

* Differences in Radio Regulations between Countries.
Radio regulations for RFID applications are different
for each country, and this interferes with worldwide
(global) use.

* Protection of individual privacy. Since RFID systems
can be used to track and identify individuals after
they have purchased items with RFID tags, there are
profound privacy implications to be considered. One
possible solution for this problem is to use ‘‘kill’’ tech-
nology. All EPC RFID tag specifications include a re-
quirement that the tag will be deactivated when it
receives a ‘‘kill command’’ [18]. This would allow a
company to render the RFID tag useless after the
sale and help assuage some of the privacy concerns
related to the use of RFID systems.
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1. INTRODUCTION

For many years III–V semiconductors were essential to
realize monolithic microwave integrated circuits
(MMICs). The late 1990s, however, saw a dramatic change
of emphasis with silicon becoming the material of choice
for microwave wireless transceivers because of the impor-
tance of analogue-digital integration and low cost [1]. The
1990s have been dubbed ‘‘the silicon radio decade’’ [2].
The vast majority of consumer wireless application are in
the sub-6 GHz range, including cellular mobile systems,
GPS, wireless LANs, RFID, and BluetoothTM systems. Sil-
icon technology is able to satisfy the noise figure require-
ments for these applications, and in many cases the power
and efficiency requirements as well. These silicon RF in-
tegrated circuits are widely referred to as RFICs, and the
historic distinction between ‘‘RF’’ and ‘‘microwave’’ has
been lost. In the sub 6 GHz region, GaAs technology has
been relegated to a few niche areas such as switches and
high efficiency power amplifiers. Silicon technology offers
much higher levels of integration, including mixed-mode
and digital circuitry on the same chip. This latter require-
ment has led to the development of advanced BiCMOS
processes, which produce RF bipolar and low power digital
CMOS devices on the same chip, and to widespread inter-
est in RF CMOS, which has less process steps and less
mask levels, meaning lower costs.

Even at higher frequencies, Silicon heterojunction de-
vices have started to challenge the dominance of GaAs.
However, whereas GaAs provides a semi-insulating sub-
strate ideal for microwave interconnects, silicon does not,
and both the designer and process engineer have to ad-
dress major difficulties at such high frequencies. High-

resistivity substrates, ‘‘3D’’ MMICs [3] and micromachin-
ing [4] are just some of the approaches that can be used to
combat the substrate loss problem.

The design of an RFIC transceiver is very different
from established RF design for a number of reasons:

1. The high level of integration means that intercon-
nects are short and ‘‘50O’’ design concepts are most-
ly used only at the LNA input and PA output.

2. The substrate loss and coupling mean that layout
techniques such as matching, guard rings, and iso-
lation trenches have to be employed. Cross-chip cou-
pling is a major issue and difficult to simulate,
sometimes making it necessary to go through sever-
al design iterations.

3. The close integration of digital and analog functions,
and techniques such as zero or near-zero IF archi-
tectures, mean that a wide range of CAD tools must
be integrated into a single design environment.

The RF design, at transistor level and with much lay-
out interaction, may be concurrent with digital design us-
ing hardware description languages such as VerilogTM and
VHDL. In between, high-speed digital-analogue convert-
ers need detailed mixed-signal design. All these parts of
the transceiver end up on the same mask, and the CAD
environment must provide a seamless integration of the
design. The design of fully integrated RFIC transceivers is
so complex, and the design cycle so short, that intellectual
property (IP) transfer and partnerships between design
houses, foundries and consumer product manufacturing
companies have become an important business strategy.

2. DEVICE TECHNOLOGY

2.1. Bipolar Transistors

For many years the bipolar device was the only available
microwave device in silicon. In virtually all silicon tech-
nologies a planar device, fabricated by ion implantation, is
used. To optimize the high-frequency performance the de-
vice structure must highly advanced, as exemplified by
the double polysilicon device shown in Fig. 1. This struc-
ture gives higher transition frequencies, higher power
gain, lower noise operation, better heat dissipation, sim-
pler matching, and higher integration levels [5].

Base Base
Emitter

Collector

Oxide

p− substrate

n+ poly

n+ buried layer

n− epi

Selectively
implanted
collector

pn+

p+
poly

p

Figure 1. Double-polysilicon npn transistor
in cross section.
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Often, base resistance is high in bipolar devices, which
means that their noise figure is higher than FETs and the
fmax is reduced. With careful device design, this problem
can be overcome to some extent. However, generally, the
BJT has a number of parameters that eventually conflict
when trying to optimize the device for high performance.
Advanced silicon BJT technology, such as that in the Phi-
lips QUBiC4 BiCMOS process, is typically capable of
ftB40 GHz and fmax of 90 GHz [5]. To improve the device
much beyond that, it is necessary to change the structure
and employ a heterojunction.

2.2. SiGe HBTs

Like the III–V HBTs, the SiGe HBT is based on having a
wider bandgap in the emitter than in the base, as shown in
Fig. 2. SiGe has a lower bandgap than does silicon, but Ge
and Si have different lattice constants, so there is a limit to
the maximum concentration of Ge that can be used. Up to
that limit, the strain can be accommodated in the layer.
The current gain increases dramatically with the differ-
ence in barrier height for electrons and holes, but this
is traded off with other device parameters in order to
achieve an optimum device. The following advantages are
provided by the difference in bandgaps:

1. Improved emitter injection efficiency

2. Reduced base transit time

3. Higher output resistance

4. Reduced charge storage in the emitter

Broadly speaking, a key advantage is that the base can
be much more highly doped than a standard BJT, and this
means a thin base (5–10 nm) can be used without the pen-
alty of a high base resistance. The thin base then leads to a
much shorter transit time. The Philips QUBiC4G process
(the SiGe equivalent of QUBiC4) achieves 75 GHz ft and
110 GHz fmax. Experimental results have shown that ft

and fmax of 4160 GHz can be achieved with quite modest
lithography. Good noise figures and power efficiencies
have also been reported, but it should be remembered
that these good results may not be available from the same
device structure as a result of the various tradeoffs.

2.3. RF CMOS

CMOS technology is the foundation of the computer tech-
nology revolution. In logic gates the devices have much
lower power consumption than do other technologies, and
so microprocessors and memory use CMOS exclusively.
For a system-on-chip radio solution there has been much
interest in BiCMOS, with RF/analog functions in bipolar
technology and DSP and other techniques, in CMOS.

However, the process complexity is high, and very
many mask levels are needed. For lower cost it is prefer-
able to realize the RF functions in CMOS and dispense
with the need for bipolar devices. Already the PentiumTM

can clock at 43 GHz and contains more than 50 million
transistors.

To integrate RF electronics with these computing com-
ponents is the ideal way to realize a single-chip commu-
nication transceiver. Techniques such as software radio
and direct-conversion architectures have assisted with
this. To fabricate the LNA, power amplifier, and oscillator
on chip requires high-performance microwave devices;
performance cannot be compromised. ‘‘RF CMOS’’ is the
technology optimized for this combination of RF and base-
band circuitry. It seems to dominate all applications in the
low-GHz range. Figure 3 shows the photograph and Fig. 4
the layout of an Intel RFIC transceiver on 0.18 mm TSMC
(Taiwan Semiconductor Manufacturing Corporation)
CMOS technology. This IEEE 802.11a (5 GHz band) trans-
ceiver employs a direct-conversion architecture and in-
cludes an internal synthesizer. This is Intel’s first RFIC
used in a WLAN product.

The outlook for RF CMOS is extremely promising.
CMOS processes have become very advanced, with deep
submicrometer devices and multiple levels of interconnect
metals and dielectrics, as shown in the SEM photograph of
the interconnect stack in Fig. 5 [6]. Functional blocks such

emitter

collectorbase

electrons

holes

Eg emitter 
(Si)

Eg base
(SiGe)

 

Figure 2. Basic SiGe HBT band diagram.
Figure 3. Microphotograph of Intel’s 802.11a RFIC transceiver.
(Courtesy of and copyright Intel Corporation.)
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an ALU (arithmetic logic unit) have been demonstrated at
410 GHz, and yet transistor scaling will continue for
some years; Fig. 6 shows a cross section of the Intel Tera-
Hertz transistor [7]. Intel’s predictions are for 41 billion

transistors per chip and 45-nm technology by 2007, as il-
lustrated in Fig. 7. This fantastic technological feat is the
product of huge investment in research and development
right across the range of process steps, guided by the in-
dustry roadmap for silicon [8]. EUV (extreme ultraviolet)
lithography is a cornerstone in achieving 10 nm feature
size. Power consumption, and therefore heat, is seen as
the limiting factor.

There are three classes of the RF CMOS process:

1. Bulk CMOS

2. Bulk CMOS with RF technology enhancements

3. Silicon on Insulator (SOI)

‘‘Bulk’’ CMOS is standard CMOS, as used in digital
circuits, where the device is formed in the surface of the
semiconductor wafer by implantation. This technology has
been developed worldwide at massive cost to produce
o0.1 mm feature size on 300-mm wafers. Even at the
0.18-mm technology node, CMOS can achieve 150 GHz
fmax [9] with careful layout optimization. The Fmin of the
NMOS device is typically 1 dB at 2.45 GHz. This is poor
compared to GaAs devices and SiGe ones, but is adequate
for most wireless applications. Since the selling price of a
complete Bluetooth transceiver is expected to be $3 in
2005, bulk CMOS is preferred as it is the lowest-cost
solution. The problem with standard bulk CMOS is that
the substrate is not insulating; passive components have

Figure 5. Interconnect stack in the Intel 130-nm P860 technol-
ogy [6]. (Courtesy of and copyright Intel Corporation.)

Figure 6. Intel TeraHertz transistor [7]. (Courtesy of and copy-
right Intel Corporation.)
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Figure 7. CMOS technology development [7]. (Courtesy of and
copyright Intel Corporation.)

Figure 4. Layout of Intel’s 802.11a RFIC transceiver. (Courtesy
of and copyright Intel Corporation.)
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very poor performance, and coupling through the sub-
strate can be serious. Techniques such as guard-rings and
deep-trench isolation around individual building blocks
are needed.

The RF technology enhancements used in some RF
CMOS processes include extrathick metals, MIM capaci-
tors, and a higher substrate resistivity. These enhance-
ments ease some of the design challenges but lead to extra
mask levels and more process steps. The added cost may
not be acceptable for the $3 radio transceiver.

SOI technology uses either a bonded-wafer approach or
a thin silicon implanted oxide (SIMOX) technology to fab-
ricate transistors that are isolated from the substrate.
This greatly eases the coupling problems and improves the
transistor performance by reducing key parasitic ele-
ments. Again, the added process complexity must be con-
sidered.

2.4. Silicon Heterojunction Field-Effect Devices

As in GaAs HEMTs, in silicon the field-effect device can be
improved by using a heterostructure to create a thin chan-
nel of carriers that are separated from their donor/accep-
tor atoms. The SiGe HFET uses this approach, with either
a Schottky gate junction or a gate oxide—the HMOST
(heterojunction MOS transistor) device. ‘‘HCMOS’’ (He-
terojunction CMOS) technology produces both NMOS and
PMOS devices. HCMOS is necessary to realize low-power-
consumption digital circuits.

For a given feature size, the SiGe device has approxi-
mately 2.5 times the ft/fmax of a standard silicon device. In
the research lab, values over 100 GHz have been achieved,
and predictions of 4400 GHz have been made from sim-
ulations. The enhanced performance can be used to relax
the fabrication requirements as well (e.g., use a 0.35-mm
SiGe device that has approximately the same performance
as a 0.13-mm standard device but much lower mask costs).

3. PASSIVE COMPONENTS

3.1. Resistors

There are numerous ways to implement a resistor in sil-
icon technology. The resistors in integrated circuit tech-
nology deviate significantly from the ideal resistor. It is
the parasitic capacitance, mainly from the substrate ca-
pacitance, which is the key parasitic element that restricts
the maximum operating frequency of the resistor. Fur-
thermore, linearity in the resistor and its temperature and
process variations are other important factors that affect
the design.

Among the techniques to realize resistors in silicon
technology, the diffusion resistor is commonly used in
standard bipolar technology and can be found in MOS
technology. The resistors are formed by diffusing pþ into
an n well, or vice versa. Silicide technology can be used in
this technique to reduce the sheet resistivity. Since the
resistor structure fundamentally consists of n- and p-type
material forming a diode junction, so the resistor’s voltage
coefficient is relatively large [10].

Polysilicon resistors are extensively used in digital and
analogue CMOS technology nowadays and are highly suit-
able for RF applications as they have low parasitic capac-
itance leading to higher frequency of operation. There are
two types of polysilicon resistors: salicided and non-
salicided structures. Compared with the salicided resis-
tor, the nonsalicided resistor needs an additional mask to
prevent a silicide layer forming during the salicidation
process. The salicided resistor has a lower resistivity
(5–10O/square) than the nonsalicided one (100O/square).
Both resistors are commonly used in integrated circuit
design because of their small temperature and voltage co-
efficients. Typically, the temperature coefficients of pþ -
and nþ -doped resistors, depending on the technology
used, are within 70.1%/1C and their variations to process
are usually within 720% [11].

The n-well resistor, however, offers the highest resist-
ivity value and hence helps achieve a small die design, but
its large temperature and voltage dependence limit it to
certain applications, such as in pullup or pulldown resis-
tors. For applications that need high precision and very
small resistance values, a metal sheet can be deposited for
the resistors. The desired resistance of such resistors can
be calculated using the metal sheet resistivity. Alterna-
tively, a small resistor can be obtained using the pþ and
nþ source–drain region (3–5O/square).

A given resistor type is typically defined by its sheet
resistivity in ohms per square (O/square). We can deter-
mine the value of a resistor from its layout by counting the
number of squares of the resistor and multiplying this
with the O/square value. When the resistor has to be me-
andered for some specific layout, it has been suggested
[12] that the squares at the corners contribute to the area
by a factor of only 0.56. The resistor width should also be
carefully chosen, especially in high-power and high-fre-
quency applications, since this will relate to the maximum
power handling and maximum operating frequency.

3.2. Capacitors

There are several roles for capacitors in RFIC design, in-
cluding coupling AC signals, bypassing the low-frequency
signals to ground, and controlling the operating frequency.
Most silicon -based RFIC designs typically implement ca-
pacitors in the form of a parallel-plate capacitor. This
structure is composed of two separated electrodes of area
A, sandwiching a thin dielectric material of dielectric con-
stant e. The two electrodes are separated by a distance d.
The capacitance value of this plate capacitor depending on
the dielectric in use is given by C¼ eA/d. In standard
silicon technology, there are several forms of the parallel-
plate capacitor; for instance, poly–poly capacitor, polydif-
fusion capacitor and metal–insulator–metal (MIM)
capacitor. Other techniques, such as the MOS capacitor,
or an active-device-based voltage-dependent capacitor are
also sometimes used.

The poly–poly capacitor is a parallel-plate structure in
which polysilicon plates form both electrodes and a thin
oxide is grown between them. A nitride layer can be used
to obtain higher capacitance values. A metal–poly capac-
itor uses a metal plate as the top plate rather than the
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polysilicon. The benefit of this change is that it minimizes
the series parasitic resistance resulting from the elec-
trode. For a polydiffusion capacitor, a highly-doped nþ

implant is applied at the specified area and then the gate
oxide layer is grown on top. The fabrication of polydiffu-
sion capacitors uses only the standard process steps. For
RF circuit designs that mostly require low-parasitic ca-
pacitors, the metal–insulator–metal (MIM) capacitor with
a well-controlled thin dielectric is best. However, they are
only provided by some commercial foundries.

The MOS capacitor, shown in Fig. 8, is perhaps the
most commonly used monolithic capacitor. The top plate is
a heavily doped pþ polysilicon layer; the dielectric layer is
formed from silicon oxide, and the bottom plate is the n-
type silicon. Here, the top- and the bottom-plate electrodes
are referred to as the gate (G) and the body (B), respec-
tively. The capacitance of the MOS structure depends on
the voltage dropped across these two terminals (VGB). Ac-
cording to the bias voltage, the MOS capacitance operates
in three regimes: (1) accumulation, (2) depletion, and (3)
inversion. Nikenejad has described its operation in more
detail [13].

The MOS transistor can be used as a capacitor by con-
necting the source to the drain terminal for one plate and
the gate terminal for the other plate. This capacitor can be
used as a varactor in a voltage-controlled oscillator by
changing from a low capacitance at low junction voltage to
a high capacitance as the voltage exceeds the threshold
voltage (vth).

3.3. Inductors

The need for a single-chip solution, ease of system inte-
gration, and a low-cost design inevitably require an RFIC
chip that needs a minimum number of off-chip compo-
nents. Realizing a high-performance on-chip inductor is,
however, one of the biggest challenges for RF engineers
[14–16]. Apart from the main inductor design target,
which is its inductance value L, two more parameters of
the inductor critically affect the design of RFICs: the qual-
ity factor (Q) and the self-resonant frequency (fsr), which
are figures of merit defining how close it is to an ideal in-
ductor. The Q factor represents the loss mechanisms in the

on-chip inductor, while the self-resonant frequency defines
the inductor’s maximum useful operating frequency. Al-
though there are other parameters, such as maximum
power handling, Q and fsr are the most important two
parameters discussed here.

RFIC designers using a monolithic inductor struggle
with low substrate resistivity in silicon, which is usually
less than 20O � cm. As the single-chip solution with a high
level of integration is demanded for future wireless com-
munication, a standard heavily doped silicon substrate
leading to low substrate resistivity is needed for easing the
interface with low-frequency circuitry. The low substrate
resistivity means that current is electrically and magnet-
ically induced beneath the circuit and this limits the Q
and fsr of the inductor. This notoriously well-known con-
flict is unavoidable for Si-based RFICs unless some special
techniques for enhancing the performance such as MEMs
technology [17] or silicon-on-insulator (SOI) [18] are used
with an increased cost. The details of these improved
inductor technologies will be described later.

Figure 9 shows a simplified electrical model relating to
the physical form of a square-type spiral on-chip inductor.
This model is applicable not only to the square geometry
but also other geometries such as circular and octagonal.
The self-inductance of this spiral inductor is denoted by L.
The series resistor R represents the loss mechanisms in
the inductor. These are metallization, skin effect, and the
eddy-current loss. The inductor Q at low frequency is lim-
ited mainly by the series resistance, which can be reduced
by using stacked metals or increased metal thickness, by
employing some smoother shapes such as octagonal or
circular shapes rather than square, or by choosing a high-
conductivity metal such as copper. In Fig. 9, Cp represents
the capacitive element between the spiral turns and Cox

and Csub are the oxide and substrate capacitances, respec-
tively. These three capacitances contribute to fsr and Q.
Note that Rsub is the substrate resistance contribution,
which also limits both Q and fsr.

Many techniques are used to enhance planar spiral
inductors. However, some of the techniques proposed in
GaAs technology, for example, multilevel metalliza-
tion, using copper, do not significantly enhance Si-based
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Figure 8. MOS capacitor.
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Figure 9. A first-order lumped model of a planar spiral inductor.
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inductor performance since the substrate conductivity is
the key contribution to degradation of the inductor. The
achievable Q of spiral on-chip inductors in standard sili-
con processes is usually less than 15. Reducing the sub-
strate loss can be achieved by short-circuiting or isolating
the low-resistivity substrate from the circuit. Short-cir-
cuiting the substrate current is achieved using the pat-
terned ground-shield technique [19], which is shown in
Fig. 10a. The slots in the ground-shield plane are designed
such that the induced loop ground current is reduced. The
inductor Q at 1–2 GHz is increased by up to 33%, but fsr is
decreased due to the substrate capacitance increase. A
high-Q inductor isolated from the substrate can be
achieved by inserting a high-resistivity substrate such
as sapphire material between the circuit and the low-re-
sistivity substrate. A 5.5-nH spiral inductor, with a Q of 25
was realized in this way [18] with the drawback of in-
creased process complexity. MEMS technology has been
extensively used for improved inductors, including apply-
ing a bulk micromachining technique to remove the

underlying silicon substrate, surfacing micromachining,
or using an electromechanical process. Note that these
techniques need some special processing, and hence the
cost of fabrication will increase. An inductor using this
special technology to realize a suspended form is shown in
Fig. 10b. The peak Q of this fully CMOS-compatible
MEMS-based 1.32-nH inductor is 70 at 6 GHz [17]. ‘‘Self-
assembly’’ techniques have been investigated by a number
of researchers in order to realize inductors that are lifted
up off the substrate [20,21].

3.4. Other Passive Components

Many passive components apart from the aforementioned
components can be implemented for RFICs [22–24]. Res-
onators are used in many circuit blocks, such as voltage-
controlled oscillators and RF bandpass filters, and can be
realized in many forms. The simplest form is a tank circuit
consisting of a parallel inductor and a capacitor. The ca-
pacitor is often a parasitic component in an active device.
Transformers have been used on Si-based RFICs and ap-
plied to low-noise amplifier design and other circuit
blocks. Other passive components, such as a balun and
hybrid combiner, are also readily used and have shown
feasibility in certain applications. Since these component
topologies rely on a spiral inductor form, the key factor
limiting their performance is, however, still the high sub-
strate loss in silicon.

4. CAD

This section reviews the different CAD packages that are
available and describes how they are used in conjunction
with various models in the RFIC design process. A wide
range of different component models can be used; the
choice depends on the level of component characterization
that has been carried out and on the specific CAD package
that is available. For RFIC design a fully integrated CAD
workstation that has an integrated layout library is es-
sential. The key companies in the RFIC CAD business are
listed in Table 1. A wide range of software is available.
When mixed-signal design and DSP is integrated with RF
circuitry for a single-chip radio solution, the design frame-
work will have to integrate everything from VHDL (very
high speed integrated circuit hardware description lan-
guage) synthesis to transistor-level RF design tools.

4.1. System Block Diagram Simulation

Such is the complexity of many designs that individual
circuits have to be treated as blackboxes with some kind of
describing function. This enables complex subsystems,
such as complete transmitters and receivers, to be de-
signed at a high level. Since systems are becoming increas-
ingly complex, and as digital signal processing becomes
closely integrated with RF/microwave hardware, system-
level and mixed-signal simulation is becoming more im-
portant and is receiving a great deal of attention. Note that
where pseudorandom baseband signals and high-frequency
carriers are present simultaneously, there may be huge
numbers of sample points to be calculated; the ‘‘modula-
tion domain’’ analysis in ADSTM addresses this problem.

Figure 10. (a) Patterned ground shield [19]; (b) micromachined
on-chip inductor [17]. (Copyright IEEE, used with permission.)
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4.2. Simulator Customization

Fierce competition requires that designs work first time to
reduce time to market. Since successful RFIC design relies
heavily on the accuracy of the available models for active
and passive components, it is vital that manufacturers of-
fer extensive model libraries and design information. The
extent to which a process has been characterized and
carefully developed into a fixed production process is of-
ten more important to a customer than the ultimate per-
formance achievable. The characterization and process
definition task, from the first RFOW (RF on water) test-
ing of a new device up to the official release of a model
library and design manual, may take many man-years.
The model library is the fruit of a great deal of labor, and
while it represents only a small part of the manufacturer’s
modeling and design information, the model library is the
basis of all the customer’s design work.

In a fully integrated CAD package there is seamless
integration of the schematic (e.g., see Fig. 11) and para-
metrized layout. In order to achieve this level of design
integration for ICs, the simulator must be customized to
the foundry with suitable technology files, models, and
parameterized layout library elements. In this way the
layout and schematic can be linked together; a change
made in the layout window will automatically result in a
change of the parameters in the schematic. For example, if
you edit the length of a track in the layout editor and then
pass the new length information to the schematic, the
simulation can be rerun directly. This transfer of infor-
mation directly between the layout and the schematic/
simulation is called backannotation. It should be noted,
however, that despite all the apparent sophistication of
such a CAD suite, it is as important as ever that the de-
signer be aware of the nature and limitations of the mod-
els that he/she is using.

5. AMPLIFIERS

5.1. Low-Noise Amplifiers

The low-noise amplifier (LNA) is, perhaps, the most es-
sential building block for a modern wireless receiver

since it must be able to receive an extremely small in-
coming signal from the front-end antenna from within a
hostile atmosphere (both noise and interference signals)
and, subsequently, boost the received signal while main-
taining the signal quality. In order to achieve this, a good
LNA must amplify the amplitude of an input signal
while, ideally, no extra unwanted noise is added to the
output signal of the LNA. The figure of merit most often
used is the noise figure (NF). Besides NF, gain, and lin-
earity, RF designers must consider the input and output
impedances to ensure that no unnecessary mismatch loss
occurs at the antenna–LNA interface. Furthermore, with
the demand for low-cost, high-performance, and small-
size portable communication terminals, various low-com-
plexity receiver architectures, such as a homodyne re-
ceiver and a low-IF receiver, have been proposed to fulfill
these design goals. However, new problems of these ar-
chitectures have emerged. Hence, the subsystems sup-
porting these proposed architectures must have
enhanced features to counteract these new problems,
such as LO and DC offset leakage in a homodyne receiv-
er. Therefore, apart from an LNA’s aforementioned con-
ventional design parameters such as gain or NF, the LNA
designer must be concerned with other design parame-
ters, such as high reverse isolation of the LNA to prevent
leakage of LO power from the mixer back to the antenna
[25,26].

Designing LNAs in silicon technology is more problem-
atic than in GaAs technology because of the low-resistivity
substrate material, which contributes to substrate loss,
eddy-current loss, and substrate capacitance. As discussed
in Section 3, realization of high-Q and high-self-resonant
frequency inductors on a standard silicon technology
requires a laborious effort to achieve success. A low-Q
inductor creates more dissipation loss and, hence,
directly degrades the noise performance of the LNA. The
substrate noise and coupling are other major problems in
silicon technology. To suppress these, the differential to-
pology is commonly used rather than the single-ended de-
sign because of its high common-mode noise rejection,
although there are power consumption and circuit size
tradeoffs [27].

Table 1. A Selection of Commercial Simulators

Company Producta Type

Agilent ADS RF linear, nonlinear and system design suite
Momentum 3D planar EM simulator for passives

Ansoft Serenade Integrated RF design environment
Harmonica Harmonic balance nonlinear
Symphony System-level RF design
Ensemble 3D planar EM simulator

Cadence Analog Design Environment RFIC design suite
AMS Mixed-signal design
SpectreRF Nonlinear transistor-level simulation

Mentor Graphics RF Architect/RF Layout Board-level design linking to ADS
ADMS Mixed-signal simulation
EldoRF Transistor-level RFIC design

Silvaco Athena, Atlas Physical-level device simulation
SmartSpice, Celebrity SPICE-based VLSI design and layout
UTMOST Device model parameter extraction

aAll trademarks are acknowledged.
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Among the numerous techniques used to implement
the LNA for wireless applications nowadays with stan-
dard silicon technology, the common-emitter (for bipolar
transistor) or common-source (for field-effect transistor)
devices with inductive series feedback, as shown in
Fig. 12a, are typically used to achieve a high gain, low
noise, and simple design [28]. The topology compromises
the operational bandwidth; the series feedback inductor
LE increases the input resistance by the amount of Ri¼

oTLE, where oT is the unity-gain frequency. This equation
shows that the input impedance on the Smith chart of this
common-source or common-emitter inductive series feed-
back topology can move to the 50-O region without the
noise tradeoff, leading to simultaneous noise and power
matching. Also, the input reactance, mostly in capacitive
form, can be canceled by using a series inductor to reso-
nate it out. This will simplify the design task efficiently.
Nevertheless, the designed LNA has narrow bandwidth
due to the input matching structure. Furthermore, in prac-
tice, the noise figure of the LNA is increased because of the
finite Q inductor. The advantage of using this feedback is
high linearity and good temperature dependence of gain

and input impedance so that the bias of this topology need
not be accurate. Input–output isolation performance is a
problem for this topology as the feedback capacitance and
Miller capacitance dominate, especially at high frequency.

Figure 12b shows the emerging LNA architecture for
Si-based application, namely, the ‘‘transformer feedback
LNA’’ [29]. In this technique a portion of power from the
drain terminal is magnetically coupled to the source ter-
minal, which gives negative feedback. The amount of feed-
back is determined by the transformer’s coupling factor k,
where the invert wiring arrangement mainly determines
the mechanism of negative feedback. This feedback neu-
tralizes the transistor by canceling the Miller capacitance,
which, in turn, improves the reverse isolation. The min-
imum noise figure of this transformer feedback LNA is
theoretically equal to the minimum noise figure of the de-
vice due to its inherent source degeneration property (L11).
Since a single transistor is required, this LNA topology is
suitable for low-voltage applications. The right-hand side
of Fig. 13 shows a chip microphotograph of a 5-GHz trans-
former feedback LNA designed on 0.18-mm CMOS tech-
nology [29].

Figure 11. Gilbert cell mixer schematic in
ADSTM.
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Figure 12. Three LNA topologies suited
for silicon RFICs: (a) source degeneration;
(b) transformer feedback; (c) cascode.
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As shown in Fig. 12c, the cascode LNA architecture
uses a series connection of a common-emitter (CE)/com-
mon-base (CB) or common-source (CS)/common-gate (CG)
transistor pair. It eliminates the Miller multiplication of
the feedback parasitic capacitance of the CE (CS) transis-
tor. Then, the cascode LNA is almost unilateral; that is,
low reverse transmission coefficient (S12) is achieved, and
this will simplify the amplifier design task for input–out-
put matching. Although noise can be added from the CB
(CG) stage, the noise figure of the cascode LNA is not sig-
nificantly higher than the source/emitter degeneration
transistor if the front-end CE (CS) of the cascode has suf-
ficiently high gain. Since the front end is CE (CS), the
source/emitter degeneration technique can also usually be
applied to obtain simultaneous noise–power matching.
There is, seemingly, a need for more headroom voltage
for the cascode design due to the extra CB (CG) stage.
Oscillation can possibly occur, especially at the second
stage if the gate of the second stage is not small-signal-
grounded. The microphotograph of a 5-GHz cascode LNA
on 0.18-mm CMOS technology is shown in the left half of
Fig. 13.

5.2. Power Amplifiers

The power amplifier (PA) is one of the most crucial RF
front-end parts of a wireless transceiver. The PA’s main
function is to boost the signal power up to a specific power
level that can transmit to the receiver at a desired dis-
tance. Small size, low cost, low voltage, and long battery
life are needed for portable terminals; hence, a high-effi-
ciency, high-power, and low-voltage-operated PA using a
cheap IC technology such as silicon technology is required.
In addition, a high-linearity PA is increasingly important
to support multichannel and multiuser wireless commu-
nication technologies, for example, wideband code-division
multiple-access (WCDMA) standards. PA design with
cheap silicon technology seems to face the same problem
as the LNA does. It is the poor passive component perfor-
mance that is the main bottleneck. Loss in Si-based pas-
sive components used for matching networks or bias
chokes causes low achievable power, low power gain, and
increased power consumption, and ultimately, reduces the

power efficiency significantly. Sometimes, the off-chip com-
ponent solution, particularly for the output matching net-
work, is used to realize a high-performance PA, but this is
not as desirable as the low-cost single-chip concept. An-
other problem in a fully integrated PA design, especially in
CMOS technology, is the low breakdown voltages, source–
drain, drain–gate, and drain–substrate, resulting in a low-
power device. Higher output power can be achieved using
an impedance transformer, but the low-performance pas-
sive components in standard silicon technology pose a
challenge. Chip-level combining of small devices to
achieve high power faces the notorious problem of low
substrate resisitivity. Fortunately, there is one promising
technique worthy of mention, namely, the distributed ac-
tive transformer (DAT). The DAT uses magnetic coupling
of the output power from each push–pull transistor cell.
Fig. 14 shows the microphotograph of a DAT-based 41-W
PA chip using standard CMOS technology [30,31].

As mentioned before, silicon technology is preferred for
wireless technology nowadays because of its relatively low
cost compared with GaAs. However, silicon RFIC design-
ers have to struggle with the low substrate resistivity,

Figure 13. A 0.18-mm CMOS chip micro-
photograph of a 1-V 5-GHz transformer feed-
back LNA [29] (Copyright IEEE, used with
permission.)

Figure 14. Chip microphotograph of DAT-based 1-W fully inte-
grated PA on CMOS [30]. (Copyright IEEE, used with permis-
sion.)
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giving many problems to solve. However, silicon has ex-
cellent thermal conductivity, 3 times that of GaAs. This
makes the silicon-based PA more suitable for high-power
application. Besides PA output power, the other crucial PA
performance properties (linearity and efficiency) and en-
hancement techniques will be briefly discussed.

Efficiency is the most important PA design issue. Tra-
ditionally, the approaches to improve PA efficiency are
achieved by controlling the DC biasing point, for instance,
classes A, AB, B, and C. Among these, the most classical
approach, class A, is the amplifier that provides the lowest
maximum power efficiency but highest linearity [32]. As
mentioned above, the derivative techniques of class A,
such as classes B, AB, C, use a smaller bias current so that
average biasing current is decreased. The power efficiency
of these amplifier classes is significantly improved, but the
distortion increases since the active devices are not con-
ducting throughout the cycle. Therefore, these PA classes
inevitably require an RF bandpass filter at the transistor
output to eliminate the nonlinear generated harmonic dis-
tortion.

The class E PA [33] is intentionally designed such that
the transistor is operated like a switch. The switch wave-
form and its duty cycle are controlled by the drive level
and the biasing point at the transistor input. The output
voltage and the output current waveform timings are de-
signed such that no DC power dissipation occurs in the
device. The PA is highly nonlinear since the output wave-
form is square-wave-like, and, as in classes B and C, a
bandpass filter is needed to eliminate the harmonic dis-
tortion. Class F PA design [33] allows an increase in power
efficiency by adding odd harmonics to flatten the output
voltage waveform. This will allow more peak output power
and then the efficiency increases.

The Doherty amplifier is very suitable for modern wire-
less applications, such as in multiuser multi-channel com-
munication systems that need a power control scheme or
in a high-capacity communication system that needs a
high linearity transmitter—for example, orthogonal fre-
quency-division multiplex (OFDM) systems. This tech-
nique tunes the output impedance of the main amplifier
actively by employing a high-efficiency auxiliary amplifier.
The feasibility of the CMOS-based Doherty amplifier was
demonstrated [34] using a lumped-element approach to
reduce loss and minimize the die area, and therefore the
fabrication cost.

So far, all the aforementioned techniques to boost pow-
er efficiency trade off the PA linearity. There are various
emerging wireless communication standards such as
CDMA that transmit the information via the carrier en-
velopes. These standards impose very strict specifications
on PA linearity. In order to meet these, linearization tech-
niques are applied to the PA designs [35]. There are many
proposed PA linearization techniques but only a few
that are suitable for on-chip integration. Feedforward,
although offering high performance in terms of intermod-
ulation distortion and wide bandwidth, seems to be inap-
propriate for IC applications. The main reasons are its
complexity and the sensitivity of the distortion reduction
performance. The feedback technique has been used
for ICs but has many disadvantages, such as narrow

bandwidth, potential instablity, lower gain, and lower
power, and hence is not so attractive for PA applications.
Perhaps, the most successful linearization technique now-
adays is the predistortion technique. The input signal is
predistorted such that the predistorted input signal will
cancel out the distortion generated from the nonlinear
mechanisms in PA active devices. The predistortion tech-
nique is the most frequently used linearization technique
especially in portable communication units because of its
simplicity, compact size, low power consumption, good dis-
tortion reduction performance, and low cost. The simplest
predistortion block is realized by using a diode, which is a
standard device in silicon technology. Increasingly, the
predistortion block is implemented at baseband using dig-
ital signal processing, which is widely used in wireless
communication nowadays. The technology solution for
a high-efficiency and high-linearity RFIC PA seems to
be a high-efficiency PA with the digital predistortion
technique [36].

The ‘‘linear amplification using nonlinear components’’
(LINC) technique is another technique that is gaining in
popularity as the need for linear transmitters increases
with the introduction of wideband systems using ad-
vanced modulation schemes. The LINC concept is based
on the fact that a highly nonlinear amplifier can still deal
with phase modulation. The amplitude modulation of the
signal is replaced with a pair of constant-amplitude phase-
modulated signals that are then independently amplified
by two high-efficiency amplifiers, such as class C ones. The
outputs are power combined to reconstruct the original
input signal waveform. The LINC concept needs a signal
processing part to generate the phase-modulated wave-
form pair, this being referred to as the signal component
separator (SCS). In practice, the efficiency is reduced by
combining loss and phase/gain mismatch has a significant
impact on the nonlinear distortion reduction performance.
Adaptive signal processing needs to be employed to elim-
inate this phase–gain mismatch. Figure 15 shows the mi-
crophotograph of a BiCMOS SCS chip with integrated
mismatch control circuitry [37].

Figure 15. A chip microphotograph of BiCMOS SCS chip for
200-MHz IF LINC transmitter [37]. (Copyright IEEE, used with
permission.)
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6. OSCILLATORS

The oscillator is an essential component for all RF trans-
mitters and receivers. Virtually all modern applications
employ frequency synthesis in order to achieve good fre-
quency stability and low phase noise. The voltage-con-
trolled oscillator (VCO) is the key RF component in a
phase-locked loop (PLL) frequency synthesizer. There are
two classes of oscillator circuit, namely, feedback and neg-
ative-resistance oscillators. A feedback oscillator consists
of an amplifier and a resonant circuit that couples the
output signal back into the input. A negative-resistance
oscillator consists of a negative-resistance circuit coupled
to a resonator. In fact, the two types are quite similar be-
cause feedback is used to create the negative resistance,
anyway. The ring oscillator is clearly a feedback oscillator,
but since it does not use a high-Q resonator (e.g., LC type),
its phase noise is fairly poor.

There are various kinds of resonators in general use at
RF, including LC tuned circuits, cavity resonators, dielec-
tric resonators, YIG resonators, and superconductive res-
onators. Few of them, however, can be integrated onto
RFICs. A varactor-tuned oscillator can easily be realized
using a resonator consisting of a varactor diode and an
inductor or transmission line. The low-Q factor of such a
resonator means that the phase noise is poor, and this ap-
proach is used only for noncritical applications or for ex-
ternally phase-locked oscillators. For better phase noise
performance the most common technique is to employ an
off-chip resonator, a bond-wire inductor [38,39], or MEMs
technology [40,41].

While the classic Colpitts oscillator is widely used in
hybrid RF circuits, most RFIC oscillators are based on a
differential pair, cross-coupled to provide positive feed-
back. This topology is simple and gives reliable startup.
The differential oscillator rejects unwanted common-mode
signals such as substrate and PSU (power supply unit) rail
noise. The tank circuit consists of a pair of inductors with
the capacitor C as shown in the NMOS-only version in
Fig. 16a, realized with a pair of varactor diodes connected
cathode to cathode with the tuning bias applied at the
cathodes. For increased tuning range, additional switch-
able capacitors might be incorporated for band selection. It
is widely known that the tank energy must be maximized
to improve phase noise. A detailed analysis and procedures
for optimum design of these LC VCOs has been presented
by Ham and Hajimiri [42]. The complementary version of
Fig. 16b gives some improvement in phase noise; however,
the novel noise-shifting differential Colpitts VCO in Fig.
16c, designed with careful consideration of the optimum
waveforms, gives the best performance [43]. For image re-
jection and direct conversion applications, a pair of quad-
rature outputs can be generated by coupling two such
circuits together via the tank circuits [43,44].

6.1. Negative-Resistance Oscillators

Most microwave oscillator designs employ the negative
resistance approach. Consider the circuit shown in Fig. 17,
where GRand GT are the reflection coefficients of the
resonator and the transistor, respectively. The oscillation

condition of a negative resistance oscillator can be stated
as GRGT¼ 1. This expression implies that, at the frequency
of oscillation, the return loss of the resonator has to be
equal to the return gain of the active block, and the sum of
the arguments of GT and GR has to be an integral multiple
of 3601. A return gain means that a negative resistance
must be present at the input terminal of the active device.
Note that the oscillation frequency is not necessarily the
same value as the resonant frequency of the resonator,
provided the criterion above is satisfied. For oscillations to
begin, the magnitude of the negative resistance must be
bigger than the value determined from this small-signal
condition. Because of the excess negative resistance in the
circuit, the oscillation will grow in amplitude until the
negative resistance is reduced in value, by nonlinear ef-
fects, to a steady-state value. In practice, the negative re-
sistance is created by applying feedback to transistors.

In the case of the bipolar transistor (BJT or HBT), the
device is often connected in common-base configuration
with an inductive feedback element, as shown in Fig. 18a,
and the negative resistance is developed at the emitter
terminal. In the case of the FET the device can be in com-
mon-gate configuration with an inductive feedback ele-
ment or in common-source configuration with a capacitive
feedback element, as shown in Figs. 18b–d. The circuits
provide feedback by circulating the output current
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through the feedback element in such a way that the volt-
age developed across the feedback element becomes part
of the input signal.

6.2. Phase Noise

The various device technologies cannot be compared thor-
oughly without discussing phase noise. In active devices,
low-frequency noise is dominated by trapping effects from
defects in the bulk, at junctions, and at the surface. This
contribution is known as flicker noise. The power spectral
density (PSD) of flicker noise is inversely proportional
to frequency, and meets the thermal (Johnson) and
shot noise ‘‘floor’’ at a frequency called the ‘‘1/f corner fre-
quency.’’ Above the 1/f corner frequency, thermal noise and
shot noise dominate.

Flicker noise is particular serious in nonlinear circuits,
because the low-frequency noise can be upconverted to RF
via the nonlinear mechanisms. In an oscillator, the noise
will appear as sidebands on the RF, and these sidebands
will interfere with the information signal(s). It should be
noted, however, that this flicker noise limit is approached
only when a very high factor is used in the oscillator, or
when frequency synthesis is used.

FET devices have much higher 1/f corner frequencies
than do bipolar devices, because current flow is lateral, in
the plane of the interfaces that cause flicker noise. Typi-
cally FETs (including silicon) have corner frequencies
410 MHz, whereas bipolar devices have corner frequen-
cies o1 kHz. For wireless applications—especially direct-
conversion transceivers—low-phase-noise synthesized
oscillators are of absolutely key importance, giving yet
more challenges to the RF CMOS designer. More recent
results have indicated that CMOS devices incorporating
SiGe and with a buried channel have improved phase
noise.

Relatively recently it has been shown that the wave-
form within the oscillator circuit has a dramatic effect on
the phase noise, and the impulse sensitivity function (ISF)
has been introduced to quantify this phenomenon [45].

6.3. Frequency Synthesis

Frequency synthesizers are one of the most challenging
and crucial subsystems for a wireless system, especially
for 3G, W-CDMA, WLAN, and future generations of wire-
less networks. The main challenges in the design of a fre-
quency synthesizer are to achieve low phase noise with
high frequency resolution, fast switching speed, low power
consumption, small size, and low cost. The frequency syn-
thesizer includes three main components: the reference
oscillator, the VCO, and the phase-locked loop (PLL).
Since the early 1990s PLLs and VCOs have begun to be
integrated with the rest of the wireless system on the
same silicon IC for reduced cost, size, and improved
reproducibility of design.

Because of the increasing number of wireless users us-
ing the same band, and operating at progressively higher
data rates, both interference and signal-to-noise-ratio
have become key considerations in system design. Phase
noise and spurious emissions contribute significantly to
both of these issues and are largely dependent on PLL
performance. Minimizing phase noise and spurs of the
frequency synthesizer while staying within power con-
sumption, size, and cost constraints is one of the main
challenges for RF design engineers. Because of all these
challenges and requirements, several different techniques
are used to implement the PLL section of a transceiver.
This section describes the existing PLL technologies and
how emerging PLL technologies are making this challenge
more manageable.

6.3.1. Direct Digital Synthesis. Direct digital synthesis,
as shown in Fig. 19, uses a lookup table to store the sine
wave values, and an accumulator driven by a clock simply
steps continuously through the values. The signal is con-
verted by a DAC, and filtered to reduce spurious signals
resulting from the quantization. It is a very powerful tech-
nique with many advantages; for example, very fast
phase-continuous frequency switching is possible. Com-
mercial products have become extremely sophisticated,
incorporating tremendous programmability and addition-
al functions such as modulation. However, although DDS
is moving into the RF range, generally a PLL solution will
have lower chip area and power consumption. A DDS
source can be integrated into a PLL as a hybrid solution
offering many advantages.

6.3.2. Direct Synthesis. For completeness, direct syn-
thesis should not be forgotten; in this method a plethora
of signals is created from a single-crystal reference, and
then these are multiplied together (with mixers) and
divided into various combinations to generate other fre-
quencies. The required frequency is set by using switches
to select the desired combination for multiplication and
division. However, the multiplicity of sources, mixers, and
dividers means that this approach requires large chip
space and high DC power consumption, so it has a limit-
ed applicability to RFICs.

6.3.3. Integer-N Synthesis. Integer-N or divide-by-N
synthesis is the classic form of a digital PLL. A number
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Figure 18. Negative-resistance oscillator topologies: (a) bipolar
transistor in common-base FET; (b) common-gate FET (c);
common-source FET (d).
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of well-known texts describe their principles and optimum
design procedures [46–48]. Referring to Fig. 20, the basic
building blocks are as follows:

* Reference counter (CR)
* Phase detector
* Loop filter
* Prescaler and programmable counter (CN)
* VCO

6.3.3.1. Reference Counter. The most stable frequency
references are usually high–frequency sources using crys-
tal resonators, which operate in the MHz regime. Howev-
er, in the basic PLL the reference frequency applied to the
phase detector determines the minimum-frequency step-
size. Thus, in order to provide reasonable frequency res-
olution, the crystal reference is first divided down by the
reference counter; FrFx/R. With the basic PLL, with inte-
ger division in the feedback loop, Fr is the smallest fre-
quency step that can be achieved at the output—it
determines the frequency resolution. However, using a
very small Fr is not a practical proposition, because then
the reference signal is effectively multiplied up many,
many times in frequency, degrading phase noise consider-
ably; for a division ratio of N, the reference signal phase
noise is in principle increased by 20 log N. For a 10-MHz
crystal, divided by 1000 to give a 10 kHz resolution, the
degradation is a whopping 60 dB.

6.3.3.2. Phase Detector. The phase detector compares
the reference frequency signal to the divided VCO feed-
back, and generates an error signal that is passed through
the loop filter and controls the VCO. For a high reference

frequency, a mixer might be used to multiply the two
signals—the output is then a DC level when the two sig-
nals are the same frequency but out of phase. More often,
digital circuits are used such as the J–K flip-flop, the ex-
clusive-OR gate and the digital phase frequency detector.
The phase frequency detector (PFD) is most widely used
since it gives a monotonic output when the phase differ-
ence exceeds 72p—namely, when the frequencies are dif-
ferent. This means that it can pull the VCO into lock more
effectively when switching frequency.

6.3.3.3. Loop Filter. The loop filter is required to filter
noise from transitions at the phase detector output. How-
ever, if its bandwidth is too low (a large time constant),
then the PLL will take a long time to switch from one fre-
quency to another. Many systems use schemes such as
dynamic channel allocation and frequency hopping, and
fast switching is required. However, if the loop bandwidth
is too large, there will be overshoot and problems with
spurious signals. In general, when determining the band-
width of the loop filter, the PLL designer must achieve a
tradeoff between phase noise, switching speed, and spuri-
ous signal suppression. The loop filter can be active or
passive. Passive filters are mainly resistor–capacitor net-
works that connect directly between the phase detector
and VCO, but are mostly suitable only for narrowband
applications. Active loops allow the synthesizer to gener-
ate large tuning voltage levels and are more suitable for
wideband applications since a wide VCO tuning voltage
range is needed.

6.3.3.4. Prescaler and Feedback Counter. A programma-
ble counter (frequency divider) is required in order to vary
the output frequency. However, programmable counters
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are fairly complex circuits, and cannot operate at very
high frequency. A prescaler is a simpler circuit giving a
fixed division ratio but able to operate at GHz frequencies.
However, a simple prescaler (CP) increases the minimum
frequency step to P�FR. A dual-modulus prescaler can
ease this problem at the expense of added complexity. As
shown in Fig. 21, with the dual-modulus prescaler the
feedback counter alternately divides by P and Pþ 1. This
is achieved using the combination of a programmable
counter (A) and a second counter, often called the swal-
low counter (S). At first the prescaler is set to Pþ 1; the
swallow counter counts up to S and then sets the prescaler
to P. Throughout, the programmable counter is counting
and, when it reaches the value A, it resets the swallow
counter. This means that the prescaler divides by Pþ1 for
S pulses, and by P for (A�S) pulses, giving an aggregate
division ratio (N) of A�PþS. Dual-modulus prescalers
and also multimodulus prescalers, have been widely
adopted.

A dual-modulus system can be used as single modulus
by simply setting the S value to 0. Most PLLs have two
pairs of moduli, which can be statically selected via the
programming interface. For example, the prescaler might
be configurable as either 32/33 or 64/65. In a product, the
various counters would have wide programming ranges to
enable use in a wide variety of applications.

6.3.3.5. Speedup Mechanisms. In most cases, the loop
filter must be designed to meet certain phase noise and
spurious signal specifications, and this does not provide
sufficient switching speed. Various speedup mechanisms
can be used. One such method is to ‘‘pretune’’ the VCO to
the desired new frequency. This puts the VCO close to the
required frequency and the system near to locking. Other
methods include various schemes to ‘‘tweak’’ the loop fil-
ter—for example, switch elements in or out temporarily, or
charge up capacitors actively.

6.3.4. Fractional-N Synthesis. Integer PLLs, like that in
Fig. 20, were the first digital implementation of frequency
synthesis, and this traditional technique is still widely
used in wireless applications. One of the main limitations
of integer-N PLLs is that the VCO frequency cannot be
varied in steps smaller than that of the divided reference
(Fr). Integer-N is restricting when small frequency step
size and low phase noise are required. Demand for faster

switching and lower phase noise in the local oscillator
(LO) of wireless communication systems has led to dra-
matically increased interest in fractional-N synthesis.
This was originally developed in the early 1970s by Hew-
lett-Packard and Racal, and was then known as the ‘‘digi-
phase’’ technique. The fractional-N architecture allows
frequency resolution that is a fractional (not integer) pro-
portion of the reference frequency Fr. Therefore Fr can be
higher than the stepsize and N can be reduced to improve
phase noise.

The fractional-N architecture is shown in simplified
form in Fig. 22. The dual-modulus prescaler PLL and frac-
tional-N synthesizer look very similar at first sight—the
difference becomes clear when looking at the signals in the
time domain. In the dual-modulus prescaler, the switching
between N/Nþ 1 takes place within a single period of Fr;
there is no phase error between the divided VCO signal
and the reference, and the VCO output is rock-steady in
the locked state. Therefore, everything is well behaved,
but the division is integer and the frequency resolution is
equal to Fr.

In the fractional-N PLL, for every group of F periods of
Fr, the divider is set to N for a certain number of cycles,
and Nþ 1 for the other K cycles. This gives an average
division ratio of NþK/F [47]. With programmable coun-
ters, a variable fractional divisor is achieved. The key is
the phase accumulation register or fractional accumula-
tor, which counts up to a set number F of Fr cycles in steps
of K. This can only hold numbers from 0 to F� 1; every
time the counter overflows, the divide number is changed
for that Fr cycle to Nþ 1 (sometimes people refer to this as
a pulse removal process—the result is the same). After the
total of F pulses, everything is reset to the beginning. This
is illustrated in Fig. 22b for N¼ 3, F¼9, and K¼ 5, giving
a division ratio of 3 5

9. The upper trace is the Fr signal, for
nine cycles, with the accumulator value indicated above it.
The middle trace is the VCO signal, which has 32 pulses
for the nine Fr pulses because the average divisor is
3 5

9 ¼
32
9 . The lower trace is the signal from the counter

that feeds the PFD. As can be seen, the average phase er-
ror is zero, but there are dynamic errors between the di-
vided VCO signal and Fr. This leads to high levels of
unwanted spurs called fractional spurs, which can be very
large. To correct this, one method, as shown in Fig. 22a, is
for the phase accumulation register to feed a DAC that
generates an equal but opposite error signal and injects it
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at the PFD output. A very important technique is the use
of a high-order sigma–delta modulator [49], which effec-
tively dithers the N/Nþ 1 switching process so that the
spurs spread out considerably and look like harmless
high-frequency noise that is removed by the loop filter.

6.3.5. Summary. Integer-N synthesis is still popular
despite some challenges. Most importantly, a small fre-
quency stepsize requires a large division ratio, which com-
promises phase noise. Furthermore, if Fr is set equal to the
desired channel spacing, reference spurs will occur exactly
in band in the nearby channels. Integer-N requires the use
of complex multiloop designs to achieve fine resolution
without using a large division ratio with its associated
high phase noise. Fractional-N synthesis is gaining in
popularity as it offers significant potential improvement in
phase noise performance due to the reduction in division
ratio (N). The reference frequency can be set higher, and
then the loop bandwidth increased for fast switching
speed. Relatively new techniques, such as the use of
sigma–delta modulators, can reduce the unwanted spurs
to acceptable levels. Combinations of techniques, (i.e., hy-
brid approaches) and new techniques such as the antijitter
circuit [50] are likely to be of increased interest as a way of
improving performance even further.

7. MIXERS AND MODULATORS

Mixers and modulators on RFICs are almost always based
on the Gilbert cell [51,52], shown in Fig. 23 for bipolar
technology. T1 to T4 form the double-balanced mixer core;
these four devices provide the commutating action,
switching the RF input through four paths in current

mode. The double-balanced core ensures high port isola-
tions and cancellation of even-order spurious products. T5

and T6 are the RF input gain stage and perform a voltage-
to-current conversion. This stage may be linearized using
either series feedback, for example, emitter degeneration,
by adding an auxiliary feedback device in parallel, or by
employing multi-tanh cells or the micromixer [53–56]. The
LO and RF signals are both fed into the mixer with bal-
anced drive; the RF preamplifier can provide single-ended
to balanced conversion, with low output impedance emit-
ter follower output stages to drive the mixer. The balanced
LO signal can be directly generated with a suitable push–
pull oscillator. In CMOS form, especially for low-IF and

+LO

RF

−LO

+LO

IF

T1 T2 T3 T4

T 5 T6

bias

Figure 23. BJT Gilbert cell mixer.
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direct-conversion receivers, phase noise is crucial prob-
lem, and must be optimized by careful design [57].

7.1. Resistive FET Mixers

High-linearity CMOS mixers with low 1/f noise can be re-
alized using the time-varying channel resistance in an
unbiased FET fed with an LO signal at the gate. Without
drain bias, the channel resistance acts as a very linear
time-varying resistor and the devices do not conduct any
LO current component. This results in a mixer with low
intermodulation and flicker noise. Other advantages of
this mixer include low DC power consumption and natural
separation of LO and RF/IF ports. Both single-balanced
and double-balanced resistive mixers have been demon-
strated [58,59]. The disadvantage is that the insertion
loss, compared to the gain of the active mixer, requires
high LNA gain in the receiver, which may cause stability
problems and increase DC power consumption.

7.2. Image Rejection Mixers and
Single-Sideband Upconverters

Rejection of the image signal is a major challenge in inte-
grated superheterodyne receivers. Using off-chip filtering
is possible but greatly complicates the packaging of the
chip. The phasing-type image rejection mixer introduced
by Hartley is widely used. It consists of a pair of mixers
that are fed with identical RF input signals but a phase
quadrature LO, as shown in Fig. 24. The upper or lower
sideband is canceled by quadrature combining the two IF
signals. To achieve the required wideband 901 phase dif-
ference at high IFs, polyphase RC filters are widely em-
ployed. Adaptive tuning of the amplitude and phase
balance can be used for optimum image rejection. Often,
the Weaver architecture is used in order to simplify the

design of the 901 phase shift circuitry. For low-IF frequen-
cies, for example, for voice or low-data-rate systems, the
901 combining can be performed digitally after A-to-D con-
version; however, the A-to-D converters must then have
enough dynamic range to preserve the wanted signal in-
formation in the presence of a strong image signal. In
many current systems this is impractical, when the image
is perhaps 50 dB above the wanted signal in the extreme
case. The direct-conversion receiver discussed in Section 9
is a better solution since there is no image; the mixer is
then a demodulator, converting the input RF directly to
baseband. Quadrature mixing is required in order to pre-
serve the baseband information when modulation
schemes such as QPSK and m-QAM are used because
the information in the upper and lower sidebands is not
identical. In direct-conversion receivers second-order in-
termodulation can be a major issue, and the even-har-
monic quadrature mixer using antiparallel Schottky
diodes has been proposed as a solution [60].

For image rejection upconverters, the principle is the
same, but the circuit is usually called a phasing-type sin-
gle-sideband modulator. The RF input signals and the
modulating signals are fed in phase quadrature while the
mixer outputs are combined with an in-phase combiner as
shown in Fig. 25. As shown, the single-sideband modula-
tor produces only the lower sideband. If the modulating
frequency’s 0 and 901 signals are switched, then the upper
sideband is produced. For digital modulation, the SSB up-
converter becomes the IQ modulator and the IF signals
are at baseband. The IQ (vector) modulator is a powerful
technique for generating an RF signal with a range of
complex modulation schemes, such as QPSK, m-QAM,
OFDM, and CDMA. Significant digital processing power
and fast D-to-A converters are required in order to incor-
porate functions such as frequency shifting, linearization,
and spectral shaping.

8. FILTERS

The RF filter is one of the key building blocks in wireless
communication transceivers. The function of the RF filter
is to eliminate undesired signals, including thermal noise,
interference, image signals, harmonic distortion, and sig-
nal leakage. The background theory for the synthesis of
RF filters is well established, but the realization of on-chip
Si-based RF filters is still a research topic. Numerous
RF designers involved in developing fully-integrated
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Figure 24. Hartley-type mixer.
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transceiver chips become frustrated when trying to design
a high-performance on-chip RF filter; passive components
simply do not have sufficiently high enough Q factor, and
active filters pose other problems. Often the problem is
avoided by adopting other solutions, for example, by em-
ploying an image rejection mixer to reject image channels
rather than attempting to realize an image filter.

There are, at present, three main approaches for on-
chip RF filter design based on silicon technology. Their
pros and cons will be briefly discussed in the following
subsections.

8.1. Purely Passive Filters

The frequency response of passive filters is determined by
the quality of the passive components that are used. The
on-chip capacitor is not too problematic, but designing a
low-loss on-chip inductor with standard silicon technology
is difficult, as has been discussed already. The low-Q factor
inductor significantly increases the passband insertion
loss and also degrades the sharpness of the cutoff. The in-
creased loss at the front-end receiver chain means in-
creased receiver noise and hence degraded BER, while
poor response sharpness limits the capability to reject the
out-of-band unwanted signals and ultimately degrades
the BER or robustness of the system. Usually, the achiev-
able Q of spiral inductors on standard silicon technology is
less than 15. Applying a lightly doped substrate, using
insulator material, or MEMS technology effectively en-
hances the filter’s Q, but fabrication is more expensive and
may cause integration problems. Using bondwire induc-
tors [61] to substitute planar spiral inductors is another
solution but has not yet been proved practical in mass
production. Consequently, purely passive RF bandpass fil-
ters seem to be an unattractive solution for silicon tech-
nology.

8.2. Inductorless Active Filters

Because of the large size and low Q of planar on-chip spi-
ral inductors, active inductors realized by using two tran-
sistors with a feedback network have been widely studied.
Figure 26 shows some topologies for single-ended active
inductors in a CMOS process [62] using n- and p-type

transistors. To deal with substrate noise and coupling in-
terference, these active inductors are usually realized in a
differential form. The operating frequency of active induc-
tors of the type shown in Fig. 26 increases as the unity-
gain frequency of M1 and M2 increases. This can be ac-
complished by choosing small devices or applying larger
bias current Ib. Of course, this leads to a dynamic range
and power consumption degradation. The Q factor of such
active inductors is usually less than unity, so for active
filters some Q-enhancing schemes are necessary. The effect
of low quality factor can be modeled as a series resistance;
therefore, a negative series resistance is simply added to
this positive resistance in the active inductor, contributing
to a net zero resistance, which, in turn, increases Q dra-
matically [63,64]. Figure 27 shows a technique for synthe-
sis of the negative resistance in differential form, which is
often used [65]. One distinct benefit obtained from this in-
ductorless active filter is the compact size since no planar
inductors are used. Despite this, the inductorless active
filter is still in doubt for its feasibility in RFIC applica-
tions. There are lots of disadvantages in this approach, and
the major concern is its spurious-free dynamic range quan-
tified by noise and intermodulation distortion, which is too
poor for real-life wireless applications. The development of
inductorless active filter techniques for Si-based RF appli-
cations is still in its infancy.

8.3. Active LC Filters

This technique was proposed as a compromise between
circuit size and obtained dynamic range [65–68]. To
achieve high dynamic range, a planar spiral inductor is
used, rather than an active inductor in the previous sub-
section. The Q of the spiral inductor is enhanced by
applying a Q-enhancement scheme such as a negative-re-
sistance circuit. Another Q-enhancement technique [69],
shown in Fig. 28, uses the negative mutual resistance,
which negates the inherent parasitic resistance in the spi-
ral inductor.

M2

M1

M2

M1

I_1

Ib

I2

I2

Ib

I1Vb
Vb

Figure 26. Some examples of single-ended CMOS active
inductor.

Figure 27. Differential CMOS active inductor.
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The frequency response of this type of filter is affected
by the frequency dependence of the synthetic negative re-
sistance. Hence, this filter topology is limited to narrow-
band applications. A balanced structure is preferred to a
single-ended design, especially in silicon technology, since
it has more immunity to the substrate coupling, substrate
bounce, and noise from the supply lines, which are major
problems. In addition, the balanced topology yields a high
linearity since all even-order distortion is theoretically
eliminated [70]. Automatic frequency and Q tuning tech-
niques are essential for this active LC filter [68] because of
the effects of tolerance, environmental variation, and the
interacting effect of Q and frequency. Consequently, the
power consumption, noise, and linearity of this filter are
also determined by this automatic tuning circuit. The spu-
rious free dynamic range is usually insufficient for wire-
less receivers but suits some wireless transmitter
applications [68].

9. TRANSCEIVERS

The wireless market is highly competitive, and a single-
chip solution [71–81] using Si technology is essential in
order to achieve lowest possible cost. Unfortunately, it is
highly challenging to design an integrated single-chip
transceiver on silicon. It is well known that the digital
CMOS process uses a heavily doped substrate to minimize
the problem of latchup and substrate coupling, but this
heavily doped substrate is not desirable for high-perfor-
mance RF circuits. This conflict seems to be more prob-
lematic in a wireless receiver design since the sensitivity
of the receiver must be sufficient to pick up extremely
small received signals. In addition, to support multifunc-
tion applications, a multiband multimode wireless trans-
ceiver is needed to reduce cost [81]. The chip
microphotograph in Fig. 29, which is a highly integrated
quadband wireless transceiver designed on BiCMOS tech-
nology, exemplifies modern transceiver design. A wireless
transceiver is composed of two main parts: a transmitter

and a receiver. These two subsystems will now be dis-
cussed individually in detail.

9.1. Transmitters

Figure 30(a) shows a double-conversion superheterodyne
transmitter. The topology has two mixer stages and needs
an IF filter to suppress the in-band noise from the IF gain
block. The dynamic range and power control of the trans-
mitter can be determined by controlling a variable-gain
amplifier at the IF or RF stage. This leads to a high dy-
namic range but high design complexity due to the addi-
tional passive and active components needed. Compared
with its companion, a direct-conversion transmitter, the
finished design has a large chip area, leading to high chip
cost, which is unacceptable for low-cost applications.

L1

ia ib
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L2

L1

L2

RFC RFC

C C

Figure 28. Q-enhanced resonator using mutual resistor scheme
[69]. (Copyright IEEE, used with permission.)

Figure 29. A chip microphotograph of BiCMOS-based quadband
homodyne transceiver [81]. (Copyright IEEE, used with permis-
sion.)
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Figure 30. Wireless transmitter architectures: (a) double con-
version; (b) direct conversion.
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The most suitable single-chip and highly integrated so-
lution for a wireless transmitter is perhaps the direct-car-
rier modulation or direct-conversion transmitter
architecture, which is shown in Fig. 30b. Compared with
its companion, the double-conversion transmitter, it evi-
dently needs less circuit components by directly modulat-
ing baseband signals onto the RF carrier. Another benefit
obtained is an increase in the versatility of the transmitter
since the advances in high-speed digital technology and
software radio techniques support the possibility of a mul-
timode transmitter. Furthermore, numerous techniques
for improving the transmitter performance, such as effi-
ciency enhancement, linearization, and adaptive modula-
tion, are highly feasible in the digital domain. However,
care should be taken especially with I/Q phase and gain
mismatch, VCO pulling, remodulation, and the dynamic
range of the design [71].

The mismatch in phase and gain causes degradation in
the transmitted signal quality, usually quantified in terms
of error vector magnitude (EVM). Large EVM results in
more spreading of the transmitted spectrum and degrades
the signal-to-noise ratio. The VCO pulling and remodula-
tion increase phase noise in the VCO and hence degrade
the transmitted signal quality. Designing a VCO operating
at double or quadruple of the LO is one of the solutions to
eliminate this impairment. The high dynamic range of this
transmitter is achieved only by adding amplifier gain stag-
es at RF since there is no IF circuitry. For silicon technol-
ogy, where the substrate loss is substantial, this may result
in high power consumption being required for the direct-
conversion transmitter, which is not suitable for specific
applications that need high-dynamic-range transmitters.

Transmitters for wireless standards that use constant
envelope modulation schemes [e.g., Gaussian minimum-
shift keying (GMSK)] do not need such stringent dynamic
range and linearity performance. The translation loop
transmitter [71] is a candidate that is suitable for low-
complexity transmitter designs as it has no need for the
expensive SAW IF filter. The operation of this transmitter
is similar to that of a standard PLL. Low complexity de-
signs can be realized, but this architecture is limited to
constant envelope modulation schemes only.

9.2. Receivers

Although various receiver architectures have been imple-
mented for an integrated solution, none of them is the de-
finitive approach for a particular wireless communication
standard. The designers must reach a compromise based
on cost, system complexity, and their own experience. In
addition, all the existing receiver architectures have their
advantages and disadvantages for a specific application.
Therefore, in this subsection, each individual receiver ar-
chitecture is discussed briefly.

The heterodyne receiver, shown in Fig 31a, has a long
history in wireless communication systems, ranging from
HF (high-frequency) to millimeter-wave bands and has
been successfully used in various forms, whether with dis-
crete components, hybrid circuits, or integrated circuits.
The system downconverts the received RF signal to a low-
frequency band, namely, the IF (intermediate frequency),

and the signal is then filtered and subsequently demodu-
lated with low-frequency circuitry. The desired communi-
cation channel is selected by the frequency synthesizer
(LO1) such that the down-converting signal is fixed at a
single IF. The key to the success of this architecture ba-
sically stems from its excellent selectivity by using a very
high-Q IF filter to select channels. This high-Q IF filter
offers the capability to eliminate nearby and out-of-band
interference, and a high-selectivity and high-sensitivity
receiver is achievable. Nevertheless, a Si-based single-
chip solution for a heterodyne receiver has been hindered
by the need for a high-Q filter. The design and realization
of a high-Q IF filter on standard silicon ICs is still a re-
search challenge. The simple approach to solve this is to
employ an off-chip high-Q filter, normally a SAW filter.
However, these are expensive, and furthermore the im-
pedance interface of the on-chip mixer and IF amplifier
must be set to 50O for the SAW filter, and increased power
consumption is inevitable. Consequently, this configura-
tion seems unsuitable for applications that need low cost,
low DC power, and small size, which are the major RFIC
research issues nowadays.

The homodyne receiver, presently more often called the
zero-IF or direct-conversion receiver, was, in fact, invented
before its derivative, the heterodyne receiver. The homo-
dyne structure is depicted in Fig. 31b. It is evident that
this architecture has less components than the first since
the received signal from the antenna is directly downcon-
verted to baseband. The image problem is also eliminated
as the IF is zero. However, it suffers other problems as a
result of downconverting the received signal to DC. Be-
cause of the limited reverse-isolation performance of the
LNA, LO leakage through the RF port of the mixer can be
radiated to the atmosphere. Also, this LO leakage power
can be reflected back into the receiver and then mixes with
itself to produce an undesirable DC offset due to the mis-
match of the antenna. Another homodyne receiver impair-
ment is the second-order harmonic distortion effect from
the second-order nonlinearity of the mixer. This problem
seems to be more severe than the DC offset from LO leak-
age, which is static, since the modulating received signal
is demodulated to DC via the second-order nonlinearity
and then produces a time-varying DC offset. Furthermore,
some channel conditions such as multipath fading and
handset mobility can produce this dynamic DC offset.
Consequently, the demodulated I/Q constellation is dy-
namically perturbed by this DC offset, and hence the re-
ceiver’s BER will be considerably deteriorated unless the
modulation signal is not sensitive to DC offsets. The flicker
noise in active devices, especially in CMOS, also creates a
DC offset by the down conversion mechanism.

Numerous techniques are used to control the DC offset
problem. Cancellation of a static DC offset can be achieved
by measuring the offset during the idle time intervals, but
this is usable solely for time-division duplex systems, not
for the frequency-division duplex mode. A time-varying
DC offset is alleviated by choosing the subharmonic diode
mixer with the drawback of high conversion loss. With
careful design techniques, the homodyne receiver is well
suited for wireless applications in which the low cost and
long battery life are main targets.
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With the advance of digital CMOS technology, the low-
IF receiver architecture, as shown in Fig. 31c, has been
proposed. By selecting the IF low enough, the second
downconversion can be performed in the digital domain.
The IF must be chosen to be low in order to relax the ADC
requirement. The advantage over the conventional het-

erodyne receiver is the low complexity, and the DC offset
problem of the homodyne receiver does not exist. In
principle, it achieves an integrated solution with minimal
off-chip components. The digital (often software) down-
conversion step can incorporate techniques to achieve
near-perfect quadrature for image rejection using a
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Weaver-type topology. The phase and gain mismatch be-
tween the I and Q channel mixers can be adaptively tuned
with complex algorithms [80]. However, the image signal
is still present in the ADCs, and so the receiver topology is
not suited when the image signal is much stronger than
the desired RF signal, because of the ADC dynamic range
problem.

Figure 31d shows the wideband IF receiver with double
conversion. The LNA is followed by a quadrature down-
conversion mixer to an IF, and this quadrature mixer will
also suppress the image channels. However, the image re-
jection capability relies again on the I–Q phase/gain mis-
match. There is no problem of LO leakage or DC offset
unlike the homodyne receiver.

With the emerging digital technology leading to the de-
velopment of high-speed digital circuitry, the second
downconversion and the following filters can be imple-
mented in the digital domain. The main disadvantage of
this system is the large power consumption of the high-
speed analog-to-digital converters (ADCs) and digital
processing circuitry. So, there are trade offs, but this
architecture inevitably finds application in wideband
wireless communication, such as the 3G (third-genera-
tion) mobile systems.

10. CHIP-PACKAGE INTEGRATION

Virtually all RFICs require off-chip components, especially
for power supply decoupling, and often components from a
mix of semiconductor technologies must be combined in
order to realize a product with the desired functionality
and performance. Many microwave and millimeter-wave
applications require certain key GaAs or InP components
in order to achieve low noise, high power efficiency, and so
on. Thus the chip(s) and package must be designed in a

coherent fashion for optimum results, and the system-in/
on-package (SoP or SiP) approach has been widely adopt-
ed. Here, various ICs and high-Q passive components can
be integrated, as shown conceptually in Fig. 32. Three
main technologies are used for these multichip modules:
MCM-L (laminate); MCM-C (ceramic), and MCM-D (de-
posited).

MCM-L technology uses copper on large fiberglass-
reinforced or PTFE-based boards. In mass production,
18� 24 in. panel sizes are common and costs per circuit
are very low. Multilayer boards are produced by laminat-
ing different layers together. Vias can be produced by
mechanical punching or laser machining. Using PTFE-
based materials, this technology has been used to over
60 GHz.

In MCM-C technology, ceramic materials in tape or
paste form are used to build up a multilayer substrate and
metal pastes are deposited using screen printing. LTCC
(low temperature cofired ceramic) technology has the ad-
vantage over MCM-L that SMT (surface mount technolo-
gy) resistors and capacitors are already manufactured
using the same sort of process. Therefore, embedded pas-
sive components can be fabricated in the module, which
reduces component count and costs. Also, LTCC sub-
strates offer a stable mechanical base for chip-on-board
(CoB) assembly and offer better thermal properties than
the organic materials of MCM-L technology.

MCM-D technology uses sputtering and evaporation of
metals and spin coating of dielectrics. The metal deposi-
tion equipment used is relatively expensive, and the sub-
strate must be in a vacuum. In mass production, the
need to wait for the chamber pressure to drop down, and
the limited substrate size, are significant drawbacks.
However, thin-film technology gives the best pattern def-
inition and the highest performance if suitable materials
are used.
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Figure 32. Conceptual system-in-package
using a multilayer substrate [82].
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RADIO NAVIGATION

GERALD BENDIXEN

Rockwell Collins, Inc.

A key function of navigation is the estimation of current
position of a vessel. The reception of radio signals from
transmitters whose location is known is a common means
of implementing the position estimation functions. Sever-
al different schemes have been developed. They can be
classified according to the means of determining a position
from radio signals. Figure 1 provides the geometric rela-
tionships for the different schemes.

A theta–theta system determines the position by the
vessel’s bearing with respect to two transmitters. This
scheme is not common in aviation due to its low accuracy
when compared with other available systems.

Rho–theta system use radio signals to determine dis-
tance and bearing with respect to the transmitter. This
scheme has been in common use in aviation for many
years. Most of the airspace can be flown using this basic
means of navigation. Errors in bearing measurement will
result in position errors that depend on the distance from
the station.

Rho–rho systems are based on distance measuring
equipment (DME) that determines the position of an air-
craft using two or more distance values. When only two
distance values are available, there is potentially an am-
biguity of position. This ambiguity is usually resolved by
using the last computed position to determine the most
reasonable position. The position accuracy of the rho–rho
solution is dependent upon the accuracy of the measured

distance and the bearing angles to the stations. If the air-
craft is close to the line through two stations, the error in
the position solution using only those two stations be-
comes large.

Hyperbolic systems measure the time delay of signals
simultaneously transmitted from three or more stations.
The locus of all points that have a constant delay of signals
from two stations is hyperbolic in shape and is called a line
of position (LoP). The intersection of two LOP determine a
unique position.

The accuracy of each navigation scheme is dependent
on the particular implementation. The following sections
describe the characteristics of the different equipment.

1. DME CHARACTERISTICS

Distance measuring equipment (DME) is a transponder
system combining both airborne and ground equipment to
provide distance information. The distance information
may be used by other equipment or provided on an indi-
cator to the pilot. In addition, the DME may provide
ground speed information. Data from DME is used
for both rho–rho and rho–theta navigation systems (see
Fig. 2).

The major units of the airborne DME equipment are a
receiver–transmitter together with an antenna. In addi-
tion, a control unit and distance display may be provided
in the airborne equipment. The ground-based equipment
is a transponder consisting of a receiver–transmitter and
an antenna.

N
N

N

Rho−thetaTheta−theta

Rho−rho Hyperbolic

LOP
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Figure 1. Geometric relationship of different radio navigation
schemes.
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The DME ground-based facility is usually part of a
VOR/DME, ILS/DME, VORTAC, or TACAN facility. A
VOR/DME station is a VHF omnidirectional station com-
bined with the DME. An ILS/DME facility is an instru-
ment landing system with DME. TACAN is a military
navigation system providing both azimuth and distance
information. A VORTAC is a VOR facility together with
TACAN equipment.

DME ground stations are capable of handling approx-
imately 100 aircraft simultaneously. If more than 100 air-
craft interrogate the ground station, the ground station
reduces its sensitivity and replies to the 100 strongest in-
terrogations. Most airborne DME units will operate down
to a 50% reply efficiency, so operation is continued even
when the ground stations does not respond to all interro-
gations.

The ground station continually transmits a 2700 pulse
pair per second squitter signal. At 30 s intervals, the
ground station transmits a 1350 pulse pair per second
signal that encodes the station identifier in Morse code.
When interrogated by an airborne DME pulse pair, the
ground station replaces the squitter pulse pair with a
pulse pair 50 ms after interrogation.

The airborne equipment operates in two modes, search
and track. In the search mode, the airborne equipment
transmits 90 or more pulse pairs per second. The trans-
mission rate is randomly shifted to prevent possible con-
fusion effects due to another airborne DME transmitter.
After each pulse pair is transmitted, the receiver equip-
ment waits for a reply pulse pair that arrives with a con-
sistent delay after the transmission. If such a reply is
found, the airborne DME switches to the track mode and
tracks the regular delays of the replies. In the track mode
the airborne equipment reduces the interrogation rate to
20 or fewer pulse pairs per second. The reduction in the
interrogation rate allows more airborne units to be ser-
viced by the ground-based DME facility.

The airborne equipment converts the time duration be-
tween the transmission of the interrogation pulse pair and
the reception of the reply pulse pair into distance. Because
the speed of the radio signal is a known constant, the dis-
tance from the DME facility can be determined. To be
more precise

Distance in nm

¼ ðTime duration in microseconds� 50 msÞ=12:359 ms=nm

The airborne DME unit has memory that handles the sit-
uation when the reception of the DME reply is momen-
tarily interrupted. The equipment uses the memory to

remain in the track mode and provide distance data dur-
ing the reply interruption. The memory allows the DME to
provide distance information for up to 10 s after loss of
reception.

It is common for airborne DME units to handle up to
five DME ground facilities simultaneously by multiplex-
ing the receiver–transmitter circuits. This allows the
equipment to simultaneously provide distance informa-
tion for up to five DME navaids.

The airborne DME transmits and receives on one of 252
channels. There are 126 X and 126 Y channels. The
transmit and receive frequencies of any one channel are
separated by 63 MHz. In the first 63 X channels, the
ground-to-air frequency is 63 MHz below the air-to-ground
frequency. For X channels 64 through 126, the ground-
to-air frequency is 63 MHz above the air-to-ground fre-
quency. For Y channels the situation is reversed. The
ground-to-air frequency of the first 63 Y channels is
63 MHz above the air-to-ground frequency. Channels 64Y
to 126Y, the ground-to-air frequency is 63 MHz below the
air-to-ground frequency. The 252 ground-to-air frequen-
cies are each whole MHz frequencies from 962 to
1213 MHz. The air-to-ground frequencies are each whole
MHz frequencies from 1025 to 1150 MHz.

The duration between each pulse of the pulse pair
transmitted by the airborne equipment and that of the
ground equipment is different for X and Y channels. The
table below shows the pulse spacing.

Air-to-ground Ground-to-air

X-channel
Y-channel

12 ms
36 ms

12 ms
30 ms

Most DME channels are paired with a VHF frequency
allocated to VOR or ILS. That is, for each VOR or ILS fre-
quency there is an assigned DME channel for use when
DME equipment is part of the navaid facility. The X chan-
nels are paired with VHF frequencies in 100 kHz incre-
ments (108.00, 108.10, 108.20, etc.). The Y channels
are paired with VHF frequencies in 100 kHz increments
but offset by 50 kHz (108.05, 108.15, 108.25, etc.). The
table below shows the DME channel pairing with VHF
frequencies.

DME Channels Assignment VHF Frequencies

1–16
17–56
Even channels

with ILS
Odd channels

with VOR
60–69
57–59, 70–126

Unpaired

ILS and VOR

Unpaired
VOR

134.4–135.9 MHz

108.00–112.00 MHz

133.3–134.2 MHz
112.00–117.9 MHz

DME operation requires that the aircraft and the
ground facility be in a directs line-of-sight connection.
Terrain and the curvature of the earth limit the range.
The formula below provides an approximate limit on the

Transponded pulse pair

Interrogation pulse pair
DME station

Figure 2. DME operation.
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range of DME equipment due to earth curvature with an
assumption that the ground station antenna is about 16 ft.
above the surface.

DME range limit ðnmÞ¼ 1:23
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aircraft altitude ðftÞ

p
þ 4

The DME provides the slant range distance from the
aircraft to the DME navaid facility. If the DME range is
large compared with the aircraft altitude the slant range
is essentially the same as the ground distance. Navigation
equipment that uses the DME range data can remove the
effect of the aircraft altitude by incorporating in the cal-
culation both the measured aircraft altitude and the ele-
vation of the navaid as retrieved from the navigation
database.

The accuracy of DME range measurement is dependent
on the range, environmental conditions, and the equip-
ment being used. A nominal 95% accuracy is about 0.1 nm
at shorter ranges. For longer ranges the accuracy de-
grades due to atmospheric conditions and lower signal-
to-noise ratio.

2. VOR EQUIPMENT CHARACTERISTICS

VHF omnidirectional range (VOR) equipment consists of a
ground station (transmitter) and an airborne receiver. The
VOR ground station continuously transmits a signal that
may be used by all aircraft within reception range of the
signal. Using the VOR signal, the receiver determines the
bearing from the ground station to the receiver. VOR sta-
tions are often colocated with other navigational aids such
as DME and TACAN stations. The frequency of VOR sta-
tions ranges from 108.00 to 117.95 MHz.

There are two types of VOR transmitters: Doppler VOR
and conventional VOR. Doppler VOR has limited usage.
The details of conventional VOR follow.

The transmitted signal from the VOR station consists
of a VHF carrier and a 9960 Hz subcarrier. The VHF car-
rier is amplitude modulated by a variable 30 Hz signal
whose phase is dependent upon the bearing with respect
to the ground station. The 9960 subcarrier is frequency
modulated by a 30 Hz reference signal. The subcarrier is
modulated between 10440 and 9480 Hz (see Fig. 3).

Figure 4 illustrates the phase-bearing relationship of
the two components of the VOR signal. At 01 bearing, the
phase of the variable signal is the same as the phase of the
reference signal. At 901 bearing from the ground station,
the variable signal is 901 out of phase with respect to the
reference signal. The phase difference between the two
signals is proportional to be bearing from the ground sta-
tion to the receiver.

The phase difference between the variable signal and
the reference signal is used by the receiver to determine
the bearing from the ground station to the receiver. Es-
sentially, the receiver separates the subcarrier from the
VHF carrier, detects the phase of the 30 Hz signal in each
and then determines the phase relationship.

In a conical area above the VOR station, the phase dif-
ference between the two signals cannot be detected reli-
ably. This area is called the VOR cone of confusion.

Receivers have monitors that detect this condition and
provide alerts to the pilot that the signal is unreliable.

In general, the VOR ground-station antenna is physi-
cally aligned so that the VOR signal indicates 01 bearing
when the receiver is magnetically north of the ground
station. That is, in general, the VOR bearing from the
ground station to the receiver is the same as the magnetic
bearing to the receiver. However, Earth’s magnetic field is
constantly changing. In Europe and the United States
there are regions where the magnetic north is changing 11
every 7 years. Therefore even if the VOR signal was
aligned with magnetic north at one instant in time, after
some period of time there can be a significant difference.
When the difference becomes too large (21 or so), the VOR
antenna is usually realigned.

The accuracy of VOR signals is degraded by range and
terrain. Generally, the VOR signal error is less than 11. As
the range from the VOR station is increased, the VOR
signal bearing often oscillates around the true bearing.
This effect is known as scalloping.

There are several types of VOR indicators that are
in common use. Most of the indicators provide bearing
as a rotating arrow pointing to the bearing angle on
an azimuth card. The azimuth card is slaved to the
heading sensor so that the current heading is at the
top directly under the lubber line. The indicators often
include a distance indication that is connected to the
DME.

VHF RF Carrier
108−112 MHz

even-tenths MHz
or 112−117.95 MHz

9960 Hz subcarrier

30 Hz reference

9960 Hz frequency
modulated at 30 Hz

(reference)

VHF carrier and
9960 Hz subcarrier

(reference)

VHF carrier and 30 Hz
space modulation

Variable 30 Hz AM

Figure 3. Components of VOR signal.
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3. ILS CHARACTERISTICS

An instrument landing system (ILS) consists of ground-
based transmitters and airborne equipment that provides
lateral, along-track, and vertical guidance. The lateral
signal is provided by a localizer transmitter and the ver-
tical signal is provided by the glideslope transmitter. The
airborne ILS receiver is capable of receiving and process-
ing both the localizer and the glideslope signals. The
along-track information is provided by marker beacons
(transmitter located along the descent path that provide a
narrow vertical radio signal) or distance measuring equip-
ment (DME). The marker beacon receiver can be part
of the ILS receiver or it can be a separate receiver (see
Fig. 5).

The localizer beam is almost always aligned to guide
the aircraft directly over the runway threshold. In certain

situations, only a localizer signal is provided and no elec-
tronic glideslope signal is provided. In some localizer-only
situations, the localizer signal is not aligned to the runway
but instead provides guidance to some location from which
the pilot has other means to complete the landing.

In some cases, the ILS DME transponder delay is ad-
justed so that the sensed DME distance is zero at the run-
way threshold instead of at the DME antenna. Such
DMEs are known as biased DMEs and the bias is indicat-
ed on the approach chart. There are two general arrange-
ments of biased DMEs (see Fig. 6). In one case the DME
antenna is located at the glideslope antenna and adjusted
to read zero at the corresponding runway threshold. In the
other case, the DME antenna is located midway between
the two runway thresholds at opposite ends of the runway.
In this case the single DME will support approaches
from either direction and will read zero at both runway
thresholds.

The localizer signal is transmitted on assigned frequen-
cies between 108.1 and 111.95 MHz. As shown in Fig. 5,
the localizer antenna is usually located past the far end of
the runway very near the extended runway centerline.
The signal pattern are two main lobes on each side of the
centerline. The left lobe is predominantly modulated at

0°
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180°

180° 360°

0° 180° 360° 0° 180° 360°

0° 180° 360°
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9480 Hz
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Figure 4. Phase relationship of VOR signal.

Runway
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antenna

Localizer beam
centerline

Glideslope and
DME antenna

Figure 5. Common layout of ILS facility.

RADIO NAVIGATION 4295



90 Hz and the right lobe is predominately modulated at
150 Hz. Along the center line, the two modulated signals
are equal (see Fig. 7).

The localizer signal also extends backwards and is
called the back course. This signal can be used for guid-
ance but the modulation convention is reversed. There is
no glideslope signal provided on the backcourse region.
When flying the backcourse, either the equipment must
reverse the localizer indications or the pilot must recog-
nize and fly the reversed indications.

The glideslope signal is transmitted on assigned fre-
quencies between 328.6 and 335.4 MHz. The glideslope
antenna is located on the side of the approach end of the
runway. The glideslope signal consists of two main lobes
on each side of the desired glideslope path. The glideslope
descent angle is usually 31. To provide obstacle clearance
or to reduce noise, steeper glideslope paths are used. The
upper glideslope lobe is predominantly modulated at
90 Hz and the lower lobe is predominantly modulated at
150 Hz (see Fig. 8).

Marker beacons signals are transmitted at 75 MHz
and are modulated at 400, 1300, or 3000 Hz. The trans-
mitters are located along the descent path of to the run-
way. Figure 9 shows the general arrangement of the
beacons. When the aircraft passes over the beacons, the
marker beacon receiver detects the signal and provides an
indication to the pilot of the passage. The exact location of
the marker beacons is given on the approach procedure
chart. Inner marker beacons are installed at runways
with category II and category III operations.

In typical operation, the pilot maneuvers the aircraft to
cross the localizer signal centerline. At this time, the lo-
calizer receiver provides an indication that the localizer
signal is being received and provides a lateral deviation
indication showing the aircraft displacement from the
centerline. Using the lateral deviation indication, the

pilot steers to the localizer centerline until the glideslope
receiver indicates reception of the glideslope signal. At
that time the pilot has both lateral and vertical indications
to guide the aircraft on the desired glideslope path. The
marker beacons or DME indications provide along-track
indications of the progress of the descent.

4. ADF NAVIGATION

The automatic direction finder (ADF) is the oldest and
most widely used radio navigation system. The ADF sys-
tem consists of a ground-based transmitter and an air-
borne receiver. The ADF system provides an indication of
the bearing of the station from the aircraft centerline. The
ADF receiver is capable of receiving AM signals from 190
to 1750 kHz. The transmitter can be either commercial
AM broadcast stations or nondirectional beacons (NDB)
that are installed expressly for radio navigation.

An omnidirectional antenna is used to receive the sig-
nal to aid in tuning the receiver. The ADF receiver deter-
mined the bearing of the station using the directional
sensitivity of loop antenna. The loop antenna may be
physically rotated to determine the bearing to the signal
or the bearing may be determined using electronic sensing
of the signal strength from more than one loop.

5. LONG-RANGE NAVIGATION (LORAN)

Low-frequency long-range navigation (LORAN) was first
developed for military applications during World War II.
Since then it has evolved into today’s LORAN-C system
that is also used for civil applications. Marine applications
were the first to appear, followed by aviation applications.

The LORAN system consists of a group or chain of
transmitting stations and a receiver. Within each chain
there is one master station and several slave stations
identified by a single letter. Associated with each chain is
a unique group repetition interval (GRI) that identifies
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the chain. A single chain provides navigation coverage for
several hundred miles from the master station. The fre-
quencies of transmitted signal are between 90 and
110 kHz. The pulse patterns of the transmitters are
different allowing the receiver to separate the received
signals.

Within each chain, each station simultaneously trans-
mits a pulse at the specified GRI. Each station has an as-
signed pulse pattern that allows the receiver to
distinguish between the different signals. By determining
the time differences between the set of received pulses, the
receiver can determine the difference in distance from
each transmitting station. If three or more signals are re-
ceived, the receiver can determine the best estimate of the
location of the receiver. The accuracy of the LORAN posi-
tion estimate depends on the position of the receiver with
respect to the location of stations providing signals. The
nominal accuracy of the LORAN system is 0.25 nm when
within the groundwave range.

To improve accuracy, LORAN receivers compensate for
the differences in velocity of the ground wave when the
signal is propagating over land rather than water.

6. GLOBAL POSITIONING SYSTEM (GPS)

The space segment of the global positioning system (GPS)
consists of a set orbiting satellite transmitters that pro-
vide two L-band, 1575.42 MHz (L1) and 1227.6 MHz (L2)
signals. The two frequencies allow the appropriately
equipped user to correct for errors due to ionospheric re-
fraction. Civil receivers use only the L1 signal. The basic
satellite configuration is a set of 24 satellites in 6 orbital
planes.

The signals provided by the satellites are modulated
with two pseudo-random-noise (PRN) codes: a coarse/ac-
quisition (C/A) signal and a precise (P) signal. The P code
component of the signal allows higher-precision ranging
and information necessary to decode the signal that has
restricted distribution.

The airborne GPS receiver receives the L1 signal of all
satellites in view and by the use of correlation techniques
can detect the unique C/A code for each satellite. The C/A
code has a chipping rate of 1.023 MHz and a length of 1023
bits so it repeats every millisecond. By use of signals from
four or more satellites, the receiver can determine the
time reference and the range to each satellite and hence
estimate the receiver position.

To deny the accuracy of GPS to unfriendly forces, the
satellite signals are intentionally degraded using a con-
cept known as selective availability (SA). This technique
degrades to L1 signal characteristics to the extent that
navigation accuracy is about 100 m (95%).

7. MICROWAVE LANDING SYSTEM (MLS)

Microwave landing systems consist of an azimuth and el-
evation microwave transmitters, a conventional DME
transponder, and the airborne receivers. The azimuth
transmitter provides coverage for 401 to each side of the

centerline. The elevation transmitter provides coverage
up to 151 of elevation.

Microwave landing transmitters operate on one of 200
assigned frequencies between 5.031 and 5.1907 GHz. The
azimuth transmitter provides a narrowbeam signal that
sweeps the azimuth coverage area (7401) at a rapid rate.
By detecting the timing between the reception of the mi-
crowave signal, the receiver can determine the azimuth
angle from the centerline. A preamble microwave signal is
transmitted from a broadbeam antenna to indicate the
beginning of the azimuth sweep. Various information is
digitally encoded in the preamble signal. The elevation
function is provided in the same manner as the azimuth
function. High sweep rates provide about 40 samples per
second for azimuth and elevation.

RADIO NOISE

ROGER DALKE

Institute for Telecommunication
Sciences

Radio noise can be defined as unwanted and unavoidable
electromagnetic fluctuations that tend to obscure the in-
formation content of a desired radio signal. In a radio re-
ceiver, the noise disturbances are fluctuating voltages and
currents that alter the desired signal’s original frequency,
amplitude, or phase in some unpredictable, unwanted
manner. In early radios, much of the ‘‘noise’’ stemmed
from the quality of the equipment; for example, poor con-
tacts and unreliable connections, sensitivity to mechanical
vibrations, and unstable detectors and amplifiers all con-
tributed to the degradation of the radio signal. Over the
years, there was steady progress in improving transmit-
ters and receivers and greatly reducing or completely
eliminating these and other noise sources. It was soon re-
alized, however, that all sources of noise could not be to-
tally eliminated and that a fundamental residual noise
remained as a lower limit. This article focuses on such
noise emanating from both natural sources and human
activities that affect the performance of narrowband
radiofrequency (RF) communications systems.

Typically radio noise is divided into two components—
internal or receiver noise (that is, intrinsic noise generated
by the receiving system components) and external or en-
vironmental radio noise (noise collected by the receiving
system antenna). Receiver noise is largely due to natural
processes such as thermal noise, arising from the motion
of thermally agitated free electrons in resistors, and shot
noise, resulting from current fluctuations superimposed
on the steady current flow in both vacuum tubes and solid-
state devices. Environmental noise is an intrinsic part of a
wireless communications channel and consists of natural
radio noise (i.e., noise originating from natural sources
such as atmospheric noise and sky noise), and uninten-
tional RF emissions due to human activity, which are
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commonly referred to as man-made noise. Atmospheric
noise is largely due to lightning and related phenomena,
such as precipitation static. Sky noise is a generic term
used to describe noise from a variety of terrestrial and
extraterrestrial sources, such as cosmic noise and absorp-
tion of radio waves in Earth’s atmosphere due to rain,
water vapor, and oxygen. Intentional RF emissions that
result in adjacent- and cochannel radio interference, in-
cluding inter-modulation and jamming, are not covered in
this article.

While such noise cannot be completely eliminated, un-
derstanding the character of radio noise allows engineers
and system designers to evaluate radio system perfor-
mance and devise means to lessen the adverse effects. The
most important design parameter used to characterize
noise performance is the predetection signal-to-noise ratio
(SNR), and hence, noise power is generally the most sig-
nificant parameter in relating the interference potential of
noise to system performance. Noise power calculations
must include noise generated in all components of the re-
ceiving system as well as the radio channel. This is usu-
ally accomplished by determining a single parameter, the
operating system noise factor, which is essentially the ratio
of the receiving system predetection noise power refer-
enced to the terminals of an equivalent loss-less receiving
antenna and the noise power available from a resistor at
standard temperature (288 K).

In this article, important sources of receiver noise are
described and the concept of receiver noise factor is de-
veloped. The noise factor concept is then extended to cover
the entire radio receiving system, including the receiving
antenna and environmental noise. This is followed by a
description of important environmental noise sources.

1. RECEIVER NOISE AND NOISE FACTOR

The two most important receiver noise sources, used as
noise standards and for noise characterization, are ther-
mal and shot noise. Thermal noise is characterized as the
spontaneous fluctuations in voltage across a resistor due
to the random motion of thermally agitated electrons.
Thermal noise is always present in any radio system
and often establishes the lower limit of signal detection.
Shot noise, on the other hand, originates in a flow of dis-
crete charges not in equilibrium where the mean-square
noise current is proportional to the product of elementary
charge, the average current, and the bandwidth or 2e �IIb
[1]. The cathode-to-anode stream of a temperature-satu-
rated thermionic diode is an example of a pure shot noise
generator. Shot noise currents in semiconductors such as
diodes and transistors are due to the diffusion of charge
carriers in p-n junctions.

Since thermal and shot noise may be described as being
the sum of a very large number of random, short-
lived disturbances, it follows from the central limit
theorem that the processes are Gaussian. More pre-
cisely, observed voltages are white Gaussian noise. It
was shown experimentally by Johnson [2] and theoreti-
cally by Nyquist [3] that the mean thermal noise power
density available from a resistor is simply kT, where

k¼ 1.38 � 10�23 W Hz� 1 K� 1 is Boltzmann’s constant
and T is the absolute temperature of the resistor. The
characterization as white noise is an approximation valid
for typical narrowband RF communication systems oper-
ating at or near the standard ambient temperature T0¼

288 K. When quantum mechanical considerations are in-
cluded, the mean power density kT is replaced by the more
accurate expression obtained by Max Planck [4]

hn
ehn=kT � 1

ðW=HzÞ ð1Þ

where h¼ 6.626176 � 10� 34 J/Hz is Planck’s constant and
n represents frequency. Clearly, the flat power spectral
density approximation is inaccurate when high frequen-
cies are combined with cryogenic temperatures. Such sys-
tems are beyond the scope of this article.

Since both thermal and shot noise constitute white
Gaussian noise sources, the properties of the noise volt-
age they deliver to an output circuit are indistinguishable.
The significant difference is that thermal noise is propor-
tional to temperature and shot noise is proportional to the
average current. Hence, an equivalent noise temperature
Te can be used to characterize the noise of a device with
thermal sources at temperature T and shot noise sources
with mean power dws in an incremental bandwidth dn as
follows:

kTe¼ kTþ
dws

dn
ð2Þ

Solid-state shot noise sources such as noise diodes are
commonly used in noise measurements. To achieve the
required precision in Te, these devices are calibrated
against a primary standard. Noise diodes are commonly
characterized in terms of excess noise ratio defined as

NR¼ 10 log10

Te

T0
� 1

� �
ðdBÞ ð3Þ

Thermal noise generated within or passing through a
band-limited receiver circuit is colored and perhaps am-
plified. Since thermal noise power is independent of fre-
quency over the bandwidth of most narrowband RF
communication systems, it is useful to define a noise-
equivalent bandwidth b0. When a resistor is attached to
the input terminals of a linear receiver with gain g(n), the
total noise power available to the receiver wa in the system
band can be expressed in terms of the noise equivalent
bandwidth as follows:

wa¼ kT

Z 1

0

gðnÞ
g0

dn¼ kTb0 ð4Þ

where g0 is the nominal gain in the system bandwidth.

1.1. Statistical Characterization of Narrowband White
Gaussian Noise

If the receiver input termination is a resistor, the receiver
output noise voltage is a random function of time whose
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behavior can only be described statistically. For a typical
RF communication system, the signal is narrowband with
respect to a central radiofrequency nc and the output noise
voltage V(t) can be written as

VðtÞ¼RefvðtÞej2pnctg¼EðtÞ cosð2pnct� FðtÞÞ ð5Þ

where v(t) is the complex baseband representation, E(t) is
the amplitude, and F(t) is the phase. In this representa-
tion, v(t) is a complex random process and the pair (E(t),
F(t)) are two associated real random processes. When the
observed voltages are white Gaussian noise, their base-
band representations are 0-mean complex Gaussian pro-
cesses with a flat power spectral density. This means that
the co- and quad phases of v are independent and Gauss-
ian distributed with 0 means and identical variances. It
also means that voltages at different times are indepen-
dent—a statement that must be emended by the fact that
the receiver is narrowband, so that the actual observed
power spectral density is proportional to the power spec-
trum of the receiver.

For these complex Gaussian processes, it is also true
that the resulting amplitude and phase are independent of
each other and that the phase is uniformly distributed
over the complete circle. The amplitude is then Rayleigh
distributed. In terms of the instantaneous noise power
(which is proportional to the square of the amplitude), the
cumulative distribution function (more precisely, the
exceedance distribution function) is

Prfnoise power > w > 0g¼ e�w=wo ð6Þ

where wo is the average output noise power. This average
equals the total area under the power spectral density
curve and is equal to the sum of the mean power of the
input noise amplified by the receiver and the mean noise
power added by the receiver wr or

wo¼ g0kTb0þwr ð7Þ

where T is the temperature of the resistor connected to the
input terminals.

To obtain this result, the receiver noise is assumed to be
Gaussian and white, as would be the case when thermal
and shot noise are dominant. More generally, Eq. (7) is
valid for any random processes. If the receiver noise is not
Gaussian, however, the instantaneous power distribution
would not be Rayleigh, as given in Eq. (6). The white
Gaussian thermal noise assumption is reasonable for most
narrowband RF receivers. In general, however, wr will de-
pend on frequency.

In noise calculations, it is important to define clearly
what is meant by gain. There are many possible defini-
tions of gain. Assuming that a signal generator is con-
nected to the receiver input terminals and a power meter
is connected to the receiver output terminals, an obvious
choice would be to use the ratio of the input and output
powers, or so-called power gain. Clearly, power gain de-
pends on the impedance of both the signal generator as
well as the impedance of the power meter, and hence a

noise characterization based merely on power gain is am-
biguous. To circumvent this difficulty, the gain used in
noise calculations is usually taken to be the available
power gain [5], defined as the ratio of the available power
from the receiver to the available power from a signal
generator connected to the receiver input terminals so
that any mismatch losses are included. With this defini-
tion, the gain does not depend on the receiver load; how-
ever, it does depend on the impedance of the signal
generator.

In determining noise performance, the signal generator
is often matched to the receiver so that the maximum
power is delivered to the receiver. This is a reasonable
choice for most RF applications, where signal generators,
connecting cables, the loads, and so on are usually 50O
devices, or they are matched waveguide interfaces. It
should also be noted that when there is a complete match
at the input and output, the available gain and the power
gain are equal.

1.2. The Receiver Noise Factor

In radio engineering it is desirable to have a simple, yet
unambiguous method of characterizing the noise proper-
ties of a radio receiver. For this purpose, the concept of
noise factor was developed and defined. There are a vari-
ety of ways to define noise factor. The basic idea is to relate
the available noise power at the input of an active or pas-
sive two-port linear network to the noise power available
at its output terminals. Assume that a CW signal gener-
ator is connected and matched to the input terminals of a
receiver. Let wg be the available signal generator power,
w1 be the signal power available at the load, and w0 be the
available noise power at the load; the International Radio
Consultative Committee (CCIR) [6] definition of noise fac-
tor is given as follows: The noise factor fr of a radio
receiver is defined to be the ratio of the available CW sig-
nal-to-reference noise power wg/kT0b0 at the terminals of
the signal generator to the corresponding total signal-to-
noise power ratio w1/wo available to the load of the linear
portion of the receiver with the CW signal tuned to the
maximum response of the receiver bandpass characteris-
tic and with the signal generator output impedance at the
reference temperature T0:

fr¼
wg=kT0b0

w1=wo
¼

wg

w1

wo

kT0b0
ð8Þ

The ratio w1/wg is simply the maximum available power
gain and hence,

fr¼
w0

gokT0b0
ð9Þ

If it is assumed that the receiver bandwidth is very nar-
row b0 - dn so that the receiver noise is constant over the
bandwidth, Eq. (9) gives the spot noise factor

fsðnÞ¼

dw0

dn
gðnÞkT0

ð10Þ
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which is essentially a single-frequency value based on a
unit bandwidth. It should be noted that the noise factor is
simply the available output noise power referred to the
input terminals (i.e., divided by the nominal gain) in units
of kT0b (i.e., the noise power available from a resistor at
standard temperature).

The spot noise factor as given in Eq. (10) is equivalent
to the Institute of Radio Engineers (IRE) definition [7]. In
practice, for narrowband linear receivers, the weighted
average spot noise factor over the system bandwidth �ff is
the quantity commonly used to characterize receiver noise
performance

�ff ¼

Z 1

0

fsðnÞgðnÞdn
Z 1

0
gðnÞdn

¼
w0

kT0

Z 1

0
gðnÞdn

¼
wo

kT0g0b0
ð11Þ

which is precisely fr defined previously.

1.3. Noise Factor for a Passive Two-Port Linear Network

Communications receivers use transmission lines, atten-
uators, and other devices that can be generally classified
as passive two-port linear networks. It is important to
consider the effects of such devices operating in tandem
with the actual receiver to characterize properly the noise
performance of the receiving system.

The spot noise factor of a linear two-port network is
obtained by calculating the power density ratio given in
Eq. (10) when a resistor at reference temperature T0 is
connected to the input terminals of the network. If the
network is at the ambient temperature T0, the available
output noise power density is just kT0. If the network
temperature is TnaT0, a correction arising from the tem-
perature difference T0�Tn must be included; hence

dw0

dn
¼ kTnþ gkðT0 � TnÞ ð12Þ

where g is the available gain. From Eq. (10), the spot noise
factor is

fs¼ 1þ
Tn

T0
ð1=g� 1Þ¼ 1þ

Tn

T0
ð‘ � 1Þ ð13Þ

where ‘¼ 1=g is the available loss factor. Note that the
spot noise factor depends on the input resistance used to
determine the available gain (or loss).

1.4. Noise Factor for Cascaded Linear Networks

The noise factor for a linear receiving system can be cal-
culated from the noise factors for its individual compo-
nents. Understanding the relationship between the
system noise factor and the noise factors for various com-
ponents is important in system design since it shows
which components contribute most significantly to the
noise factor.

Assume that two networks are connected together: net-
work a with spot noise factor fa and gain ga, and network b

with spot noise factor fb and gain gb. Further assume that
a resistor is connected to the input of network a and the
entire system is at temperature T0. The power density
available at the output of network b is equal to the sum of
the power density available at the input of network b
scaled by gb and the available noise power density due
only to network b or

dwo

dn
¼ fagagbkT0þ ðfb � 1ÞgbkT0 ð14Þ

Using Eq. (10), the spot noise factor for two cascaded net-
works is

fab¼ faþ
fb � 1

ga
ð15Þ

which is the result originally obtained by Friis [8]. Spot
noise factors will usually vary somewhat across the band
of an actual network and, for a particular system, the ef-
fects of nonuniform noise and gain may require additional
consideration. As described previously, the weighted av-
erage spot noise factor is often used to characterize the
receiving system.

This analysis is readily extended to several linear net-
works in cascade. For example, if network c is connected
to the output terminals of network b, the system noise
factor is

fabc¼ fabþ ðfc � 1Þ=gab

¼ faþðfb � 1Þ=gaþ ðfc � 1Þ=gagb

ð16Þ

and so on for additional networks. This result shows that
if network a has a high gain, its noise factor will be the
most important in determining the overall noise factor for
the system. High-gain low-noise amplifiers are often used
to reduce the noise factor in receiving systems.

1.5. Noise Factor for the Linear Portion of a Receiving System

In addition to the actual receiver, a typical radio receiving
system is composed of an antenna, transmission lines, and
other circuits, all of which contribute noise and must be
included in the analysis of the system noise performance.
Of particular importance for wireless systems is the re-
ceiving antenna, which collects environmental noise. By
using the results of the previous sections, the noise factor
can be extended to characterize any specified portion of an
operating system at any specified set of input terminals.
For a radio receiving system, the most useful reference
point for noise factor calculations is the input to the ter-
minals of an equivalent loss-free receiving antenna [6].
This reference point provides an appropriate and unique
measure of the performance of the entire receiving
system.

Typically, the linear portion of a receiving system can
be divided into a series of cascaded two-port networks, as
shown in Fig. 1. The receiving antenna is modeled as an
equivalent loss-free antenna connected to an antenna cir-
cuit network. A section of transmission line connects the
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antenna to the receiver. Using Eq. (16), the noise factor for
the receiving system is

f ¼ faþ
fc � 1

ga
þ

ft � 1

gagc
þ

fr � 1

gagcgt
ð17Þ

where fa, fc, and ft are the spot noise factors; and ga, gc, and
gt are the gains of the antenna, antenna circuit, and
transmission line, respectively; and fr is the spot noise
factor of the receiver.

The external noise power in the band dn that is avail-
able at the terminals of the loss-free receiving antenna can
be expressed as kTa dn, where Ta is the noise temperature
of the radiation resistance of the receiving antenna at the
center frequency of the receiver. The antenna noise factor
fa is equal to the ratio Ta/T0. Since the antenna circuit and
transmission line are passive two-port networks, the spot
noise factor can be expressed as

f ¼Ta=T0þ ð‘c � 1ÞTc=T0þ ‘cð‘t � 1ÞTt=T0

þ ‘c‘tðfr � 1Þ
ð18Þ

where the gains have been replaced by the corresponding
loss factors. Strictly speaking, this result is meaningful for
narrowband systems where the noise factors do not vary
significantly over the operating frequency range. It should
be understood that all of the spot noise factors and loss
factors are determined with generator impedances that
are the same as those in the actual receiving system. Also,
the formula for cascaded networks is applicable regardless
of the degree of match or mismatch between the output
impedance of one network and the input impedance of the
following network. The magnitudes of these mismatch
losses do influence the values of the spot noise factors
and loss factors and will thus affect the noise factor.

The quantity of interest for finite bandwidth systems is
the weighted average spot noise factor, which is often re-
ferred to as the operating noise factor fop [6]. The operat-
ing noise factor can be expressed in terms of the weighted
average noise factors of the receiving system components
as follows

fop¼
�ffaþ

�ffct � 1þðbr=bÞðgr=goÞð
�ffr � 1Þ ð19Þ

where, denoting the overall system gain at frequency n as
g(n), the weighted average antenna noise factor is

�ffa¼

Z 1

0
TaðnÞgðnÞdn

T0

Z 1

0

gðnÞdn
ð20Þ

f ct is the weighted average combined noise factor of the
antenna circuit and transmission-line network

�ffct¼

Z 1

0
fctðnÞgðnÞdn

Z 1

0
gðnÞdn

ð21Þ

b is the equivalent bandwidth of the system, br is the
equivalent bandwidth of the receiver, g0 is the nominal
gain of the system, gr is the maximum gain of the receiver,
and �ffr is the weighted average receiver noise factor, as
given in Eq. (11) and using the receiver gain function.

To apply the foregoing results, noise factors for the re-
ceiver, related electronic components, and an equivalent
loss-less antenna must be determined. Using the defini-
tions given in the previous sections, measurement meth-
ods can be readily devised and implemented to calculate
accurately noise factors for receivers and other electronic
components (see, for example, Ref. 9). The determination
of the antenna noise factor is, in general, much more dif-
ficult. For RF communication systems, the antenna noise
factor is often a nonstationary random process that varies
with time, frequency, geographic location, and receiving
antenna characteristics. As a consequence, researchers
have spent many years measuring and compiling statis-
tics that can be used to estimate the antenna noise factor
for various environmental noise sources. In the case of
man-made noise, not only is there a fast time dependence
over fractions of an hour to days, but there is also a rel-
atively slow time dependence based on advances in tech-
nology. Significant changes in the background noise for a
particular environment may occur within a few years, and
as a consequence published data can become outdated.
Antenna noise factors based on published noise statistics
are described in the following sections.

So far in this article, lowercase letters have been used
to represent noise factors, gains, and bandwidths. In noise

Loss-free antenna
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external noise

kTab
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circuit

Transmission
line

SNR, f, and fa defined here
Physically accessible antenna terminals

Receiver Output
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la = 1 lc l t

Ta Tc Tt

fa = Ta/T0 fc = 1 + (lc – 1)(Tc/T0) f t = 1 + (l t – 1)(T t /T0) f r

f = fa + (lc – 1)(Tc /T0) + lc(l t – 1)(Tt /T0) + lc l t(f r – 1)
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Figure 1. The receiving system and its oper-
ating noise factor, f.
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analysis, it is common to express these quantities as deci-
bels and to use uppercase letters to denote that the quan-
tity is in decibels. Also, when given in decibels, the noise
factor is usually referred to as noise figure; for example,
the antenna noise figure is

Fa¼ 10 log10 fa ðdBÞ ð22Þ

and in decibels, the notations for gain and bandwidth are

G¼ 10 log10 g ðdBÞ; B¼ 10 log10 b ðdB=HzÞ ð23Þ

This notation and terminology is used in the following
sections.

2. ENVIRONMENTAL NOISE AND ANTENNA
NOISE FIGURE

Environmental noise emanates from both natural and
man-made sources and is collected by the receiving sys-
tem antenna. The determination of noise parameters,
such as the antenna noise figure Fa, requires careful mea-
surement programs that must account for temporal, spa-
tial, and frequency variations of the particular noise
source. In this section, some of the more important sourc-
es of environmental noise are described. The statistical
data presented are based on many years of measurements
of natural and man-made noise over the entire radio spec-
trum.

2.1. Fa for Blackbody Radiation

All objects at temperatures above absolute zero radiate
energy in the form of electromagnetic waves. A blackbody
is a perfect absorber and a perfect radiator of electromag-
netic energy. It absorbs all incident radiation at all wave-
lengths, and the radiation from it is a function of only
temperature and wavelength. Although the concept of a
blackbody is an idealization, it can be used to estimate the
radio noise emitted by a variety of objects. For example,
the cosmic background, thought to be the lingering echo of
the creation of the universe, is equivalent to radiation
from a blackbody at 2.7 K.

The brightness b of radiation from a blackbody radiator
at temperature T and frequency n is given by Planck’s ra-
diation law [10]:

b¼
2hn3

c2ðehn=kT � 1Þ
ðW m�2 Hz�1 sr�1Þ ð24Þ

where c¼ 2.99792458�108 (m/s) is the speed of light in
free space. For typical radio frequencies and standard
temperatures, where, hn! kT, this reduces to the Ray-
leigh–Jeans approximation

bffi
2kT

l2
ð25Þ

where l is the free-space wavelength. As in the case of
thermal noise in a resistor, the radiation power is directly
proportional to temperature.

The power received by an antenna from an incremental
blackbody of area dA at temperature T in bandwidth dn is

dw¼
1

2
b
l2

4p
gðOÞdOdnffi

kT

4p
gðOÞdOdn ð26Þ

where dO is the element of solid angle subtended at the
receiver by dA and g(O) is the directive gain of the anten-
na. Note that the antenna only collects half the power
since only a single polarization is received. The total pow-
er collected when the blackbody radiation at temperature
T is received from all directions is

w¼ kT dn
1

4p

Z

4p
gðOÞdO

� �
¼ kT dn ð27Þ

which is the same as the total power available from a re-
sistor at temperature T. Hence, the antenna temperature
is simply T and fa¼T/T0 independent of the antenna gain.

2.2. Fa for Common Natural and Man-Made Radio
Noise Sources

Both natural and man-made radio noise have been mea-
sured and carefully studied by many scientists and engi-
neers in the latter half of the twentieth century. The
results of these efforts have been published in various
journals, conference proceedings, and reports and recom-
mendations of radio engineering organizations, such
as the International Telecommunication Union (ITU)
[11–14]. In this article, statistical data from these studies
are presented for what are considered to be some of the
more important environmental radio noise sources. For a
more detailed treatment of these and other sources of
radio noise, the reader is referred to the references.

The antenna noise figure Fa for background natural
radio noise from 1 Hz to 1 THz is illustrated in Fig. 2 [15].
These data show that natural radio noise depends strong-
ly on frequency over the radio spectrum (nominally 3 kHz–
300 GHz). In addition, several noise sources are nonsta-
tionary in time and space (e.g., atmospheric, sun, rain). Of
particular interest for communications systems operating
at or below about 30 MHz is atmospheric noise, where Fa is
random and is characterized by its statistics. Atmospheric
noise is also non-Gaussian. The other noise sources shown
in this figure are essentially Gaussian.

For RF systems operating at frequencies of several
hundred megahertz and below, man-made noise is an im-
portant source of radio noise. Like atmospheric noise,
man-made noise is both nonstationary and non-Gaussian.
Figure 3 [16] shows the median antenna noise figure Fam

for man-made noise in four environments and galactic
noise as compared with the expected daytime and night-
time levels for atmospheric noise. Man-made noise is
strongly dependent on frequency and, in general, the
Fam curves have a slope of � 27.7 dB/decade of frequency.

Figure 4 [15] shows the details of natural radio noise
over the frequency range of 100 MHz–100 GHz. The esti-
mated median business-area man-made noise has also
been included. The E(901) curve shows sky noise mea-
sured with a narrowbeam antenna at zenith. The water
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and oxygen absorption bands are clearly visible. The E(01)
curve is sky noise with a narrowbeam antenna directed
along Earth’s surface.

It was shown that when an antenna receives blackbody
radiation at a uniform temperature from all directions, Fa

does not depend on the receiving antenna gain. For most
environmental noise sources, however, Fa does depend on
the antenna gain and on several other factors. Appropri-
ate corrections must be applied when the radio system-
receiving antenna differs significantly from that used to
measure the noise.

Curves LD, LQ, F, H, and M in Fig. 2 all refer to very
narrowbeam antennas pointing directly at the source.
Noise from such sources (sun, atmospheric gasses, the
Earth surface) are also expressed in terms of brightness
temperature. These curves can be used to calculate the

antenna temperature of a particular receiving antenna by
integrating Eq. (25) in terms of temperature over the
region occupied by the noise source

Ta¼
g0

4p

Z

sources

TðOÞpðOÞdO ð28Þ

where g0 is the gain and p(O) is the pattern of the receiving
antenna; that is, g(O)¼ g0p(O). For example, the sun has a
beamwidth of about 1

2

�
. If a receiving antenna with gain g0

is aimed at the sun and the pattern is essentially constant
over the intersection with the sun’s beam, the antenna
temperature is

Ta¼
g0

4p

Z

Sun
TðOÞpðOÞdOffi g0Ts

p
1440

� �2
ð29Þ

where Ts is the brightness temperature of the sun at the
desired frequency.

In Fig. 4, there are two curves associated with galactic
noise. Curve B is for an omnidirectional antenna, while
curve C is for an infinitely narrow beam aimed toward the
galactic center. Because of the relative motion of the earth
and galaxy, galactic noise is not constant in time. A more
accurate determination of galactic noise for other types of
antennas can be obtained by using published radio sky
data, which gives the brightness temperature as a func-
tion of position in the sky. Such data are available in CCIR
Report 720-2 [14], which contains maps of the brightness
temperature of the radio sky at 408 MHz and an approx-
imate expression for the frequency dependence of the tem-
perature.
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2.3. Atmospheric and Man-Made Noise

The most significant sources of environmental radio noise
at frequencies below 1 GHz are man-made and atmospher-
ic. For these sources, the noise data were measured with a
grounded electrically short monopole antenna. Since this
type of noise most probably arrives at the receiver at rel-
atively low elevation angles and from random directions,
such an azimuthally omnidirectional antenna is well suit-
ed for noise measurements. Predicting the antenna noise
figure for other types of receiving antennas requires an
assessment of the differences between the ideal short
monopole antenna and the desired receiving antenna.
Factors that should be considered are antenna efficiency,
directivity, polarization, and height above the ground.

The direction of arrival for both atmospheric and man-
made noise has been shown to be nonuniform, varying by
as much as 10 dB with direction [17]. Since the noise is
nonstationary, predicting Fa for high-gain antennas would
likely be arduous if worst-case estimates based on the
measured data do not provide sufficient accuracy. For az-
imuthally symmetric antennas such as a half-wave dipole,
a correction factor based on the ratio of the desired an-
tenna gain to the reference antenna gain can be applied to
obtain the appropriate value for Fa.

Since these noise processes are nonstationary, the usu-
al design parameter, SNR, is random and the underlying
statistics of the noise process as a function of time and
geographic location must be understood to assess radio
performance properly. These characteristics are discussed
in more detail in the following sections.

Another important consideration is that both atmo-
spheric and man-made noise are non-Gaussian. Typical-
ly, communication system performance is calculated on
the basis of Gaussian noise. A more detailed analysis in-
corporating the statistics of the actual non-Gaussian noise
process may be required in radio design and performance
evaluations. Several publications listed in the references
provide information regarding the impulsive nature of
these noise sources and its effect on radio receivers.

2.3.1. Statistics of Fa for Atmospheric Noise. Atmospher-
ic noise is an important consideration for wireless com-
munication systems operating below 30 MHz. The main
source of atmospheric noise is lightning. The electromag-
netic energy emitted by electrical storms couples into the
Earth–ionosphere waveguide, and hence, local noise levels
can be significantly influenced by distant thunderstorms.
Because of ionospheric interactions, overall atmospheric
noise levels are greater at night, as shown in Fig. 3.

In Fig. 2, curves A, B, C, and D represent the expected
range of Fa at the surface of the earth. These data are of
the average background, taking into account all times of
day, seasons, and the entire surface of Earth. Curves A
and B give the maximum and minimum values of Fa from
1 Hz to 10 kHz. In this frequency range, there is very little
seasonal, diurnal, or geographic variation. Note that the
variation of Fa begins to increase significantly at about
100 Hz. This is due to the variability of the Earth–iono-
sphere waveguide cutoff. Curves C and D give the atmo-
spheric noise from 10 kHz to about 30 MHz, above which
the noise levels are quite low. Curve C is the value of Fa

exceeded 0.5% of the time, and curve D is the value of Fa

exceeded 99.5% of the time. These results are derived from
background atmospheric noise and do not include effects of
‘‘nearby’’ electrical storms. A compilation of measure-
ments showing the peak field strength for 1 mile distant
lightning as a function of frequency is given in Fig. 5 [18].

The variability of Fa, particularly in the medium-fre-
quency (MF) and high-frequency (HF) communication
bands (300 kHz–30 MHz), is so large that the bounds
given in Fig. 2 alone cannot be used to obtain a useful
characterization of radio system performance. It is impor-
tant, therefore, to know how Fa and other noise statistics
vary with time and location. Starting in 1957, the average
power levels and other relevant statistics were measured
on a worldwide basis using a network of 15 stations. These
measurements spanned 13 kHz–20 MHz and considered
both the time of day and the season. The results of several
years of measurements were published in the National
Bureau of Standards (NBS) Technical Note Series 18 [19]
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and later published in CCIR Report 332 [12]. A numerical
representation of the data contained in Report 332 is also
available [20].

The published data give, for each frequency, location,
season, and time of day (measured in 4-h increments), the
month-hour median value of Fa along with values exceed
10% (upper decile, Du) and 90% (lower decile, Dl) of
the time. As an example of these data, Fig. 6 shows
worldwide values for the median antenna noise figure
Fam in the winter between 0000 and 0400 local time. The
median noise figure at other frequencies, Du, Dl, and
related statistics are obtained using the curves shown in
Fig. 7.

The statistical distribution of Fa and hence the radio
system SNR is readily obtained from the published data.
For a given season and measurement time block (4 h) it
has been shown that Fa is adequately represented by two
lognormal distributions [21], one above the median value
and one below. As an example, the distribution of Fa for
3 MHz at Boulder, Colorado in the winter at 0000–0400
can be determined using the data from Figs. 6 and 7. First,
the 1 MHz value of Fam at the geographic location of in-
terest is obtained from Fig. 6 and corrected to 3 MHz using
Fig. 7. Then Du and Dl as well as their standard deviations
are obtained from Fig. 7. Using normal probability paper,
these three points define the two intersecting lines that
give the two desired lognormal distributions. The result-
ing distribution is shown in Fig. 8. Hence, if a radio system
is operating at 3 MHz, the system performance can be
conveniently specified in terms of the percent of time that
the required SNR will be available at a particular geo-
graphic location, season, and time.

2.3.2. Statistics of Fa for Man-Made Noise. In 1974,
Spaulding and Disney [22] presented results from many
years of measurements of man-made radio noise. They
devised methods for estimating the noise power and
noise amplitude statistics that are important in the de-
sign of radio systems. These methods are described in the
CCIR reports [13] and have been widely used by industry.
Figure 3 summarizes these results in terms of the median
antenna noise figure Fam. As with atmospheric noise, man-
made noise is both nonstationary and non-Gaussian and is
a significant source of radio noise for frequencies below a
few hundred megahertz. The antenna noise figure Fa var-
ies both in time and location. The noise level depends on
the type and extent of human activities, which are conve-
niently classified into four man-made noise environments
[13] described in Table 1.

The within-the-hour time variability of Fa is commonly
described by two log-normal distributions [21], as de-
scribed previously for atmospheric noise. Values of Du

and Dl are given in CCIR Report 258 as a function of fre-
quency and environment. More recently, Spaulding and
Stewart [21] have analyzed the data used to obtain these
decile values and have found that it is appropriate to use
the values Du¼ 9.7 dB and Dl¼ 7 dB, independent of en-
vironmental category and frequency. Other proposed noise
models described in Report 258 include a simple Gaussian
model that does not describe the skewness observed in
measured noise data and a more complex w2 model.

As an example, the distributions of Fa using Du¼ 9.7 dB
and Dl¼ 7 dB at 137 MHz for business, residential,
rural, and quiet rural noise environments are shown in
Fig. 9. These data include the contribution of Galactic
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noise, which is only significant in the quiet rural noise
environment.

Location variability is also an important consideration
when characterizing Fa. The usual assumption [22] is that
Fam is the noise figure exceeded 50% of the time at 50% of
the locations. Hence, the time distribution of Fa as shown
in Fig. 9 is the noise power exceeded at 50% of the loca-
tions for a particular environment. If it is assumed
that the location variability is Gaussian, then the value
eFFa that is exceeded at other than 50% of locations is ob-
tained from

~FFa¼Faþ
ffiffiffi
2
p

sLerfc�1 % locations

50

� �
ð30Þ

where erfc�1 is the inverse complementary error function
and sL is the standard deviation of the location distribu-
tion.

The location variability in terms of the standard devi-
ation sL of the median value as a function of frequency and
environment is given in Table 2 [13]. As may be expected,
sL for the business environment is much larger than ei-
ther the residential or rural environment.

3. APPLICABILITY OF PUBLISHED MAN-MADE NOISE
STATISTICS TO CONTEMPORARY ENVIRONMENTS

The man-made noise statistics presented are largely based
on measurements that were made many years ago in
North America by Spaulding and Disney [22]. More re-
cently, Spaulding has warned that the CCIR data may
now be inaccurate due to technological advances [23]. This
is largely based on the fact that emissions from newer au-
tomobile ignition systems, a major contributor to man-
made noise in urban areas, have decreased dramatically
over the years. After reviewing more recent measure-
ments and trend analyses, Spaulding concluded [23] that
in the business environment ‘‘at 100 MHz in the 1970’s
time-frame, Fam was on the order of 20 dB but now is
probably approximately 20 dB less.’’ This conclusion, how-
ever, is not based on a comprehensive set of noise mea-
surements as would be necessary to update the previous
survey described in Ref. 23.

While the improvements in automobile ignition sys-
tems have likely affected the noise levels in business and
residential environments, emissions from gap discharge
and corona in power transmission and distribution lines
have probably not decreased with time. Figure 10 [22]
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shows Fam under, and one-quarter mile from, a 115 kV line
in rural Wyoming. It is interesting to note that the noise
measured one-quarter mile from the power line is about
the same as that predicted for a rural environment. A
possible conclusion is that if power and distribution lines
are the primary noise source in rural environments, rural
man-made noise is not likely to have decreased. However,
one would not expect noise in an urban environment to be
less (than rural), as would be the case with the estimated
20 dB reduction in Fam.

Another factor that could significantly affect the level
and character of man-made radio noise is the proliferation
of electronic devices (e.g., computers, electronic switching
devices, microwave ovens) that are unintentional RF emit-
ters. Such devices have become ubiquitous in business,
residential, and rural environments and could affect both
the magnitude of the noise power as well as its frequency
dependence.

The man-made noise data presented in the previous
sections are applicable to North America; the validity of
extension to other parts of the world cannot be determined
precisely. CCIR Report 258 describes very high frequency
(VHF) measurements made in business and residential

areas of the United Kingdom where the noise power was
found to be some 10 dB below that shown in Fig. 3 [16].
This is attributed to differences in patterns of utilization of
electric and mechanical appliances and regulation of in-
terference. The report also states that, due to such differ-
ences, the noise statistics should be used with caution. It
should be noted, however, that if an overall 10 dB reduc-
tion in urban noise can be justified, the man-made noise
environments near 100 MHz would be bounded by what
are now classified as rural (worst) and quiet rural (best)
environments, as shown in Fig. 3.

Relatively recent noise measurements at 137 MHz [24]
show that the statistics of man-made noise are signifi-
cantly different from what is predicted by CCIR Report
258. For example, Fig. 11 shows the median, mean, and
peak (exceeded 0.01% of the time) values of Fa measured
over a 24-h period in a business environment. Diurnal
variations corresponding to human activity are clearly
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Table 1. CCIR Report 258 Definitions of Man-Made
Noise Environments

Environment Characteristics

Business Areas where predominant usage is for any
type of business

Residential Areas used predominantly for single or
multiple family dwellings (at least five
single-family units per hectare), no large or
busy highways

Rural Areas where dwelling density is no more than
one every two hectares

Quiet Rural No definition given
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evident. The relatively steady within-the-hour values of
the mean power (Fa) are not consistent with the predicted
within-the-hour distribution of Fa for a business environ-
ment (see Fig. 9). Figure 12 shows the distribution of Fa

measured at six urban sites plotted on normal probability
paper. The distribution at a particular site was obtained
by collecting statistics measured within two-minute inter-
vals spaced about an hour apart from hours of continuous

measurements made at that particular location. Hence,
the results should correspond to the hour-to-hour time
variability, which, for the most part, is relatively low at
most of the locations. Location variations however are
quite large, exceeding 12 dB in some cases. More impor-
tantly, these measurements show that there are business
environments (down-town urban areas) where Fam is still
nearly 20 dB.

In summary, the 137 MHz measurements demonstrate
that important changes have occurred in both the level
and character of man-made noise since the comprehensive
noise survey described by Spaulding and Disney [22].
While these measurements can only be considered as a
‘‘spot check,’’ they do show that standard methods used to
predict man-made radio noise are probably outdated. It is
concluded that additional comprehensive man-made noise
measurements at RF frequencies into the ultra-high-fre-
quency (UHF) band will be necessary to provide radio sys-
tem designers and engineers with the required tools to
effectively design modern radio systems.
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1. INTRODUCTION

Trends of user needs in communications are reflected in
the advances in (1) wireless communications that enable
us to use small and high-spectrum-efficient personal handy
terminals (cellular phones) that employ a microcellular

architecture [1,2] and (2) global and seamless communica-
tion networking that enable international roaming and
wide-area handover capability. Both types of advances are
directed toward the same destination in terms of user de-
mands; however, they are diametrically opposed from the
viewpoint of technological feasibility. For example, hando-
ver among a large number of microcells poses many prob-
lems, and a huge number of base stations are required to
make microcellular communication more global.

To solve these technical problems, it has been proposed
that microcells in wide areas are connected by radio-on-
fiber (RoF) links, where RF signals are transported
through optically connected links, in the same way as in
radio–air-interfaced space transmission [3–24]. One more
user demand in multimedia communication has motivated
the development of broadband service. To prepare wide-
band service to the home, the fibers-to-the-home (FTTH)
system has been implemented. Wireless mobile broadband
service is easily implemented on the fiber-to-the-curb
(FTTC) facility. These two systems, FTTH and FTTC,
are collectively termed as the fiber-to-the-air (FTTA) sys-
tem. The RoF systems are also applicable to the home net-
works, especially in the wireless home network system
backbone.

In Section 2 of this article, the basic configuration and
devices for RoF system are described. Section 3 discusses
the performance calculations and designing method. Sec-
tion 4 describes various application examples, such as
communications, electrooptical sampling (EOS), and ra-
dioastronomy. Finally, in Section 5, networking of RF sig-
nals on fiber networks collectively referred to as the
‘‘Radio Highway’’ including wavelength-division multi-
plexing (WDM), optical time-division multiple access (op-
tical TDMA), and optical code-division multiple access
(optical CDMA), are described.

2. BASIC CONFIGURATIONS

The basic configuration of the RoF link is shown in Fig. 1.
RF signals from different wireless services are accessed by
the same base station and are then concentrated in the
base station antenna. The received RF signals are con-
verted to the optical signal by using an electrical-to-optical
signal converter (E/O). Thereafter the optical signal is
transmitted to the central control station (CCS) through
the optical fiber, and converted to the RF signal by an op-
tical-to-electrical (O/E) converter, usually by means of a
photodiode. The converted RF signal is divided into the
radio signals from each wireless service by using the
appropriate bandpass filters.

The RoF link is implemented to the mobile systems as
shown in Fig. 2, and has following advantages over the
conventional microcellular base stations:

1. Use of base station equipment is versatile for vari-
ous new types of service because the base station
does not need to be replaced even if new service is
installed.

2. Allowance for user concentration to a specific area is
high because the control station equipment and
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spectrum resource will be used in the user-concen-
trated area by switching the central equipment to
the appropriate cell(s).

3. Base station operation/maintenance cost is low, be-
cause no complicated equipment is required, such as
frequency-synthesized transceivers, modems, base-
band circuits, and control circuits for frequency as-
signment.

4. Handover among cells is easy because the control
station can observe all the cell signals simultaneous-
ly and instantaneous switching to the better signal
is available at the control station.

3. DEVICES FOR RoF LINKS

The following components are required to realize the RoF
link: (1) a light source, (2) an optical modulator, (3) an op-
tical amplifier, and (4) a photodetector. The E/O converter
consists of devices (1) and (2), and the O/E converter con-
sists of device (4). Device (3) is installed in the relay nodes
to compensate the fiber loss. In the simplest case of direct
modulation, one laser diode (LD). One photodetector (PD),
and one fiber can effect an RoF link. The LD, which cur-
rent is directly modulated by the received RF signals,
is used for the light source, and generates an intensity

Bias &
matching
circuitsRF Input

DC Bias

Laser 
diode

Photo 
diode

DC Bias

Bias
circuits

RF Output

 

f1

f2

f3

To mobile
networks

Receiver
 

Receiver
 

Laser diode Photo diode

f3

f2
Receiver

f1

(a)

(b)
Figure 1. Basic configuration of RoF link:
(a) block diagram; (b) photograph.

(1) High Frequency Utilization Efficiency     
  due to Frequency Reuse 
(2) Low Power Consumption of Radio       
Equipment

Merits

(1) Base Station Cost due to Increase in      
 Base Stations 
(2) Frequent Handover 
(3) Equipment cost increase due to time      
 variant subscriber concentration to       
specific cells

Problems

(1) Flexible use of base station equipment  
    for various type of new services 
(2) High traffic fluctuation absorbent 
(3) Low  equipment cost for base stations 
(4) Easy hand over between micro-cells

Same Merits

Microcell Communications RoF Link Systems

(1) High Frequency Utilization Efficiency
 due to Frequency Reuse 
(2) Low Power Consumption of Radio       
Equipment

Solution and Merits

O/EO/E
O/E

O/E
Control
Station

MODEM
CONT

Control
Station

MODEM
CONT

MODEM
CONT

MODEM
CONT

Base Stations Base Stations
Figure 2. Microcell systems and RoF link
solutions.

RADIO ON FIBER SYSTEMS (RoF SYSTEMS) 4311



modulated optical signal. A pin (positive–intrinsic–nega-
tive) photodiode (pin PD) is used for the O/E converter,
and it converts the optical intensity to diode current in
which the RF signals are included. So, in the minimum
case, only two diodes can realize the RoF link. Several of
these devices are described in the following paragraphs.

3.1. Light Source

Compactness and high output power are required in the
same way as in the conventional digital transmission sys-
tem, and 1.3 or 1.55 mm wavelength is selected for low loss
and low dispersion capability of fiber. In case of direct-in-
tensity modulation, modulation bandwidth, linearity, and
high quantum efficiency of mobility are required for LD
operation. The Fabry–Perot (FP) LD is used for low RF
frequency range (o1 GHz) because of cost considerations.
If the range exceeds 1 GHz, a distributed-feedback (DFB)
LD is used because of the modulation linearity and the
optical spectrum coherency under the high-speed transi-
tion of diode current. Figure 3 shows the typical configu-
ration of the direct-modulation RoF system in commercial
use. In this model, the PD located at the transmitter side
monitors LD output power, and optical output power of LD
is controlled to maintain the constant level. Also, the
Peltier device controls the LD temperature to maintain
the temperature constant. This model can handle less
than 8 GHz, and the link loss from RF input to RF output
is about 20–30 dB [25].

3.2. External Modulator

In case of RF ranges beyond 10 GHz, external modulation
is usually used. Figure 4 shows examples of the Mach–
Zehnder (MZ) external modulator [26]. The MZ modulator
is fabricated on the lithium niobium oxide (LiNbO3) sub-
strate and performs coplanar-type phase modulators, and
thus is also called as LN modulator. In this modulator, the
phase of two branches are modulated by the electrooptic
characteristics of the substrate, and phase change of each
branch is converted intensity change in the combined

output optical power. In the figure, two operation schemes
of suppressed carrier double-sideband modulation (SC-
DSB) and single-sideband modulation (SSB) are illustrat-
ed. In the latter case, bandwidth of the modulated optical
fiber is narrow, so the optical fiber dispersion is not sen-
sitive and LN modulation is suitable for high-RF signal
transmission. The LN modulator requires high RF voltage
Vp to achieve high-intensity change. In the normal case,
Vp exists at several volts and with the driver fabrication,
it is slightly difficult to match the 50O impedance in the
wide band. Also, the LN modulator characteristics depend
on polarization, so polarization adjustment equipment at
the input of LN modulator is required.

Another type of external modulation device is the elect-
roabsorption modulator (EAM), shown in Fig. 5 [27–29].
This modulator utilizes a photodiode that is biased by DC
þRF signals and operates as the optical attenuator and
throughpath according with the bias voltage and optical
wavelength. So it works as an optical intensity modulator.
It is free from polarization and thus does not require a
polarization controller even if the EAM is installed at the
remote site. Also, as the EAM is a diode in structure, it
works as a photodetector when it is appropriately biased.
In EAM, RF signal matching is achieved by the stub-
matching scheme and this widens the RF bandwidth and
enhances modulation efficiency.

3.3. Optical Amplifier

There are no differences between digital transmission and
RoF transmission from the viewpoint of optical amplifiers.
Linearity and the noise factor (NF) are more sensitive for
the RoF case. For the optical amplifier, there are several
types, such as the rare-earth metal-doped fiber amplifier,
the Raman amplifier, and the semiconductor optical am-
plifier (SOA). In the first category, the erbium-doped fiber
amplifier (EDFA), the thulium-doped fiber amplifier
(TDFA), and the praseodymium-doped fiber amplifier
(PDFA) are used depending on the signal wavelength,
1.53–1.62 mm, 1.45–1.50 mm, and 1.3mm, respectively. The
Raman amplifier in the second category can amplify any
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wavelength and can undoped normal fiber; however, it is
necessary to improve the excited light power efficiency.
The final SOA category has the advantage of compact size
and power efficiency; however it has a drawback of polar-
ization dependency and spontaneous-emission noise pen-
alty. In the wavelength band 1.55 mm (C band), EDFA is
generally used because of the linearity and low-noise fea-
tures. Figure 6 shows an example EDFA block diagram.
Typical performance of this amplifier is as follows: output
power þ 13 dBm, power gain 30 dB, and noise figure less
than 10 dB [30].

3.4. Photodetector

The pin photodiode (pin PD) is more widely used than the
avalanche photodetector (APD), because of the noise floor
requirement and linearity. For frequency bands exceeding
10 GHz, the uni-(directional)-traveling carrier PD (UTC-
PD) is used to achieve high maximum output power in the
region of high-frequency band [31].

Figure 7 shows the structure and the output power of
the pin PD and UTC-PD. From Fig. 7a, a hole in the pin
PD deteriorates the response speed of photodetection be-
cause of the low mobility of hole and carrier accumulation.
In contrast, the UTC-PD works on only high-mobility elec-
tron drift, and the light absorption layer is different from
the intrinsic layer; this results in high-speed response,
and the output power increases in the high-RF-frequency
range. A comparison of output power levels is illustrated
in Fig. 7b. For the forward link, the detected RF signal
should be amplified by the RF stage, because the high
transmission power from the antenna to air is required.
Thus the detected power level should be high enough to
avoid post-RF amplification. The UTC-PD can generate a
detected power level of more than 0 dBm, without post-RF
amplification. So, the UTC-PD is applicable for short-
range wireless communication systems, such as wireless
LAN (local-area network) applications.

To reduce the post-RF amplification, a phototransistor
using a metal semiconductor field-effect transistor (ME-
SFET) shows promising potential as a device suitable for
high functional applications such as a mixer, an oscillator,
or an amplifier, which is controlled by optical signals. Ac-
tive-array applications are now under development. The
High-electron-mobility FET (HEMT) is also applicable to
photodetection, and has low noise performance; however,
the absorption layer is too thin for HEMT, and some struc-
ture modification will be necessary for the photoabsorp-
tion layer. The EAM described in Section 3.2 can be also
applicable to the photo detection by tuning DC bias volt-
age and/or wavelength.

4. RoF LINK PERFORMANCE AND
DEGRADATION FACTORS

This section describes RoF link degradation factors, the
process of performance calculation, and some numerical
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results of the carrier-to-noise and distortion power ratio
(CNDR). Several factors are involved: (1) detected RF sig-
nal power, (2) thermal noise, (3) shot noise, (4) relative
intensity noise (RIN), and (5) intermodulation distortion
(IMD).

4.1. Detected RF Signal Power

Detected RF signal power varies with respect to the re-
ceived optical signal level, PD responsivity, and the optical
modulation index (OMI). Detected RF power is propor-
tional to m2 and Iph

2 , where m and Iph are the optical mod-
ulation index and detected optical current, respectively.
Iph is determined by the optical received power, PD re-
sponsivity, and matching circuit configuration of PD. RoF
RF-to-RF link loss is proportional to the square of optical
loss. Detected RF signal power strongly depends on the
matching circuit of the post-PD section, and bandpass op-
eration can enhance the detected signal power level [24].

4.2. Thermal Noise

Thermal noise is white Gaussian noise, at the PD, and is
proportional to the absolute temperature T, the Boltzm-
ann constant kB, and signal bandwidth BW. Also, optical
amplifier noise (i.e., spontaneous emission) can be as-
sumed to be the white Gaussian noise depending on the
amplifier gain, and is treated as an index of the total noise
factor (NF) increase.

4.3. Shot Noise

Shot noise is the noise component that is proportional to
the input optical power, produced at PD. More recent RoF
links utilize pin PD, so shot noise is lower than that as-
sociated with the use of the avalanche photodiode (APD).
Also, the more recent RoF systems are applied for wide-
bandwidth (e.g., 10-MHz) applications, so shot noise pow-
er is usually lower than that of thermal noise and can be
disregarded in the normal system.

4.4. Relative Intensity Noise (RIN)

The noise component produced at the LD is proportional to
the LD diode current, that is, proportional to the optical
output power; this type of noise is called relative intensity
noise (RIN). Usually, RIN is comparable to or greater than
the thermal noise, when the LD output power is high. RIN
depends on RF frequency and increases when the RF fre-
quency is high. In the normal case, RIN values range be-
tween –120 and –150 dB/Hz.

4.5. Intermodulation Distortion

Intermodulation distortion occurs as a result of the non-
linearity of the RoF link, which results mainly from the
nonlinearity of the modulator because high power driving
is required. The optical modulation index (OMI) is used to
indicate the modulation depth of the optical intensity. This
parameter is normally defined by the ratio of the maxi-
mum envelope to peak-to-peak modulation depth. When
OMI is small, the intermodulation distortion is low be-
cause the linear part of the optical modulator is used.

From the viewpoint of detected RF output power level,
high OMI is desirable to maximize the RF output power.
As a result, optimum OMI values occur when the CNDR is
maximized.

Because of the intermodulation, multiple harmonic sig-
nals are generated. In wideband applications such as
CATV systems, multioctave intermodulation should be
considered. Second-harmonic and third-order intermodu-
lation is taken into account; second-order harmonics is
defined by composite second-order (CSO) and third-order
intermodulation is defined by composite third-order beats
(CTBs). In the mobile wireless application, bandwidth is
narrow compared with the carrier frequency, so the sec-
ond-order distortion can be filtered out at the RF stage,
and third-order intermodulation (IM3) noise is dominant.
Third-order distortion components are measured by the
parameter of IM3. When the number of carriers becomes
large, the intermodulation power increases because the
number of intermodulation products also increases.

In case of the IM3 treatment, one example of the output
power level of various components is shown in Fig. 8 ac-
cording to the input RF power level of the RoF link. De-
sired RF output power increases both linearly and
proportionally at input RF power levels less than –
5 dBm. For higher levels, output power is gradually satu-
rated. Signal power of third-order components increases
in proportion to the cube of the input RF power, and as a
result the IM3, defined by the ratio of third-order inter-
modulation component power and the fundamental output
power, increases in proportion to the square of the input
RF power. The intercept point as shown in Fig. 8 normally
reflects this performance, as in the microwave amplifier
case. The output power at the 1 dB gain compression is
also used as the measure of RoF link. In the RoF link, the
spurious-free dynamic range (SFDR) measure is also used
to indicate system performance. SFDR is correlated with
the system noise floor, which factors in radio system band-
width and other properties, and this value is a measure of
the allowable fade margin for radio signals.

4.6. Numerical Considerations for Carrier-to-Noise and
Distortion Power Ratio

This section presents an example numerical calculation of
a real RoF link applied for a mobile link. Deterioration
factors and the overall configuration are shown in Fig. 9.
There exist two main deterioration factors: (1) intermod-
ulation among the RF carriers, as described in Section 4.5,
and (2) time-varying frequency selectivity in received sig-
nal level, which is caused by the multipath fading and
delay spread. In actual mobile communication systems,
distances between mobile stations and a base station are
not the same for each mobile station, and moreover mul-
tipath fading occurs in the propagation path. So the levels
of signals received from every mobile stations differ, and
these received signal levels fluctuating with time. This
frequency selectivity–intermodulation problem is more se-
vere in case of reverse link, in which transmission power
control is not implemented. In the design of the nonlin-
earity degradation, received signal level variation due to
multipath fading should be taken into consideration
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[14,15]. In this article, we assume that every received sig-
nal from the mobile station has the Rayleigh distribution
of the same average power, and that all these signals are
statistically independent of each other. Letting the re-
ceived signal levels from the ith mobile station be denoted
by ri, the probability density function of ri is shown as

pðriÞ¼
ri

s2
exp�

r2
i

2s2
ð1Þ

where s2 is the received signal average power. The
received signal r is

r¼
X

i

ri cos oit ð2Þ

where oi is the carrier frequency of the ith mobile station.
The received RF signal is converted to the optical signal by
E/O. E/O has nonlinear characteristics, and this nonlin-
earity causes the undesired intermodulation among ri.
The optical signal is reconverted to the RF signal by the
photodetector. The signal-to-noise and distortion power
ratio (CNDR) of the detected signal is shown by the fol-
lowing equation [4]

C

NþD
¼

1

2
m2I2

ph

fRIN I2
phþ 2eIphþhI

2
thiþ s2

IMgBW
ð3Þ

where m, Iph, RIN, e, I2
th, s2

IM, and BW are optical
modulation index, detected signal photocurrent, relative
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intensity noise, electron charge, equivalent input noise–
current variances, equivalent intermodulation spectrum
density, and signal bandwidth, respectively. The output
signal of the nonlinear device is denoted by the following
equation

P¼P0 1þa1

X

i

ri cos oitþa2

X

i

ri cos oit

 !2
2

4

þa3

X

i

ri cos oit

 !3

þ � � �

3

5

ð4Þ

where a1, a2, and a3 are the nonlinear coefficients of the
desired signal, second-order signal, and third-order signal
respectively. For narrowband transmission as in mobile
communications, latest factor that interferes with the de-
sired signal is the third intermodulation as denoted in the
previous section, and the intermodulation noise is shown
in the following equation, where the radio signal consists
of three tones, r1, r2, and r3

s2
IMBW¼

1

2

3

2
a3r1r2r3

� �2

Iph ð5Þ

where the signal that experiences interference is the in-
termediate tone, signal r2. In this analysis, if tones ri are
Rayleigh distributed as shown in Eq. (1), then the average
CNDR is calculated by the following equation:

C

NþD

� 	
¼

Z
� � �

Z 1

0

C

NþD

�pðr1Þpðr2Þ � � �pðrmÞ

�dr1dr2 � � �drm

ð6Þ

Figure 10 shows the calculated examples of average
CNDR C/(NþD). The results shows the existence of an
optimum OMI with a value that depends on the number of
carriers.

5. APPLICATION EXAMPLE OF RoF LINK

The RoF link is applied for various application areas, such
as (1) the hybrid fiber–coaxial (HFC) system in CATV
sevices; (2) mobile communications, (3) broadband access
networks, termed the fiber-to-the-air (FTTA) system, (4)
electrooptic sampling (EOS), and (5) radioastronomy.

5.1. CATV Applications

Figure 11 shows the hybrid fiber–coaxial (HFC) system for
most general application examples. In the conventional
CATV system, cable loss and distribution power loss are
very large, so a large number of line amplifiers is required
to compensate these losses. When the core part of the
CATV link is replaced by the RoF link, the cost of line
amplifiers and the operation bandwidth are improved be-
cause the number of line amplifiers is reduced. In the
CATV, 92 AM TV channels exist between 91.25 and
643.25 MHz, so the second-order harmonics CSO should

be considered, and the required value will be more than
60 dBc.

5.2. Mobile Applications

In this section, we described several applications such as
indoor wireless and mobile base station links for shadow-
ing areas.

Figure 12 shows one of RoF link application for the
mobile service shadowing area extension. In this applica-
tion, a remote base station named ‘‘canister’’ is installed in
the shadowing region of the main service area and the RoF
link is used between canisters and a main mobile base
station [9]. Many similar examples have been reported for
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shadowing area extensions such as department stores and
underground shopping mall parking lots. In some case,
both ends are open air, and received RF signals are trans-
mitted through fiber and reemitted to the shadowing area
and vice versa. In these applications, the optical fiber
length can be reduced; however, the spurious and noise
emission to the open air should be strongly protected. In
another case, the heterodyning method is applied and IF
signal and reference signals for local oscillators are trans-
mitted through fiber to reduce the cost of LD. When the
system margin of fiber loss is large, an optical star coupler
is used to broadcast one central station signal to several
base stations. This configuration enables several base sta-
tions to be installed on a single fiber with bus connections,
and reduces the cost of both fiber installation and equip-
ment. Downlink signals from one LD are easier to broad-
cast; however, in the uplink stream, beat noise among the
base station LDs is generated because of the optical wave-
length difference of LDs and it impairs the detected RF
signals. So LD wavelength control is required for uplink
design if the bus link configuration is used.

Figure 13 shows another application example of indoor
wireless LAN and cordless phone transmission. A 1.9-GHz

digital cordless phone and a 2.4-GHz wireless LAN signal
are combined and transmitted from the central station
and reemitted at the remote station. In this application,
an unmodulated optical source with varying wavelength is
supplied from the central stations and is modulated by the
upstream RF signal by an electroabsorption (diode) mod-
ule (EAM) as described in Section 3.2 of this article. So any
well-designed remote station can be operated without DC
power supply.

Figure 14 shows the intelligent transport system (ITS)
application of an RoF link. In this application, several
wireless services are frequency-shifted and lined queued
up in the higher-frequency band at the central station,
and transmitted to the roadside antenna and received by
the vehicle. In the vehicle, required service is tuned out
from the received signal. In this application, multiple
roadside antennas are fed by the same signal, so they
can operate as one macrocell and complicated handover is
not required, even if a different roadside antenna is se-
lected. So the microcellular system such as the personal
handy-phone system (PHS) and Digital European Cord-
less Telephone (DECT) can be available in a high-speed
vehicle, in the same way as are macrocell mobile systems.
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5.3. Broadband Wireless Access Networks (BWA)

To realize the broadband service, the fiber infrastructure
is considered to be one of the possible solutions. Using
these fiber infrastructures, broadband wireless access,
termed the fiber-to-the-air system (FTTA), is considered
to be another available solution, and using the same in-
frastructure, the system can serve mobile broadband ser-
vices, such as hotspot and mega and giga air services.
Fig. 15 shows an example of a developed FTTA system. In
this system, a 27.7-GHz millimeter-wave 16-level quad-
rature amplitude-modulated signal (16-QAM), with a
speed of 622 Mbps (megabits per second), is implemented
and the RF signal is converted to an optical signal, and
transmitted to the remote antenna units through passive
star networks. From the remote antenna unit, the milli-
meter-wave signal is emitted to the home customer prem-
ise unit. Customers can extract their information from the
622-Mbps stream. For upstream service, data size for each
customer is small, so a 40-Mbps frequency shift keying
signal (FSK) with the 29.26-GHz carrier frequency is
emitted from the customer premise unit. This signal is
downconverted to the 615-MHz IF signal by mixing with a
29.875-GHz local signal that is supplied from the central
control station. The converted optical signal is carried to
the central station through passive star fiber networks.
Using this configuration, the remote antenna unit does
not require the installation of a millimeter-wave carrier
oscillator, whose frequency, in the wide temperature range

experienced by an outdoor remote antenna unit, is expen-
sive to stabilize.

5.4. Other Applications

As the speed of electronic device rapidly increases, scaling
down progresses at the same time. Under this condition,
on-wafer high-frequency and high-speed performance
measurement is required to reduce the cost of fabrication.
Conventional coaxial cable test probes interfere with de-
vice performance because the probe and cable are not suf-
ficiently compact in size and their frequency-dependent
conductor causes errors in performance test results. For a
compact and conductorless test probe, electricooptic sam-
pling (EOS), using the optical fiber probe and electrooptic
conversion sensor, is one possible solution for this require-
ment. Figure 16 shows various applications for electrical
field, DC voltage level, and radio emission test probe.
More recently, 4200-GHz and 0.1–0.3-ps-pulse test probes
have been developed. For the electrooptic device, LiTaO3,
KTP (Potassium Titanyl Phosphate), CdSe, and ZnTe are
used.

Another RoF application is radioastronomy, such as in
the Atacama (Chilean desert) Large Millimeter/submilli-
meter Array (ALMA). In this application, an array of large
antennas is concentrated in central measurement equip-
ment, and an RoF link is used for millimeter and submil-
limeter signal transmission between the antennas and the
central measurement station, to reduce the signal loss and
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to extend the frequency band. In this measurement, fiber
length calibration among the antennas is required to
maintain the coherence of received signals. Calibration
methods are presented on the ALMA Website [32].

6. NETWORKING OF RoF SYSTEMS

6.1. Introduction to the RoF Networks (Radio Highway)

Figure 17 shows RoF networks where routing functions
of the radio signals are developed and routing to various
remote stations are conducted depending on their radio
format, such as radiofrequency (RF) or modulation
format. These RoF networkings are called the ‘‘Radio
Highway’’ [3].

There are various types of networking configurations
and optic multiplexing schemes, such as wavelength-divi-
sion multiplexing (WDM), optic time-division multiple ac-

cess (optical TDMA), optical code-division multiple access
(optical CDMA), and the chirp multiple transform (CMT)
method.

The same as for the optical multiplexing and access
methods, there are various access methods at the RF
stage, such as subcarrier multiplexing (SCM), TDMA at
RF stage, and CDMA at RF stage. These RF-stage access
methods can be used in combinations of optic-stage mul-
tiple-access methods, independently and simultaneously.
For example, optic WDM and optic CDM can be used si-
multaneously and have certain advantages such as chan-
nel number extension and networking flexibility. The
simultaneous use of optic CDM and RF CDMA also en-
ables seamless connection of RF and photonics. Conven-
tional SCM with optic WDM is one of the combination
solutions. A comprehensive description of all combinations
would be elaborate and beyond the scope of this article, so
some typical examples are described as follows.

40 Mbps

622 Mbps

A
T

M
 A

cc
es

s 
no

de

E/O 
Module

O/E 
Module

27.875 GHz TDM (622 Mbps) + 29.875 GHz local

615 MHz
TDMA (40 Mbps)

  

Star coupler 
(1:N)

27.75-28 GHz

27.75-28 GHz

29.2−29.32 GHz

29.2-29.32 GHz

R
em

ot
e 

an
te

nn
a 

un
it

16QAM 
MOD

FSK 
DEM

R
em

ot
e 

an
te

nn
a 

un
it

Figure 15. RoF link application example for
FTTA systems.

Electro optic
materialElectro optic

material
Electro optic 

material

Substrate Substrate Antenna

Electric 
field

Conductor 
probe

Radio
wave

Optical signal 
from LASER 

Optical signal 
from LASER 

Optical signal 
from LASER 

Conductor 
circuits

Fiber Fiber
Fiber

(a) (b) (c)

Figure 16. RoF applications for electrooptical
sampling (EOS): (a) electric field test; (b) elec-
tric voltage; (c) electromagnetic waves.

4320 RADIO ON FIBER SYSTEMS (RoF SYSTEMS)



6.1.1. Optic Wavelength-Division Multiplexing (WDM).
Extensive research on optic networks, such as dense wave-
length-division multiplexing (DWDM) and wavelength
routing technologies, are rapidly progressing to develop
high-speed core networks, such as long line and metro
networks. These technologies are applied mainly to the
high-capacity baseband transmission, and these WDM
technologies are applicable to the RoF link and RoF net-
works, after some discussion of the design of its signal-to-
noise quality.

Figure 18 shows some example WDM applications to
RoF systems. Figure 18a illustrates point-to-point bulk
transmission on a wavelength-varying signal, in which
one fiber and optical amplifier are used for multiple radio
base stations (RBSs) that have different wavelengths. All
the wavelengths are amplified periodically and transmit-
ted to one destination. The photonic wavelength switch at
the central station can reroute the specific RBS signal that
has a specific wavelength to the different central stations.
This application is used for multiple wireless services op-
erating on single photonic networks.

Other applications are shown in Figs. 18b and 18c. In
the Fig. 18c, every wavelength is assigned to every radio
signal from one of sector antenna of the RBS. This config-
uration is suitable for single fiber–RBS applications. Also,
different wavelengths can be assigned to forward and re-
verse links as shown in Fig. 18b.

The next configuration is shown in Fig. 18d. Different
wavelengths are assigned for the different RF frequencies
at the RBS, and different wireless service is transferred to
the different central stations.

6.2. Optical TDMA Operation

For baseband pulse operation, optical TDMA is very easy;
however, for RoF formats, TDMA necessitates consider-
ation of, natural bandpass sampling. Pulse amplitude
modulation (PAM) systems show promise in realizing
RoF type optical TDMA systems, where multiplexing of
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several signals is achieved by interleaving the samples of
the every RBS signal. According to the Nyquist sampling
theorem, the signal whose highest frequency spectrum
component is fM is determined and regenerated at regular
intervals separated by times Ts�

1
2 fM; that is, the signal

has to be periodically sampled every Ts seconds. Ts and
fs¼

1
Ts

are referred to as sampling interval and sampling
frequency, respectively. If this theory is applied to the
sampling of radio signals whose highest frequency spec-
trum component is in the low or medium gigahertz range,
then, ultra-high-speed sampling frequency such as twice
the RF frequency is required. The radio signals are fortu-
nately bandlimited in general, so natural bandpass sam-
pling is applicable. Let the bandwidth of radio signal be
BRF and you can find that the required condition about
sampling interval can be reduced to 1

2BRF. Such a sampling
technique is referred as natural bandpass sampling or
simply bandpass sampling [33]. Natural sampling is the
window multiplication on RF signals, and bandpass filter-
ing of received signal can reproduce the original signal.

Figure 19 shows the configuration of optical TDMA for
upstream networks. In the system, the RF signal received
by the RBS is intensity modulated to an optical signal and
then switched by the photonic switch and multiplexed to
one fiber and rerouted at the optical time switch in accor-
dance with the optical digital header attached to the nat-
ural sampled RF signal. Asynchronous optical TDMA can
be available when the optical signal bandwidth is suffi-
ciently wider than the RF signal bandwidth. The synchro-
nous mode in the downlink is better than the
asynchronous mode, because the synchronous TDM is
simple and synchronization is easy. One example of this
application will be in the use of ITS roadside antennas, in
which several broadband services such as videostreams
from the central stations, and several low-speed asynchro-

nous TDMA wireless service streams from vehicles to cen-
tral stations are operated.

6.3. Optical CDMA Operation

The optical CDMA method is suitable for the uplink of fi-
beroptic radio networks because it does not require any
time synchronization among RBSs. There are various
types of optical CDMA methods, such as the fiber delay
line, the optical phase mask, and coherent optical phase
modulation type [18–23]. In the method using fiber delay
lines, encoding and decoding are performed by the sum of
delayed optical pulses in the time domain. In the method
using optical phase masks, spectral encoding and decoding
are performed by phase modulation in the optical template
mask. However, these methods have no flexibility in as-
signing code sequences. On the other hand, the direct op-
tical switching CDMA (DOS-CDMA) scheme, using the
optical ON/OFF switching by spread-spectrum code, has
flexibility in terms of code assignment. Figure 20 shows
the configuration of DOS-CDMA. Each radio signal re-
ceived by each RBS antenna is transmitted to the central
control station (CCS) by analog optical PAM formats, and
the multiple accesses among many RBSs are performed by
codes that differ from each other. Regeneration of radio
signal is based on the bandpass natural sampling theory
described earlier in the article. At a RBS, received radio
signals are converted into optical intensity-modulated
(IM) signals by modulating LD current directly, and are
sampled by the optical switch (OSW), which is driven by a
certain spread-spectrum code sequence. The output signal
of the OSW is transmitted to a receiver through optical
fiber. At the receiver, many spread-spectrum signals from
many RBSs are received simultaneously. At the receiver,
an optical polarity-reversed correlator (OPRC) is used to
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extract the desired signal. At the OPRC, the received sig-
nal is split into two signals. It is assumed that the
despreading CDMA code, matched with the desired RBS,
is regenerated at the RBS by using the retiming code gen-
erator such as the retiming block and the code synchroni-
zation block. The OPRC is driven by this code and
polarity-reversed code, and two optical signals are derived
from each branch; then the two RF signals are detected
and subtracted. An optical signal from the desired RBS is
correlated at the upper branch, and there is no output
from the lower branch. From the undesired RBS, the op-
tical signal is uncorrelated in two branches, and random
signals are extracted from two branches. So the subtrac-
tion and averaging of two signals produces zero output
response, and the uncorrelated signals from undesired
RBSs are suppressed. As a result, only the desired RF
signal is extracted from the mixture of optical signals from
many base stations. This CDMA can be used in combina-
tion with WDM because the optical spectrum is not as
wide in case of natural bandpass sampling and spectrum
spreading.

7. SUMMARY

In this article, RoF technologies such as basic configura-
tions, devices, performance design, and application exam-
ples are described. Section 6 describes the future trends of
RoF networking, named ‘‘Radio Highway’’ technologies.
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RADIO RECEPTION
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Since the early introduction of radio, the significance and
number of applications of radio services have constantly
grown. From sophisticated satellite and microwave links
that provide worldwide communication infrastructure,
mobile radio and personal communication services (PCS)
that are providing seamless communication capabilities,
all the way to consumer products like cordless phones,
wireless toy communicators or garage door openers, radio
services have changed everyday life in a manner that
could have not been predicted decades ago. The growing
sophistication of systems and usages is closely related to
the technical understanding necessary for putting radio
systems into operation. Challenges in radio system design
have grown tremendously because of the overcrowding of
radio spectrum. The need for coordinating radio services
has been identified early, and International Telecommu-
nication Union (ITU) has established necessary regula-
tions. The effective spectrum management is essential to
maximizing the benefits that can be obtained from the ra-
dio spectrum [1]. After restructuring of the ITU in 1993,
these problems have been the focus of ITU Radiocommu-
nication Sector.

Radio systems operate in different radio frequency
bands as shown in Table 1 [2]. This influences the char-
acteristics of the radio channel. The signal propagation
path may vary from a clear line of sight to being severely
obstructed by buildings, mountains, and other environ-
mental effects. Since radio channels are random in nature,
understanding of the radio propagation phenomena and
consequently their modeling play a major role in the pre-
diction of the radio reception quality, which, in turn, en-
ables efficient design of wireless systems. Large-scale
propagation models characterize signal strength over
long distances, while small-signal models describe the
rapid fluctuation of the received signal over very short
distances or short time duration.

Radio reception is influenced by different factors, sum-
marized in Table 2. Radio propagation influences radio-
link design, with path-loss models and statistics of large-
scale fading as the major elements of a power budget. In
addition to the power budget, radiolink design includes
geographic positioning of transmitter and receiver, fre-
quency planning, radiolink control schemes, and handover
schemes. Requirements for the type of radio service, qual-
ity of service, coverage, and availability of the radiolink
provide an additional set of parameters that influence ra-
dio link design. On the other hand, fading affects factors
such as the radio receiver design, selection of modulation
and coding scheme, techniques for fading compensation,
synchronization circuits, and design of radio front-end.
Selection of the appropriate receiver techniques deter-
mines the radio sensitivity which is an integral part of
the power budget. Results of radiolink and radio receiver
design are a part of wireless network design. Network ar-
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chitecture, interfaces, and control are closely related to
radio reception, which defines the physical layer of the
network [4].

1. RADIOLINK DESIGN

1.1. Power Budget

The power budget (link budget) is the starting point for a
radiocommunication link design. Major factors influenc-
ing the power budget are shown in Fig. 1. These factors
include transmitting and receiving antenna gains GT and
GR, path loss Lp (which depends on operating frequency,
environment and type of radio service), fading margin MF,
interference margin MI, and radio receiver sensitivity RS.

Transmitting antenna gain (usually specified as the
gain relative to isotropic radiator) and receiving antenna
gain are dependent on the carrier frequency and physical
size of the antenna. For a given radio system, selection of
the equipment determines antenna gains. Additional
sources of signal loss at the antenna may include noise
due to protective cover, pointing loss, feeder loss and an-
tenna efficiency, described as the ratio of the effective ap-
erture to the physical aperture of the antenna [5].

Link budget analysis of the radio system defines the
maximum acceptable path loss

Lp ðdBÞ¼PT ðdBmÞþGT ðdBiÞþGR ðdBiÞ �MF ðdBÞ

�MI ðdBÞ � RS ðdBmÞ

which can be used to estimate the coverage area of
the system by determining the maximum transmitter–
receiver distance.

The relationship between path loss and coverage area
is crucial for the design of a radio system. Other sources of
signal loss in radio propagation are caused by environ-
mental effects such as rain, clouds, and fog.

The fading margin determines the outage probability of
the system due to large-scale and/or small-scale fading. In
a similar way, the interference margin can be built into
the link budget to maintain desired performance in the
presence of the interference, regardless of the interference
mechanism, such as adjacent-channel interference (ACI),
cochannel interference (CCI) in cellular systems, and in-
termodulation distortion (IMD) products created by the
large interfering signals. The amount of margin depends
on the required quality of service. It is expressed in terms

Table 2. Radio System Design Elements Relevant for Radio Reception

Radio Propagation Radiolink Design Radio Receiver Design Radio Network Design

Large-scale fading Requirements Modulation Architecture
Path loss Radio services Multiple access Interfaces
Shadowing Quality of service Coding Network control

Coverage/range Antifading techniques
Small-scale fading Design Interference suppression
(multipath fading) Power budget

Delay spread TX/RX allocation Synchronization
Coherence time Link control Receiver hw design

Table 1. Summary of Frequency Bands for Operating Radio Systems

Frequency Band Frequency Range
Mode of Radio
Propagation Radio Services Major Characteristics

Very low frequency
(VLF)

3–30 kHz Ionospheric Navigation, long-distance
radio telegraphy

Small bandwidth, large
antennas

Low frequency (LF),
medium frequency
(MF)

30–300 kHz,
300 kHz–3 MHz

Ground-wave
ionospheric

Navigation, AM broadcasting,
aeronautical, maritime
communication

Quite large antennas, high
power transmitters

High frequency
(HF)

3–30 MHz Ionospheric Amateur radio, broadcasting,
aeronautical maritime
communication

High variability of channel
conditions

Very high frequency
(VHF), ultrahigh
frequency
(UHF)

30–300 MHz,
300 MHz–3 GHz

Direct waves,
ground-re-
flected waves

Radio and television broadcasting,
land mobile radio, paging, GPS

Relatively small antennas,
considerable bandwidth

Superhigh frequency
(SHF)

3–30 GHz Direct waves Satellite, radars, short-range
communications, microwave
terrestrial links

High losses, directional
antennas

Extrahigh frequency
(EHF)

30–300 GHz Direct wave Very short range
communication,
satellite-to-satellite links

Enormous bandwidths, rain
absorption
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of signal-to-noise ratio (SNR) for analog systems or bit er-
ror rate (BER) for digital systems, and availability of the
link, which is the measure of long-term link utility stated
on an average basis, usually on the annual basis.

Radio receiver sensitivity describes the ability of the
radio receiver to detect weak signals, and is derived from
the performance objectives of the given radio service. Sen-
sitivity specification includes the impact of techniques
that are an integral part of radio reception at the detec-
tion level, such as diversity, coding, interleaving, as well
as the impact of radio receiver such as noise figure and
noise bandwidth.

1.2. Frequency Planning

Frequency planning is a part of link control and is essen-
tial part of radiolink design. Since the radio spectrum is
the limited resource, coexistence of different services will
be practically impossible without the planning procedure.
It is effective way to optimize spectrum usage, enhance
channel capacity, and reduce different types of interfer-
ence.

Some of the benefits of frequency planning will be
illustrated on the example of the mobile radio services.
Frequency planning for mobile radio includes channel
numbering, channel grouping into subsets, cell planning,
and channel assignment. It controls ACI by channel sep-
aration, which provides adequate isolation, and CCI by
selection of frequency reuse pattern. Frequency planning
can be efficiently combined with cell sectorization to im-
prove the system capacity. Different tradeoffs are involved
in frequency planning based on targeted channel capacity
and signal-to-interference ratio (SIR). The most popular
OMNI frequency plan in mobile radio is N¼ 7 plan, which
allows for ACI. This plan is outperformed by the N¼ 9
plan with respect to SIR, but the drawback is the reduced
channel capacity. Detailed analysis of various frequency

plans can be found in Ref. 21. Besides the impact on tech-
nical parameters of the system, frequency planning great-
ly influences radio system growth and economics.

2. LARGE-SCALE VARIATIONS: PATH LOSS

The prediction of the path loss is the most important step
in the radio system planning process since it determines
radio coverage. Prediction models could include only finite
number of parameters that can influence radio propaga-
tion, and often factors such as environment (effects of
buildings, manmade obstacles, vegetation) as well as mul-
tipath fading are treated separately.

Three major mechanisms of radio propagation are re-
flection, diffraction, and scattering. Rather than focusing
on the details of radiowave propagation, which are covered
in Ref. 6, the models for large-scale path-loss prediction
will be summarized indicating critical parameters that are
influencing radio reception.

The free-space propagation model is applicable when
there is unobstructed line-of-sight path between the trans-
mitter and the receiver. This scenario is typical for satel-
lite systems and microwave radio links. The path loss is
given by

Lfree spaceðdBÞ¼ � 10 logðGTðdBÞÞ � 10 logðGRðdBÞÞ

þ 20 logðf ðHzÞÞ þ 20 logðdðmÞÞ � 147:6

where GT and GR are transmitter and receiver antenna
gains, f is the carrier frequency, and d is the distance be-
tween the transmitter and receiver. Free-space path loss
has inverse square law dependence with the distance so
received power is reduced by 6 dB when the range is dou-
bled (20 dB/decade decay with distance). In the same man-
ner path loss increases with the increase of carrier
frequency. While increasing the antenna gains may com-

Pt[dBm] 
TX power

Lp[dB] propagation path loss

Prec[dBm] input signal level

Mi[dB] interference margin

Mf[dB] fading margin

RS[dBm] receiver sensitivity

SNR[dB]

N[dBm] effective noise powerNF[dB] receiver noise figure

Nth[dBm] noise power

Gr[dB] receiving antenna gain

Gt[dB] transmitting antenna gain

Figure 1. Power budget for radio-
link design.
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pensate for the loss due to high operating frequency in
point-to-point links, in mobile radio links this is not pos-
sible due to required omnidirectional coverage. The equa-
tion for free-space path loss is only valid when distance d
is in the far-field of the transmitting antenna.

In practical radio channels free-space model conditions
do not apply and further corrections to the path loss have
to be accounted. A simple but practical scenario includes
the direct path and ground-reflected path between trans-
mitter and receiver. This model has been found to be ac-
curate for path-loss prediction over distances of several
kilometres for mobile radio systems and for the line-of-
sight microwave links. Assuming that transmitter and re-
ceiver antenna heights hT, hR are much smaller than the
distance, path loss is given by

Lground reflectionðdBÞ¼ 40 logðdðmÞÞ � 10 logðGTðdBÞÞ

� 10 logðGRðdBÞÞ � 20 logðhTðmÞÞ

� 20 logðhRðmÞÞ

In this case path loss is independent from carrier fre-
quency; however, the inverse fourth power-law decay is
observed when increasing distance. For distances that are
larger than few tens of kilometres, the Earth curvature
should be taken into account and the values of the reflec-
tion coefficient should be modified [2]. Also of importance
is dependence of the reflection coefficient on polarization
and materials of the reflected surface [2,3].

The diffraction mechanism allows the radiolink to be
maintained even when receiver is in the obstructed area,
shadowed by the object. Huygens’ principle could be used
to explain the diffraction [2]. For practical applications
Fresnel zones should be considered [4]. The simple knife-
edge diffraction model is often used to calculate signal at-
tenuation. Objects within Fresnel zones may cause dif-
fraction loss, which is the function of the dimensionless
Fresnel–Kirchhoff diffraction parameter

u¼h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðd1þd2Þ

ld1d2

s

The geometry of knife-edge diffraction is depicted in Fig. 2.
Diffraction loss can be translated into path loss relative
to free-space loss, and it is given by nomograms or by
approximations which are expressed as

LðnÞðdBÞ ¼

20 log ð0:5� 0:62nÞ �0:8ono0

20 log½0:5 expð�0:95nÞ� 0ono1

20 log 0:4�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:1184� ð0:38� 0:1nÞ2

q� �
1ono2:4

20 log
0:225

n

� �
n > 2:4

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

In cases where there are more than one objects affecting
the radio propagation, multiple knife-edge models should
be introduced. Various approximate solutions have been
presented, with different levels of accuracy. They have
been compared by Parsons [2].

2.1. Path-Loss Prediction Models

Prediction models have evolved extensively in UHF/VHF
bands addressing the growing importance of mobile radio
services. Most models provide the prediction of the median
path loss, the loss that is not exceeded at 50% of locations
and for 50% of the time [2]. Knowledge of the radio signal
statistics further allows estimation of the signal variabil-
ity and prediction of the area where specified signal
strength is achieved for a given percentage of location.
Path-loss models differ in applicability to different terrain
profiles and cover different level of details, from general to
very specific scenarios. Most of the models are empirical,
based on the interpretation of the measured data in the
particular area by fitting curves or analytical expressions.
The advantage of this approach is that it takes into ac-
count the variety of propagation factors through actual
field measurements. However, the models are strictly ap-
plicable only to the environments characterized in mea-
surements, and additional measurements are necessary in
different frequency bands and on different locations to
provide correction factors. Some of the commonly used
models for outdoor and indoor environments will be dis-
cussed in subsequent sections. For more detailed compar-
ison, the reader is referred to Refs. 2 and 3.

2.1.1. Outdoor Prediction Models. The significance of
two models has been established in practice in VHF/UHF
band: the Hata model and the Walfisch–Ikegami model [8].
Both models are empirical, derived from experimental
data, and are extensively used in commercial computer-
aided prediction tools. In general usage and accuracy of
models depends on the propagation environment: Hata’s
model provides good accuracy in urban and suburban en-
vironments, the Walfisch–Ikegami model is widely used
for dense urban environments and microcells. Extensions
to both models are provided by The European Co-opera-
tive for Scientific and Technical research (COST) to cover
the PCS band [9].

The Hata model, based on measurements of Okumura,
has established empirical mathematical formulas for the
path loss and considerably enhanced practical value of the

TX RX

�

h

d1 d2

Figure 2. Knife-edge diffraction geometry.
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Okumura method [2]. It is restricted for the following
range of parameters: frequency f 150–1000 MHz, height of
the base station antenna hte 30–200 m, height of the mo-
bile unit antenna hre 1–10 m, and distance d 1–20 km. The
standard formula for basic transmission loss in urban area
is

LurbanðdBÞ ¼69:55þ 26:16 logðf ðMHzÞÞ � 13:82 logðhteðmÞÞ

� aðhreÞþ ð44:9� 6:55 logðhteðmÞÞÞ logðdðkmÞÞ

where f is the carrier frequency, hte is the effective trans-
mitter antenna height, hre is the effective receiver antenna
height, d is the distance, and a(hre) is the correction factor
for effective receiver antenna height, which is a function of
cell size. The correction factor for mobile antenna height
for a small to medium-sized city (urban area) is computed
as

aðhreÞðdBÞ¼ ð1:1 logðf ðMHzÞÞ � 0:7ÞhreðmÞ

� ð1:56 logðf ðMHzÞÞ � 0:8Þ

and for a large city (dense urban area) as

aðhreÞðdBÞ

¼

8:29ðlogð1:54hreðmÞÞ
2
� 1:1; fc � 300MHz

3:2ðlogð11:75hreðmÞÞ
2
� 4:97; fc � 300MHz

8
<

:

Suburban area path loss can be calculated using the mod-
ified equation

LsuburbanðdBÞ¼LurbanðdBÞ � 2
logðf ðMHzÞÞ

28

� �2

�5:4

and path loss in open rural areas is given by

LruralðdBÞ¼LurbanðdBÞ � 4:78ðlogðf ðMHzÞÞÞ2

� 18:33 logðf ðMHzÞÞ � 40:98

The Hata model is well suited for large cell mobile sys-
tems, but not for the PCS cells with the radius on the order
of 1 km. The COST analysis of several measurements con-
ducted in European cities for PCS band have resulted in
an extended range of parameters for Hata’s model to in-
clude the 1800 MHz frequency band [9]. The COST-231
proposed model for path loss is given by

LurbanðdBÞ¼ 46:3þ33:9 logðf ðMHzÞÞ

� 13:82 logðhteðmÞÞ � aðhreÞ

þ ð44:9� 6:55 logðhteðmÞÞÞ logðdðkmÞÞ þCM

where all parameters are defined for the original Hata’s
formula and

CM¼
0dB; for medium-sized city and suburban areas

3dB; for dense urban area

(

COST-231-Hata’s model is valid for scenarios with base
station heights larger than rooftops in the vicinity of the
base station. This is the case in large cells and small cells
(maximum range 1–3 km), and path loss is determined
largely by diffraction and scattering at rooftops in the vi-
cinity of the mobile unit. Main rays propagate in this case
above the rooftops. In practical situations it is not recom-
mended to extend the range of validity on base station
heights below the roof tops, as in the micro cell scenario.
Wave propagation in micro cells (maximum range 0.5–
1 km) is determined by diffraction and scattering around
buildings, and main rays propagate in street canyons.
These phenomena are further addressed by the Walfish–
Ikegami model.

The approach of the Walfish–Ikegami model is restrict-
ed to radio paths that are obstructed by buildings and is
not applicable if a line-of-sight path exists between the
transmitter and receiver antennas within a street canyon.
Few parameters are introduced to describe the character
of the dense urban environment as depicted in Figs. 3
and 4: heights of buildings, widths of roads, building sep-
aration, and road orientation with respect to the direct
radio path.

However, the model still considers only characteristic
values and there is no consideration of the topographical
database of the buildings. The models can be applied even
when no data on the urban parameters are available by
using the default values, which increases the prediction
error. For a line-of-sight case in a street canyon the path
loss is equal to

LbðdBÞ¼ 42:6þ 26 logðdðkmÞÞ þ 20 logðf ðMHzÞÞ;

for d � 20 m

where the first constant in formula is determined so Lb

is equal to free-space loss for 20 m. Otherwise the model
is composed by three terms and restricted by the

d

w

b

TX RX

�

∆hRoof

∆hBase

hRoof

hMobile

hBase

Figure 3. Parameters used in Walfish–Ikegami model.
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free-space loss

LbðdBÞ¼
L0þLrtsþLmsd

L0 for LrtsþLmsd � 0

(

The free-space loss is given by

L0ðdBÞ¼ 32:4þ 20 logðdðkmÞÞ þ20 logðf ðMHzÞÞ

the rooftop-to-street diffraction and scatter loss is

LrtsðdBÞ¼ � 16:9� 10 logðwðmÞÞþ 10 logðf ðMHzÞÞ

þ 20 logðDhmobileðmÞÞþLori

where

LoriðdBÞ¼

�10þ 0:354j� for 0 � jo35�

2:5þ 0:075ðj� � 35Þ for 35 � jo55�

4:0� 0:114ðj� � 55Þ for 55 � j � 90�

8
>><

>>:

and

Dhmobile¼hroof � hmobile

Dhbase¼hbase � hroof

The multiscreen diffraction loss

LmsdðdBÞ¼Lbshþ kaþ kd logðdðkmÞÞþ kf logðf ðMHzÞÞ

� 9 logðbðmÞÞ

consists of a number of terms:

LbshðdBÞ¼
�18 logð1þDhbaseðmÞÞ hbase > hroof

0 hbase � hroof

(

with

kaðdBÞ

¼

54 hbase > hroof

54� 0:8DhbaseðmÞ d � 0:5 km and hbase � hroof

54�
0:8DhbaseðmÞdðkmÞ

0:5
d � 0:5 km and hbase � hroof

8
>>>>>><

>>>>>>:

representing the increase of path loss for base station an-
tennas below the roof tops of the adjacent buildings,

kd½dB� ¼

18 hbase > hroof

18� 15
Dhbase

hroof
hbase � hroof

8
<

:

controling the dependence of the multi-screen diffraction
loss versus distance and

kf ðdBÞ¼

� 4þ

0:7
f ½MHz�

925� 1

� �
for urban and suburban areas

1:5
f ½MHz�

925� 1

� �
for dense urban area

8
>>><

>>>:

controling the dependence of the multiscreen diffraction
loss versus radiofrequency.

The COST-231–Walfish–Ikegami model is restricted
to the following range of parameters: frequency f
800–2000 MHz, height of the base-station antenna hbase

4–50 m, height of mobile unit antenna hmobile 1–3 m, and
distance d 0.02–5 km. If the data on the structure of build-
ings and roads are unknown, the default values may be
used: for b 20–50 m, w¼ b/2, hroof 3 m times the number of
floors plus the roof height, roof height is 3 m for pitched,
0 m for flat, and j¼ 901.

The COST–Walfish–Ikegami model has been verified
for frequencies in the 900 and 1800 MHz band and radio
pathlengths from about 100 m to 3 km [9]. The path loss
has very steep decay versus the height of the base-station
antenna when the latter is close to the height of adjacent
buildings and this case generally results in large predic-
tion errors. Prediction errors are larger when hbaseEhroof.
The performance of the model is poor for hbase5hroof be-
cause it does not consider waveguiding in the street can-
yons and diffraction at corners. For good performance of
small-cell area coverage, the base-station antenna should
be installed several meters (Z4 m) above the maximum
rooftops of adjacent buildings within a radius of few hun-
dred meters (e.g., 150 m). The prediction error may be
quite large for microcells, which requires detailed know-
ledge of streets and buildings [9].

2.1.2. Indoor Prediction Models. Progress of personal
communication services has established the need for ac-
curate models that can support path-loss prediction inside
and into the buildings. The major characteristics of indoor

�

Buildings

Incident wave

Figure 4. Definition of the street orientation in Walfish–Ikegami
model.
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radio channel are much smaller distances than in outdoor
cases and higher variability of the environment. Building
floorplan, construction materials, and building type great-
ly influence propagation characteristics. Partition losses
at the same floor and partition losses between floors have
been extensively measured and categorized [3].

For radio transmission originating outdoors, path loss
due to signal penetration into the building should be con-
sidered. A number of factors have been found to influence
penetration loss, including signal frequency, antenna pat-
tern, and antenna position. Typical values for penetration
loss measured in the 900-MHz band are on the order
of 12 dB, with 6 dB lower loss when the building front
(Facade) had windows [3].

Losses within buildings and penetration losses can be
combined in the model characterizing propagation into the
building [8]

LðdBÞ¼LmeanðdBÞþ 10 n logðdðmÞÞ þ kFðdBÞ

þpWIðdBÞþWEðdBÞ

where Lmean is the mean path loss from the transmitter to
the building, n is the power exponent of the distance de-
pendence, d is the distance into the building, k is the
number offloors between transmitter and receiver, F is the
floor loss factor, p is the number of interior walls between
transmitter and receiver, WI is the internal wall loss fac-
tor, and WE is the external wall loss. For in-building path
loss Lmean becomes path loss at 1 m distance from the
transmitter antenna and WE is not used. The wall loss
factor depends on the construction materials and varies
from 0.4 to 29 dB in the 900-MHz band.

Analysis of the experiments carried out in UK in the
900-MHz band in a typical office building with several
floors resulted in the path-loss model

LðdBÞ¼L0ðdBÞþ 10 n logðdðmÞÞ þ kF

where L0 is the path loss at 1 m distance from the trans-
mitter antenna, n is the distance power-law coefficient, d
is the vertical range in the building, k is the number of
floors considered, and F attenuation per floor is measured
in decibels. At 900 MHz n was approximately 4, L0¼

30 dB, and F was 5.4 dB per floor [8].
More recent advanced methods for coverage prediction

within buildings rely on site-specific propagation models
and databases that support the ray-tracing method for
deterministically modeling of the propagation environ-
ment. As three-dimensional building models and da-
tabases become widespread, deterministic methods may
prevail for determining the path loss in a wide range of
operating conditions [3].

2.2. Coverage Prediction Using Path-Loss Models

Propagation loss models can establish median path loss as
a function of the distance between the transmitter and the
receiver. Both theoretical and empirical models indicate
that received signal power decreases logarithmically with
distance with a slope of 10n dB per decade. The value of

the n ranges from 2 for a free-space propagation to larger
values for obstructed paths (e.g., 3–5 for urban mobile ra-
dio, 4–6 for obstructed indoor propagation). However, this
model does not consider different clutters, which may re-
sult in different signal levels for the same distance. The
value of the path loss at a particular location is a random
variable with a lognormal distribution (Gaussian when
measured in dB units) about the mean value, which is
distance-dependent. Lognormal statistics describes the
shadowing effect at different locations. In practice values
of the exponent n and standard deviation of the lognormal
fading are determined from measured data. Shadowing is
often referred to as a long-term fading.

The random effects of shadowing cause the signal level
at certain locations to be lower than the specified level.
Therefore it is useful to compute the coverage area with a
certain radius, in particular the percentage of the area
with a received signal equal or greater than the specified
level. Tradeoff between the percentage of coverage (for a
given exponent loss n and shadowing variance) and the
amount of fading margin is an important element of the
power budget. Details on the coverage computation pro-
cedure can be found in Refs. 3 and 4.

3. EFFECTS OF ENVIRONMENT

In addition to large-scale path loss, different attenuation
factors due to the environment may influence the power
budget. Additional signal attenuation may be the result of
natural phenomena or artificially created environmental
conditions.

3.1. Weather Effects

For microwave radio with line-of-sight paths different
weather-related effects may contribute to fading and
path loss. Examples include absorption and scattering by
snow, hail, fog, and rain. Dry snow does not have signif-
icant effect on frequencies below 30 GHz; however, wet
snow may cause larger attenuation. In general, this at-
tenuation is not of concern. However, degradation of an-
tenna characteristics due to snow and ice buildup on the
surface may influence antenna directivity, and precau-
tions may be taken by using protective radomes. For dif-
ferent types of antennas, attenuation loss due to
accumulated ice is 2–7 dB. Another effect of snow is that
it may affect the reflection coefficient, and in most cases,
depending on the type of snow reflection coefficients, is
close to 1 [7].

3.2. Molecular Absorption

The absorption from oxygen and water vapor in the atmo-
sphere is an additional factor that has to be considered at
certain frequencies. The atmosphere extends to an alti-
tude of approximately 20 km, yet it represents a path-loss
source that cannot be neglected.

Specific attenuation (given in dB/km) is calculated in
Ref. 8, including local maxima of attenuation occur at fre-
quencies around 22 GHz for the water vapor and 60 and
120 GHz for the oxygen. The respective values are around
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0.2 dB/km for water vapor and around 15 and 2 dB/km for
oxygen. However, system comparisons indicate that water
vapor attenuation is far less important than rain attenu-
ation even in the frequency range of B20 GHz.

3.3. Rain Attenuation

One factor that is important when considering rain atten-
uation is polarization-related loss due to nonspherical
shape of raindrops. The horizontally polarized waves ex-
perience larger attenuation than do vertically polarized
ones. This can also result in a cross-polarization effect,
which may be harmful for microwave systems using chan-
nel planning based on different polarizations. The fre-
quency-related attenuation depends on the drop size
distribution, and is not considered significant for the sig-
nals below 11 GHz for locations with rain climate similar
to northern hemisphere. For tropical areas critical fre-
quency is as low as 5 GHz.

Rain attenuation statistics prediction is based on rain
rate data, which depends on rainfall microstructure. The
ITU-R model is based on rain rate R0.01% exceeded for
0.01% of the time with an integration time of 1 min. This
information can be obtained from local measurements and
in the case that measurements are not available from
ITU-R reports. The specific attenuation is calculated as
gR¼ k Ra; where R is the rain rate in mm/hour, and k, a are
regression coefficients that are a function of frequency and
polarization [11]

k¼
kHþkV þ ðkH � kVÞ cos2ðyÞ cosð2tÞ

2

a¼
kHaHþ kVaV þðkHaH � kVaVÞ cos2ðyÞ cosð2tÞ

2k

where y is the path elevation angle and t is the polariza-
tion tilt angle relative to horizontal, t¼ 451 for circular
polarization, and other parameters are as given in a Table
3. The effective pathlength in this case is calculated
by multiplying the actual pathlength L with a reduction
factor

r¼
1

ð1þL=L0Þ

where

L0¼ 35 expð�0:015 R0:01%Þ

Path attenuation exceeding the 0.01% of the time is esti-
mated by

A0:01ðdBÞ¼ gR r L

3.4. Attenuation Due to Clouds and Fog

In Earth–space radiocommunication systems for frequen-
cies higher than 10 GHz the attenuation due to clouds may
be important factor affecting system performance. The
mechanism of attenuation is well understood since clouds
and fog consist of small droplets and it is possible to ex-
press attenuation in terms of total water content per unit
volume [12] as

gðdB=kmÞ¼Kl½ðdB=kmÞðg=m3
Þ�Mðg=m3

Þ

where g is specific attenuation within the cloud, Kl is the
specific attenuation coefficient, and M is the liquid water
content of the cloud or the fog. The typical water content is
about 0.05 g/m3 for medium fog with visibility B300 m and
0.5 g/m3 for thick fog with visibility B50 m. The specific
attenuation coefficient for the frequencies up to 1000 GHz
is given by

Kl¼
0:189f ½GHz�

e00ð1þ Z2Þ
ðdB km�1 g�1 m�3Þ

where

Z¼
2þ e0

e00

and complex dielectric permitivity of water is

e00ðf Þ¼
f ðe0 � e1Þ

fp 1þ ðf=fpÞ
2


 � þ f ðe1 � e2Þ

fs 1þ ðf=fsÞ
2


 �

e0ðf Þ¼
e0 � e1

1þ ðf=fpÞ
2


 � þ e1 � e2

1þ ðf=fsÞ
2


 � þ e2

where e0¼77.6þ 103.3(y� 1), e1¼ 5.48, e2¼ 3.51 and y¼
300/T, where T is temperature in kelvins. The principal
and secondary relaxation frequencies are given by

fpðGHzÞ¼ 20:09� 142ðy� 1Þþ 294ðy� 1Þ2

fs½GHz� ¼ 590� 1500ðy� 1Þ

Attenuation due to fog becomes significant at frequencies
around 100 GHz with specific attenuation of 0.4 dB/km for
medium fog, and 4 dB/km for thick fog.

3.5. Foliage

The leaves of maple, oak, hickory, and similar trees can
cause additional signal loss in the frequency range above
400 MHz. In the winter leaves fall and received signal is
generally stronger than in the summer. Various factors
contribute to this type of loss, including operating fre-
quency, type of leaves, height of the trees, and thickness of
the foliage. In general, design practice is to add about
10 dB of allowance in the forest area in addition to pre-
dicted path loss [7].

In tropical rainforest areas leaves do not fall and their
shape is different, producing different attenuation. Major
studies carried out in the 50–800-MHz band indicate that
loss increases linearly in log scale from 35 dB/decade at

Table 3. Parameters for Regression Coefficients
Calculation

Frequency (GHz) kH kV aH aV

2 0.000154 0.000138 0.963 0.923
6 0.00175 0.00155 1.308 1.265
10 0.0101 0.00887 1.276 1.264
15 0.0367 0.0335 1.154 1.128
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50 MHz up to 40 dB/decade at 800 MHz. The foliage loss is
approximately proportional to the operating frequency
raised to fourth power, which is a good approximation
for horizontal polarization. Vertical polarization experi-
enced greater loss in general by 8–25 dB at 50 MHz and
1–2 dB at 800 MHz. For a transmitting antenna over tree-
tops and a receiving antenna located in the trees, a delay
spread of 0.2ms has been reported due to foliage [7].

3.6. Constructions

Although path-loss models tend to capture differences be-
tween buildup and rural areas, few specific conditions
should be emphasized. Street orientation has the channel
effect on the received-signal strength. For a mobile unit
closer to the base station in the range of 1–2 mi, the dif-
ference between signal strengths in the case when the
street is parallel to the base station and when it is per-
pendicular to it is about 10 dB. This phenomenon dimin-
ishes for distances over 5 mi.

A mobile receiver moving into a tunnel experiences a
signal loss that is dependent on the frequency and the
transmitter/receiver positioning. Experiments carried out
for the transmitter at the entrance of the tunnel and the
mobile receiver moving through the tunnel show that at
300 m inside the tunnel B4 dB loss is observed at 1 GHz.
Attenuation at lower frequencies was much higher, ap-
proaching 20 dB at 400 MHz [7]. Results from a study in
New York have established inverse-law dependence of
path loss versus the distance with a inverse law from 4
at 900 MHz reducing to 2 at 2400 MHz. Above this level,
the frequency loss is less than in free space, indicating
some sort of guiding mechanism.

The underpass effect results in a signal drop between 5
to 10 dB when a mobile receiver drives through. The pe-
riod of the attenuation depends on vehicle speed. In cel-
lular radio this type of effect usually does not affect the
voice channel.

4. SMALL-SCALE VARIATIONS: MULTIPATH FADING

Small-scale fading (also referred as fast fading, short-term
fading, or simply fading) describes the fluctuations of the
received radio signal over a short period of time or a short
travel distance. Substantial variations of the signal am-
plitude are caused mainly by local multipath propagation.
Multiple replicas of the signal combine at the receiver an-
tenna in different ways depending on the time of arrival
and the phase of individual components, resulting in fluc-
tuations that are fast compared to longer-term variation
in mean signal level (shadowing). These fluctuations are
seen in the received signal as large changes of amplitude
over a small interval of time, random frequency modula-
tion due to Doppler shifts on different multipath arrivals,
and possible time dispersion due to different propagation
delays of multipath components. Although fading is a ba-
sically spatial phenomenon, it is experienced as temporal
phenomenon by a radio receiver moving through the mul-
tipath field. The motion of surrounding objects (reflectors,
scaterrers) also impacts fading characteristics in the
case of a static transmitter/receiver pair, and/or when it

is comparable to the speed of the mobile. Fast fading is
observed over a distance of B0.5 l, with fades of depth
B20 dB frequent and larger fades of 430 dB less frequent,
but not uncommon [4].

In practice there is no clear border between slow and
fast fading. It is commonly assumed that in the areas
where multipath occurs, radio signal consists of a local
mean value that is constant over a small area, but varies
slowly as the receiver moves, and a fast fading component
superimposed on the slowly varying signal.

In mobile radiocommunications multipath fading oc-
curs in urban areas where the height of the mobile an-
tenna is much lower than that of the surrounding
buildings and there is no line-of-sight path between the
transmitter and the receiver. Propagation is determined
mainly by scattering and diffraction around the buildings.
In fixed radiolinks where the line-of-sight propagation ex-
ists, multipath propagation is caused by reflection from
the ground or surrounding objects.

Besides multipath propagation, other factors may in-
fluence the fading characteristics. Relative motion be-
tween the transmitter and the receiver in mobile and
low-Earth orbit satellite communications results in a
phase change due to the difference in pathlengths, which
can be observed as a Doppler frequency shift in each prop-
agation path as illustrated in Fig. 5. The phase change is
given by

Df¼
2pDl

l
¼

2p vDt

l
cos y

and the corresponding frequency shift is

fd¼
1

2p
Df
Dt
¼

v

l
cos y

where v is the speed of the mobile unit. If mobile unit is
moving toward the transmitter, positive Doppler shift re-
sults in increase of the received signal frequency, and if it
is moving away from the transmitter, a negative Doppler
shift results in decrease of the received-signal frequency.
The angle between the incoming wave and the direction of

d

∆l

Θ Θ

v

Figure 5. Geometry for illustration of Doppler effect.
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motion determines the maximum rate of phase change
that occurs when the waves are coming directly behind or
ahead the mobile.

While characteristics of a fading channel are conse-
quences of physical propagation phenomena, their impact
on the received radio signal depends on the transmitted
signal characteristics as well, primarily on the bandwidth
of the transmitted signal. This relationship will be ad-
dressed in more detail in the following section.

4.1. Statistical Characterization of Multipath
Fading Channels

Two major characteristics of a multipath fading channel
can be observed by transmitting a short pulse (ideally im-
pulse):

1. Time spread (dispersion) of the channel, resulting in
more than one received pulse. Pulses differ with re-
spect to differ in time of arrival, amplitude, and
phase.

2. Time variation; the structure of multipath varies
with time, and the same sounding experiment will
produce different number of echoes with different
arrival times, amplitudes, and phases if repeated at
a different time.

Consequently a multipath fading channel is characterized
in statistical terms. The impulse response of the time-
varying multipath channel is represented by time-varying
linear filter h(t, t), where the variable t represents time of
transmission and t represents the channel multipath de-
lay for a fixed value of t. Thus h(t, t) represents the re-
sponse of the channel at time t due to the impulse applied
at time t� t. When the received signal contains discrete
multipath components, the equivalent complex baseband
impulse response model is given by

hðt; tÞ¼
X

n

anðtÞ expð�j2pfctnðtÞÞd½t� tnðtÞ�

where an(t) is the attenuation factor for the nth path, tn(t)
is the propagation delay for the nth path, and fc is the
signal carrier frequency.

Statistical characterization of the fading channel is
detailed in Ref. 15. In summary, channel impulse response
h(t, t) can be represented as a zero-mean complex-valued
Gaussian process, so that its envelope at any time instant
is Rayleigh distributed and the phase is uniform [16].
When a strong signal component (fixed scatterer, strong
reflection) exists, h(t, t) does not have a zero mean and the
statistics of the channel is Rician [17]. Regardless of the
probability distribution, a wide-sense stationary channel
is characterized by two functions: multipath intensity pro-
file and power delay profile of the channel, which give the
average output power of the channel as a function of the
time delay t. The multipath spread Tm of the channel rep-
resents a range of values of t over which the power delay
profile is essentially nonzero.

In practice, power delay profiles are found by averaging
instantaneous power delay profile measurements over a

local area to determine an average small-scale power de-
lay profile. A typical spatial separation for sampling the
channel is a quarter of a wavelength, over receiver move-
ments no greater than 6 m in outdoor channels and no
greater than 2 m in indoor channels [1]. Several statistical
parameters quantify the delay characteristics of the chan-
nel. The mean excess delay is the first moment of the
power delay profile

tmean¼

P
n a2

ntnP
n a2

n

and RMS delay spread is the square root of the second
central moment of the power delay profile

st¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � t2

mean

q

where

t2¼

P
n a2

nt
2
nP

n a2
n

All delays are measured relative to the first detectable
signal arriving at the receiver at t0¼ 0. Relative ampli-
tudes of multipath components are also used in computa-
tions. Typical values of RMS delay spread are on the order
of microseconds for outdoor mobile radio channels and
nanoseconds for indoor radio channels [3].

The maximum excess delay is defined as tX� t0, where
tX is the maximum delay at which the multipath compo-
nent is X dB lower than the strongest multipath arrival,
which is not necessarily at t0. It is important to note that
all parameters highly depend on the noise threshold in the
power delay profile, which is used to differentiate multi-
path components and thermal noise.

The Fourier transform of the power delay profile deter-
mines frequency coherence properties of the channel. The
inverse of the multipath spread

ðDf Þc¼
1

Tm

is a measure of the coherence bandwidth of the channel.
Effectively, two signal components separated in frequency
by more than a coherence bandwidth will be affected dif-
ferently by a channel; that is, they will fade independent-
ly. Coherence bandwidth is practically quantified by a
level of frequency correlation function and the RMS delay
spread. For example, for a correlation function above 0.9
the coherence bandwidth is approximately [3]

ðDf Þc 	
1

50st

Time variations of the channel can be described by the
Doppler power spectrum of the channel, which gives
the signal intensity as a function of a Doppler frequency.
The range of Doppler frequency over which the Doppler
power spectrum is essentially nonzero is called the
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Doppler spread Bd of the channel. It measures the spectral
broadening caused by the time variations. The inverse of
the Doppler spread

ðDtÞc 	
1

Bd

is the coherence time of the channel, and defines the time
interval over which the characteristics of the channel can
be regarded as constant. If the signal components are sep-
arated in time by more than the duration of coherence
time, they can be regarded as independent.

However, Bd is not uniquely defined. On the other
hand, if a purely sinusoidal tone of frequency fc is trans-
mitted over a channel, the received signal is within [f0� fd,
f0þ fd], where fd is the Doppler shift, showing that spectral
broadening depends on the velocity of the mobile unit as
well. A commonly used relationship describing the coher-
ence time is given by [3]

ðDtÞc¼
0:423

fd

The scattering function of the fading channel, represent-
ing power density as a two-dimensional function of delay
and Doppler frequency, and different correlation functions
of the channel are related via different Fourier transform
pairs [15].

In the case of a Rayleigh fading channel, two important
statistical parameters may clarify design choices of diver-
sity techniques and error control codes:

1. The level-crossing rate, defined as the expected val-
ue of the rate at which the envelope of the Rayleigh
fading process crosses a specified level in a positive-
going direction [3]. The number of level crossings
per second is given by

NR¼
ffiffiffiffiffiffi
2p
p

fdre�r
2

where fd is the maximum Doppler frequency and r¼
R/Rm is the normalized value of the specified level R
by the local RMS amplitude of the fading envelope.
For example, in the 900-MHz band with vehicle
speed of 48 kmph (1000 mi/h), the maximum value
is 39 crossings per second.

2. The average fade duration, defined as the average
period of time for which the received signal is below
a given level R. For Rayleigh fading, it is given by

t¼
er

2
� 1

rfd

ffiffiffiffiffiffi
2p
p

showing the dependence on mobile (unit) speed. For
a given fading margin, determined in a power bud-
get, it is important to evaluate the rate at which the
received signal falls below a certain level and the
average time during which it remains below that
level. These parameters directly translate into a

SNR reduction during the fade that can be used
for the prediction of the radio performance.

4.2. Channel Classification

The impact of the fading channel on the received signal
depends on the signal characteristics such as signal band-
width and signal duration. The relationship between sig-
nal characteristics and channel parameters will serve as
the criterion for channel classification. Let us consider
digital communication system with signaling interval T.

For a signaling interval T much larger than the mul-
tipath spread of the channel, TbTm, channel introduces a
negligible amount of intersymbol interference. On the oth-
er hand, for a bandwidth of a signaling pulse WE1/T, the
previous relationship implies that the signal bandwidth is
much smaller than the coherence bandwidth of the chan-
nel, resulting in frequency-nonselective or frequency-relat-
ed flat fading. This implies that amplitude attenuation
and phase shift introduced by channel are the same for all
signal components and consequently spectral characteris-
tics of the transmitted signal are preserved at the receiver.
Channel distortion is simply a multiplicative random pro-
cess. In this case multipath components of the signal can-
not be resolved. This case is typical for narrowband
communication signals. Flat fading may result in deep
fades.

In a case where the signaling interval is smaller than
the multipath spread of the channel, consecutive trans-
mitted symbols interfere with each other at the receiver,
producing intersymbol interference. In this case the sig-
naling bandwidth W is larger than the coherence band-
width of the channel, and different signal frequencies are
subject to different gains and phase shifts. This type of
channel is referred to as the frequency-selective channel.
Frequency-selective channels are typical for wideband
communication systems such as time-division multiple-
access systems or spread-spectrum systems.

For a signaling interval T smaller than the coherence
time of the channel, T5(Dt)c, channel characteristics can
be regarded as fixed during the symbol interval. In the
frequency domain, the signaling bandwidth is much larger
than the Doppler spread of the channel. This condition
corresponds to a slowly fading channel. However, the rate
of change of the channel depends on both signaling band-
width and the velocity of the transmitter or the receiver.

For a signaling interval larger than the coherence time,
channel impulse response changes within the duration of
the symbol. This results in spectral broadening, which in
turn leads to signal distortion since the signal bandwidth
is smaller than the Doppler spread of the channel. This
type of fading is referred to as fast fading or time-selective
fading.

It should be pointed out that there is a slight inconsis-
tency in terminology. The term fast fading is used to de-
scribe multipath fading, which is fast compared to
shadowing effects [3]. On the other hand, multipath fad-
ing is characterized as fast fading when the signaling in-
terval is larger than the coherence time of the channel
[15]. Although it might be somewhat confusing, the
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precise meaning of the term can be deducted from the
context in which it is used.

For a physical channel with a given multipath delay
spread and Doppler spread, different scenarios may arise
depending on the signal design. A slow fading condition is
desirable from the standpoint of receiver design since it
allows coherent reception; synhcronization circuits are
able to track changes of the signal. It is important to
note that even in situations characterized as slowly fad-
ing, that is, for which BdT51, receiver performance may
be significantly affected by channel fluctuations via non-
perfect synchronization. The amount of degradation de-
pends on the exact value of BdT.

If signal bandwidth W cannot be selected independent-
ly of the signaling interval T, for a given fading rapidity,
the system may be subject to frequency-selective or fre-
quency-nonselective fading. Slow frequency-nonselective
fading introduces constant multiplicative distortion and
no ISI (intersymbol interference). Both coherent and non-
coherent receivers can be employed. In the case of slow
frequency-selective fading, equalization techniques should
be used to compensate for ISI and equalizer operation is
possible because of slow variations of the fading. In the
case when signal bandwidth can be selected independent-
ly of signaling interval (as in spread-spectrum systems
due to bandwidth expansion), one can simultaneously
achieve no-ISI and slow fading conditions.

In the case of fast fading and frequency-nonselective
channels, noncoherent reception techniques may be em-
ployed. On the other hand, fast frequency-selective fading
presents a serious obstacle for a communication system.

The product BdTm is called the spread factor of the
channel and has a fixed value for a given physical channel.
For underspread channels, BdTmo1, the system can be
designed to achieve the condition of negligible ISI and
slow fading. For digital systems an optimal data rate
can be derived to satisfy conditions for slow frequency-
nonselective fading [13]

R¼
1

T
¼

ffiffiffiffiffiffiffi
Bd

Tm

s

For overspread channels signal design choices are more
restricted and noncoherent reception is generally used.

4.3. Statistical Models for Fading Channels

While path-loss models play a crucial role in the power
budget, determining the range and coverage zone of the
radio system, statistical models for small-scale fading play
an important role in receiver design and evaluation. Per-
formance in the presence of fading is one of the major fac-
tors influencing the receiver sensitivity. Few major fading
models for different radio scenarios will be summarized in
this section.

With the advances in multiinput/multioutput wireless
systems and spacetime coding, temporal characterization
of the fading channels has been extended to cover space-
time propagation effects as well. Details on spacetime
channel models can be found in Ref. 29.

4.3.1. Jake’s Model. Jake’s model of a Rayleigh fading
path is based on scattering and is one of the most widely
used models for a fading channel. It effectively models a
frequency-nonselective fading channel with a Doppler
spectrum of the form

Sðf Þ¼
K

pfd

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f � fc

fd

� �s

where K is a constant that depends on polarization (for
detailed model derivation, see Ref. 12), fc is the signal fre-
quency, and fd¼ v/l is the maximum Doppler shift, where
v is the speed of vehicle and l is the signal wavelength.
This type of Doppler spectrum can be simulated using a
model with N0¼ 8 sinusoids where in-phase and quad-
rature components of the fading signal are given by

xcðtÞ¼ 2
XN0

n¼ 1

cosðbnÞ cosðontÞþ
ffiffiffi
2
p

cos a cosðodtÞ

xsðtÞ¼ 2
XN0

n¼ 1

sinðbnÞ cosðontÞþ
ffiffiffi
2
p

sin a cosðodtÞ

and Doppler shift is given by od¼ 2pfd, frequencies of the
sinusoids are on¼od cos(2pn/N), N0¼ (N/2� 1)/2, and
phases bn¼ pn/N0 and a¼ p/4. This model shows excellent
agreement with Rayleigh distribution, the autocorrelation
Bessel function, and the Doppler spectrum [12]. This tech-
nique can be extended to generate up to N0 independent
fading signals, which is of importance for tapped-delay-
line fading channel models for frequency-selective fading.

4.3.2. Tapped-Delay-Line Model for Outdoor Mobile
Systems. Tapped-delay line models are commonly used to
specify mobile radio channels. The structure of the model
is straightforward, and measurements for a particular
frequency band and geographic environment are used to
develop model parameters. The model is specified in terms
of number of multipath arrivals (usually fixed), relative
delays, relative power of multipath components, and
Doppler spectrum for each component. For a given radio
standard these parameters may vary widely not only with
different measurements but also with different signal
characteristics considered.

As an example of the tapped-delay-line model, a wide-
band propagation model for the GSM (global system for
mobile communications) digital cellular standard is sum-
marized. Discrete number of taps (6 and 12) is determined
by their time delay and their average power, amplitudes of
each tap are Rayleigh-distributed and varying according
to a Doppler spectrum S(f) [19]. Two types of Doppler
spectrum are defined: classical, to be used in all except one
case

Sðf Þ¼
Affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f

fd

� �2
s for f 2 ½�fd; fd�
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where fd¼ v/l is the maximum Doppler shift, and Rician,
which is the sum of a classical Doppler spectrum and one
direct path

Sðf Þ¼
0:41

2pfd

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f

fd

� �2
s þ 0:91dðf � 0:7fdÞ for f 2 ½�fd; fd�

Depending on the environment, few typical cases are spec-
ified: rural area, hilly terrain, and typical urban environ-
ment. Six tap models are summarized in Table 4.

4.3.3. Rummler Fading Model for Fixed Microwave
Systems. This is a three-path model developed for a line-
of-sight microwave radio channels is based on channel
measurements on a typical link in a 6-GHz band. Since the
differential delay of two multipath components is small,
the channel transfer function is given by

Hðf Þ¼ a 1� b expð�j2pðf � fminÞt0Þ½ �

where a is the overall attenuation, b is a shape parameter
resulting from multipath propagation, fmin is the fre-
quency of the fade minimum, and t0 is the relative time
delay between the direct and multipath components. By
fitting the model to the measurement data parameter, a is
modeled as lognormally distributed, while distribution for
b is given as (1� b)2.3. Two random variables are statisti-
cally independent. For b40.5, the mean of � 20 log a is

25 dB, with a standard deviation of 5 dB. For smaller val-
ues of b, the mean decreases to 15 dB. The delay param-
eter was estimated to be t0¼ 6.3 ns.

4.3.4. Saleh–Valenzuela Indoor Statistical Model. This
model is based on statistical modeling of the measure-
ments of indoor propagation with a multipath resolution
of 5 ns. The maximum reported multipath delay spread
was on the order of 100–200 ns within rooms in the build-
ing and 300 ns in hallways. This model is based on mul-
tipath components arriving in clusters. Amplitudes of the
components are independently Rayleigh distributed, with
variance that decays exponentially with the cluster delay
as well as with excess delay within a cluster. The differ-
ence from the tapped-delay-line model is that clusters and
multipath components within the cluster are modeled as
Poisson arrival processes with different rates and expo-
nentially distributed interarrival time [3].

4.4. Effects of Fading on System Performance

Analog radio systems are relatively narrowband, even for
high-capacity microwave links, and the major factor con-
tributing to the degradation of system performance is the
fading depth [8]. Therefore, a flat fading margin should be
provided to ensure robust performance. This margin de-
fines the additional loss that can be tolerated before the
system SNR reaches an unacceptable level.

For a digital system, BER (bit error rate) is the perfor-
mance measure and it should be specified for particular
fading condition. Important note is that performance de-
gradation of the digital signal is not graceful as in the an-
alog one. For a narrowband system, performance may be
specified in terms of flat-fading margin. For wideband sys-
tems, effects of frequency selectivity are more emphasized
and use of equalization techniques and/or other forms of
diversity are necessary to ensure desired performance. In
that case, the fading margin may not be specified explic-
itly, but the receiver sensitivity may be specified for fading
conditions, and will include the effects of fading counter-
measures.

5. MANMADE NOISE AND INTERFERENCE

Radio systems are limited by either noise or interference.
Characteristics of the noise greatly influence radio
receiver design; however, most of the radio systems now-
adays are interference-limited because of coexistence with
other radio systems and/or multiple-access schemes em-
ployed. Interference level in the radio system is dependent
on frequency, time, spatial location, and signal separation.
Some of the major interference mechanisms for radio sys-
tems will be described in this section.

5.1. Impulse Noise

The nature and characteristics of noise are important for
the radio reception in two ways. Understanding the noise
phenomena leads to more efficient system design. Char-
acterizing noise is crucial in performance prediction
of any radio system since it directly affects the receiver

Table 4. Tapped-Delay Fading Channel Models for GSM
Mobile Radio

Tap
Number

Relative
Time (ms)

Average
Relative

Power (dB)
Doppler

Spectrum

a. Typical Case for Rural Area (RA) x, with x-speed of Mobile

(km/h)
1 0.0 0 Rice
2 0.1 �4 Class
3 0.2 �8 Class
4 0.3 �12 Class
5 0.4 �16 Class
6 0.5 �20 Class

b. Typical case for Hilly Terrain (HT) x
1 0.0 0 Class
2 0.1 �1.5 Class
3 0.3 �4.5 Class
4 0.5 �7.5 Class
5 15.0 �8.0 Class
6 17.2 �17.7 Class

c. Typical Case for Urban Area (TU) x
1 0.0 �3.0 Class
2 0.2 0 Class
3 0.5 �2.0 Class
4 1.6 �6.0 Class
5 2.3 �8.0 Class
6 5.0 �10.0 Class

Source: Ref. 19.
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sensitivity. Radio systems are subject to different noise
sources. Effects of thermal noise and receiver noise are
well understood and are described by noise density and
noise figure. This type of noise is characterized as Gauss-
ian. Atmospheric noise has nonflat spectral density and
decreases rapidly with frequency. Galactic noise is due to
energy radiation from stars and planets; however, it is
usually below the level of thermal noise.

The type of noise referred to as manmade noise is im-
pulsive in nature and is generated by radiation of various
types of electrical equipment such as vehicle ignition sys-
tems, alternator, power lines, neon lights, industrial noise
from current switches, and from various domestic appli-
ances. This type of noise can significantly affect the per-
formance of a radio system. Its spectral characteristics are
very irregular, and it also varies in level with location and
time. Impulsive noise may be viewed as a combination of
successive impulses, with random amplitudes and random
time spacing. Different parameters have been established
to qualitatively describe this type of noise, including mean
or average voltage, peak voltage, amplitude probability
distribution, pulse height distribution, level-crossing rate,
and pulse duration distribution [2].

The median value of manmade noise power is given as
a function of frequency up to 200 MHz by [10]

Fam¼ c� d logðf ðMHzÞÞ

where c and d take values from Table 5. In the frequency
range 200–900 MHz the relationship is given by

Fam¼ 44:3� 12:3 logðf ðMHzÞÞ

As mentioned earlier, ignition impulses from motor vehi-
cles produce the significant component of manmade noise,
in particular in the VHF band. Noise amplitude distribu-
tion in this case can be determined by

A½dBðmV=MHzÞ� ¼106þ 10 log Vðvehicles=km2
Þ

� 28 logðf ðMHzÞÞ

where V is the traffic density.
Predicting the performance of the receiver in the pres-

ence of impulse noise is extremely difficult compared to
relatively straightforward methods for Gaussian noise.
Different techniques are presented in Ref. 2.

5.2. Cochannel Interference

Cochannel interference (CCI) is the consequence of better
spectrum utilization. It is generated in a scenario where
two or more communication signals are assigned to the
same frequency and operate at the same time. CCI may be
caused by a number of scenarios depending on the radio
service: bad route planning for microwave radiolinks, fail-
ure to carry out coordination procedures for the same type
of service, cross-polarization degradation in cross-polar
frequency plan, cochannel interference due to frequency
reuse in mobile radio systems, and cochannel interference
due to multiple-access methods such as CDMA.

In any case, the result of cochannel interference is the
presence of the same-type modulated signal at the receiv-
er input, which may be lower than (in cellular TDMA and
microwave systems) or on the same level as (in satellite
and cellular CDMA systems) the desired signal. In most
cases cochannel interference can be avoided by careful
system planning. This will reduce the cochannel interfer-
ence to an acceptable level such that system performance
is not significantly degraded. Technical measures include
proper cell design for cellular systems, including cell sec-
torization, power control techniques, and the use of or-
thogonal codes on the forward link in CDMA cellular
systems (note that orthogonal codes in a CDMA system
can be used only to eliminate intracell interference, the
interference from neighboring cells will still be present).
In the case when planning methods fail to reduce the
amount of interference, a solution may be found in more
sophisticated receiver design using interference suppres-
sion techniques.

5.3. Adjacent-Channel Interference

Adjacent-channel interference is the result of closely
spaced radio channels in frequency, where the spectral
content of the adjacent channels is spilling into the band-
width of the desired channel. Factors determining the lev-
el of the interference are signal power and spectral
distribution, power, and spectral distribution of the inter-
fering signal intercepted by the receiver and distance de-
pendence of the transmission losses between interfering
transmitter and the desired signal receiver. ACI can be
somewhat controlled by tight filtering; however, limiting
factors are spectral utilization of the system and, on the
other hand, the finite slope that can be achieved for filter-
ing functions. Another way to improve adjacent channel
performance is to design spectrally efficient modulation
techniques that have largely concentrated power in a lim-
ited bandwidth with good rolloff properties, which in turn
requires more elaborated demodulation schemes. Adja-
cent-channel interference in cellular systems can also be
avoided by careful frequency planning, to ensure that ad-
jacent channels are not used within the same cell or in the
neighboring cells.

5.4. Near–Far Interference

Near–far interference in a radio system occurs when two
different signals arrive at the receiver input with largely
different power levels and may be interpreted as a special

Table 5. Parameters for Calculation of Impulse Noise
Median

Environmental Category c d

Business 76.8 27.7
Residential 72.5 27.7
Rural 67.2 27.7
Quiet rural 53.6 28.6
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form of cochannel interference. This may be the result of
difference in distance of different transmitters from the
same receiver, or in some cases fading conditions on the
link, so that a closer transmitter may have lower power at
the receiver when subjected to a deep fade. A consequence
of the near–far problem is the performance degradation
for weaker-signal reception. Although the near–far prob-
lem is general for radio reception, it is especially critical in
direct-sequence CDMA systems where all signals are
present at the receiver input, and may significantly re-
duce the capacity of a CDMA system. Countermeasures
for the near–far problem include tight power control,
which should ensure that all signals arrive to the receiv-
er with the power level required for desired operation.
Another possibility for cellular systems is to develop a fre-
quency management plan that can greatly reduce the pos-
sibility of the near–far problem. Specific techniques for
radio design include multiuser detection techniques [22].

6. RADIO RECEIVER DESIGN

The radio receiver consists of a channel interface followed
by the demodulation component [23]. Channel interface of
the radio receiver is characterized by the receiver selec-
tivity and its ability to process both desired and undesired
(interfering) signals. In order to achieve specified perfor-
mance, the radio receiver must be designed to operate in
the presence of noise, fading, and interference.

6.1. Basic Radio Receiver Parameters

Radio receiver sensitivity determines the input level of the
weak radio signal that can be processed by a radio receiver
to meet performance requirements. For analog receivers,
performance measure is given in terms of required SNR,
usually specified at the input to the detection circuit. For
digital systems the performance measure is given in terms
of BER or other parameters that can be derived from the
BER requirement, depending on the type of radio service.
The detection algorithm includes coding, interleaving,
equalization, diversity, and other signal processing func-
tions used to improve radio reception.

Receiver sensitivity is usually expressed by minimum
detectable signal level for a required SNR, which includes
the knowledge of the system bandwidth and is defined as

RSðdBmÞ¼ � 174 dBmþ 10 logðNFðdBÞÞ

þ 10 logðBWðHzÞÞ þSNRðdBÞ

where NF is the overall system noise figure referred to the
input of the receiver and BW is the system noise band-
width. For digital systems, the system requirement is
commonly given in terms of energy per bit–noise density
ratio Eb/No. The relation between Eb/No and SNR is given
by Eb=No¼SNR BW T; where T is the bit duration [23].
Depending on the particular radio system and targeted
operating environment, performance measure of the sys-
tem (SNR or BER) can be evaluated under either fading or
static conditions. In the first case the fading margin is de-
rived from the statistics of the large-scale signal variation

such as lognormal fading. Small-scale signal variations
are accounted for implicitly during BER evaluation. When
BER of the system is specified under static conditions, the
fading margin is derived from combined statistics of both
large-scale and small-scale variation. The fading margin
effectively defines the increase in SNR required to pre-
serve the same BER as in the static case.

Radio sensitivity specifies the lowest detectable signal
level at the radio input; however, both desired and un-
wanted signals may be present at the radio receiver input
at high levels, and it is important to specify the perfor-
mance for undesired response rejection. The unwanted
strong signal may reduce a nearby weak (desired) signal,
resulting in radio desensitization. The desensitization lev-
el is specified for a 1-dB weak-signal reduction and is a
consequence of radio front-end saturation.

Another factor that may severely limit the performance
of a radio receiver is intermodulation distortion (IMD),
where unwanted strong signals produce a number of in-
termodulation products due to receiver front-end nonlin-
earities. IMD products, particularly third-order products,
may fall directly in the bandwidth of the desired signal. To
limit the level of the IMD products, the receiver is re-
quired to have a high intercept point in a particular order.

Dynamic range (DR) of the receiver is defined as the
range of input signals that a radio receiver can process.
Different factors may be taken into account depending on
the radio service; however, the most common, the spuri-
ous-free dynamic range (SFDR), is defined as

SFDRðdBÞ¼
2

3
ðIIP3ðdBmÞ � RSðdBmÞÞ

where IIP3 is the third-order input intercept point.

6.2. Modulation and Coding

Choice of the modulation method for radiocommunication
depends on many factors. In all cases the goal of the radio
receiver design is to achieve the required quality of the
output signal (voice, video, data) using minimum SNR or
Eb/No. For power-limited systems, where bandwidth is not
of concern (e.g., space communication links) noncoherent
M-ary frequency shift keying (FSK) can be used to reduce
the required Eb/No for a given BER, at the expense of
bandwidth expansion. For a bandwidth-limited system (as
in most of the modern radio systems) spectrally efficient,
coherent modulation schemes such as phase shift keying
(PSK) or quadrature amplitude modulation (QAM) can be
used at the expense of increasing required Eb/No as the
spectral efficiency increases [5]. However, additional re-
quirements for the modulation format in radio communi-
cations such as robustness to fading, interference, and
nonlinear distortions, motivated development of constant-
envelope or near constant-envelope modulation such as
offset quadrature phase shift keying (OQPSK) and mini-
mum shift keying (MSK). Different forms of such modu-
lation formats can be found in wireless systems [3].
Inherent resistance of a modulation method to the inter-
ference can be measured by determining required SIR
for a specified BER. Performance functions for digital
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modulations in the presence of interference are presented
for various types and statistical characteristics of inter-
ferers in Ref. 23. Further advances in signaling methods
for radio channels include the application of coded modu-
lation techniques [15].

Additional performance gain can be obtained by using
coding techniques at the expense of introducing redun-
dancy to the transmitted digital signal. Channel coding
protects the signal from the effects of noise, fading, and/or
interference. Functions of channel codes are error detec-
tion and forward error correction. Both block and convo-
lutional codes have been applied in radiocommunications
[15]. Lately, there has been increasing attention to space-
time codes [29] and turbo codes [30].

6.3. Diversity Reception for Fading Channels

Diversity reception techniques are used to reduce the ef-
fect of fading by exploiting the random nature of the radio
channel. Independent or highly uncorrelated signal paths,
known as diversity channels, are used to improve quality
of the received signal. The concept of diversity is relatively
simple—if one diversity channel is subject to a deep fade,
another channel with a higher signal level can be selected
or appropriate combining techniques can be applied to in-
crease the signal level. The probability of all diversity
channels being simultaneously below a given level is much
less than the probability of any one of them being below
that level. Therefore, a combination of different diversity
channels will be subject to fewer severe fading conditions
compared to any individual channel.

Diversity techniques may address different types of
signal fluctuations. Large-scale fading is caused by shad-
owing due to variations in the propagation profile (hills,
mountains) and the surrounding objects (buildings). To
reduce the effect of the long-term fading, two geographi-
cally separated antennas may be used (for transmission or
for reception), and the stronger signal may be selected.
This type of diversity, known as macroscopic diversity, is
often used in shortwave radio systems to reduce the iono-
spheric effects and in cellular systems to improve the per-
formance of the forward link (where the mobile unit is
selecting to receive signal from a base station that is not
covered by the shadow) or of the reverse link (where sig-
nals from two base stations may be combined). The selec-
tive combining techniques is the most usual approach for
macroscopic diversity [7].

Small-scale fading caused by multipath propagation in
the vicinity of the receiver results in deep and rapid signal
fluctuations. They occur over very short distances of a few
wavelengths, and microscopic diversity techniques are
employed to reduce the deep fades of the received signal.
Different methods may be used to derive the diversity
branches (channels).

Space diversity methods use physically separated an-
tennas that can provide signals with low correlations.
Typically, a separation of a few wavelengths is sufficient
to obtain independently fading channels. Antenna sepa-
ration is also dependent on antenna height, and can be
reduced as the signal frequency increases. This type of
diversity is widely used in microwave radiolinks and in

cellular radio, particularly for base-station reception. For
base stations in mobile radio, the recommended ratio be-
tween antenna height and antenna separation is about 11,
suggesting about 9 ft of antenna separation for a 100-ft
antenna in the 900-MHz band [7]. Antenna diversity at
the mobile unit can be achieved with an antenna separa-
tion as low as 17.5% of the signal wavelength. Practical
antenna separation for microwave links is on the order
150–200 signal wavelengths. Receiver configuration for
space diversity is relatively simple. The number of branch-
es is selectable, and no extra bandwidth or power is need-
ed to achieve diversity, making the space diversity one of
the most popular schemes [4].

Frequency diversity relies on the diversity channels
being separated (in frequency) by more than the coherence
bandwidth of the channel, so the signal replicas will have
very little correlation. Typical values used for mobile radio
in 900-MHz band exceed 50 kHz in urban areas and
300 kHz in suburban areas [7]. This technique is often ap-
plied in microwave links, where diversity frequencies are
available as the backup frequencies in the case of deep
fading. Beside the requirements for additional bandwidth,
a disadvantage of frequency diversity is the need for mul-
tiple receivers at different frequencies.

Polarization diversity is based on the fact that horizon-
tal and vertical polarization signal components fade inde-
pendently and may be combined (selected) at the receiver.
This technique is used primarily for microwave links,
where channel conditions vary slowly in time, although
it has been increasingly considered for base-station recep-
tion in mobile radios. Two differently polarized antennas
may be at the same place, hence there is no separation
requirement as in space diversity. The drawback of the
technique is the 3 dB power reduction at the transmitter
since the power must be split between differently polar-
ized antennas. Also, only two diversity branches are avail-
able in polarization diversity [7].

Angle diversity may be used at high operating frequen-
cies (over 10 GHz) by pointing directional antennas in dif-
ferent directions at the receiver site. It is used
predominantly by mobile units in cellular radio, since
most of the multipath is created by local scatterers. Di-
rective antennas also help in reducing the Doppler spread
for each diversity branch.

Time diversity relies on transmitting the same signal
at different times, so these signals fade at independent
instances, so the fading characteristics will be changed
and signals will be uncorrelated. The two transmissions
should be separated by more than the coherence time of
the channel. This diversity method is effective in applica-
tions where the fading mechanism is not related to the
movement of the receiver. However, this method fails in
the scenario where the mobile unit may remain still at the
given location, which is the subject of deep fade, and the
repeated signal components are highly correlated. While
this method requires more spectrum and large buffer
memory to store different signal replicas, the advantage
is in simple implementation.

Interleaving is the technique used to obtain time
diversity effect in modern digital communication systems.
The function of the interleaver is to spread transmitted
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bits in time so that a block of bits is not subject to a deep
fade at the same time. This helps randomize burst errors
and aid channel-coding techniques in reducing the overall
BER [3].

The path diversity technique relies on receiver capa-
bility to resolve different multipath components in the
time domain and subsequently combine them. This type of
diversity is also referred to as the implicit diversity as op-
posed to other techniques that explicitly define diversity
channels, since multipath diversity channels are obtained
after signal reception. Adaptive equalizers and the RAKE
receiver [15] are receiver techniques that provide path di-
versity, and are very effective in frequency-selective chan-
nels. Diversity gain depends largely on the delay profile of
the channel.

Diversity techniques are usually applied at the receiver
side, although some of the implementation complexity can
be moved to a transmitter. For example, the base station in
the mobile radio scenario may use the antenna that can
provide better path propagation to a mobile unit at a spe-
cific location. Transmitter diversity allows the receiver to
obtain diversity gain while operating as a standard non-
diversity receiver [4,31].

Once the diversity channels are created, it remains to
be decided how are they going to be combined in order to
utilize the diversity effect. While macrodiversity schemes
use almost exclusively selection combining, microdiversity
schemes may employ one of the combining techniques
outlined below. The methods of linear combining are de-
rived from different optimization criteria, different levels
of information available at the receiver, and different com-
plexity constraints.

Selective combining simply selects the diversity branch
with the highest signal level. This type of combining is
easy to implement; additional requirements are antenna
switch and monitoring circuitry. While in selective com-
bining only one branch is used for subsequent signal pro-
cessing and others are discarded, maximal ratio
combining performs coherent combining of all diversity
channels. This is the optimal method because it provides
the maximal signal-to-noise ratio for signal detection. The
weights applied to different diversity branches are pro-
portional to the SNRs in each branch, and can be obtained
by utilizing either pilot signals or sophisticated channel
estimation techniques. When variable weighting is not
available at the receiver, equal-gain combining may be
utilized by coherently summing the signals from different
diversity branches without weighting. This method still
allows the receiver to exploit all diversity channels. Per-
formance of equal-gain combining is better than selection
combining and worse than maximal ratio combining, thus
representing a viable technique as a tradeoff between per-
formance and complexity. Performance improvement ob-
tained by different combining schemes is summarized in
Table 6.

Diversity reception may be interpreted as the simple
case of coding, namely, repetitive coding, since the infor-
mation is simply repeated on each diversity channel. Bet-
ter spectrum utilization can be achieved by employing
more sophisticated coding techniques for fading channels,
in particular concatenated coding [15].

6.4. Interference Suppression Techniques

Every radio system operates in the presence of some form
of interference. Regardless of the origin of interference
(intentional or unintentional), some form of interference
suppression must be employed in order to preserve system
performance. Because of the increased number of services,
most of the radio systems in operation are interference-
limited rather than noise-limited. For power budget cal-
culation, in addition to radio sensitivity, which is a func-
tion of the noise bandwidth of the receiver and the
required SNR, the interference margin should be speci-
fied. Alternatively, the signal-to-interference ratio should
be specified to satisfy required BER. Depending on the
type of interference (CCI, ACI), different requirements
may be imposed on the receiver.

Different approaches may be pursued to improve the
efficiency of a radio system, such as reducing the channel
spacing (increasing ACI), narrowband and wideband sys-
tem overlay (creating narrowband cochannel interference
to the wideband system), smaller cell design in mobile ra-
dio (increasing CCI), and overlapping footprints of the
satellites.

With respect to the signal observation methods, inter-
ference suppression techniques could be broadly divided
into multichannel techniques, where multiple sensors (an-
tenna array) are employed for signal reception and single-
channel techniques, where only one antenna is employed
[25]. In a multichannel scenario, spatial filtering tech-
niques may be realized via adaptive antenna arrays, re-
lying on the different spatial distribution of the interfering
signals. Single-channel techniques rely purely on tempo-
ral processing, usually using adaptive filtering. The most
promising path for the modern receiver design is to incor-
porate spatiotemporal processing, efficiently combining
capabilities of antenna arrays and temporal signal pro-
cessing [26].

Spatial processing for interference signal suppression
can be carried out using different techniques, including
directional antennas, tilted beams, and height adjust-
ment. However, adaptive antenna arrays with capability
of adaptive beamforming have shown great potential for
congested radio environments. Different algorithms and
optimization criteria for adaptive beamforming are pre-
sented in Ref. 27.

Single-channel interference suppression techniques
can be applied both in cases of spread-spectrum signaling
and conventional techniques. Although all forms of
spread-spectrum signals (direct sequence, frequency
hopping, time hopping) provide certain interference

Table 6. SNR Improvements (in dB) for BER of 1% Relative
to Single-Channel Reception: Comparison of Various
Diversity Combining Schemes

Diversity Branches Selection Maximal Ratio Equal Gain

2 10.0 11.5 10.8
4 16.0 19.0 18.0
6 18.0 22.0 21.5

Source: Ref. 20.
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margin due to their inherent processing gain, additional
techniques can be applied to further improve performance.
Depending on the nature of interfering signal, different
interference suppression algorithms have been developed.
For narrowband interference rejection in direct sequence
systems solutions include adaptive notch filters, decision
feedback techniques, adaptive analog-to-digital conver-
sion, and other nonlinear techniques. In the case of
CDMA signals, where interference has the same charac-
teristics as the desired signal, multiuser detection tech-
niques are developed either in decentralized form
(detection of single user of interest) or in centralized
form (joint detection of all active users) [22]. Special tech-
niques have been analyzed for frequency-hopping systems
as well [25].

In non-spread-spectrum systems different techniques
have been developed to cope with CCI, ACI, and ISI.
Adaptive equalization techniques were shown to be effi-
cient in combatting all three types of interference. Other
methods include self-optimizing or blind receivers (based
on different techniques such as constant modulus, higher-
order statistics, probabilistic approaches etc.), neural net-
work receivers, and other nonlinear techniques [25].

Most of the abovementioned interference suppression
algorithms are performed in baseband. In addition to this
different practical interference suppression schemes are
developed at RF/IF stages of the receivers [28].

6.5. Signal Losses in Radio Receiver

Because of the inherent complexity of the radio receiver, a
number of signal loss sources are associated with receiver
design. Bandlimiting loss in transmitter and receiver is
the result of finite-bandwidth usage, usually restricted by
the radio regulations. Intersymbol interference in which
received digital symbols overlap with each other may re-
sult from different effects: bandlimited operation, physical
multipath radio propagation, and usage of partial re-
sponse modulation formats. Local oscillator phase noise
results in the phase jitter in the receiver and consequently
degrades the performance of the detection algorithm. Non-
linear distortions in radio equipment include AM/AM and
AM/PM conversion, limiter loss, and intermodulation dis-
tortion. AM/PM conversion produces phase variations in
the signal, mostly after nonlinear amplification. Signal
sidelobe growth is another effect that can produce exces-
sive interference despite tight filtering at the transmitter.
Hardlimiting stages in the receiver may cause suppres-
sion of weak-signal components in the presence of strong-
er ones. Intermodulation products are the result of
multiple signals interacting in a nonlinear device and cre-
ate additional noise source, which contributes to total
noise level. Also, receiver operation can be largely
affected by several imperfections associated with demod-
ulation, such as imperfections of the synchronization cir-
cuits that are producing noisy estimates of received-
signal parameters necessary for the detection process
and finite numeric precision effects associated with pro-
grammable of fixed logic implementation of the demodu-
lation functions.
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Radiometry is concerned with the measurement, analysis,
and interpretation of radiant electromagnetic energy. The
simplest and most common measurement, made using an
instrument called a radiometer, is of received electromag-
netic power in a given frequency band. Some instruments,
however, analyze the received energy’s spectral distribu-
tion (spectroradiometers), its polarization (polarimeters),
or its angular distribution in space (imaging radiometers).
The usual objective of radiometric measurements is the
inference from them of the physical and/or chemical state
of the material from, or through which, the received elec-
tromagnetic energy has been emitted, reflected, or trans-
mitted. Radiometry is therefore a branch of remote
sensing and could be considered to include radar. In prac-
tice, however, the term radiometry is usually used to de-
scribe the measurement and characterization of naturally
occurring radiation, or (unlike radar) scattered radiation
originating as a narrowband signal. The former, called
passive radiometry, deals principally with self-emitted
thermal radiation and reflected radiation of solar origin.
The latter, called active radiometry, relies on artificial il-
lumination. Figure 1 illustrates these different types of
radiometer. Active radiometers are sometimes called scat-
terometers.

Since all radiometers depend for their operation on the
measurement of one or more parameters of electromag-
netic radiation, a brief review of such radiation follows.

1. ELECTROMAGNETIC RADIATION

Whenever charges accelerate (other than those carried by
electrons in stable orbits around the nuclei of atoms), or a
subatomic particle in an atom makes a transition to a
lower energy level, electromagnetic energy is radiated.
This energy propagates as a disturbance of the electric
and magnetic fields existing in space. An electromagnetic

wave propagating in an isotropic, homogeneous medium
has, sufficiently far from its source, an electric field vector
E, magnetic field vector B, and unit vector pointing in the
direction of wave propagation u, which are mutually per-
pendicular. Furthermore, the wavefront has a curvature
that is sufficiently small for it to be considered locally
plane. (In a truly plane wave E and B would be constant
with respect to position in any plane normal to the direc-
tion of propagation.)

For radiation of a single frequency (said to be mono-
chromatic), E and B will vary sinusoidally with time and
space. The amplitude (V/m) of such a wave is the peak
value of its electric field strength, and its cyclical frequen-
cy f (Hz) is the number of oscillations (or cycles) that the
electric field completes, at a given point in space, in one
second. [The radian frequency o (rad/s) is the phase ad-
vance in radians, at a given point in space, that the wave
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(c)
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Figure 1. Passive and active radiometry: (a) passive measure-
ments of self-emitted thermal radiation; (b) passive measure-
ments of scattered solar radiation; (c) active (scatterometer)
measurements employing monostatic geometry; (d) active (scat-
terometer) measurements employing bistatic geometry.
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subatomic particle in an atom makes a transition to a
lower energy level, electromagnetic energy is radiated.
This energy propagates as a disturbance of the electric
and magnetic fields existing in space. An electromagnetic
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has, sufficiently far from its source, an electric field vector
E, magnetic field vector B, and unit vector pointing in the
direction of wave propagation u, which are mutually per-
pendicular. Furthermore, the wavefront has a curvature
that is sufficiently small for it to be considered locally
plane. (In a truly plane wave E and B would be constant
with respect to position in any plane normal to the direc-
tion of propagation.)

For radiation of a single frequency (said to be mono-
chromatic), E and B will vary sinusoidally with time and
space. The amplitude (V/m) of such a wave is the peak
value of its electric field strength, and its cyclical frequen-
cy f (Hz) is the number of oscillations (or cycles) that the
electric field completes, at a given point in space, in one
second. [The radian frequency o (rad/s) is the phase ad-
vance in radians, at a given point in space, that the wave
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Figure 1. Passive and active radiometry: (a) passive measure-
ments of self-emitted thermal radiation; (b) passive measure-
ments of scattered solar radiation; (c) active (scatterometer)
measurements employing monostatic geometry; (d) active (scat-
terometer) measurements employing bistatic geometry.
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makes in one second and is related to cyclical frequency by
o¼ 2pf.] The phase constant b (rad/m) is the phase ad-
vance in radians that the wave makes, at a given instant
of time, over one meter of space in the direction of prop-
agation and is related to wavelength l by b¼ 2p/l. (1/l and
b are therefore the spatial equivalent of cyclical and radi-
an frequency, respectively.)

Radiation of nonzero bandwidth has an amplitude at a
point in space that fluctuates over time as the phase re-
lationships between the constituent (and elemental)
monochromatic waves change. The timescale over which
this amplitude fluctuation occurs is related to the band-
width Df of the radiation and is characterized by a coher-
ence time Dt. Coherence time is defined as the maximum
timeshift for which the field of the original and timeshifted
waves (at a given point in space) are correlated. An equiv-
alent quantity, coherence length Dl, is defined (for a given
instant in time) as the maximum spatial shift for which
the fields of original and shifted waves are correlated. For
quantitative work the term correlated must be interpreted
as a correlation value greater than some specified fraction
of its maximum. For consistent definitions of bandwidth,
coherence length, and coherence time, these quantities
are related by

Dl¼ cDt¼
c

Df
ð1Þ

If the tip of the E vector, representing a wave at a single
point in space, traces out an elliptical curve, the wave is
said to be (fully) polarized. If the curve traced out is ran-
dom, the wave is said to be unpolarized. A wave with an E
vector locus that can be resolved into a deterministic com-
ponent and a random component is said to be partially
polarized. A fully polarized wave having a polarization el-
lipse with an axial ratio of 1.0 or N is said to be circularly,
or linearly, polarized, respectively. A linearly polarized
wave therefore has an E vector that traces out a straight
line and that, in an isotropic medium, remains in a fixed
plane as the wave propagates forward.

The concepts of coherence and polarization are not en-
tirely unrelated since a wave observed on a timescale that
is short with respect to its coherence time is always fully
polarized. As the observation time increases, the polariza-
tion of the wave may gradually change; however, the
changes appear random on a timescale large with respect
to the wave’s coherence time. A wave will remain fully po-
larized even when observed on a timescale much longer
than its coherence time if energy is radiated in one polar-
ization only.

In passive radiometry the received electromagnetic ra-
diation is usually incoherent, spread across a wide band of
frequencies, and unpolarized. The useful measurable
quantities in this case are power density (W/m2), radia-
tion intensity (W/sr), power spectral density (W/Hz), and
angular/spatial radiation distribution. In radiometry the
first three of these quantities are generally referred to as
irradiance (E), radiant intensity (I), and radiant spectral
flux (Ff), respectively. In some applications, however (e.g.,
microwave radiometry), different terminologies are also
often used (see Table 1).

2. DEFINITIONS OF RADIOMETRIC QUANTITIES

The commonly used radiometric quantities are as
follows:

Radiant energy Q (J)—the quantity of electromagnetic
energy in a specified region of space or associated
with a specified process

Radiant flux F (W)—radiant energy per unit time
crossing a specified surface

Radiant density w (J/m3)—radiant energy per unit vol-
ume

Radiant flux density E or M (W/m2)—radiant flux per
unit area normal to a specified direction

Irradiance E (W/m2)—radiant flux density arriving at a
specified surface

Radiant excitance (or emittance) M (W/m2)—radiant
flux density leaving a specified surface

Radiant intensity I (W/sr)—radiant flux per unit solid
angle in a specified direction

Radiance L (W sr� 1 m�2)—radiant intensity in a spec-
ified direction per unit projected area of the source
normal to the specified direction

Radiation consisting of electromagnetic power distrib-
uted over a continuum of frequencies has infinitesimally
small power at any single frequency. Each of the preceding
quantities can be characterized at a single frequency, how-
ever, by considering the quantity to be measured within a
small bandwidth Df (centered on frequency f), dividing by
Df, and taking the limit as Df-0. The result is a spectral
density having those units of the original quantity per
hertz. (An obvious variation on this definition uses radian
frequency instead of cyclical frequency.) At optical fre-
quencies spectral densities are usually expressed as quan-
tities per meter of wavelength rather than per hertz of
frequency. A spectral density is typically indicated by pre-
ceding the quantity with the word spectral and adding a
subscript f, o, or l to the appropriate symbol. Spectral ir-
radiance, for example, can be expressed in any of the fol-
lowing ways:

Ef ðf Þ ¼ lim
Df!0

power density contained in

frequency band f �
Df

2
to f þ

Df

2
Df

2
6666664

3
7777775
ð2Þ

EoðoÞ¼ lim
Do!0

power density contained in

frequency band o�
Do
2

to oþ
Do
2

Do

2

6666664

3

7777775
ð3Þ
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ElðlÞ¼ lim
Dl!0

power density contained in

wave band l�
Dl
2

to lþ
Dl
2

Dl

2

6666664

3

7777775
ð4Þ

The relationship between these various expressions is
summarized by

Ef ðf Þ¼Eo
o
2p

� �
2p¼El

c

l

� � c

f 2
ð5Þ

Spectral densities may be a function of frequency and, if
so, may be measured by a spectroradiometer to yield in-
formation about the source of the radiation, material
through which it has passed, or a surface from which it
has been reflected. Often, however, spectral densities are
constant with frequency (at least over the frequency band
of interest). In this case they are referred to as white and
are characterized by a single value.

2.1. Related Photometric/Luminous Quantities

Radiometric quantities relate to objective measures of en-
ergy and power carried by electromagnetic radiation of any

wavelength. Photometric (or luminous) quantities relate to
the subjective visual impact that these quantities have on
an observer [1]. In practice, photometric quantities are
usually measured objectively but in such a way as to re-
flect the visual sensation experienced by a normal human
observer. This is achieved by using detectors that mimic the
response of the human eye/brain system and is called phys-
ical photometry. The definition of photometric quantities
therefore involves the visual response of a (hypothetical)
standard observer [2]. In fact, two standard responses, V(l)
and V0(l), called the photopic and scotopic spectral lumi-
nous efficiencies, are defined (Fig. 2). These responses
correspond closely to those of human observers under con-
ditions of high (nominally daytime) and low (nominally
nighttime) illumination, respectively. (The principal reason
for the difference in these two responses is that different
types of retinal receptors dominate under the two condi-
tions; cones in the former case and rods in the latter case.)

Spectral luminous efficiencies are used to define a pho-
tometric/luminous quantity corresponding to each radio-
metric quantity, the same symbol usually being used for
both. When confusion between the two is possible, the ra-
diometric version is identified using a subscript e and the
luminous version using a subscript v. For photopic vision,
luminous flux Fv, for example, is related to the radiometric

Table 1. Radiometric and Photometric Quantities

Quantity Symbol SI Unit
Other Common

Units Defining Equation Comments

Radiant energy Qe J erg, kWh Electromagnetic energy
Radiant flux Fe W erg/s Fe¼

dQe

dt
Electromagnetic power

Radiant density we J/m3 erg/cm3 we¼
dQe

dV
Energy density

Irradiance Ee W/m2 W/cm2 Ee¼
dFe

dA
Power density (also called radiant flux

density)
Radiant excitance Me W/m2 W/cm2 Me ¼

dFe

dA
Power density (also called emittance

and radiant flux density)
Radiant intensity Ie W/sr Ie ¼

dFe

dO
Angular concentration of power (also

called radiation intensity)
Radiance Le W sr� 1 m� 2 W sr� 1 cm� 2 Le¼

dIe

ðdA cos cÞ
Angular concentration of power per

unit projected area of source (also
called radiometric brightness, espe-
cially in microwave applications)

Luminous energy Qv lm s (talbot) lm h Fv¼Km

R 0:83mm
0:36mm Fe;lðlÞVðlÞdl Photopic definition; scotopic definition

uses primed versions of Km and V(l).
Luminous flux Fv lm (lumen) Fv¼

dQv

dt

Luminous density wv lm s m�3 wv¼
dQv

dV

Illuminance Ev lx (lux) fc, ph Ev¼
dFv

dA
1 lux (lx)¼1 lm/m2

1 foot-candle (fc)¼1 lm/ft2

1 phot (ph)¼1 lm/cm2

Also called illumination

Luminous excitance Mv lx Mv¼
dFv

dA
Also called luminous emittance

Luminous intensity Iv cd (candela) Iv¼
dFv

dO
1 candela (cd)¼1 lm/sr

Luminance Lv cd/m2 (nit, nt) sb, L, fL, asb Lv¼
dIv

ðdA cos cÞ
1 stilb (sb)¼ led/cm2

1 lambert (L)¼1 cd/(p cm2)
1 foot lambert (fL)¼1 cd/(p ft2)
1 apostilb (asb)¼1 cd/(p m2)
Also called photometric brightness
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quantity, radiant spectral flux Fe;lðlÞ, by

Fv¼Km

Z 1

0
Fe;lðlÞVðlÞdl ð6Þ

[Note that since V(l) is zero outside the range 0.36–
0.83 mm, the limits of the integral in Eq. (6) can be
replaced with these values.] The coefficient Km (¼
683.002 lm/W) in Eq. (6) is a conversion factor that chang-
es radiometric units of watts (represented by the integral)
into photometric units of lumens (lm). The scotopic version
of Eq. (6) has identical form but is distinguished by primes
added to Fv, V(l), and Km. The value of K0m is 1700.06 lm/
W (rods, which are more sensitive than cones, dominate
vision under conditions of poor illumination). The curves
K(l)¼KmV(l) and K0(l)¼K0mV0(l), called the photopic and
scotopic spectral luminous efficiencies (Fig. 3), intersect at
a wavelength of 0.555 mm (540� 1012 Hz), for which V(l) is

a maximum (unity). At this frequency, therefore, the lu-
minous efficiency is 683 lm/W under all illumination con-
ditions. At other frequencies the luminous efficiency is
illumination-dependent. The wavelength of maximum vi-
sual response for scotopic vision is 0.507 mm.

Table 1 summarizes the radiometric and the corre-
sponding photometric quantities.

2.2. Photon Flux

At optical and quasioptical frequencies, the interaction of
electromagnetic fields with matter cannot always be ex-
plained in terms of smoothly varying field quantities, and
recourse must be made to quantum theory. In this de-
scription electromagnetic fields are made up of discrete,
quantized packets of energy called photons. The energy Q
(joules) carried by each packet or quanta is related to the
radiation’s frequency by Q¼hf(J), where h¼ 6.626�
10�34 (J � s), is Planck’s constant. The probability that
the energy carried by a photon will be transferred to a
material particle (in a detector, for example) at some spe-
cific time and location is proportional to the irradiance
(power density) at that time and location. In applications
where individual photons may be detected, electromag-
netic power is often referred to as a photon flux.

3. BLACKBODY RADIATION AND EMISSIVITY

A body that absorbs all electromagnetic radiation falling
on it (converting the incident radiant energy to thermal
energy) and that would therefore appear black at optical
frequencies is called a blackbody. Such a body, in thermal
equilibrium with its surroundings, must supply precisely
as much energy back to, as it receives from, these sur-
roundings. In the absence, of conduction and convection
the energy transfer mechanism is limited to thermal ra-
diation. The thermal radiant energy emitted by a body can
never, therefore, be greater than that emitted by a black-
body of the same size, shape, and physical temperature.
The degree of blackness of a body is quantified by its sur-
face emissivity, defined as follows.

Emissivity, e—ratio of spectral radiant excitance at the
surface of a body to the spectral radiant excitance at
the surface of a blackbody with the same physical
temperature

The maximum value of emissivity, corresponding to
that of a blackbody, is therefore unity and the minimum
value, corresponding to a surface that reflects all radiant
energy falling on it, is zero. A body with an emissivity
that is independent of frequency, but less than unity, is
called a graybody. Many natural materials have emissivi-
ties that are frequency-dependent, however, and this de-
pendence, if measured radiometrically, can yield useful
information about the material’s composition and physical
state.

The reflecting, transmitting, and absorbing properties
of a material’s surface, which can also be inferred from

S
p

e
ct

ra
l l

u
m

in
o

u
s 

e
ff

ic
ie

n
cy

1 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0
350 400

Scotopic
vision

Photopic
vision

450 500 550 600 650 700 750 800 850
Wavelength (nm)

Figure 2. Spectral luminous efficiencies: photopic V(l) and sco-
topic V0(l).

S
p

e
ct

ra
l l

u
m

in
o

u
s 

e
ff

ic
a

cy
 (

lm
/W

)

1800

1600

1400

1200

1000

800

600

400

200

0
350 400 450 500 550 600 650 700 750 800 850

Wavelength (nm)

Scotopic
vision

Photopic
vision

Figure 3. Spectral luminous efficacies: photopic K(l) and scotopic
K0(l).

RADIOMETRY 4345



radiometric measurements, are quantified as follows:

Reflectance, r—ratio of reflected to incident spectral
radiant flux at a surface

Transmittance, t—ratio of transmitted to incident spec-
tral radiant flux at a surface

Absorptance, a—ratio of absorbed to incident spectral
radiant flux at a surface

It is clear that

rþ tþ a¼ 1 ð7Þ

The surface of a blackbody has an absorptance of unity
and, therefore, a reflectance and transmittance of
zero. More generally, for any opaque (t¼ 0) material, r¼
1� a and emissivity is numerically equal to absorptance
(i.e., e¼ a).

A good model of a blackbody is the surface represent-
ed by a small hole drilled in a hollow cavity. Provided
that the reflectance of the interior surface of the cavity is
not too close to unity, then any radiant energy falling
on to the hole is reflected a sufficient number of times in-
side the cavity for it to be fully absorbed before it can
reemerge.

The spectral radiant excitance Mf(f) of a blackbody (Fig.
4), is given by Planck’s law [3]:

Mf ðf Þ¼
2ph

c2

f 3

expðhf=kTÞ � 1
ð8Þ

For optical frequencies, where it is traditional to express
spectral quantities on a per meter of wavelength, rather
than a per hertz of frequency, basis Eq. (8) can be written
as

MlðlÞ¼
2phc2

l5

1

expðhc=lkTÞ � 1
ð9Þ

For hf5kT, which is appropriate for microwave radiome-
try at all commonly encountered temperatures, Eq. (8)

reduces to the Rayleigh–Jeans approximation (Fig. 5):

Mf ðf Þ¼
2p
c2

kT f 2 ð10Þ

[The Rayleigh–Jeans version of Eq. (9) is Ml(l)¼ 2pckT/
l4.] The spectral radiant excitance of a body with em-
issivity o1.0 is therefore given by

Mf ðf Þ¼ eðf Þ
2p
c2

kT f 2 ð11Þ

3.1. Lambert’s Law and Lambertian Radiators

Lambert’s cosine law is that the radiant intensity from a
blackbody surface is proportional to cos c, where c is the
angle between the direction of observation and the surface
normal. Any surface (irrespective of its emissivity) that
has this distribution of radiant intensity is said to be
Lambertian. The radiance of such a surface (viz., radiant
intensity per unit projected area) is independent of c. The
spectral radiant excitance of an arbitrary surface is relat-
ed to its spectral radiance by

Mf ðf Þ¼

Z 2p

0

Z p=2

0
Lf ðc; f Þ cos c sin cdcdg ð12Þ

which, for a Lambertian surface, reduces to

Mf ðf Þ¼Lf ðf Þp ð13Þ

The spectral radiance of a blackbody surface is therefore
given by

Lf ðf Þ¼
2h

c2

f 3

expðhf=kTÞ � 1
ð14Þ
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which for kTbhf gives the Rayleigh–Jeans approximation

Lf ðf Þ¼
2kT

c2
f 2¼

2kT

l2
ð15Þ

3.2. Radiometric Brightness and Antenna Temperatures

Consider a lossless antenna (i.e., one having an ohmic ef-
ficiency of 100%) with effective aperture area Ae(y,f) re-
ceiving radiant energy from a surface S (Fig. 6). If a
surface element of area dS (m2) lies at a distance R (m)
from the antenna in the direction (y,f), then the spectral
radiant flux density arriving at the antenna due to this
element is

dEf ¼
If ðy;fÞ

R2
¼

Lf ðy;fÞdS cos c
R2

ð16Þ

The power spectral density (or spectral radiant flux) re-
ceived by the antenna is therefore

dFf ¼ 0:5Aeðy;fÞdEf ¼
0:5Aeðy;fÞLf ðy;fÞdS cos c

R2
ð17Þ

(The factor of 0.5 accounts for the fact that the antenna
will be polarization-matched to only half of the randomly
polarized incident energy.) The quantity dS (cos c)/R2 in
Eq. (17) can be identified as the solid angle dO subtended
by the surface element at the antenna (Fig. 7). The power
spectral density available at the antenna output terminals
can therefore be expressed as either a surface, or a solid
angle, integral:

Ff ¼ 0:5

Z

S

Z
Aeðy;fÞLf ðy;fÞ coscdS

R2

¼ 0:5

Z

O

Z
Aeðy;fÞLf ðy;fÞdO

ð18Þ

The power, or radiant flux, received within a band of
frequencies fmin to fmax is then given by

F¼
Z fmax

fmin

Ff ðf Þdf ð19Þ

Since Eq. (18) is a power spectral density, an antenna
aperture temperature Ta may be defined such that the
noise power measured by a noiseless radiometer (i.e., one
that has a noise figure of 0 dB), with a lossless antenna, is
kTaBN (where BN is the radiometer noise bandwidth and k
is Boltzmann’s constant). For small BN, such that Ff(f) can
be considered white, Ta¼F/kBN¼Ff/k and

Ta¼
0:5

k

Z

O

Z
Aeðy;fÞLf ðy;fÞdO ð20Þ

In a lossless antenna, effective area is related to anten-
na directivity by Ae(y,f)¼D(y,f)l2/4p [4], where D(y,f) is
the antenna directivity pattern. Equation (20) may there-
fore be written as

Ta¼
0:5

k

l2

4p

Z

O

Z
Dðy;fÞLf ðy;fÞdO ð21Þ

The quantity (0.5 l2/k)Lf(y,f) is usually referred to as a
radiometric brightness temperature TB(y,f), allowing Eq.
(21) to be written as

Ta¼
1

4p

Z

O

Z
Dðy;fÞTBðy;fÞdO ð22Þ

(In microwave radiometry the term brightness is often
used as a synonym for spectral radiance.) The radiometric
brightness temperature of a body is related to the body’s
physical temperature T by the body’s emissivity:

TBðy;fÞ¼ e ðy;fÞTðy;fÞ ð23Þ

[The emissivity’s dependence on c is not shown explicitly
in Eq. (23) but is implied in its y, f dependence. The fre-
quency dependence is suppressed only for clarity.] The
first step in conventional radiometer data analysis usually
requires that the radiometric brightness temperature of a
particular region be estimated from a measurement of an
antenna noise temperature TA, defined by

TA ¼
FR

kBN
ð24Þ
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where FR is the power supplied to the radiometer by the
antenna. If the antenna has nonzero ohmic loss, the mea-
sured antenna noise temperature will comprise an atten-
uated aperture temperature (the aperture temperature is
the temperature measured by a lossless antenna) and a
thermal contribution from the physical antenna structure
itself. For an antenna with ohmic (or radiation) efficiency,
ZO (expressed as a per unit, not percent, quantity), and
physical structure temperature Ts the measured antenna
noise temperature will be

TA¼ ZOTaþ ð1� ZOÞTs ð25Þ

If the antenna loss is sufficiently small, then TaDTA.
Equation (22) shows, however, that the antenna aperture
temperature is a weighted average of the observed bright-
ness temperature in which the weighting function is the
antenna directivity pattern. If the antenna has a radiation
pattern with low sidelobes and a beamwidth that is nar-
row with respect to the angular rate of change of bright-
ness temperature, then Ta gives the required brightness
temperature, in the direction of the mainlobe, directly. For
an imaging radiometer (which scans a beam over some
solid angle, e.g., to form an image), with a beam that is not
sufficiently narrow, deconvolution of the antenna pattern
from the resulting image may be necessary.

Since antenna directivity and gain are related [4] by
G(y,f)¼ ZOD(y,f), then Eqs. (22) and (25) can be combined
and written as

TA ¼
1

4p

Z

4p

Z
Gðy;fÞTBðy;fÞdOþ ð1� ZOÞTs ð26Þ

In the absence of significant atmospheric effects (losses
and scattering), Eq. (26) shows that an adequate knowl-
edge of antenna ohmic efficiency and antenna gain pattern
will allow the brightness temperature of a surface (with a
spatial resolution determined by the antenna beamwidth)
to be found from a measurement of antenna noise tem-
perature. (The noise figure of the radiometer must be con-
sidered, of course, when making this measurement [5].)

3.3. Atmospheric Loss and Scattering

If atmospheric effects cannot be neglected, then the
brightness temperature inferred from Eq. (26) must be
interpreted as an apparent brightness temperature since
it will comprise a contribution from the target surface plus
a contribution from the thermal emission of the atmo-
sphere itself. Furthermore, the thermal radiation from
each source (i.e., each surface element of the target and
each volume element of the atmosphere) will be attenuat-
ed by the loss associated with the intervening atmosphere.
Since atmospheric thermal emission is essentially isotro-
pic, half of the thermal energy from each element is radi-
ated upward (called upwelling radiation) and half is
radiated downward (called downwelling radiation). For a
downward-pointing radiometer (such as might be used in
planetary surface remote sensing applications), downwell-
ing radiation may be reflected by the ground back into the

antenna’s mainlobe. The contribution of this ground-scat-
tered radiation will depend on the ground reflectance and
the integrated specific attenuation along the ground-re-
flected path to the radiometer. An upward-pointing radi-
ometer (such as might be used in terrestrial atmospheric
remote sensing applications) observes downwelling radia-
tion from the atmosphere directly. The contribution from
ground-scattered downwelling radiation, and ground ther-
mal emission, will now be coupled into the antenna
through its downward-pointing side- or backlobes. The
significance of this radiation will depend on the gain of
these lower hemisphere lobes and the brightness temper-
ature of the region within the antenna’s mainlobe. (If a
microwave radiometer with high antenna gain is pointed
at high elevation angle into a clear sky, well away from
any discrete sources of radiation, then the brightness tem-
perature observed by its mainlobe may be as low as a few
degrees kelvin. Radiation emitted by, or reflected from, the
ground may, under these conditions, be a very significant
source of measurement error.)

The preceding description assumes that the atmo-
sphere is an absorbing, but nonscattering, medium. For
an atmosphere filled with scattering particles, or more
general scattering inhomogeneities, this simplified de-
scription is inadequate. (The operating wavelength, and
the physical size and composition of inhomogeneities, will
determine whether they act as significant scatterers or
not [6].) In this case more rigorous theories must be used
to account for, and interpret, observed radiometric mea-
surements [7].

4. APPLICATIONS

The most important application of radiometry lies in re-
mote sensing of the earth’s surface and its atmosphere [8].
Polar ice mapping, for example, is possible using passive
microwave radiometers located on Earth-orbiting plat-
forms. Microwave radiometry is especially useful for ice
mapping because the contrast in emissivity between ice
and water is particularly large at microwave frequencies.
Furthermore, since passive microwave radiometry de-
pends on self-emitted thermal radiation, and since Earth’s
atmosphere is essentially transparent at the microwave
frequencies used, then data collection does not rely on so-
lar illumination or the absence of cloud cover. (A require-
ment for solar illumination is particularly problematic in
the polar regions, of course, due to the absence of the sun
in winter.) Knowledge of annual, and longer-term, chang-
es in the extent of the polar ice shelves is important in the
field of climatology generally and to more recent concerns
about possible climate change in particular.

Other surface materials (e.g., water/rock/sand) can be
discriminated using microwave radiometers, and soil
moisture mapping is also possible [9]. Radiometer mea-
surements applied in this area are of obvious interest in
climatology, agriculture, and environmental science. Pro-
cesses of desertification, like changes in the polar ice cov-
er, are of concern in the context of global warming.

A rather different application of microwave radiometry
concerns the development of the worldwide satellite
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communications network. Since a material’s thermal
emission and absorption are directly related, a brightness
temperature measured at a given frequency can be used to
infer the attenuation that an electromagnetic wave of that
frequency would experience when propagating along the
path observed. Ground-based, upward-pointing micro-
wave radiometers can therefore be used to estimate the
expected statistics of Earth–space signal attenuation for
use in the design of microwave satellite communication
systems [10]. The dominant mechanism resulting in large
attenuation is the presence of precipitation along the path.
Measurements of this type can, therefore, also be used in
conjunction with appropriate signal attenuation/rain rate
models to estimate rainfall intensity statistics for hydro-
logical applications. (In more recent years, however, the
use of meteorological radar has probably become the pre-
ferred rainfall remote sensing tool.)

Active microwave radiometry can, like its passive vari-
ant, operate independently of solar illumination and is im-
mune to cloud cover (and, depending on frequency, other
meteorological phenomena that may make the atmosphere
opaque). Downward-pointing scatterometers, for example,
can be used to map surface wind velocities by measuring
the effective reflectance of the ocean surface. The tech-
nique used in this application depends on the fact that the
received signal for a nadir pointing, monostatic scattero-
meter decreases as the wind speed increases and the water
surface becomes rough. This is due to the tendency of the
reflected energy to be scattered in many directions by the
rough surface, rather than reflected, specularly, back along
the illuminating path. The apparent reflectance of the
ocean surface can therefore be used as a measure of wind-
speed. Other reflectance measurements, using forward-
and side-looking radiometer beams, allow wind velocity
to be inferred since the reflecting facets of the waves have a
preferred orientation that depends on wind direction.

Downward-pointing, millimeter-wave, spectroradiome-
ter observations of brightness temperature around the
absorption/emission lines of a homogeneously mixed at-
mospheric constituent can be used to estimate the vertical
temperature profile of the atmosphere. Oxygen, which has
a cluster of closely spaced resonance lines around 60 GHz,
is often used for this purpose [11]. The basic principle of
such temperature measurements is as follows. The bright-
ness temperature observed at any given frequency repre-
sents a weighted mean taken over the observed path. The
weighting factor at a particular altitude depends on the
density of the oxygen at that altitude and on the attenu-
ation of the intervening atmosphere. Thus at high alti-
tudes (near the radiometer) the contribution to total
brightness will be small because the density of the gas is
low. At low altitudes (far from the radiometer) the contri-
bution to total brightness will also be low because the
intervening atmosphere will greatly attenuate this contri-
bution. The observed brightness temperature will there-
fore be dominated by a region of the atmosphere at some
intermediate height. If measurements are made across a
band of frequencies coincident with the skirt of an atmo-
spheric constituent’s absorption band where atmospheric
attenuation changes rapidly with frequency, then the
height from which the dominant contribution arises also

changes with frequency. In this way a brightness temper-
ature–frequency profile can be transformed to a bright-
ness temperature versus altitude profile.

In a related area, microwave radiometry has been ap-
plied in the estimation, using zenith pointing radiometers,
of integrated atmospheric water content (both liquid and
gaseous phases). The large specific, and latent, heats of
water mean that mapping of this quantity is important in
understanding the global energy balance. If spectroradi-
ometer measurements are made across a significant band
of frequencies close to the water vapor absorption line at
22 GHz, then the water vapor’s density profile can be in-
ferred. The technique here is essentially the same as that
described previously in the context of temperature profil-
ing using the 60 GHz oxygen absorption line(s). The tem-
perature profile is first estimated (using the oxygen line,
e.g.), and the brightness temperature–frequency profile in
the skirt region of the water vapor’s absorption line is
transformed to a brightness temperature–altitude profile.
The water vapor’s density at a given altitude is then in-
ferred from the brightness at that altitude. Similar mea-
surement can be used to find vertical profiles of many
other atmospheric constituents with applications to envi-
ronmental monitoring and pollution control.

Infrared radiometry (especially at 4 and 11 mm) can be
used for ocean surface temperature mapping with obvious
applications to meteorology and climatology. In practice,
both these frequencies, and at least one other intermedi-
ate frequency, are usually required in order to correct for
errors introduced by atmospheric water vapor and scat-
tering by atmospheric aerosols. Multifrequency measure-
ments can yield data with accuracies of 1 K.

Chlorophyll, the dominant pigmentation in most spe-
cies of plants, has absorption lines close to 440 and 650 nm
corresponding to the blue and red parts of the visible
spectrum, thus giving vegetation its predominantly green
color. (In fact, there are two distinct varieties of chloro-
phyll, blue-green and yellow-green, which both have ab-
sorption lines located about 10 nm either side of these
frequencies [11].) In the near-infrared region, however,
absorption by chlorophyll is very low and reflectance cor-
respondingly high. Infrared and visible reflectance mea-
surements can, together, yield information about the
photosynthetic capacity of selected areas of the biosphere
[12]. The presence of pigmentation other than chlorophyll
can also be detected by spectroradiometric measurements
and used to discriminate between different plant species.
Furthermore, water absorption lines at 1.45 and 1.95 mm
allow the water content of plant material to be estimated
from infrared measurements. High-resolution, multiband,
visible, and infrared radiance measurements can thus be
used to assess the quantity, variety, health, and photosyn-
thetic vigor of much of Earth’s surface vegetation.

Visible multiband measurements of radiance can also
be used to gather information about the phytoplankton of
the oceans’ surface layers. A particular problem associated
with these measurements is that upwelling radiation orig-
inating in the intervening atmosphere must generally be
accounted for. One solution relies on the fact that the
oceans do not contribute to upwelling radiance in the red
part of the spectrum. Measurements in the red region of
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the spectrum over the oceans can therefore be used to es-
timate atmospheric upwelling radiance, which in turn can
be used to infer atmospheric contributions at other wave-
lengths.
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RADIOTELEMETRY
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Technology

Radiotelemetry, by definition, is the science and technol-
ogy of automatically measuring and transmitting data by
radio from remote sources, as from space vehicles, to
receiving stations for recording and analysis. It involves
preparing of data generated at remote sources, transmit-
ting data through radio channels, and processing data at
the receiving stations. Behind these three tasks, how to
convey the information in a reliable and timely manner
through a communication link is the most fundamental
problem in this field.

There are many ways to define a communication link,
depending on where the link starts and ends. Customarily,

a communication link is the transmission path through
which information-bearing waveform flows from one point
to another. A generic link includes the modulator, the
transmitter, the channel, the receiver, and the demodula-
tor. Another popular view of a link is to include error
correction coding and encoding as part of the link because,
as we see in a later discussion, link performance is a
function of both modulation and coding. Yet, for a commu-
nication system that uses data compression, one might
want to take an end-to-end view and include the error
propagative effect of data compression in link design and
analysis, because the error propagative property affects
the integrity and throughput of the link. In the following
sections, we briefly discuss some important elements of a
communication link: data compression, forward error
correction coding, modulation, demodulation, and syn-
chronization. However, before moving on to these indivi-
dual topics, we first discuss a higher level consideration
of the overall link reliability, namely, the link budget
analysis.

The main objective of link budget analysis is to max-
imize the data return for a communication link subject to
(1) the available communication resources and (2) the
required data quality. Power and bandwidth are the two
primary resources in communication, and data quality is
usually expressed in terms of the frequency of errors in
the received data, that is, the bit error rate (BER). To
design a communication system, the first step is to under-
stand what the available resources are. Whether a system
is power-limited (e.g., deep-space communications) or
bandwidth-limited (e.g., near-Earth satellite communica-
tions) determines the available options for modulation and
error correction coding schemes.

1. COMMUNICATION LINK BUDGET ANALYSIS

The link budget is a balance sheet of the gains and losses
in decibels (dB) of various parameters in the communica-
tion path. Many of these parameters are statistical or
time-varying or both. The required BER is a direct func-
tion of the bit signal-to-noise ratio (SNR), denoted as
Eb=N0, which in turn is a function of the modulation and
error-correction coding used. Because of the statistical
nature (uncertainty) of these parameters, a safety margin
M is built in to guarantee the transmission data quality at
any given time.

To put link budget analysis into perspective, more
parameters need to be defined and they are given as
follows. To begin with, the total received signal-power-to-
noise-power-spectral-density ratio, PT=N0, which encom-
passes all the power gains and losses in the communica-
tion path, is conveniently expressed as [1]

PT

N0
¼

EIRPðG=TÞ

kLsL0
ð1Þ

where EIRP is the effective isotropic radiated power of the
spacecraft, G/T is the receiver sensitivity of the ground
system, k is Boltzmann’s constant, Ls¼ (4pd/l)2 is the
space loss where d is the distance between the transmitter
and receiver, l is the wavelength, and L0 denotes all other
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losses and degradation factors not specifically addressed
in this equation. Note that all gains and losses are
statistical quantities. Then, let Rs be the symbol rate
and Rc be the code rate expressed as the ratio of the
number of information bits in a code word to the number of
coded bits in a codeword. The data rate or bit rate, denoted
as Rb, is related to the symbol and code rates via Rb¼RsRc.
The bit SNR is written as

Eb

N0
¼

PT=N0

RsRc
ð2Þ

Finally, let Eb=N0

� 
req

be the required Eb=N0 to guarantee
a certain BER. To ensure a reliable link, the constraining
dependency is expressed in dB as follows:

Eb

N0

� �

req

þM�
PT

N0
� Rs � Rc ð3Þ

The essence of link-budget analysis is to determine how
much link margin M is required and this, in turn, is
determined by how well the statistics of various link
parameters are known. If M is too small, one might get a
large data return but the data might have frequent errors.
If M is too large, one might get continuous clean data but
the throughput might be low. The analyst needs to make
the right tradeoff on quantity versus quality, depending on
the requirements and objectives of the service the link
supports. Also, in an operational scenario, one usually
starts out with a large M (a conservative approach) for a
newly deployed system, and gradually reduces M (an
aggressive approach) as more experience and confidence
accumulates.

2. DATA COMPRESSION

In the midst of the Information Age, when new data—
texts, images, sensor data, and many other forms of
knowledge—are generated at a lightning pace, how these
data are efficiently communicated and/or archived be-
comes increasingly important. Data obtained directly
from sources usually contains much redundancy, and
data compression is the process of applying ‘‘pressure’’ to
remove the redundancy. The processes of compression and
decompression add complexity to the overall system. The
main issue in the use of data compression is the tradeoff
between the efficiency of data handling and the complexity
of signal processing to retrieve the information.

In the English language, letters such as ‘‘a’’ and ‘‘e’’
are used more frequently than ‘‘y’’ and ‘‘z,’’ and words like
‘‘and’’ and ‘‘the’’ are much more often than ‘‘data’’ and
‘‘compression’’. For images and sensor data, the differences
between adjacent samples are small rather than large.
This nonuniform frequency distribution of data associated
with most information sources allows one to assign shorter
bit patterns to represent the more frequent elements from
the source and longer bit patterns to represent the less
frequent elements from the source. This is the simplest
view of data compression.

Data compression is broadly classified in two cate-
gories: lossless and lossy compression. Lossless compres-

sion denotes compression in which the decompressed or
reconstructed data exactly match the original. Lossy
compression represents compression methods where
some degradation of quality is tolerable if a more compact
but approximate representation is achieved. Next, we give
brief surveys on text compression (lossless) and image
compression (lossless and lossy). However, the compres-
sion of audio, video, and facsimile is beyond the scope of
this article. Interested readers are encouraged to consult
specialized books and technical journals in these areas.

Textual data is probably the first area where people
applied compression. In 1832 Samuel Morse developed a
code using dots, dashes, and spaces to represent letters,
numbers, and punctuation for telegraph transmission.
Each dot or dash is delimited by a space. A dot and a
space take the same time. A dash is three times longer.
Morse assigned fewer time units to more commonly occur-
ring letters (e.g., ‘‘e’’ is a dot), and more time units to ones
(e.g., ‘‘q’’ is dash–dash–dot–dash) that rarely occur. Today,
most popular text compression schemes are different
variations of the Lempel–Ziv (LZ) scheme developed in
1977 [2] and 1978 [3]. LZ schemes use a dictionary
approach. Dictionary coding operates by replacing groups
of consecutive characters with indices in some dictionary.
It exploits the frequent reoccurrence of certain exact
patterns that are very typical of textual data. Other
than compressing text, LZ schemes are reasonably good
at compressing images and other sources. LZ schemes are
generally considered universal compression algorithms.
The UNIX command ‘‘compress’’ and the modem standard
V42.bis are examples of applications using LZ schemes.

Image compression and other waveform compression is
lossless or lossy. For scientific and medical applications
that demand further processing and analysis, one might
prefer lossless compression to ensure data accuracy. In
other applications, such as image database, electronic
photography, and desktop publishing, where transmission
and storage bandwidths are limited, lossy compression is
usually employed to reduce the data size at the expense of
image quality.

Lossless image compression consists of two steps: mod-
eling and coding. A predictive model predicts a pixel value
based on a previously transmitted one, and compares it
with the current value. The error value is coded instead of
the original pixel value. On the receiver side, because the
errors and the predictive scheme are known, the receiver
recovers the value of the original pixel. An example of
lossless image compression is the Rice code used in space
and satellite communications.

Lossy image compression involves an irreversible
quantization step that causes distortion between the
original and the reconstructed image. Popular techniques
in lossy image compression include differential pulse-code
modulation (DPCM), transform coding, subband coding,
vector quantization, and some hybrid techniques. The
Joint Photographic Expert Group (JPEG) established an
international standard on still image compression that
uses the discrete cosine transform along with scalar
quantization and entropy coding. Currently, JPEG enco-
der and decoder chips are available from many semicon-
ductor manufacturers.
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3. FORWARD ERROR CORRECTION CODING

In 1948, the landmark paper ‘‘A mathematical theory of
communication’’ [4] by Claude Shannon provided a math-
ematical framework for analyzing communication, the
process of sending information from one point to another
through a noisy media, by using the concept of entropy. He
provided an existence proof showing that communication
systems can be made arbitrarily reliable as long as the
fraction of redundant signals in the signal stream exceeds
a certain value, which is a function of the signal and noise
statistics. The process of introducing redundancy in the
signal stream to combat noise, so that retransmission is
not needed, is called forward error correction coding.
Shannon did not show how this could be done in his
famous theorem. Later on, much research effort has
yielded a variety of interesting theoretical and practical
results in this area.

Because redundant signals are deliberately introduced
in the signal stream as error correction coding, bandwidth
expansion is expected. Encoding and decoding processes
inevitably also add complexity to the overall system.
However, it can be shown that, with a proper choice of
coding scheme, the resulting Eb=N0 can be considerably
lower compared with an uncoded system. Thus error-
correction coding allows one to trade power for bandwidth
and complexity. In this article, the application of two
popular error correction coding schemes, block codes and
convolutional codes are explained, without providing the
detailed performance analysis of these codes. Other more
advanced coding schemes, like trellis codes and turbo
codes, are not covered here. Interested readers are en-
couraged to consult specialized books and technical jour-
nals in this field.

In block coding, a block of k bits is encoded into a block
of n bits, where n4k. There are 2k codewords in a code
space of 2n. The code rate Rc, which is the ratio k/n, is a
measure of the amount of added redundancy. The mini-
mum distance dmin, which is the Hamming distance
between two closest code words, is a measure of the error
correction capability of the code. It can be shown that
dmin�n� kþ 1 (Singleton bound). For bounded-distance
decoding, the number of errors t that the code can correct
is related to dmin by

2tþ 1�dmin ð4Þ

In convolutional coding, sequences of k information bits
long are encoded as continuous sequences using a kK-
stage shift register, where K is called the constraint
length. n output sequences are produced, each of which
is generated by a selected set of combinations of these K
input sequences. The n output sequences are multiplexed
into a single-bit stream for transmission. Similar to a
block code, the ratio k/n is a measure of the redundancy of
the convolutional code. The minimum distance dfree be-
tween two closest code sequences, is a measure of the error
correction capability of the code.

The most popular block code used today is the class of
Reed–Solomon (RS) codes. RS codes are maximum-dis-
tance-separable codes that achieve maximum error

correction capability in the bounded-distance decoding
sense. Well-known encoding and decoding algorithms ex-
ist that are reliable in software and hardware. RS codes
are flexible. Long, powerful RS codes exist for demanding
applications, and short RS codes for simple applications.
Deep-space communications use the (255,223) RS code as
the outer code of the concatenated coding system. This
code is block-interleaved and is used in conjunction with
an inner convolutional code to provide reliable commu-
nications between the spacecraft and the ground stations.
The concatenated coding system is designed to combat the
additive white Gaussian noise of the deep-space commu-
nication links. Simpler RS codes are used in compact disks
(CD), a mass-marketed consumer product. The coding
system used, called the cross-interleaved Reed–Solomon
code (CIRC), is composed of two RS codes with (n,k) values
(32,28) and (28,24). In between the two encoders are sets
of delay lines which scramble the datastream. The CIRC
coding system is designed to correct the burstlike errors,
typical of a CD channel.

The most popular decoding scheme for convolutional
codes is the Viterbi algorithm. The complexity of Viterbi
decoding grows exponentially with the constraint length
of the code, which is the number of memory elements in
the encoder shift register. As mentioned earlier, convolu-
tional codes are used in deep space communications. In
the past, short constraint-length codes (7 or 9) are used
because of the limitations in hardware technologies. To-
day, long constraint-length Viterbi decoders (up to 15) are
designed and built. Convolutional codes are also popular
in satellite communications and wireless communications.
Presently, only short constraint-length convolutional
codes are used in these areas.

4. INTERACTION BETWEEN DATA COMPRESSION AND
ERROR CONTROL IN A COMMUNICATION SYSTEM

This section addresses the interaction between data com-
pression and error control (containment/detection/correc-
tion) processes, two indispensable building blocks in
modern digital communication systems. Data compression
conserves transmission and storage bandwidth by remov-
ing redundancy in the source data. Error correction in-
troduces controlled redundancy to the data to eliminate
channel errors. A combination of both techniques ensures
efficient and reliable transmission of information from one
point to another. The famous separation principle indi-
cates that data compression and error control processes
can be completely separated, that is, the task of transmit-
ting the output of a source through a channel can be
separated without loss into the task of forming a binary
representation of the source output and the task of send-
ing a binary sequence through the channel. This is not
quite true in practice, however. In evaluating an end-to-
end communication system, we have to consider effects,
like instrument failures, adverse weather conditions, syn-
chronization loss, and other unpredictable phenomena in
the communication system and the channel. The error
control process cannot handle all possible kinds of errors.
Thus the effect of error propagation should be considered
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when evaluating a data compression scheme in a commu-
nication system.

There are two issues to be dealt with: how to prevent
errors from occurring and, if errors occur, how to contain
the errors. The former issue can be dealt with easily (at
least in the conceptual sense) by using higher transmis-
sion power or more powerful error correction coding
techniques on the channel and better fault-tolerance
techniques on various system components. The second
issue of how to contain errors is more intricate and has
commonly been overlooked. There are mainly two ap-
proaches (or a combination of both) to deal with the
problem. The first approach is to add extra redundancy
to the compressed data to detect and confine errors. Some
simple ways are adding a delimiter pattern at regular
intervals and forcing fixed block-size transmission by
appending filling 0s, and so on. These techniques reduce
compression performance. The second approach is to
choose data compression schemes that are less susceptible
to error propagation. These schemes usually transmit the
compressed data in fixed block size or inherently have
delimiter patterns in their compressed data streams. We
illustrate the interaction between data compression and
error correction coding with an example in a later section.

5. MODULATION AND DEMODULATION

5.1. Modulation

Modulation is the process of transforming signals into
waveforms suitable for transmission through a certain
type of medium or channel. For example, when transmit-
ting electronic signals through free space with an antenna
that converts electronic signals into electromagnetic (EM)
waves, the physical dimensions of the antenna aperture
are at least of the same order of the wavelength of the EM
wave. Therefore, a baseband signal has to modulate a
sinusoidal signal at radiofrequency (RF), called the car-
rier, before transmitting it by antennas of reasonable size.

The typical modulation procedure for digital signal
transmission starts with a baseband pulse-code modula-
tion (PCM), which converts the analog signal into a binary
datastream. Depending on the subsequent RF modulation
schemes, this binary datastream is fed into different de-
vices. For example, fixed-length blocks of the binary data
are used to determine the instantaneous frequencies of the
carrier for a frequency-shift-keyed (FSK) system. On the
other hand, the binary data drive a pulse generator whose
output modulates the subcarrier (if used) and the RF
carrier in a typical phase-shift-keyed (PSK) system. There
are several different binary data formats [5]. For example,
non-return-to-zero (NRZ) and biphase (also known as the
Manchester code) are the ones more commonly used. In
some applications, pulseshapes other than the square pulse
are selcted to represent a binary digit in the datastream.
The choice of a particular data format and pulseshape is
determined by several factors, for example, considerations
of bandwidth efficiency, inherent synchronization features,
and the noise immunity of each data format.

PSK modulation has been widely adopted for deep-
space communications mainly because it is a very efficient

type of modulation in bit error performance and the
resulting signal has a constant envelope that allows the
power amplifier to achieve the maximum efficiency by
operating at the saturation point. In general, a commu-
nication system using the PSK modulation is designed to
have a multiple phase-shift-keyed (MPSK) signal of which
the number of phasor states, denoted by M, is any power of
2. The increased BER with M for MPSK signals, however,
prevents its use when M is large. Furthermore, because of
the ease of being decomposed into two orthogonal chan-
nels for further signal processing, the MPSK modulated
signals commonly used for radiotelemetry are limited to
the cases where M¼ 4 or lower, namely, the binary phase
shift keying (BPSK), the quadrature phase shift keying
(QPSK) or its variations, such as offset QPSK, unbalanced
QPSK, and pulseshaped QPSK. For some applications, the
quadrature amplitude shift keying (QAM) modulation is
used to allow multilevel signals transmitted on either one
or both of the mutually orthogonal channels.

It is possible to include subcarrier(s) for BPSK modula-
tion. The purpose of using subcarrier(s) is to separate data
sidebands of different signals and the carrier so that they
do not interfere with each other. Whether or not to use
subcarrier(s) depends on the mission design. For example,
a subcarrier is preferred when a residual carrier compo-
nent is preserved for spacecraft navigation or certain
radio science experiments. On the contrary, it may not
be a good idea to keep a subcarrier when transmission
power is weak or the bandwidth efficiency becomes a
major concern. Two types of subcarriers, the sine wave
and the square wave, are commonly used. The sine-wave
subcarrier along with the phase-modulated carrier pro-
duces fast-decaying data sidebands and, therefore, is
recommended for near-Earth space missions where the
interference caused by the power spillover to the adjacent
frequency bands is the major concern [6]. The same
recommendation also suggests using the square-wave
subcarrier for deep-space missions because of the ease of
generating a square wave onboard spacecraft and the
relatively less stringent bandwidth allocation for this
type of mission.

A phase-modulated (PM) telemetry signal is repre-
sented mathematically by

STðtÞ¼
ffiffiffiffiffiffiffiffiffi
2PT

p
sin octþ

XN

i¼ 1

miSiðtÞ

 !
ð5Þ

where PT is the total power of the received signal, oc is the
carrier frequency, mi is the modulation index associated
with the ith data source, and

SiðtÞ ¼

P1

k¼�1

dk;iPiðt� kTÞ;

for PCM=PM ðwithout subcarrierÞ

P1

k¼�1

dk;iPiðt� kTÞ

� �
sinðosci

tÞ;

for PCM=PSK=PM with a sine�wave subcarrier

P1

k¼�1

dk;iPiðt� kTÞ

� �
sgn½sinðosci

tÞ�;

for PCM=PSK=PM with a square�wave subcarrier

8
>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>:

ð6Þ
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represents either a normalized baseband waveform (with
dk;i¼ 
 1) or a normalized BPSK modulated subcarrier
waveform (at the frequency osci

). Pi(t) is the pulse function
of unit power and T is the reciprocal of the symbol rate.
Note that, when more than one data sources are included
[that is, N41 in Eq. (5)], only one data source output is
allowed to directly modulate the carrier, denoted by its
processing order as PCM/PM, and the rest must be put on
subcarrier(s) before modulating the carrier, similarly de-
noted as PCM/PSK/PM in Eq. (6). An exception of this
single PCM/PM rule is the code division multiplexing, in
which multiple data sources are put directly on the carrier
and remain distinguishable because of the unique code
sequence (for example, pseudorandom codes or Walsh–
Hadamard codes) used by each of them.

Typically, a deep-space downlink signal (i.e., a signal
sent from spacecraft to Earth) consists of two or more data
sources of which, besides the telemetry signal, a ranging
signal is included for spacecraft navigational purpose [7].
For example, a mathematical expression of a downlink
signal consisting of a sinusoidal ranging signal at the
frequency o1 and a binary telemetry signal of NRZ format,
d(t), which is modulated onto a square-wave subcarrier, is
given by

STðtÞ

¼
ffiffiffiffiffiffiffiffiffi
2PT

p
sinfoctþm1 sinðo1tÞ

þm2dðtÞ sgn½sinðosctþ yscÞ� þ ycg

¼
ffiffiffiffiffiffiffiffiffi
2PT

p

J0ðm1Þ cosðm2Þ sinðoctþ ycÞ

þdðtÞJ0ðm1Þ sinðm2Þ sgn½sinðosctþ yscÞ� cosðoctþocÞ

þ cosðm2Þ
P1

n¼1

2J2nðm1Þ cosð2no1tÞ

� �
sinðoctþ ycÞ

þ cosðm2Þ
P1

n¼ 0

2J2nþ1ðm1Þ sin½ð2nþ 1Þo1t�

� �
cosðoctþ ycÞ

þdðtÞ sinðm2Þ
P1

n¼ 1

2J2nðm1Þ cosð2no1tÞ

� �

sgn½sinðosctþ yscÞ� cosðoctþ ycÞ

�dðtÞ sinðm2Þ
P1

n¼ 0

2J2nþ1ðm1Þ sin½ð2nþ 1Þo1t�

� �

sgn½sinðosctþ yscÞ� sinðoctþ ycÞ

8
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
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9
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ð7Þ

where Jn( � ) is the nth-order Bessel function and yc and ysc

are random carrier and subcarrier phases, respectively,
each uniformly distributed over 0 to 2p. The first term in
this expression is the residual carrier component, which is
fully suppressed if the data modulation index m2 equals
p/2. The second term is the desired data-bearing compo-
nent containing the telemetry information that needs to
be demodulated. The third and the fourth terms contain

the ranging information to be extracted separately, and
the rest are from inter-modulation of telemetry and ran-
ging signals. Typically, on one hand, the ranging modula-
tion index m1 chosen is small (around 1

2 or smaller) so that
the power consumption by this ranging signal is relatively
small. On the other hand, the data modulation index
selected is large (close to its upper limit p/2) to ensure
that only sufficient power goes to the residual carrier
component and the rest of power is allocated solely for
telemetry data transmission. The strategy of optimizing
modulation indices for efficient power allocation is dis-
cussed in Ref. 8.

A QPSK phase-modulated telemetry signal is usually
treated as a combination of two orthogonal BPSK signals.
Mathematically, a general QPSK (or, more specifically, an
unbalanced QPSK) signal takes the form

STðtÞ¼
ffiffiffiffiffiffiffiffiffi
aPT

p
sin octþ

XM

i¼ 1

mc;iSc;iðtÞ

 !

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞPT

p
cos octþ

XN

i¼ 1

ms;iSs; iðtÞ

 ! ð8Þ

where a is the percentage of transmitted power in one of
the two channels. When only one binary signal of NRZ
format is transmitted on each channel, that is, M¼N¼ 1,
with the modulation indices ms;1¼mc;1¼ p=2, the QPSK
signal is rewritten as

STðtÞ¼
ffiffiffiffiffiffiffiffiffi
aPT

p
Sc;iðtÞ cosðoctÞ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� aÞPT

p
Ss;iðtÞ sinðoctÞ

ð9Þ

a combination of two BPSK signals on two orthogonal
basis functions. As long as the orthogonality is main-
tained, these two BPSK signals do not interfere with
each other and the bandwidth efficiency, measured as
how many bits of information transmitted over a unit
bandwidth, of a QPSK signal is twice that of a BPSK
signal [5]. Several variants of QPSK modulation, includ-
ing the offset QPSK (OQPSK) and the minimum shift
keying (MSK), are also commonly used in near-Earth
space missions. A detailed description of these modulation
schemes is not covered here.

5.2. Demodulation

Demodulation is the process of transforming received
waveforms back into their original state by reversing the
modulation procedure. After traveling through various
types of media or channels, the received waveform is
corrupted in many ways. For example, it is corrupted by
receiver’s internally generated noise which is typically
modeled as an additive white Gaussian noise (AWGN), or
externally introduced interference, such as multipath,
fading. Hence, for demodulation, it is important to cor-
rectly estimate the vital parameters in the transmitted
signal from the corrupted waveform and apply the locally
generated reference signals to remove the modulation.
The following simple example illustrates how an AWGN
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corrupted BPSK signal is demodulated. The received
signal is given by

rðtÞ¼
ffiffiffiffiffiffiffiffiffi
2PT

p
sin ocðtþ tÞþ

p
2

� �X1

k¼ 1

dkPðtþ t� kTÞþ y

 !

þnðtÞ ð10Þ

where t is the random propagation delay, y is a uniformly
distributed (over 0 to 2p) carrier phase, and n(t) is a noise
modeled as an AWGN with a two-sided power spectral
density level at N0/2 W/Hz. For the signal of NRZ format,
the phase-modulated signal is equivalent to the product of
the carrier and the baseband binary data waveforms,
which is rewritten as

rðtÞ¼
ffiffiffiffiffiffiffiffiffi
2PT

p X1

k¼ 1

dkPðtþ t� kTÞ

" #
cosðoctþ ycÞþnðtÞ ð11Þ

where yc¼ yþoctð Þmod 2p is the total carrier phase. To
demodulate the carrier, the receiver needs to generate a
local reference, say,

ffiffiffi
2
p

cosðoctþ ŷycÞ, where ŷyc is an esti-
mate of yc. A lowpass filtered version of the product of the
local carrier reference and the received signal becomes

r0ðtÞ¼
ffiffiffiffiffiffi
PT

p X1

k¼ 1

dkPðtþ t� kTÞ

" #
cosðfcÞþn0ðtÞ ð12Þ

where fc¼ yc � ŷyc is the phase error between the actual
and the estimated carrier phases. For constant or at least
slowly varying fc, the factor cos(fc) represents a signal
amplitude attenuation, which is inevitably translated into
degradation in bit error performance. To make a decision
on each of the transmitted bits, say, the ith bit di, the
resulting signal r0(t) is sent to a matched filter whose
operation is mainly to form a product of the input signal
and a local replica of the pulse function followed by an
integrate-and-dump (I&D) operation. The accurate timing
estimate t̂t is very important in this matched filter opera-
tion because an error renders integrating across 2 bits,
which reduces the detected symbol (for coded system) or
bit (for uncoded system) energy when adjacent bits are of
opposite polarities and results in a higher probability of
decision error.

Additional signal power degradation due to imperfect
subcarrier synchronization, similar to the carrier case
given here, is expected when a subcarrier is used. The
power degradation resulting from each of the carrier,
subcarrier, and symbol tracking operations is discussed
later.

6. SYNCHRONIZATION

The process of estimating the phase and timing para-
meters from the incoming noise-corrupted signal and
using this information to keep the locally generated
reference signal aligned with these estimates and, there-
fore, with the incoming signal is called synchronization.

As indicated previously, coherent reception and demo-
dulation require phase information about the carrier and
subcarrier (if used) and also symbol timing information.
This information must be provided and updated for co-
herent receivers all the time because they are usually
time-varying with the changing characteristics of the
channel. Therefore, individual tracking loops which con-
tinuously update their estimates of specific parameters
are required to track and provide the needed information
for a coherent receiver.

Although the tracking of carrier, subcarrier, and sym-
bol timing are individually discussed in following, one
should keep in mind that, strictly speaking, all these loops
are effectively coupled together in the sense that no one
achieves lock without help from others, except for residual
carrier tracking in which a carrier tone is separately
tracked. However, in practice, each loop’s performance is
usually analyzed independently to keep the problem
manageable.

It is also important to know that all the tracking loops
discussed later are motivated by the maximum a poster-
iori (MAP) estimation, which suggests only the open-loop
structure of a one-shot estimator. The closed-loop struc-
ture derived by differentiating the likelihood function and
equating the resulting loop feedback signal (also known as
the error signal) to zero is only motivated by the MAP
estimation [8].

6.1. Carrier Tracking

6.1.1. BPSK. The most commonly used device to track
the phase of a sinusoidal signal, for example, the residual
carrier component in Eq. (7), is the phase-locked loop
(PLL). The PLL is composed of a phase detector, a loop
filter, and a voltage-controlled oscillator (VCO) or, in a
digital PLL design, a numerically controlled oscillator
(NCO). The lowpass component of the phase detector
output is a periodic function (of period 2p) of the phase
error fc, which is called the S curve of the loop. A stable
lock point exists at fc¼ 0, one of the zero-crossing points
where the S curve has a positive slope. The phase error for
the first-order PLL, which has its loop filter implemented
as a constant gain, is a Tikhonov distributed random
variable and its probability density function (pdf) is given
by [5]

pðfcÞ¼
exp½rfc

cosðfcÞ�

2pI0ðrfc
Þ

fc

�� ���p ð13Þ

where Ik( � ) denotes the modified Bessel function of order k
and rfc

¼ðs2
fc
Þ
�1 is the loop SNR defined as the reciprocal

of the phase error variance in radian2. The loop SNR for
the first-order PLL is expressed by

rfc
¼

Pc

N0BL
ð14Þ

where BL is the loop bandwidth. The detailed description
of a PLL is discussed in another article in this encyclope-
dia and is not to be repeated here.
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For the suppressed carrier in which no discrete carrier
component appears in its spectrum, the carrier phase,
embedded in the data-bearing component as the second
term of Eq. (7), must be tracked by the Costas loop. The
Costas loop is a phase-tracking loop whose functionality
is similar to that of a PLL. Except for the same feedback
path consisting of a loop filter and an NCO, a Costas loop
has a double-arm loop structure, denoted, respectively,
as the in-phase (I) and quadrature (Q) arms, with
a phase detector and a lowpass arm filter in each.
The incoming signal is first mixed with each of the two
locally generated reference signals 901 apart, that is,ffiffiffi

2
p

sinðoctþ ŷycÞ and
ffiffiffi
2
p

cosðoctþ ŷycÞ, at the correspond-
ing phase detector and then passed through the arm
filter. Although the lowpass arm filter is either a passive
RC-type filter or an active filter, it turns out that a
matched filter (that is, an active filter) is the optimal
design. The output of the two arm filters are multiplied,
which effectively removes the data modulation, to form
the loop feedback signal before it is fed into the loop
filter. Because of this multiplication, a Costas loop is
actually tracking twice the error phase. Accordingly, the
Costas loop has two equally stable lock points at fc¼ 0
and fc¼ p, each corresponding to a zero-crossing point in
the S curve (of period p) where the slope is positive.
These dual lock point inevitably introduce phase ambi-
guity such that the demodulated data has inverted
polarity if the loop locks at fc¼ p. This 1801 phase
ambiguity is resolved in several ways. For example, a
known sequence pattern is inserted in the transmitted
symbol stream from time to time so that the inverted
polarity is detected by examining the received sequence
pattern. However, the most efficient method is employing
a differential encoding scheme in the transmitted data so
that the information is kept in the relative phase be-
tween adjacent symbols instead of in the absolute phase
of each symbol [5]. On the receiver side, a corresponding
differential decoding scheme is applied to extract the
relative phase (or the transmitted information) after the
symbol decision. A small penalty in terms of error
performance exists for this differential encoding/decod-
ing scheme because one incorrect symbol decision creates
two consecutive errors in the relative phase.

The phase error for the first-order Costas loop with
I&D arm fitters is similarly found as a Tikhonov distrib-
uted random variable and its pdf is given by

pðfcÞ¼

exp
rfc

4
cosð2fcÞ

h i

pI0

rfc

4

� � fc

�� �� � p
2

ð15Þ

and the associated loop SNR is given by

rfc
¼

Pd

N0BL
1þ

1

2Es=N0

� ��1

ð16Þ

where Es/N0¼PdT/N0 is the symbol SNR. Note that the
term in the parentheses is usually called the squaring
loss, which results from the signal-noise product in the

loop feedback signal. At low symbol SNR, the squaring
loss is significant.

As discussed previously, transmitted power is allocated
to the residual carrier component and data-bearing com-
ponent by the choice of the modulation index for the
telemetry data. It has been proved that a fully suppressed
carrier is the best way to maximize data throughput [9].
However, if a residual carrier component is desired for
purposes other than communications, it is always a di-
lemma to set this modulation index because, on one hand,
sufficient power must be given to the residual carrier so
that it is successfully tracked by a PLL, and, on the other
hand, the power allocated for data transmission should be
kept as high as possible to maximize data throughput.
Because the residual carrier and data sidebands are
coherently related, a hybrid loop [10] that consists of the
phase-locked loop and Costas loop structures is used to
exploit this coherence and thereby improve carrier phase
tracking in this scenario. This technique is also known as
sideband aiding because it utilizes the power in the data-
bearing component as the second term Eq. (7) to help
residual carrier tracking.

In the hybrid loop, both error signals from the single-
arm PLL structure and the double-arm Costas loop struc-
ture are weighted and added together to form an effective
loop feed-back signal. As a result, there are usually dual
lock points for the hybrid loop, that is, fc¼0 and fc¼ p
and similar to those of a Costas loop. Yet, these two lock
points generally are not equiprobable. It can be shown
that [11] the lock point at fc¼ p vanishes when the
modulation index is smaller than a threshold as a function
of the symbol SNR.

With a given modulation index, an optimal relative
weight between the PLL and Costas loop portion is
derived to minimize the hybrid loop tracking jitter. Be-
cause the relative tracking performance between a PLL
and Costas loop is determined by the relative power
allocation and the additional squaring loss incurred in
the Costas loop, it is not surprising to find that the optimal
weight is a function of the modulation index and the
symbol SNR.

6.1.2. QPSK. The carrier tracking of a QPSK signal is
usually done by a generalized Costas loop motivated by
MAP estimation theory. There are basically two variants
of this generalized Costas loop: the polarity type known as
the crossover Costas loop for high-SNR scenarios and the
squaring type or low-SNR scenarios [7]. In the crossover
loop, two products are formed by multiplying the hard-
limited version of one arm-filter output with the other arm
filter output before they are combined as the loop error
feedback. The phase error for the first-order crossover
Costas loop is a Tikhonov distributed random variable
with pdf given by

pðfcÞ¼

2 exp
rfc

16
cosð4fcÞ

h i

pI0

rfc

16

� � fc

�� ��� p
4

ð17Þ
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The associated loop SNR for this first-order crossover loop
is

rfc
¼

Pd

N0BL

erf

ffiffiffiffiffiffiffiffiffi
Es

2N0

s !
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

p
Es

N0

� �s

exp �
Es

2N0

� �" #2

1þ
Es

N0
�

ffiffiffi
2

p

r
exp �

Es

2N0

� �
þ

ffiffiffiffiffiffiffi
Es

N0

s

erf

ffiffiffiffiffiffiffiffiffi
Es

2N0

s !" #2

8
>>>>>><

>>>>>>:

9
>>>>>>=

>>>>>>;

ð18Þ

where the error function erf( � ) and its complimentary
erfc( � ) are defined as

erf ðxÞ ¼1� erfcðxÞ¼
2ffiffiffi
p
p

Z x

0
e�a

2

da

Note that, similar to Eq. (16) of the Costas loop, the term
in the braces in Eq. (18) is the squaring loss of the
crossover Costas loop. The squaring-type loop has a dif-
ferent squaring loss which is smaller than that of its
polarity-type sibling in low SNR region. More details
about the crossover Costas loop can be found in Ref. 13.
Another alternative in tracking a QPSK signal is to use
the demod-remod quadriphase tracking loop, which can be
viewed as a fourth-power loop with a multiplication done
at the IF level [7].

6.2. Subcarrier Tracking

Subcarrier tracking is almost identical to suppressed
carrier tracking for BPSK signals because there is no
residual tone left for the binary-phase-shift-keyed sub-
carrier. The Costas loop is used here to remove the data
modulation and a squaring loss associated with this
process is inevitable. However, depending on the use of
a sine-wave or square-wave subcarrier, tracking perfor-
mance is quite different. For the sine-wave subcarrier,
there is no difference between its tracking and that of a
suppressed carrier. On the contrary, additional improve-
ment in the square-wave subcarrier tracking is realized
by using a time-domain windowing function on the quad-
rature arm [13]. In this case, the windowing function
around the midphase transition of the Q-arm reference
signal is treated as an approximation of the time-domain
derivative of its I-arm counterpart. According to the
derivation of the MAP estimation, which implies the
existence of an optimal open-loop structure when one of
I-arm and Q-arm reference signals is the derivative of the
other, the resulting loop SNR is greatly improved by
shrinking the window size. The first-order loop SNR is
given by

rfsc
¼

2

p

� �2 Pd

N0BL

1

Wsc

� �
1þ

1

2Es=N0

� ��1

ð19Þ

where Wsc is the quadrature window size (between 0 and
1) relative to a subcarrier cycle. It is clear that the loop
SNR is inversely proportional to the window size. How-
ever, using a small window inevitably reduces the loop’s
pullin range and raises the issue of loop stability. A
reasonable window size of one-quarter or one-eighth is
usually used to provide a 6–9 dB improvement in loop
SNR.

No such improvement from quadrature windowing is
realized for a sine-wave Costas loop of which the I-arm
and Q-arm reference signals are two sine functions sepa-
rated by 901 and, therefore, have the derivative relation-
ship between them as suggested by the MAP estimation.
Applying a quadrature window in this case actually
destroys the derivative relationship and renders inferior
loop performance.

6.3. Symbol Timing Tracking

Symbol synchronization has a direct impact on the data
detection process because inaccurate symbol timing re-
duces the probability of making a correct decision.
Although a separate channel may be used to send timing
signals for synchronization, to extract the synchronization
information directly from the data-bearing signal has the
advantage that no additional power and frequency spec-
trum are required. Of course, to successfully extract
symbol timing information from the transmitted symbol
stream relies on the presence of adequate symbol transi-
tions (zero crossings).

The data transition tracking loop (DTTL) is widely
used for symbol synchronization. Similar to the Costas
loop, DTTL has a double-arm loop structure with a hard
decision followed by a transition detector in its in-phase
arm and a delay in its quadrature arm to keep signals on
both arms properly aligned. It is important to note that
the term ‘‘in phase’’ refers to an operation synchronous
with the timing of the received symbols and, therefore,
the I-arm phase detector becomes a matched filter in-
tegrating from one symbol epoch to the next. The Q-arm
phase detector performs another integration within a
window, which is of a size Wsym (between 0 and 1)
relative to the symbol interval and centered at the
symbol epoch, causing the midpoint of the Q-arm inte-
gration interval offset by a half-symbol from its I-arm
counterpart. Similar to square-wave subcarrier track-
ing, the time-domain windowing function on the quad-
rature arm improves the tracking performance but
inevitably raises the issue of loop stability at the same
time [5].

The DTTL has a single stable lock point at
fsym¼ 0. The phase error for the first-order DTTL is a
Tikhonov distributed random variable and its pdf is given
by

pðfsymÞ¼
expðrfsym

cosðfsymÞ�

2pI0ðrfsym
Þ

fsym

�� ���p ð20Þ
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with the corresponding loop SNR given as

rfsym
¼

1

ð2pÞ2
Pd

N0BL

1

Wsym

� �

2 erf

ffiffiffiffiffiffiffi
Es

N0

s !
�

Wsym

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

p
Es

N0

� �s

exp �
Es

N0

� �" #2

1þ
Wsym

2

Es

N0

� �
�

Wsym

2

ffiffiffi
1

p

r
exp �

Es

N0

� �
þ

ffiffiffiffiffiffiffi
Es

N0

s

erf

ffiffiffiffiffiffiffi
Es

N0

s !" #2

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

ð21Þ

7. SYMBOL SNR DEGRADATION

Symbol SNR degradation is the direct cause of poor bit
error performance and is translated into the telemetry
system loss as seen in the next section when the receiver
performs a hard decision on each demodulated symbol.
When no hard decision is performed by the receiver,
symbol SNR degradation directly affects decoder perfor-
mance because the demodulated symbols, called soft sym-
bols, are fed to the decoder without going through a hard-
decision device.

Because of the difficulty of analyzing the coupled-
carrier, subcarrier, and symbol-tracking loops, SNR de-
gradation of the demodulated symbol (for a coded system)
or bit (for an uncoded system) caused by imperfectly
synchronized references is usually approximated as a
product of degradation factors of the individual loops;
each factor is derived on the basis of assuming perfect
tracking in other loops. The overall degradation, condi-
tioned on the corresponding phase errors, for the teleme-
try signal given in Eq. (7) is expressed by

DSNRðfc;fsc;fsymÞ

¼DcðfcÞDscðfscÞDsymðfsymÞ

¼ ½cosðfcÞ�
2 1�

2

p
fsc

�� ��
� �2

1�
fsym

�� ��
p
þ

f2
sym

2p2

" # ð22Þ

Where Dc(fc), Dsc(fsc) and Dsym(fsym) are the degradation
factors for the imperfect carrier, subcarrier, and symbol
(or bit) synchronization, respectively. Hence, the averaged
symbol (or bit) SNR degradation due to imperfect syn-
chronization becomes

ðDSNRÞdB¼ ðDcÞdBþ ðDscÞdBþ ðDsymÞdB ð23Þ

where Dc, Dsc and Dsym are the averaged power degrada-
tion factors obtained by averaging over the corresponding
Tikhonov distributed phase errors.

In addition to the degradation caused by imperfect
synchronization, it is also important to know that there
are other sources of SNR degradation, for example, the

intermodulation terms and possible interference from the
ranging signal found in Eq. (7), and the subcarrier and
symbol waveform distortion introduced by the bandlim-
ited channel.

8. BIT ERROR PERFORMANCE (UNCODED SYSTEM)
AND TELEMETRY SYSTEM LOSS

Telemetry information is extracted from the demodulated
data stream by a symbol decision process. For binary
signals, it is typically a hard-limiting decision on an
AWGN corrupted, antipodal, random variable. For an
uncoded system, the bit (or symbol) error probability of a
BPSK signal is well known as

Pb¼

Z p

�p

1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s

cosðfcÞ

" #
pðfcÞdfc ð24Þ

where p(fc), is the pdf of the carrier phase error given in
Eq. (13), when the carrier is tracked by a PLL so that no
phase ambiguity exists. However, with a fixed-loop SNR,
an irreducible error probability exists no matter how large
the bit SNR. This irreducible error probability is charac-
terized solely by the carrier tracking loop SNR and, for a
given loop bandwidth, is reduced only by allocating more
power to the residual carrier component, which serves no
purpose in transmitting telemetry except being tracked by
PLL.

For suppressed carrier tracking of a BPSK signal by the
Costas loop, the phase ambiguity exists and must be
resolved. The bit error probability for a special case of
perfect phase ambiguity resolution (say, by other means,
such as a periodically inserted known sync pattern) is
given by

Pb¼

Z p=2

�p=2

1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s

cosðfcÞ

" #
pðfcÞdfc ð25Þ

where p(fc) is the pdf in Eq. (15).
If a differential coding scheme is utilized to resolve the

phase ambiguity, the biterror probability becomes [7]

Pb¼

Z p=2

�p=2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s

cosðfcÞ

" #

1�
1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s

cosðfcÞ

" #( )
pðfcÞdfc

ð26Þ

where p(fc) is the pdf in Eq. (15). No irreducible error
probability exists in the suppressed carrier tracking be-
cause the tracking loop SNR for a fixed loop bandwidth
and bit duration product increases with the bit SNR. So
far, only the impact of bit error probability from carrier
tracking has been discussed, and one can find the SNR
degradation from imperfect carrier tracking, that is,
cos2(fc) appears repeatedly in Eqs. (24)–(26). When the
overall impact of bit-error performance from all levels
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of imperfect tracking, including carrier, subcarrier, and
symbol, is considered, the bit error probability becomes a
threefold integration involving the overall symbol SNR
degradation given in Eq. (22). For example

Pb¼

Z p

�p

Z p=2

�p=2

Z p=2

�p=2

1

2

erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eb

N0
DSNRðfc;fsc;fsymÞ

s" #

pðfcÞpðfscÞpðfsymÞdfcdfscdfsym

ð27Þ

where p(fsc) and p (fsym) are Tikhonov distributed pdf ’s of
subcarrier and symbol phase errors, respectively. In fact,
p(fsc) takes the form of Eq. (15) of the Costas loop and
p(fsym) is given by Eq. (20). Note that the product of pdf ’s
of individual phase errors is used in lieu of the hard-to-
establish joint pdf from the coupled loops. For QPSK
signals, the biterror probability is given by [7]

Pb¼

Z p=4

�p=4

1

4

�
erfc

ffiffiffiffiffiffiffi
Eb

N0

s

½cosðfcÞ � sinðfcÞ�

( )

þ
1

4
erfc

ffiffiffiffiffiffiffi
Eb

N0

s

½cosðfcÞþ sinðfcÞ�

( )!
pðfcÞdfc

ð28Þ

where p(fc) is the pdf in Eq. (17).
The telemetry system loss is defined as a loss factor

LZ0 dB, which represents the amount of additional bit
SNR required for a lossy system to meet the same bit error
performance of a perfectly synchronized system. For ex-
ample, the bit error probability for a perfectly synchro-
nized BPSK or QPSK system is given by

Pb¼
1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s !
ð29Þ

and, therefore, the required bit SNR for this ideal system
at a given bit error probability p�b is expressed by

Eb

N0

� ��
¼ ½erfc�1

ð2P�bÞ�
2 ð30Þ

The lossy system with a system loss L needs L times as
much bit energy, namely, Eb=N0¼L Eb=N0

� �
, to achieve

the same biterror probability or, in other words, to com-
pensate for the loss incurred within.

9. ADVANCED TOPICS

9.1. Antenna Arraying

With recent space missions moving toward high data rate
and low transmitting power operations, combining signals
from several antennas to improve the effective SNR
becomes the only viable option when the existing technol-
ogies of building larger single-aperture antenna and

lowering the system noise temperature are pushed to
their limits.

Three arraying techniques [14] are briefly discussed
here: symbol-stream combining, baseband combining and
full spectrum combining, each combining signals at a
different stage of signal processing.

For symbol-stream combining, each participating an-
tenna performs carrier, subcarrier, and symbol synchro-
nization individually. Then the symbols at each receiver
output are combined, with the appropriate weights, to
form the final symbols for detection or decoding. This
scheme has the advantage of a small combining loss. It
is also suitable for real-time combining from interconti-
nental antenna sites because combining is performed
at a relatively low processing rate, that is, the symbol
rate. The disadvantage is that each antenna needs a full
set of receiver hardware and must lock on the signal
individually.

In baseband combining, each antenna needs to lock on
and remove the (residual) carrier by itself. Then the
resulting baseband signals, including the data-modulated
subcarrier, are combined for further synchronization and
demodulation. The advantage of this scheme is that less
hardware is required because only a single set of subcar-
rier and symbol tracking devices is needed to process the
combined signal. The disadvantage is that each antenna
still must lock on, at least, the carrier, individually.

In full spectrum combining, signals are combined at an
intermediate frequency (IF). Before they are combined,
the relative time delay and phase difference must be
properly estimated and compensated for so that signals
are coherently combined. Then the resulting IF signal is
directed to a single receiver for further synchronization
and demodulation. The advantage of this scheme is that
only one of the participating antennas must lock on the
combined IF signal, which allows including smaller an-
tennas in this arraying scheme even though they cannot
lock on the signal. The disadvantage is the very large
transmission or recoding bandwidth required to carry the
IF signals through the networked antenna sites for com-
bination.

Besides the above-discussed arraying techniques, a
scheme called the carrier arraying, which employs coupled
carrier tracking devices from participating antennas
should be mentioned here. This scheme by itself does not
combine the signals and, thus, must be operated with
symbol-stream or baseband combining to array the tele-
metry. In a carrier array scenario, a large master antenna
generally locks on the signal by itself and then helps other
smaller antennas to track by estimating and removing the
signal dynamics in their input.

9.2. Buffered Telemetry Processing

The Deep Space Communications Complex (DSCC) Gali-
leo Telemetry (DGT) is developed and implemented by the
Jet Propulsion Laboratory to support the Galileo S-Band
Mission. Many advanced technologies have been devel-
oped for this mission to cope with the failure to fully
deploy the high-gain antenna of the Galileo spacecraft,
making itself a showcase of future signal processing
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technologies in the radiotelemetry field. In the following,
selected key features of the DGT and the technologies
behind these features are briefly described to illustrate
the concept of buffered telemetry processing in which
telemetry is recorded, processed, and reprocessed to mini-
mize data loss in space missions operated with low link
margins.

DGT is composed of four major subsystems, the full-
spectrum recorder (FSR), the full-spectrum combiner
(FSC), the buffered telemetry demodulator (BTD), the
feedback concatenated decoder (FCD), and other control
functions to coordinate the operations of these subsys-
tems. Except for the FSR, the rest of the DGT is imple-
mented in software and can be run on general-purpose
workstations, which allows greater flexibility of signal
processing without expensive custom-made hardware.

The FSR downconverts the RF signal to IF for digitiza-
tion and then further open-loop downconverts each data
sideband to the baseband, individually and coherently,
before it is sampled and recorded. This significantly re-
duces the required bandwidth for transmission through
the intercontinental antenna network because the proces-
sing rate is linked to the symbol rate, instead of the much
higher subcarrier frequency.

The recorded signals (residual carrier and data side-
bands centered at the first four harmonics of the square-
wave subcarrier are kept for the Galileo S-Band Mission)
from arrayed antennas are combined by the FSC, which
estimates and adjusts the time delay and phase for each
recorded sideband coherently to a reference point chosen
as the center of the Earth, and then combines the time-
and phase-aligned signals from arrayed antennas to form
an enhanced signal. The combined telemetry is archived
and transferred to the BTD on request for synchronization
and demodulation.

The BTD, known as the software receiver, is the signal
processing core of DGT, which provides acquisition, syn-
chronization, demodulation, and miscellaneous monitor-
ing functions through its carrier, subcarrier, symbol-
tracking loops and associated lock indicators [15]. In the
BTD, the individually combined data sidebands are pro-
cessed coherently and then are synthesized to form an
equivalent signal as if it were a single signal processed by
a regular receiver. The end product of the BTD is a
demodulated soft symbol stream that is written to a file
and transferred to the FCD on request for decoding and
decompression.

Because the FSR/FSC combined data are recorded on
tape, the BTD is actually designed to be able to work on
any segment of data offline in either direction, forward or
backward in time. In fact, with the availability of multiple
CPU workstations, simultaneous BTD sessions are in-
itiated on different segments of data. For example, one
session is dedicated to process real-time samples forward
(in time) while the others reprocess other recorded seg-
ments as needed. Then the soft symbol streams from these
simultaneous sessions are merged into a single stream
because each of them is properly time tagged. By taking
advantage of the flexibility in software implementation,
many noncausal signal processing techniques can be
performed to process or reprocess the data to further

enhance the quality of the telemetry. One important
feature of the BTD is the so-called gap closure processing
[16], which greatly reduces possible data loss due to
receiver acquisition, resynchronization, and loss of lock.

The need to reprocess a segment of sampled data arises
from the failure of the BTD to maintain the in-lock status
in any of its tracking loops or the failure of the FCD to
properly decode the soft symbols. A segment of sampled
data on which the telemetry cannot be extracted reliably is
called a gap, and the processing of a gap to extract any
valid information not available when that segment of
samples was first processed is called gapclosure proces-
sing. Gaps caused by acquisition are found in the begin-
ning of each pass or at instants when the receiver drops
out of lock, whereas gaps generated by cycle slips in one of
the loops occur randomly in a pass. Along with its demo-
dulation efforts, the BTD tracks its internal states, includ-
ing the lock indicators, the symbol SNR estimates, and the
state variables inside the loop filter and the NCO for all
three loops. These state variables are recorded at fixed
intervals as checkpoints and, with them, a software re-
ceiver is easily restored to its state at checkpoint immedi-
ately before or after a gap. By estimating the parameters of
a phase process in a region near a restored checkpoint
where the phase tracking was successfully carried out, gap
closure processing can start from this checkpoint and move
into the gap. Two configurations, one for closed loop and
the other for open loop, are used here. The closedloop
configuration needs to initiate the loop filter with phase
parameters estimates in a particular way, so that, when
the loop is closed and starts to track at the checkpoint, the
loop virtually starts immediately with steady state track-
ing. For a relatively stable phase process and a gap of small
size, an openloop configuration is applied by using an
estimated phase profile as the reference without resorting
to a loop operation. Both configurations are applied to gap
closure processing in either direction, forward or backward
in time, because the buffered data can be processed in
either order. This is especially useful when a gap occurs at
the beginning of a track so that all the available checkpoint
information is from the region behind this gap.

Another useful feature of BTD is its capability of
seamless tracking through symbol rate changes. The
reason for changing the symbol rate during a pass is to
take advantage of the changing G/T figure as the eleva-
tion angle of an antenna changes in a pass. With a higher
elevation angle, an antenna has a higher G/T figure and
supports a higher symbol rate when the symbol SNR is
fixed. The software implementation of BTD handles sym-
bol rate changes without dropping a lock on symbol
timing, as long as the rate changes follow a set of specific
rules and their schedule is roughly known in advance.

The FCD is a subsystem that performs error correction
decoding and data decompression in the DGT. Implemen-
ted in software on a multiprocessor workstation, it em-
ploys a feedback mechanism that passes intermediate
decoding information from the outer code of the concate-
nated code to the inner code to facilitate multipass decod-
ing which achieves a final bit error rate of 10� 7 at a
0.65 dB bit SNR. The architecture and the detailed opera-
tions of the FCD are described in the next section.
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9.3. Advanced Source and Channel Coding for Space
Applications

In this section, we use the Galileo S-Band Mission again
as an example to illustrate the application of advanced
source and channel coding schemes to enhance telemetry
return (17). First, using the integer cosine transform (ICT)
for lossy image compression is briefly explained. Then, an
advanced error correction coding scheme used to protect
the heavily edited and compressed data is discussed,
followed by a discussion of the interaction between data
compression and error control (containment/detection/cor-
rection) processes.

9.3.1. Galileo’s Image Compression Scheme. Galileo im-
age compression is a block-based lossy image-compression
algorithm that uses an 8 � 8 ICT. The ICT was first
proposed in 1989 [18], and was streamlined and general-
ized a few years later [19,20]. It is an integral approxima-
tion of the popular discrete cosine transform (DCT), which
is regarded as one of the best transform techniques in
image coding. Its independence from the source data and
the availability of fast transform algorithms make the
DCT an attractive candidate for many practical image
processing applications. In fact, the ISO/CCITT standards
for image processing in both still-image and video trans-
missions include the two-dimensional DCT as a standard
processing component in many applications.

The elements in an ICT matrix are small integers with
sign and magnitude patterns resembling those of the DCT
matrix. Besides, the rows of the ICT matrix are orthogo-
nal. The integral property eliminates real multiplication
and real addition operations, thus greatly reducing com-
putational complexity. The orthogonality property ensures
that the inverse ICT has the same transform structure as
the ICT. Notice that the ICT matrix is required only to be
orthogonal, but not orthonormal. However, any orthogonal
matrix may be made orthonormal by multiplying it by an
appropriate diagonal matrix. This operation is incorpo-
rated in the quantization (dequantization) stage of the
compression (decompression), thus sparing the ICT (in-
verse ICT) from floating-point operations and, at the same
time, preserving the same transform structure as in the
floating-point DCT (inverse DCT). The relationship be-
tween the ICT and DCT guarantees efficient energy pack-
ing and allows the use of fast DCT techniques for the ICT.
The ICT matrix used in the Galileo mission is given as
follows:

1 1 1 1 1 1 1 1

5 3 2 1 �1 �2 �2 �5

3 1 �1 �3 �3 �1 1 3

3 �1 �5 �2 2 5 1 �3

1 �1 �1 1 1 �1 �1 1

2 �5 1 3 �3 �1 5 �2

1 �3 3 �1 �1 3 �3 1

1 �2 3 �5 5 �3 2 �1

Figure 1 shows the rate distortion performance of the ICT
scheme compared with the JPEG scheme. Simulation
results indicate that the difference in performance be-
tween the use of floating-point DCT and the ICT is
insignificant.

9.3.2. Galileo’s Error Correction Coding Scheme. The
Galileo error-correction coding scheme uses a (255,k)
variable redundancy RS code as the outer code and a
(14; 1

4)-long constraint-length convolutional code as the
inner code. The RS codewords are interleaved to depth 8
in a frame. The redundancy profile of the Reed–Solomon
codes is (94, 10, 30, 10, 60, 10, 30, 10). The staggered
redundancy profile was designed to facilitate the novel
feedback concatenated decoding strategy [21,22]. This
strategy allows multiple passes of channel symbols
through the decoder. During each pass, the decoder uses
the decoding information from the RS outer code to
facilitate the Viterbi decoding of the inner code in a
progressively refined manner. The FCD is implemented
in software on a multiprocessor workstation. The code is
expected to operate at a bit signal-to-noise ratio of 0.65 dB
at a bit error rate of 10� 7. Figure 2 shows a schematic of
the FCD architecture. In this article, only the implemen-
tation and operational aspects of the FCD task are dis-
cussed. The FCD novel node/frame synchronization
scheme is discussed in Ref. 23, and its code selection and
performance analysis are discussed in detail in Ref. 24.

9.3.2.1. The (255,k) Variable-Redundancy Reed–Solomon
Code. All RS codes for the Galileo mission use the same
representation of the finite field GF(256). Precisely,
GF(256) is the set of elements

GFð256Þ¼ f0;a0;a1;a2; . . . ;a254g ð31Þ

0 20 40 60 80

Compression ratio

5.000 

4.000 

3.000 

2.000 

1.000 

0.000

R
oo

t-
m

ea
n-

sq
ua

re
 e

rr
or

8 × 8 ICT

JPEG (customized)

Miranda

Figure 1. Rate distortion performance of ICT.
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where a, by definition, is a root of the primitive polynomial

pðxÞ ¼ x8þ x7þ x2þ xþ 1 ð32Þ

[i.e., p(a)¼ 0].
In the encoding/decoding process, each power of a is

represented as a distinct nonzero 8-bit pattern. The zero
byte is the zero element in GF(256). The basis for GF(256)
is descending powers of a. Note that this is the conven-
tional representation, not Berlekamp’s dual basis (25).
The RS generator polynomial is defined as

gðxÞ¼
Yn�k�1

i¼ 0

ðx� abðiþLÞÞ ¼
Xn�k

i¼ 0

gix
i ð33Þ

where n denotes the codeword length in bytes, k denotes
the number of information bytes, and ab is a primitive
element of GF(2 5 6). The parameter b is chosen in some
applications to minimize the bit-serial encoding complex-
ity. Because the Galileo RS encoders are implemented in
software, there is little advantage in preferring a parti-
cular value of b. The parameter L is chosen so that the
coefficients of g(x) are symmetrical. This reduces the
number of Galois field multiplications in encoding by
nearly a factor of 2.

The Galileo mission utilizes four distinct RS codes. We
define RS(n,k) as an RS code which accepts k data bytes as
input and produces n bytes as a code word, where n4k. An
RS(n,k) code corrects t errors and s erasures if 2tþ srn–k.
These codes are referred to as RS(255,161), RS(255,195),
RS(255, 225), RS(255,245). Specifically, the parameters b

and L of these four codes are as follows:

* RS(255,161) b¼ 1, L¼ 81
* RS(255,195) b¼ 1, L¼ 98
* RS(255,225) b¼ 1, L¼ 113
* RS(255,245) b¼ 1, L¼ 123

These RS codes, being interleaved to depth 8, are arranged
in a transfer frame as shown in Fig. 2. The RS decoders
use a time-domain Euclid algorithm to correct errors and
erasures. The details of the decoding algorithm are dis-
cussed in Ref. 26.

9.3.2.2. The (14,14) Convolutional Code and Its Parallel
Viterbi Decoder. The (14,14) convolutional code used for the
Galileo mission is the concatenation of a software (11; 1

2)
code and an existing hardware (7,12) code. The choice of
convolution code is constrained by the existing (7,12) code,
which is hardwired in the Galileo Telemetry Modulation
Unit (TMU), and by the processing speed of the ground
FCD. The generator polynomials of the (11,12) code and the
(7,12) code in octal are (3403,2423) and (133,171), respec-
tively. The generator polynomials of the equivalent (14,14)
code are (26042,36575,25715,16723).

The Viterbi decoder for the (14,14) code is implemented
in software in a multiprocessor workstation with shared
memory architecture. The use of a software decoder is
possible because of the slow downlink data rate of the
Galileo S-Band Mission. The advantages of a software-
based decoder are that the development cost is low
and it allows the flexibility to perform feedback concate-
nated decoding. We examined two different approaches to
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parallelize the Viterbi algorithm: (1) state-parallel decom-
position in which each processor is equally loaded to
compute the add-compare-select operations per bit and
(2) round-robin frame decoding that exploits the multiple
processors by running several complete but independent
decoders for several frames in parallel. Our early proto-
types indicate that the first approach requires a substan-
tial amount of interprocessor synchronization and com-
munication and this greatly reduces the decoding speed.
The second approach requires much less synchronization
and communication because each processor is now an
entity independent of the others. The performance scaling
is nearly perfect. We chose the round-robin approach for
the FCD Viterbi decoder. The details of the FCD software
Viterbi decoder implementation are described in Ref. 27.

9.3.2.3. Redecoding. Redecoding, as shown in Fig. 2,
uses information fed back from codewords successfully
decoded by the RS decoder to improve the performance of
Viterbi decoding. A correctly decoded RS bit forces the
add–compare–select operation at each state to select the
path that corresponds to the correct bit. Thus the Viterbi
decoder is constrained to follow only paths consistent with
known symbols from previously decoded RS codewords.
The Viterbi decoder is much less likely to choose a long
erroneous path because any path under consideration is
pinned to coincide with the correct path at the locations of
the known symbols. Each RS frame is decoded with four
feedback passes. In the first pass, only the first code word
RS(255,161) is decoded. In the second pass, the fifth
codeword RS(255,195) is decoded. In the third pass, the
third and seventh codewords RS(255,225) are decoded,
and finally, in the fourth pass, the second, fourth, sixth,
and eighth codewords RS(255,245) are decoded. During
each pass, the decoder uses the decoding information from
the Reed–Solomon outer code to facilitate Viterbi decoding
of the inner code in a progressively refined manner.
The details of the FCD redecoding analysis are given in
Ref. 24.

9.3.3. Interaction between Data Compression and Error
Control Processes. Packet loss and other uncorrectable
errors in a compressed datastream cause error propaga-
tion, and the way the error propagates depends on the
compression scheme. To maximize the scientific objectives
with the limited transmission power of the low-gain
antenna used in the Galileo S-Band Mission, most of the
data (image and nonimage) are expected to be heavily
edited and compressed. These valuable compressed data
must be safeguarded against catastrophic error propaga-
tion caused by packet loss and other unforeseeable errors.

The ICT scheme for solid-state imaging (SSI) data is
equipped with a simple but effective error containment
strategy. The idea is to insert synchronization markers
and counters at regular intervals to delimit uncompressed
data into independent blocks so that, in case of packet loss
and other anomalies, the decompressor searches for the
next available synchronization marker and continues to
decompress the rest of the data. In this case, the interval
chosen is eight lines of uncompressed data. The error
containment strategy guarantees that error propagation

does not go beyond the compressed code block where
errors reside. Other options to prevent error propagation
are also considered, but these options usually result in
great onboard implementation complexity or excessive
downlink overhead. For example, a self-synchronizing
feature in Huffman code may be used to contain errors,
but it is difficult to implement. A packetizing scheme with
varying packet sizes may also be used to contain errors (by
matching packet boundaries and the compressed data
block boundary), but the packet headers introduce exces-
sive downlink overhead in SSI data.

The SSI ICT error containment scheme works as
follows. On the compression side, every eight lines of
data are compressed into a variable-length, compressed
data block. The dc (steady-state bias) value is reset to zero
at the start of each compressed data block, thus making
every block independent of the others. A 25-bit synchro-
nization marker and a 7-bit modulo counter are inserted
at the beginning of every compressed data block. The sync
marker is chosen to minimize the probability of false
acquisition in a bursty channel environment. The 25-bit
synchronization marker pattern is 024AAAB in hex. Si-
mulation results indicate that this synchronization mar-
ker gives a probability of false acquisition of less than
10�8. The decompression scheme consists of two program
modules, the SSI ICT decompression module and the error
detection/sync module. The SSI ICT decompression mod-
ule reconstructs the data from the compressed data-
stream, and the error detection/sync module checks the
prefix condition of the Huffman codes to detect any
anomaly. When an anomaly is detected, a synchronization
marker search is initiated to find the next available one.
Decompression resumes from there on, and the recon-
structed blocks are realigned by using the modulo counter.
The corrupted portion of the data is flagged and reported.

The downlink overhead of the SSI ICT error contain-
ment scheme is a function of compression ratio (CR) and
image width W. It is measured by the percentage of sync
data (sync marker and counter) compared to the com-
pressed data and is given by following equation:

4�CR

8�W

For example, an 800 � 800 SSI image has the following
overhead as a function of the compression ratio:

Compression Ratio Overhead

2
4
8

16

0.00125
0.00250
0.00500
0.01000

9.3.4. Multiple Spacecraft Support. Traditionally, every
spacecraft is supported by one of the ground antennas for
its uplink and downlink. This dedication requires efficient
scheduling of the resources on the ground, including
hardware, software, and personnel. With more and more
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concurrent missions, the need for multiple spacecraft
support by a single ground antenna to alleviate the
scheduling problem becomes evident. For example, several
proposed future missions to Mars by various joint efforts of
international space agencies will place more than a dozen
spacecraft, including orbiters, landers, and rovers, on or
around Mars in the next 10 years. For these missions, it is
highly possible that more than one spacecraft will come
within the same beam width of a single ground antenna,
and it constitutes the opportunity to communicate with
them by using this single antenna with a considerable
amount of operational cost saving over multiple antennas.
In multiple spacecraft support, a telecommand uplink
from a single ground antenna will be shared by the
supported spacecraft, and multiple telemetry downlinks
originated from these spacecraft will also have to be
established by a single ground antenna.

Several options have been studied to support this
multiple spacecraft scenario [28]. The most straightfor-
ward (and the most inefficient) option is to carefully assign
different subcarrier frequencies to the supported space-
craft, allowing sufficient guard band to accommodate
Doppler effects and tolerating some degree of spectrum
overlapping in data sidebands in exchange for more
simultaneous support. This method requires very tedious
planning and is extremely inflexible when facing a dy-
namic scenario.

Another option is to redesign the spacecraft transpon-
der so that the coherent turnaround ratio (TAR), which
specifies the uplink to downlink carrier frequency ratio, is
programmable. Each supported spacecraft receives its
unique TAR from the uplink commands. As a result,
different spacecraft will be instructed to use different
downlink carrier frequencies because their TARs are
distinct. Currently, a new digital transponder, known as
the small transponder modem developed by the Jet Pro-
pulsion Laboratory, has such a built-in feature.

The third option is to use code-division multiple-access
(CDMA) techniques similar to those used in commercial
mobile cellular systems. CDMA offers far more simulta-
neous support than that of the previous two options.
However, to support various types of spacecraft, the power
dissimilarity problem between weak rover and strong
orbiter signals has to be properly solved to avoid severe
performance degradation for weaker signals. This option
may be the best choice when more and more multiple
spacecraft support scenarios emerge in the future.
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RADIOWAVE PROPAGATION CONCEPTS

CURT A. LEVIS

The Ohio State University

An advantage of electronic communication is that an ar-
tificial link (e.g., transmission line, cable, or waveguide) is
not necessarily required between the signal source and the
receiver. Indeed, the term ‘‘wireless’’ is used in many parts
of the world in preference to ‘‘radio,’’ and even in the Unit-
ed States ‘‘wireless’’ is often used to describe commercial
personal communication by radio. Although radiowaves
also propagate in waveguides, cables, and transmission
lines, the term ‘‘radiowave propagation’’ is used generally,
and specifically in this article, for signal travel between a
source and a receiver without guidance by such artificial
devices. Examples of such systems are radio and television
broadcasting, radio point-to-point communication, radar,
radio navigation, and remote sensing.

The concept of radiowave propagation allows division of
the total system problem into three separate parts: the
transmitter or signal source, the receiver, and propaga-
tion. Thus propagation is defined as what happens be-
tween the source and the receiver. For this concept to be
valid, the distances must be such that far-field criteria for

the antennas are satisfied; this allows separating antenna
effects from propagation effects. In radar two propagation
paths are involved: from the transmitter to the target and
from the target to the receiver.

Much has been learned about radiowave propagation
since Hertz first demonstrated wireless transmission from
one room to another. Now radiowave propagation is con-
sidered a moderately mature science, yet new understand-
ing continues to emerge. This article presents an overview
of radiowave propagation concepts. More detailed infor-
mation will be found in articles on specific topics in radio-
wave propagation.

1. THE INFLUENCE OF FREQUENCY AND ENVIRONMENT

1.1. Frequency

The spectrum of useful electromagnetic waves covers an
extraordinarily wide range of frequencies from as low as
70 Hz to X rays at approximately 10 EHz (1019 Hz). For
convenience, the lower part of the spectrum has been di-
vided into frequency bands as shown in Table 1. The VLF
to SHF band designations have been adopted as an inter-
national standard. The others are commonly used, but not
all authors adhere to those definitions. Because the prop-
agation behavior of radio waves does not change abruptly
with frequency, the band designations are often used
somewhat loosely with respect to radiowave propagation.
For example, a system operating in the range 200–
500 MHz might be described as a UHF system. In the mi-
crowave region of the spectrum, frequency bands are often
denoted by letter codes originally applied to radar sys-
tems. These are given in Table 2.

1.2. Environment

The most important environmental influences on terres-
trial propagation are those of the troposphere, the iono-
sphere, and the ground. The troposphere is the lower
region of the atmosphere where ionization is too small to
affect radio waves appreciably. Tropospheric effects are
caused by refractive index variations, absorption of energy
by atmospheric gases, and absorption and scattering
by precipitation. The ionosphere is the region of the

Table 1. Frequency Band Designations

Band Designation Abbreviation Frequency Range Free-Space Wavelength Range

Ultralow frequency ULF o3 Hz 4100 Mm
Extremely low frequency ELF 3 Hz–3 kHz 100 Mm–100 km
Very low frequency VLF 3–30 kHz 100–10 km
Low frequency LF 30–300 kHz 10–1 km
Medium frequency MF 300 kHz–3 MHz 1 km–100 m
High frequency HF 3–30 MHz 100–10 m
Very high frequency VHF 30–300 MHz 10–1 m
Ultrahigh frequency UHF 300 MHz–3 GHz 1 m–10 cm
Super high frequency SHF 3–30 GHz 10–1 cm
Extremely high frequency EHF 30–300 GHz 1 cm–1 mm
Submillimeter 300 GHz–1 THz 1 mm–300mm

Source: The New IEEE Standard Dictionary of Electrical and Electronics Terms, 5th ed. r The Institute of Electrical and Electronics Engineers, 1993, Ref. 1 ,

with modifications by the author. By permission of the IEEE.
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atmosphere where free electrons produced by ionization
strongly affect radio waves in the frequency ranges below
about 30 MHz to 50 MHz. The lower altitudinal limit of the
ionosphere is in the range of 60 km to 70 km. The term
ground designates the surface of the earth, including bod-
ies of water. Local structures, such as buildings, may also
have important effects.

1.3. Interaction of Frequency and Environment

The effect of the environment depends greatly on the sys-
tem frequency. For example, in frequency ranges below
about 30 MHz, the ionosphere is likely to be of prime im-
portance. At VHF and UHF, under certain meteorological
conditions, tropospheric layering may form ‘‘ducts’’ that
guide waves very efficiently in one frequency band, but not
in another. The system frequency is also important with
respect to the ground. At microwave frequencies, the
wavelength and depth of penetration into the ground are
on the order of centimeters; thus the dielectric constant
and conductivity at the very surface are important, and
even intuitively smooth ground may need to be considered
rough if its vertical variations are not small compared to
wavelength. In contrast, at VLF the penetration depth is
many hundreds of meters; therefore the dielectric con-
stant and conductivity far below the visible surface are
important, and the ground may appear smooth even in
mountainous areas. As these examples show, it is impor-
tant to characterize the environment by parametric values
appropriate to the system frequency.

The system design also influences the extent to which
the environment affects signal propagation. For example,
in many satellite communication system calculations the
effects of the ground are neglected because the ground
station antennas are highly directive and pointed upward.
Thus little energy hits the ground on Earth-to-space

transmission, and little of the energy impinging on the
ground is received by the antenna on the space-to-Earth
path.

The effects of the troposphere, ionosphere, and ground
vary with frequency and also with geographic location. In
addition, the troposphere and ionosphere vary in time.
This variability adds complexity to predicting signal prop-
agation. In many cases, such predictions are limited to
statistical estimates.

1.4. Noise Considerations

System performance depends on signal strength and also
on noise that corrupts the signal. Depending on the sys-
tem frequency, significant external noise sources may be
impulses due to lightning propagated via the ionosphere,
emissions from astronomical sources (e.g., the sun, radio
stars), or the ‘‘blackbody’’ noise emanating from the trans-
mission medium.

2. PROPAGATION MECHANISMS AND MODELS

An exact solution of the radiowave propagation problem
entails solving Maxwell’s equations in the presence of the
source and the environment. Such calculations are beyond
the state of the art. Instead, approximations based on
physical processes are used. For example, the reception of
two rays from the transmitter might be considered, one
directly and the other via reflection by the ground. Such
physically based, mathematical or empirical approxima-
tions for calculating signal strength are called propaga-
tion models [3]. The term ‘‘propagation mechanism’’ is
used here for the physical processes that lead to relatively
simple propagation models.

In principle, all of the propagation mechanisms dis-
cussed later might be considered in every application, but
generally one or a few account sufficiently well for the
system performance, so that the others are neglected.
However, the specific application must be kept in mind.
For example, a very small interfering signal may be ob-
jectionable, and thus an interference calculation may re-
quire including a propagation mechanism that would
otherwise be unimportant.

2.1. Direct Propagation

The simplest propagation mechanism is direct propaga-
tion in which the signal travels from the emitter to the
receiver unaffected by any propagation medium, except
possibly for attenuation and mild refraction. When atten-
uation and refraction are absent, propagation occurs as in
free space. Direct propagation takes the form of a spher-
ical wave, which can be approximated locally at the re-
ceiver as a plane wave.

Although free-space propagation is a highly idealized
approximation, it has important applications. Many ra-
dars and many satellite communication systems operating
in the UHF to C-band frequency range have antennas suf-
ficiently directive to exclude ground effects, and at these
frequencies atmospheric effects may generally be neglect-
ed. In these cases, the free-space model is applicable. For

Table 2. Standard Radar Frequency-Band Nomenclature

Band
Designation

Frequency
Range

Approx.
Free-Space

Wavelength Range

HF 3–30 MHz 100–10 m
VHF 30–300 MHz 10–1 m
UHF 300 MHz–1 GHz 1 m–30 cm
L 1–2 GHz 30–15 cm
S 2–4 GHz 15–7.5 cm
C 4–8 GHz 7.5–3.75 cm
X 8–12 GHz 3.75–2.5 cm
Ku 12–18 GHz 2.5–1.67 cm
K 18–27 GHz 1.67–1.11 cm
Ka 27–40 GHz 1.11 cm–7.5 mm
V 40–75 GHz 7.5–4 mm
W 75–110 GHz 4–2.73 mm
Millimeter(mm)a 110–300 GHz 2.73–1 mm
Submillimeter 300 GHz–3 THz 1 mm–100mm

aThe mm designation is sometimes used for the entire frequency range

40 GHz to 300 GHz when general information for this range is to be con-

veyed.

Source: The New IEEE Standard Dictionary of Electrical and Electronics

Terms, 5th ed. r The Institute of Electrical and Electronics Engineers,

1993, Ref. 2 , with modifications by the author. By permission of the IEEE.
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satellite communications at higher frequencies, atmo-
spheric effects become important, but the direct propaga-
tion model is still applicable when attenuation and
refractive effects are included. Predictions are very much
more complicated if the refractive index is inhomogeneous
and time-varying.

In general, the direct propagation model applies when
the emitter and receiver are in plain view with respect to
one another, provided the effects of other propagation
mechanisms are negligible. This situation is most fre-
quently encountered in the atmosphere at UHF to SHF
with systems utilizing highly directive antennas.

2.2. Terrain Reflections

When antennas are not highly directional, signals may
travel directly from the emitter to the receiver and also by
reflection from the ground. In this case, both paths must
be considered in evaluating the system performance. Typ-
ical examples are ground-to-air, air-to-ground, and air-to-
air communication at UHF. In air-to-air communication,
the size limitation of aircraft antennas makes it impossi-
ble to use highly directive antennas in this frequency
range, so that it is not possible to keep the signal from
reaching the ground. In practical ground-to-air and air-to-
ground communication, the ground station antenna is sit-
uated somewhat above the ground station antenna is sit-
uated somewhat above the ground and is not sufficiently
directive to discriminate against the ground-reflected ray.
Thus the propagation model for these systems must in-
clude both the direct and the ground-reflection mecha-
nisms.

2.3. Ducting

The effects of gravity and meteorological conditions make
atmospheric density and humidity functions of altitude.
Though the resulting variations of the refractive index are
small, significant bending of the signal path in the vertical
plane can occur. This refraction may be sufficiently strong
to guide the wave along the Earth’s surface, a behavior
called ducting. Tropospheric ducts are most commonly ob-
served at VHF and UHF. They may also exist at higher
frequencies, but the more directional antennas employed
at these frequencies are less likely to couple efficiently into
a duct. Ducting is much more common at some geographic
locations than others because it is closely related to me-
teorological phenomena. Although ducting is a fairly reli-
able means of communication in some locations, it is
generally more likely to be a source of potential interfer-
ence.

2.4. Terrain Diffraction

When the emitter and receiver are not within plain view of
each other at VHF and higher frequencies, diffraction is an
appropriate propagation mechanism. When the interven-
ing terrain is hilly or mountainous, the diffracting obsta-
cles are often modeled as cylinders or even as vertical half
planes (‘‘knife-edge’’ diffraction). Diffraction by a conduct-
ing sphere is the most common model for relatively flat
terrain. More detailed computational models are becom-

ing increasingly available as a result of increased comput-
er power, more theoretical insights, and better algorithms.

2.5. Ground Wave

When antennas operate near (in terms of wavelength) and
on the ground, it is found that the direct and ground-re-
flected waves cancel almost completely. In this case, how-
ever, it is found that a wave can be excited that travels
along the surface and decreases rapidly with altitude.
Since efficient transmitting antennas at MF and lower
frequencies are necessarily large structures because the
wavelength is long, they are generally on or near the
ground, and ground-wave propagation is important at
these frequencies. It is the dominant mechanism for local
standard AM broadcast reception in the 540 kHz–1.7 MHz
band. It is also dominant at LF and VLF for relatively
short distances.

2.6. Tropospheric Scatter

The troposphere is never truly homogeneous, as common
experience with weather indicates. In fact, variations over
a wide range of dimensional scales are ever present. These
variations can be used to advantage when very reliable
wireless point-to-point communications are needed over a
path of hundreds of kilometers. When very strong signals
are beamed at an atmospheric region within the line of
sight of both stations, the relatively small signal scattered
out of the beam toward the receiving station may, never-
theless, be sufficient to enable communication at rates on
the order of 5 megabits per second over 150–400 km dis-
tances at UHF. This technique is useful for communica-
tion with communities in arctic regions, where other forms
of communication (e.g., satellite communications, iono-
spheric reflection) are less reliable.

2.7. Ionospheric Reflection

In the upper LF, MF, and HF bands, signals give the ap-
pearance of traveling in rays that are reflected by the ion-
osphere above and by the ground below, resulting in a
series of ‘‘hops.’’ Actually, the rays are bent rather than
sharply reflected in the ionosphere, but the effect is es-
sentially the same. Signal transmission by this means is
very efficient, and great distances are spanned with mod-
est power and equipment. For these reasons the ‘‘short-
wave’’ bands, as they are often called popularly, are
utilized for broadcasting, point-to-point communications,
and amateur use, and portions of this band of the radio
frequency spectrum have become exceedingly crowded.

2.8. Waveguide Modes

Ray theory requires that the medium vary slowly with
respect to wavelength. Thus it fails for radiowave propa-
gation at frequencies lower than about 100 kHz because
the corresponding wavelengths no longer meet the re-
quirement that they be much smaller than the Earth–ion-
osphere distance. Instead, at VLF and ELF the Earth–
ionospheric space is modeled as a concentrically spherical
waveguide with the ground as the lower boundary and the
ionosphere as the upper. In the ELF and lower VLF bands
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only one, or at most a few, modes need to be considered.
The number of modes and therefore the computational
difficulty increases with frequency. Calculations in the LF
frequency band are especially laborious, and a combina-
tion of ray and mode theory is often used.

2.9. Ionospheric Scatter

Signals with a frequency too high to be reflected coher-
ently from the ionosphere may, nevertheless, still be af-
fected by it. One possible effect is the scattering of small
amounts of energy out of the beam by local irregularities.
This is analogous to the scattering by local irregularities
of the troposphere, as discussed previously. Ionospheric
scattering is most pronounced in the frequency range im-
mediately above that which supports coherent ionospheric
reflections. Ionospheric D-region scatter systems have
been operated successfully in the VHF band over 1000–
2000 km distances with a bandwidth on the order of
100 Hz.

2.10. Meteor Scatter

Meteors are popularly considered rare phenomena, per-
haps because our daytime habits and increasingly urban-
ized existence allow many of us to see them only rarely.
Actually, visually observable meteors are not rare by any
means, but those too small to observe visually are even
more abundant. The number of meteors of a given mass
entering the atmosphere approximates an inverse expo-
nential function of the mass. As these meteors enter the
atmosphere, they heat and ionize the gas around them,
forming trails of ionization. Where this ionization is sub-
stantially more intense than that of the ambient iono-
sphere, the trails reflect signals of a higher frequency than
normally reflected from the ionosphere. Meteor-scatter
communication systems are operated successfully in the
VHF band. Because suitably oriented trails are not always
present, such systems must store the information to be
transmitted between the occurrence of suitable trails and
transmit the information in bursts when such trails are
present. This limits the average data rate. Also, a means
must be provided for sensing the occurrence of suitable
trails. Usually each station continually transmits a pilot
signal, and the other station is assured that a trail exists
when is receives that signal.

2.11. Whistlers

Electromagnetic signals in the ELF/VLF frequency range
can propagate through the ionosphere in a peculiar mode
in which they closely follow the lines of the earth’s mag-
netic field. It is not easy to launch artificial waves with
such very long wavelengths, but lightning generates elec-
tromagnetic energy in this frequency range quite effec-
tively. Lightning-generated signals travel along Earth’s
magnetic field lines, often going out to a distance of several
Earth radii, and so are guided to the antipode, that is the
point on the opposite hemisphere where the field line ter-
minates. Part of the signal may be reflected from the an-
tipode along the same field line to the point of origin and
may be reflected there again, and so forth. The frequency

components of the signal are dispersed in the travel, so
that the frequency at the receiver changes with time.
When amplified, the resulting audio has a sound reminis-
cent of whistling; hence the name of the propagation
mechanism. Although not useful for information trans-
mission, this propagation mechanism is utilized to obtain
information about the upper ionosphere. The same prop-
agation mechanism, but using much stronger artificial
magnetic fields, has been investigated for communicating
at much higher frequencies through the much denser ion
sheath that forms around space vehicles as they reenter
the atmosphere.

2.12. Nonatmospheric Propagation

The propagation mechanisms discussed so far are those
commonly encountered with electromagnetic signal prop-
agation through space or the earth’s atmosphere. A dif-
ferent environment prevails when signals propagate
through the ocean, through the earth’s crust, or through
some planetary atmospheres. In the ocean, only signals at
ELF or in the visible-light frequency band penetrate to
substantial depths. Propagation to substantial depths
through the ground also presents difficulties. Neverthe-
less, radar systems for locating objects, such as water and
gas lines at typical shallow depths, are quite successful.

3. TRANSMISSION LOSS

The most significant question relating to propagation for a
radar or telecommunication system is the adequacy of the
received signal level. The ratio, usually expressed in deci-
bels (dB), between the power at some point in the trans-
mitting system and a corresponding point in the receiving
system is called a loss. Although time delay or phase shift
may also be important parameters in some systems, loss is
a universal and primary consideration because it relates
directly to signal strength. In many cases, the loss varies
randomly in time or with location. Then statistical pa-
rameters relating to the loss are often the quantities of
interest, for example, the median loss.

Several types of losses are defined; see Fig. 1. The usual
symbol for loss is L, although A (for attenuation) is also
used, and subscripts denote the specific loss under con-
sideration. The loss definitions below follow, with some
emendations, those in ‘‘The concept of transmission loss
for radio links,’’ Recommendation ITU-R P.341-4, of the
International Telecommunication Union [4].

3.1. Total Loss

The total loss (Ll or Al) of a link is the ratio between the
power supplied by the transmitter and the power supplied
to the corresponding receiver under real installation,
propagation, and operational conditions. Note: it is neces-
sary to specify the points at which these powers are de-
termined.

3.2. System Loss

System loss (Ls or As) is the ratio of the RF power input to
the transmitting antenna terminals and the resultant RF
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power available at the receiving antenna terminals. It is
expressed in decibels by

Ls¼ 10 logðpt=paÞ¼Pt � Pa ð1Þ

where Pt denotes the RF power input to the transmitter
antenna terminals, Pa the available power at the receiving
antenna terminals, both measured in the same units, and
Pt, Pa are the corresponding power relative to a common
reference level (e.g., 1 W) in decibels. Because the system
loss is referred to the antenna terminals, it excludes all
losses in feeder lines but includes all losses associated
with the antenna, for example, antenna-grounding losses,
dielectric losses in the antenna, antenna loading-coil
losses, and antenna-terminating resistor losses, if
applicable.

3.3. Transmission Loss

Transmission loss (L or A) is defined as the ratio between
the power radiated by the transmitting antenna and the
power that would be available at the receiving antenna
terminals if this antenna were lossless but its radiation
diagram, that is, its directional and polarization charac-
teristics, were unchanged. In Fig. 1 the antenna losses Ltc

and Lrc for transmitting and receiving, respectively, are
defined as 10 log(R0/R), where R0 is the resistive compo-
nent of the impedance of the designated antenna and R is
its radiation resistance.

3.4. Basic Transmission Loss

Basic transmission loss, denoted by Lb or Ai, is the trans-
mission loss that would occur if the antennas were re-
placed by hypothetical isotropic antennas with the same
polarizations in the direction of propagation as the real
antennas. The propagation path is retained, but the effects
of obstacles close to the antennas are disregarded. The
symbols Gt and Gr in Fig. 1 denote the directivity gains of
the antennas for the polarization and direction of propa-
gation being considered. The basic transmission loss is the
ratio of the equivalent isotropic radiated power (EIRP) of
the transmitter system to the available power from a hy-
pothetical isotropic, lossless receiving antenna with the
same polarization as that of the real antenna in the prop-
agation direction.

3.5. Free-Space Basic Transmission Loss

The free-space basic transmission loss (Lbf or A0) is the
transmission loss that would occur if the antennas were
replaced with hypothetical isotropic antennas, matched in
polarization for maximum power transfer and located in
an unbounded, lossless, homogeneous, isotropic environ-
ment, retaining the distance between antennas. Free-
space basic transmission loss is a function only of the ra-
tio of the distance d between transmitter and receiver to
the wavelength l. It is given in decibels by

Lbf ¼ 20 log
4pd

l

� �
ð2Þ

where d and l are measured in the same units.

Free-space basic transmission
loss, Lbf
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antenna
losses
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feeder,etc.
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Total loss, L b
(reference points should be specified)

Basic transmission loss, Lb
Lb = Lbf + Lm

 Transmission loss, L
L = Lb − G t − Gr

 System loss, Ll
Ls = L + L tc + + L tc = Pt − Pa

Gt

L tc L rc

Gr

Figure 1. Definitions of losses.
[Adapted from ‘‘The concept of trans-
mission loss for radio links’’ (Recom-
mendation ITU-R P.341-4), r

International Telecommunication
Union, 1996, Ref. 4. By permission.]
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3.6. Loss Relative to Free Space

Loss relative to free space (Lm or Am) is defined as the
difference between the basic transmission loss and the
free-space basic transmission loss in decibels:

Lm¼Lb � Lbf ð3Þ

Loss relative to free space may be divided into losses of
different types, for example, extinction loss, diffraction
loss, wave interference loss, reflection loss, polarization-
coupling loss, aperture-to-medium coupling loss. Because
these losses are directly connected with propagation
mechanisms, the end result of propagation studies is fre-
quently presented in the form of loss relative to free space.

3.6.1. Extinction Loss. Extinction is the total attenua-
tion due to absorption of signal power in the propagation
medium and scattering of power out of the beam by the
medium. In the troposphere at X band and higher fre-
quencies, oxygen, water vapor, and precipitation absorb
power from a propagating wave. Precipitation also scat-
ters power out of the beam in the frequency range where
particle or droplet size is not small compared to the wave-
length. In the ionosphere, absorption is caused primarily
by collision between electrons and neutral molecules. In
ground-wave propagation, currents in the ground cause
absorption losses.

3.6.2. Diffraction Loss. On a propagation path using
diffraction by terrain features or by the spherical Earth,
only a fraction of the power is scattered in a direction
useful to the receiver. The resulting decrease in useful
power density is considered a diffraction loss.

3.6.3. Wave Interference Loss. When several rays com-
bine to produce the effective received wave, interference
may cause a signal decrease relative to that of the ray di-
rectly received. This effect can be characterized as a wave
interference loss, although this terminology is not encoun-
tered frequently in practice. Of course, signals may also be
enhanced by interference, resulting in a negative wave
interference loss.

3.6.4. Reflection Loss. Several phenomena result in re-
flection loss. If reflection from the ground occurs at a non-
grazing incidence, the amplitude of the effective plane-
wave reflection coefficient of the interface is less than uni-
ty, resulting in a reflection loss in the reflected ray. If the
surface is rough on a scale comparable to the wavelength,
energy is reflected in a range of angles about the specular,
resulting in an effective specular reflection coefficient less
than unity, and hence a reflection loss in the specular di-
rection. If the reflecting surface is curved, the defocusing
(or focusing) effect of the curvature decreases (or enhanc-
es) the reflected power density in the propagation direc-
tion of interest, resulting in a positive (or negative)
reflection loss. The concave curvature of the ionosphere,
as seen from the ground, causes focusing. The convex cur-
vature of the Earth surface, as seen from above, causes
defocusing.

3.6.5. Polarization-Coupling Loss. In an isotropic medi-
um, polarization-coupling loss occurs when the receiving
and transmitting antenna polarizations are not matched
for optimum power transfer. This situation arises most
frequently when interfering signals are being considered.

In an anisotropic medium, such as the ionosphere,
plane waves of arbitrary polarization are split into two
rays of characteristic polarizations. These rays propagate
with generally different attenuations and phase shifts,
and they recombine into a single plane wave when emerg-
ing from the medium or even within the medium. Polar-
ization-coupling loss occurs when the transmitted wave
polarization does not match that of a desired characteris-
tic mode and when the receiving antenna does not match
the polarization of the wave received.

3.6.6. Aperture-to-Medium Coupling Loss (Antenna-Gain
Degradation). For some propagation mechanisms under
certain conditions, the free-space directivity gain of the
antennas is not realized. Then the directivity gain is said
to be degraded, and the resulting signal loss is termed an
aperture-to-medium coupling loss. As an example, in
tropospheric scatter propagation a highly directive anten-
na is used to illuminate a region of the turbulent tropo-
sphere that is visible from both transmitter and receiver.
The receiver utilizes a highly directive antenna to receive
the signal scattered from the illuminated region. The part
of the region within both the transmitting antenna beam
and the receiving antenna beam is called the common vol-
ume. Increasing the directivity of each antenna increases
the signal level, but the increase is not proportional to the
directivity increase because the narrower beams reduce
the common volume. Thus the full free-space directivity of
the antennas is not realized. The loss in directivity, when
considered an antenna effect, is called antenna-gain de-
gradation; when considered as a propagation effect, it is
called antenna-to-medium coupling loss. It is most pro-
nounced for antennas with very high directivity.
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FURTHER READING

The P (propagation) series of the Recommendations of the Radio
Sector (ITU-R) of the International Telecommunication Union
(ITU) is a very authoritative source, for example, Ref. 4. The Rec-
ommendations include propagation models, definitions, and other
technical material relating to radiowave propagation adopted and
updated at International Radiocommunication Assemblies. [Be-
fore 1994, what is now ITU-R was called the International Radio
Consultative Committee (CCIR) of the ITU, and its publications
included Reports and Recommendations. Volume 5 dealt with
propagation in nonionized media and Volume 6 with ionized
media.]

An excellent, concise, yet fairly complete text for the mature
reader is M. P. M. Hall, L. W. Barclay, and M. T. Hewitt, eds.,
Propagation of Radiowaves, IEE, London, 1996.

Much current research in radiowave propagation is published
in Radio Science.

RADIOWAVE PROPAGATION GROUND
EFFECTS

DAVID A. HILL

National Institute of Standards
and Technology

Radiowave propagation plays an important role in modern
communication, radar, and navigation systems. The math-
ematical theory of radiowave propagation is based on
Maxwell’s equations [1], which were formulated by James
Clerk Maxwell in the 1860s [2]. The first free-space radio-
wave transmission experiments between a pair of anten-
nas were performed by Heinrich Hertz in the 1880s [3]. In

1897 Marconi first patented a wireless telegraphy system
based on long-distance, radiowave propagation.

1. RADIOFREQUENCY SPECTRUM

Table 1 summarizes the frequency range, propagation
characteristics, and applications of the letter-designated
bands of the radiofrequency spectrum. The lower and up-
per bounds of the radiofrequency spectrum in Table 1 are
somewhat arbitrary, but the indicated frequency range,
3 Hz–300 GHz, encompasses the portion of the electromag-
netic spectrum for which conventional antennas are used
to transmit and receive radiowaves. Some of the charac-
teristics of the individual bands are as follows.

1.1. Extremely Low Frequency

Because free-space, extremely low-frequency (ELF) wave-
lengths are extremely long (greater than 100 km), anten-
nas are very inefficient radiators because they are
electrically small. The other major disadvantage of ELF
is lack of bandwidth for information transmission. Despite
these disadvantages, ELF is useful for worldwide commu-
nication with submarines because the long wavelengths
have a useful penetration depth (also called skin depth) of
several tens of meters in seawater. In addition, the earth
and the ionosphere support a low-attenuation waveguide
mode at ELF [4] so that a wave, once launched, will prop-
agate around the world with little loss of intensity. The
ionosphere is the part of the upper atmosphere where suf-
ficient ionization exists to affect radiowave propagation,
and these effects are covered thoroughly in Ref. 5.
The earth-ionosphere waveguide can actually support
cavity modes with resonances [6] in the ELF range, and
these resonances (called Schumann resonances) further
enhance the field strength worldwide. Unfortunately,

Table 1. The Radiofrequency Spectrum

Frequency Range Band Characteristics Applications

3 Hz–3 kHz ELF Long wavelength; inefficient antennas;
Earth–ionosphere waveguide; penetration
of ground and seawater

Submarine communications; underground mine
communications; geophysics

3–30 kHz VLF Large transmitting antennas; Earth–iono-
sphere waveguide

Long-range communication; navigation, and time–
frequency dissemination; geophysics

30–300 kHz LF Earth–ionosphere waveguide; high atmo-
spheric noise

Navigational beacons

300 kHz–3 MHz MF Ground wave; ionospheric reflections (at
night)

AM broadcasting; maritime communications

3–30 MHz HF Long-distance ionospheric propagation; max-
imum usable frequency

Maritime and aeronautical communications; citi-
zens band and amateur radio

30–300 MHz VHF Line-of-sight propagation; ionosphere scatter;
meteor scatter

Television and FM broadcasting; air-traffic control;
navigation

300 MHz–3 GHz UHF Line-of-sight propagation Television broadcast; radar; satellite communica-
tion; mobile communication; global positioning
system

3–30 GHz SHF Line-of-sight propagation; atmospheric ab-
sorption

Radar; satellite communication; microwave links

30–300 GHz EHF Line-of-sight propagation; severe atmospheric
absorption

Radar; secure communication; satellite links
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these resonances also enhance the competing atmospheric
noise caused by thunderstorms.

ELF waves have an even larger skin depth (typically
greater than 100 m) in ground or rock (which have lower
electrical conductivities than sea water) and have been
found useful for communication to and within under-
ground mines [7]. Because of this ability to penetrate
rock, ELF waves have also been used in direction-finding
applications for location of miners trapped in underground
mines [8].

1.2. Very Low Frequency

The free-space wavelengths at very low frequency (VLF)
are still very long (10–100 km), and this generally dictates
the use of large vertical transmitting antennas with large
ground systems to reduce ground current losses. Smaller
antennas, such as vertical whips, loops, and grounded
horizontal wires, can be used for receiving. VLF antennas
and propagation are thoroughly covered in Ref. 9.

Even though the bandwidth is limited, VLF systems
are useful for long-range reliable communications, long-
range dissemination of standards for frequency and time,
long-range navigation (including the U.S. Navy Omega
system), and geophysical probing of the ground and the
ionosphere. For short ranges, VLF propagates predomi-
nantly by the ground wave. For long ranges, the reflec-
tions from the ionosphere become important, and multiple
reflections between Earth and the ionosphere can be de-
scribed by Earth–ionosphere waveguide modes [9].

1.3. Low Frequency

The low frequency (LF) band is also characterized by low
attenuation of ground wave propagation and Earth–iono-
sphere waveguide propagation. Thus the LF band is use-
ful for long-range communication and for marine and
aeronautical radio navigation beacons. The LORAN-C
navigation system is based on the arrival time of a
ground-wave pulse with a carrier frequency of approxi-
mately 100 kHz so that later-arriving ionospheric reflec-
tions do not affect the system. The wavelengths are long
enough (1–10 km) that large transmitting antennas are
needed.

1.4. Medium Frequency

The most popular use of the medium-frequency (MF) band
is AM broadcasting, which uses the frequency range from
535 to 1705 kHz. The propagation mode is generally ver-
tically polarized ground wave, although ionospheric re-
flections (sky wave) can extend the range at night.
Maritime communications is another application.

1.5. High Frequency

In the high-frequency (HF) band, ionospheric reflections
provide the possibility of long-distance communications.
The maximum usable frequency (MUF) for ionospheric
reflection generally occurs in the upper part of the HF
band, but the MUF is a complicated function of the inci-
dence angle and the state of the ionosphere [5]. HF appli-

cations include maritime, aeronautical, amateur, and
citizens band communications.

1.6. Very High Frequency

At frequencies above 30 MHz, propagation is predomi-
nantly by line of sight with some refraction (bending)
caused by the atmosphere. However, in some cases iono-
spheric reflections can occur at frequencies up to 60 MHz.
Scattering from ionized meteor trails (which can be up to
25 km in length) can be used for meteor burst communi-
cations [10]. Very high frequency (VHF) applications in-
clude television and FM radio broadcasting and air traffic
control and navigation.

1.7. Ultrahigh Frequency

Ultrahigh-frequency (UHF) propagation is essentially by
line of sight with some atmospheric refraction and some
scattering by ionospheric irregularities. Applications in-
clude UHF television broadcasting, various radars, satel-
lite communications, and personal communications [11].
The global positioning system (GPS) uses transmitting
satellites in the UHF band.

1.8. Superhigh Frequency

Superhigh frequency (SHF) propagation is primarily line
of sight, and atmospheric absorption becomes significant,
particularly above 10 GHz. A water vapor absorption line
exists at approximately 21 GHz, and rain absorption and
scattering increase with frequency throughout the band.
SHF applications include radar, satellite communication,
and microwave links.

1.9. Extremely High Frequency

The extremely high-frequency (EHF) band is also called
the millimeter-wave spectrum since the wavelength rang-
es from 1 to 10 mm. Atmospheric absorption becomes ex-
treme in this band. An oxygen absorption band is centered
at approximately 60 GHz, and numerous absorption peaks
due to oxygen and water vapor occur above 100 GHz. Rain
attenuation is significant throughout the entire EHF
band. Satellite-to-satellite links are not affected by atmo-
spheric absorption, and secure short-range communica-
tion systems take advantage of high attenuation to limit
propagation range.

2. LINE-OF-SIGHT PROPAGATION

Line of sight is the dominant mode of propagation for
elevated antennas and high frequencies, as indicated
Table 1. The mathematical description of line-of-sight
propagation is most easily obtained by considering simple
antennas in a free-space environment. In this section two
classical cases are discussed. First a Hertzian dipole
source is considered to illustrate radiation of a spherical
wave. Then transmission between a pair of antennas is
analyzed to derive the classical expression for basic free-
space transmission loss.
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2.1. Radiation from a Hertzian Dipole

This article covers only steady-state, time-harmonic
sources and fields [12] with time variation exp(jot), where
the angular frequency o¼ 2pf and f is the radio frequency.
The time dependence is suppressed in the equations. The
basic source is a current I extending over an incremental
length l. This elementary dipole source is called a Hertz-
ian dipole and has a moment Il. If the dipole is directed
along the z axis, as shown in Fig. 1, the radiated electric
field has two components, Ey and Er, and the radiated
magnetic field has only a single component Hf. The ex-
pressions for these field components can be derived from
scalar and vector potentials [12]

Ey¼
IlZ0

4p
e�jk0r jk0

r
þ

1

r2
þ

1

jk0r3

� �
sin y ð1Þ

Er¼
IlZ0

2p
e�jk0r 1

r2þ 1
jk0r3

 !
cos y ð2Þ

and

Hf¼
Il

4p
e�jk0r jk0

r
þ

1

r2

� �
sin y ð3Þ

where the free-space wave number k0¼o
ffiffiffiffiffiffiffiffiffi
m0e0
p

the free-
space impedance Z0¼

ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
, m0 is the magnetic perme-

ability of free space, and e0 is the dielectric permittivity of
free space. The equations for radiation by the dual source
(a magnetic dipole or small loop) are given in Ref. 12.

Very close ðk0r51Þ to the Hertzian dipole, the electric
field is dominated by the r�3 inverse cube term, and Eqs.
(1) and (2) can be approximated by

Ey 	
Il sin y
4pjoe0r3

and Er 	
Il cos y
2pjoe0r3

ð4Þ

Equation (4) gives the electric field components of charges
7I/jo separated by a distance l. The magnetic field of an
electric dipole has no quasistatic term. At intermediate
distances ðk0r 	 1Þ, the inverse-square terms dominate
Eqs. (1)–(3), and the field is called the induction field.

For most practical applications, such as communica-
tions or radar, the far fields are of interest. At large dis-
tances ðk0rb1Þ, the inverse-distance terms dominate Eqs.
(1) and Eq. (3), and the fields are approximated by

Hf 	
jk0Il

4pr
e�jk0r sin y and Ey 	 Z0Hf ð5Þ

Even though Eq. (5) applies to a Hertzian dipole, it illus-
trates the more general far-field properties that the elec-
tric and magnetic fields are related by the free-space
impedance and they are orthogonal to each other and to
the radial direction of propagation. Hence the radial elec-
tric field Er in Eq. (2) has no inverse-distance term.

The power density of the electromagnetic field is called
the Poynting vector S and can be written

S¼E�H� ð6Þ

where boldface denotes vectors and * denotes complex
conjugate. The far-field expression for S can be obtained
by substituting Eq. (5) into Eq. (6)

S 	 r̂rZ0

k0 Ij jl sin y
4pr

� �2

ð7Þ

where r̂r is the unit vector in the radial direction. The sin2y
factor in Eq. (7) is specific to the radiation pattern of a
Hertzian dipole, but the inverse-square dependence ap-
plies to the far field of any radiator. The total radiated
power P can be obtained by integrating Eq. (7) over a far-
field sphere [12]:

P¼

Z 2p

0
df
Z p

0
dyr2 sin yr̂r .S

¼
Z0 k0jIjlð Þ

2

6p

ð8Þ

The result for the total radiated power in Eq. (8) is inde-
pendent of the radius r at which the integration is eval-
uated, but the evaluation is simplest in the far field, where
S can be approximated by Eq. (7).

2.2. Free-Space Transmission Loss

Now consider free-space transmission between a pair of
antennas in the far fields of each other. The received pow-
er Pr can be written [13]

Pr¼
PtGtGr

ð2k0DÞ2
¼

PtGtGrl
2
0

ð4pDÞ2
ð9Þ

where Pt is the transmitted power, Gt is the gain of the
transmitting antenna, Gr is the gain of the receiving an-
tenna, D is the separation distance between the antennas,
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Figure 1. Geometry for radiation from a short electric dipole.
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and the free-space wavelength l0¼2p=k0. The D�2 factor
represents the inverse-square dependence of the radiated
power density available at the receiving antenna.

The antenna and propagation effects can be separated
by writing Eq. (9) in the following form:

Pr

Pt
¼GtGr

l0

4pD

� �2

ð10Þ

The squared factor on the right side of Eq. (10) is dimen-
sionless and does not involve the antenna gains. The re-
ciprocal is called the free-space transmission loss L0 and is
usually expressed in decibels:

L0¼ 10 log10

4pD

l0

� �2

dB

¼ 20 log10

4pD

l0

� �
dB

ð11Þ

Normally the antenna gains and the power ratio in Eq.
(10) are also expressed in decibels.

3. REFLECTION FROM A PLANAR INTERFACE

3.1. Plane-Wave Incidence

Radiowaves are often reflected from smooth, flat surfaces,
such as building walls or ground. When the reflecting sur-
face is not a perfect conductor, part of the radio energy
penetrates the surface, and part of the energy is reflected.
Reflection of a plane wave from a uniform half-space with
a planar interface can be analyzed exactly by matching
boundary conditions at the interface, and the derived re-
flection coefficients can then be used in other practical ap-
plications.

Consider the idealized geometry in Fig. 2. A free-space
plane wave propagating at an angle y0 to the surface nor-
mal is incident on a half-space with permittivity e, elec-
trical conductivity s, and permeability m. The angle of
reflection yr equals the angle of incidence, yr¼ y0. The re-
flection coefficient depends on the polarization of the inci-
dent field.

For horizontal polarization (electric field perpendicular
to the plane of incidence), the reflection coefficient Gh is
given by [1]

Gh¼
mk0 cos y0 � m0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

0 sin2 y0

q

mk0 cos y0þ m0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

0 sin2 y0

q ð12Þ

where k¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðe� js=oÞ

p
. For vertical polarization (elec-

tric field parallel to the plane of incidence), the reflection
coefficient Gv is

Gv¼
m0k2 cos y0 � mk0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

0 sin2 y0

q

m0k2 cos y0þ mk0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � k2

0 sin2 y0

q ð13Þ

The reflection coefficients in Eqs. (12) and (13) apply to
both the reflected electric and magnetic fields. The power
reflection coefficients are obtained by taking the squares of
the magnitudes of the field reflection coefficients, jGvj

2 and
jGhj

2. In general, the reflection coefficients in Eqs. (12) and
(13) are complex because k is complex. Thus the reflected
field undergoes phase shift as well as reduction in ampli-
tude. In the limiting case of grazing incidence (y0¼ p/2),
both Gh and Gv equal � 1.

For the common case where the reflecting medium is
non-magnetic (m¼ m0), the reflection coefficients in Eqs.
(12) and (13) simplify to

Gh¼
cos y0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk=k0Þ

2
� sin2 y0

q

cos y0þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk=k0Þ

2
� sin2 y0

q ð14Þ

and

Gv¼
ðk=k0Þ

2 cos y0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk=k0Þ

2
� sin2 y0

q

ðk=k0Þ
2 cos y0þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðk=k0Þ

2
� sin2 y0

q ð15Þ

For the further simplification to a dielectric (s¼ 0) reflect-
ing medium, Eqs. (14) and Eq. (15) reduce to

Gh¼
cos y0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y0

p

cos y0þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y0

p ð16Þ

and

Gv¼
er cos y0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y0

p

er cos y0þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y0

p ð17Þ

where er¼ e/e0.
As incidence angle y0 varies from 0 (normal incidence)

to p/2 (grazing incidence), Gh varies smoothly from
ð1�

ffiffiffiffi
er
p
Þ=ð1þ

ffiffiffiffi
er
p
Þ to � 1. However, for vertical polariza-

tion, the reflection coefficient Gv equals 0 at the Brewster
angle, yB¼ tan�1ð

ffiffiffiffi
er
p
Þ. At this angle, all of the incident

energy is refracted into the dielectric. An examination of
Eq. (15) reveals that the presence of nonzero conductivity
s (which yields a complex k) prevents Gv from going to
zero. However, if the imaginary part of k is small, there is
nevertheless a pseudo-Brewster angle [14], where |Gv|
goes through a minimum.

3.2. Dipole Sources

Consider now a vertical electric dipole source located at a
height h over a reflecting half space, as in Fig. 3. In the far

Incident
field

Reflected
field

r

0�

�

,�

� �, ,

0 0=� � �

0

Figure 2. Geometry for plane-wave reflection from a homoge-
neous half space.
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field the electric field has only a y component Ey, which can
be written as the sum of a direct and a reflected ray:

Ey¼
jom0Il sin y

4pr
e�jk0r� ðejk0h cos yþGve�jk0h cos yÞ ð18Þ

where Gv is given by Eq. (13). For the special case of a
perfectly conducting ground plane (s¼N), the reflection
coefficient equals 1, and Eq. (18) reduces to

Ey s¼ 0j ¼
jom0Il sin y

2pr
e�jk0r cos k0h cos yð Þ ð19Þ

Equation (19) has a maximum at the interface, y¼ p/2.
The dual case of a vertical magnetic dipole source is

shown in Fig. 4. The source is a small loop of area A and
current I, and the loop axis is in the vertical direction. The
electric field is horizontally polarized, and in the far field
the f component Ef is

Ef¼
Z0k2

0IA sin y
4pr

e�jk0r� ðejk0h cos yþGhe�jk0h cos yÞ ð20Þ

where Gh is given by Eq. (12). For the special case of a
perfectly conducting ground plane (s¼N), the reflection
coefficient equals � 1, and Eq. (20) reduces to

Ef s¼1j ¼
jZ0k2

0IA sin y
2pr

e�jk0r sinðk0h cos yÞ ð21Þ

Equation (21) has a null at the interface, y¼ p/2.

For realistic (finite) ground parameters, the reflection
coefficients for both vertical polarization Gv and horizontal
polarization Gh equal � 1 at grazing incidence (y¼ p/2).
Hence the direct and reflected rays cancel in Eqs. (18) and
(20), and the electric field is 0:

Ey y¼ p=2¼ 0 and Ef
��

y¼ p=2¼ 0
�� ð22Þ

In reality, only the space wave (the inverse-distance field
that occurs for y40) is 0 at the interface. The ground wave
is the dominant field component near the interface, and it
will be discussed in detail later. It has a more rapid decay
with distance, but it does not equal 0 at the interface.

4. PLANE-WAVE REFRACTION

4.1. Dielectric Medium

Consider a plane wave incident on a dielectric half-space,
as in Fig. 5. For simplicity, the dielectric is taken to be
lossless (s¼ 0) and nonmagnetic (m¼ m0). The incident
field propagates at an angle y0 to the normal, and the
transmitted field is refracted at an angle yt to the normal.
The angle of refraction is determined by requiring that the
phases of the refracted field and the incident field main-
tain the same relationship at all points along the interface.
This requirement is met if the tangential wave numbers in
the two media are equal: k0 sin y0¼ k sin yt. For the case of
a dielectric medium, this reduces to

sin yt

sin y0
¼

ffiffiffiffi
e0

e

r
or yt¼ sin�1 sin y0

n

� �
ð23Þ

where n¼
ffiffiffiffiffiffiffiffiffi
e=e0

p
¼

ffiffiffiffi
er
p

is the refractive index. Equation
(23) is called Snell’s law (14). As with the reflection coef-
ficient, the transmission coefficient depends on the polar-
ization of the incident field.

For horizontal polarization (electric field perpendicular
to the plane of incidence), the electric field transmission
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Figure 5. Reflection from and refraction into a dielectric half-
space. The diffraction angle yt is determined from Snell’s law.
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Figure 3. Far-field radiation from a vertical electric dipole over a
homogeneous half-space. The reflection coefficient Gv is a function
of the incidence angle y.
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Figure 4. Far-field radiation from a vertical magnetic dipole over
a homogeneous half space. The reflection coefficient Gh applies to
horizontal polarization.
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coefficient Th is given [1]

Th¼
2 cos y0

cos y0þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y

p
0

ð24Þ

For vertical polarization (electric field parallel to the plane
of incidence), the electric field transmission coefficient Tv

is given by [1]

Tv¼
2
ffiffiffiffi
er
p

cos y0

er cos y0þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
er � sin2 y0

p ð25Þ

The magnetic field transmission coefficients are obtained
by multiplying the electric field transmission coefficients
in Eqs. (24) and (25) by

ffiffiffiffi
er
p

.

4.2. Lossy Medium

Transmission into a lossy medium at oblique incidence is
complicated by the fact that the planes of constant phase
do not coincide with the planes of constant amplitude.
Such a transmitted field is called an inhomogeneous plane
wave [1]. To simplify the mathematics, the case of normal
incidence, as shown in Fig. 6, will be considered.

For normal incidence the electric field is transverse to
the z direction. The incident electric field Ei in the free-
space region (z40) has unit amplitude:

Ei¼ expðjk0zÞ ð26Þ

The reflected electric field Er in the free-space region is

Er¼Gh y0 ¼ 0

�� expð�jk0zÞ ð27Þ

where Gh is given by Eq. (12). The transmitted electric
field Et in the lossy medium (zo0) is

Et¼T expðjkzÞ; where k¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðe� js=oÞ

p
ð28Þ

The transmission coefficient T is given by

T¼
2mk0

mk0þ m0k
ð29Þ

Equation (29) can be written compactly in terms of im-
pedances:

T¼
2Z

Zþ Z0

ð30Þ

where Z0 is the free-space impedance and Z¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m=ðe� js=oÞ

p
is the impedance of the lossy medium. In

general, T is complex, and the transmitted field undergoes
both phase shift and reduction in amplitude.

As the transmitted field propagates into the lossy me-
dium, it undergoes further attenuation and phase delay,
as indicated by Eq. (28). The attenuation and phase shift
can be isolated by normalizing the field to the value at the
interface

Et

T
¼ exp½Im ðkÞd� exp½�jReðkÞd� ð31Þ

where Re indicates real part, Im indicates imaginary part,
and d¼ –z is the depth in the medium. The first exponen-
tial factor on the right side of Eq. (31) represents attenu-
ation, and the second factor represents phase shift.

The skin depth d is defined as the distance over which
the amplitude of the field decreases to 1/e times its initial
value. The expression for d is

d¼
�1

ImðkÞ
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2þ b2 � a
p

s

; where a¼o2me and b¼oms

ð32Þ

For a lossless medium (s¼b¼ 0), the skin depth d is N (no
attenuation).

For the case where conduction currents dominate dis-
placement currents ðsboeÞ, Eq. (32) simplifies to

d 	

ffiffiffiffiffiffiffiffiffi
2

oms

s

¼

ffiffiffiffiffiffiffiffiffiffiffi
1

pfms

s

ð33Þ

Equation (33) applies to high-conductivity metals, such as
copper, and to soil and rock at low frequencies.

5. THROUGH-THE-EARTH PROPAGATION

The antenna and propagation issues are similar for sub-
surface communications [7] and geophysical probing of
Earth [15]. Both applications require transmission of elec-
tromagnetic waves through Earth, and both face the prob-
lem of high attenuation. To penetrate Earth to depths of
100 m or more, it is necessary to employ frequencies below
about 3 kHz (ELF). The reason for this is that the skin
depth is proportional to 1=

ffiffiffi
f

p
, as indicated in Eq. (33).

Although plane-wave propagation as discussed in the pre-
vious section gives valid results for distant sources, it does
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Figure 6. Reflection from and transmission into a lossy half-
space for normal incidence.
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not give valid quantitative results for the typical case
where the transmitting antenna is located at or below the
air–Earth interface. So this section will deal with the
fields of surface or buried antennas.

At frequencies below 3 kHz, the free-space wavelength
is greater than 100 km. Consequently, ELF antennas are
electrically small even though they could be physically
large. The methods and antennas used in geophysical
probing are too varied to give a complete description.
However, if we limit the applications to deep, subsurface
probing and to through-Earth communication, then the
most useful antennas are of two types: wire-loop antennas
and straight-wire antennas grounded at the ends.

5.1. Fields of Loop Antennas

Loop antennas are commonly used in geophysical sound-
ing and subsurface communications, and they have the
advantage that no grounding is required. In geophysical
sounding, loop antennas transmit a time-varying magnet-
ic field into the earth, and eddy currents are excited in
conducting bodies. These eddy currents generate a sec-
ondary magnetic field that can be received by a second
loop antenna. In mine communications, transmitting
loops can be used either at or below the Earth surface.
Horizontal transmitting loops are typically a large, single
turn of wire laid out on ground Earth. Various shapes,
such as circular or rectangular, are used depending on the
application. When the loop dimensions are small com-
pared with the skin depth in Earth and the observer dis-
tance, the horizontal loop radiates as a vertical magnetic
dipole.

A circular loop of radius a located at the earth surface
(z¼ 0) is shown in Fig. 7. The earth conductivity is s, and
the magnetic permeability of both the air and Earth is m0.
For the low frequencies considered here, displacement
currents are negligible, and the fields are independent of
permittivity. This is called the quasistatic approximation
and is obtained by setting the free-space wave number k0

equal to 0. The wavenumber in Earth is approximated by
k 	

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om0s=j

p
, where the square root is taken so that the

imaginary part is negative.
When the circular loop carries a uniform current I, the

nonzero field components are Hz, Hr, and Ef. The vertical

magnetic field Hz in Earth (zo0) is of primary interest for
downlink communication between horizontal loops. At a
depth h and a horizontal distance d, Hz is given by [16]

Hz¼
IA

2ph3
Q ð34Þ

where

Q¼

Z 1

0

g3e�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ jH2
p

gþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2þ jH2

p J0ðgDÞ
2J1ðga=hÞ

ga=h
dg ð35Þ

H¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om0sh

p
, D¼d/h, and J0 and J1 are the zero- and

first-order Bessel functions [17]. The integration variable
g is a normalized wavenumber; so the integration in
Eq. (35) can be interpreted as the result of a superposi-
tion of all the waves that the loop antenna transmits into
Earth. The exponential factor is consistent with skin
depth attenuation because for small g it is given by
j expð�

ffiffiffiffiffiffiffiffi
jH2

p
Þj ¼ expð�h=dÞ, where d is given by Eq. (33).

When a=h51, the factor 2J1(ga/h)/(ga/h) approaches 1
over the significant range of g. In that case the depen-
dence on a enters only on through the loop area A(¼ pa2),
and the loop radiates like a magnetic dipole of moment IA.
If the loop is buried at a depth h and the observer is lo-
cated at the surface (as in uplink communications), the
result for Hz is identical.

For the special case of H¼a/h¼ 0, the quantity Q re-
duces to the following result for a static magnetic dipole:

Q
H¼a=h¼ 0

��� ¼
2�D2

2ð1þD2Þ
5=2

ð36Þ

If, in addition, D¼ 0, then Q¼ 1. Thus Q is the vertical
magnetic field normalized to the on-axis magnetic field of
a static magnetic dipole. For D¼ 0, both Hr and Ef are 0.

In general, the integration in Eq. (35) must be per-
formed numerically. The infinite upper limit presents no
practical difficulty because of the exponential decay for
large g. Figure 8 shows the normalized vertical magnetic
field magnitude |Q| on the loop axis (D¼ 0) as a function
of normalized depth H for a magnetic dipole source (a/h¼
0). For large values of H, the field strength decays expo-
nentially just as a plane wave does. For geophysical prob-
ing, vertical sounding [18] is accomplished by varying the
frequency, and low frequencies are required to obtain in-
formation on earth conductivity at great depth.

In mine communication [7] and source location [8], the
off-axis (D40) field is of interest. Figure 9 shows the de-
pendence of the vertical magnetic field strength on nor-
malized horizontal distance D. For the static case (H¼0),
there is a null at D¼

ffiffiffi
2
p

, as shown in Eq. (36), and that
null can be useful in source location [8]. For nonzero val-
ues of H, Q is complex, and the null is filled in.

The magnetic field results in Figs. 8 and 9 are actually
valid for small loops of any shape that can be represented
by a magnetic dipole. When the loop dimensions are large,
the field depends strongly on shape. The theory has been
developed for loops of arbitrary shape in a conducting me-
dium that is homogeneous or layered [19]. Results for a
loop of nonzero radius are shown in Fig. 10 for the static

a

z

I
Air

(d,-h)
Observer

�
Earth

 �

Figure 7. Circular loop on a conducting half-space with a sub-
surface observer.
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case (H¼ 0). As the loop radius is increased, the vertical
magnetic field is reduced on the axis (D¼ 0), but is in-
creased at the larger horizontal distances. A similar be-
havior occurs for nonzero values of H.

Also, similar results have been calculated for rectan-
gular loops [19].

5.2. Fields of Grounded Wire Antennas

Grounded wire antennas are the other antenna type com-
monly used to transmit fields through Earth. In addition
to geophysical sounding, these antennas are used for up-
link and downlink communications in mines and for ELF
communications with submarines [4]. A typical configura-
tion is shown in Fig. 11. The antenna is of length 2 l, and
the current I is assumed to be constant over the length of
the antenna. This assumption is valid for insulated an-
tennas grounded at the ends when the length of the an-
tenna is much less than a free-space wavelength [20].
Because of the use of low frequencies, displacement cur-
rents are neglected in air and in the earth. The earth has
conductivity s and permeability m0.
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Figure 8. Magnitude of the normalized vertical magnetic field of
a small circular loop (a¼0) as a function of the normalized depth
H on the axis (D¼0), (From Ref. 16.)
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Figure 9. Magnitude of the normalized vertical magnetic field of
a small circular loop (a¼0) as a function of the normalized hor-
izontal distance D. (From Ref. 16.)
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Figure 10. Magnitude of the normalized vertical magnetic field
of a circular loop of radius a as a function of normalized distance
D. (From Ref. 16.)
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Figure 11. Electric line source on a conducting half space with a
subsurface observer.
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The subsurface electric and magnetic fields are both of
interest in mine communication and in probing of geo-
physical features. In mine communication, the subsurface
magnetic field is received with a loop antenna, or the sub-
surface electric field is received with a grounded wire an-
tenna.

First consider the fields produced by an incremental
current source of length dx0 located at x0, as shown in
Fig. 11. Because of the quasistatic approximation, the
Sommerfeld integral forms for an incremental source of
current moment I dx0 can be greatly simplified [21]. As a
result, the magnetic field components are

dHx¼
Idx0

2pg2

@4N

@x @y @z2
�

@3P

@x @y @z

� �
ð37Þ

dHy¼
Idx0

2pg2

@3P

@z3
þ

@3P

@x2 @z
þ

@4N

@z2 @y2

� �
ð38Þ

and

dHz¼
Idx0

2pg2

@4N

@y @z3
� g2 @

2N

@y @z
�

@3P

@y @z2

� �
ð39Þ

where N¼ I0½ðg=2ÞðRþ zÞ�K0�ðg=2ÞðR� zÞ�, P¼R�1

expð�gRÞ, R¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2þ y2þ z2

q
, g¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
jom0s

p
, and I0 and

K0 are modified Bessel functions [17]. Similarly, the elec-
tric field components are

dEx¼
�Idx0

2ps
@2P

@z2
þ

@3N

@y2 @z

� �
ð40Þ

dEy¼
Idx0

2ps
@3N

@y @x @z
ð41Þ

and

dEz¼
Idx0

2ps
@2P

@x @z
ð42Þ

Although all six field components are, in general, non-
zero, the dominant field components of interest are Hy, Hz,
and Ex. These are the only nonzero components for a line
source of infinite length, and all other field components
vanish in the plane x¼ 0, even for a line source of finite
length. To obtain the fields of the entire line source, Eqs.
(38)–(40) must be integrated over the range of x0 from � l
to l. For normalization purposes, it is convenient to write
the fields in the following forms:

Hy¼
I

2ph
AðH;Y ;X;LÞ ð43Þ

Hz¼
I

2ph
BðH;Y ;X ;LÞ ð44Þ

and

Ex¼
�jom0I

2p
FðH;Y ;X;LÞ ð45Þ

where H¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om0sh

p
, Y¼ y/h, X¼ x/h, L¼ l/h, and h¼ –z.

The normalized quantities A, B, F, H, Y, X, and L are di-
mensionless. The specific forms for the normalized fields
are

AðH;Y ;X;LÞ¼
h

g2

Z l

�l

@3P

@z3
þ

@3P

@x2 @z
þ

@4N

@z2 @y2

� �
dx0 ð46Þ

BðH;Y ;X;LÞ¼
h

g2

Z l

�l

@4N

@y @z3
� g2 @

2N

@y @z
�

@3P

@y @z2

� �
dx0 ð47Þ

and

FðH;Y ;X ;LÞ¼
1

g2

Z l

�l

@2P

@z2
þ

@3N

@y2 @z

� �
dx0 ð48Þ

The integral forms in Eqs. (46)–(48) simplify for both the
low-frequency (small H) and high-frequency (large H)
cases [21], but numerical integration is required in gen-
eral. Typical numerical results for H¼ 2 are shown in
Figs. 12–14. Although A, B, and F are complex for H40,
only the magnitudes are plotted. The phases are relatively
constant as a function of L. For very small values of L, the
fields are essentially those of a short dipole and are pro-
portional to L, as indicated by Eqs. (38)–(40). For large L,
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Figure 12. Magnitude of the normalized horizontal magnetic
field as a function of the normalized line length L. The dashed
lines indicate the limit, L¼N. From Ref. 16.
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the field components eventually reach those of an infinite
line source [22]. The limits for large L are shown for the
horizontal magnetic field as dashed lines in Fig. 12. In
some geophysical applications, it is desirable to make the
grounded wire long enough to simulate an infinitely long
line source. An examination of Figs. 11–14 and other cal-
culations [21] shows that this is approximately achieved

for L greater than B2. This means that the antenna
length 2 l should be at least 4 times the depth h of inter-
est in a particular geophysical application.

Straight, grounded wires are also used to excite broad-
band, transient fields in Earth. To illustrate the dispersive
nature of Earth, it is useful to examine the frequency de-
pendence of the subsurface electric fields. The frequency
dependence of all three components of the electric field has
been analyzed [23], but only the dominant component Ex,
will be considered here. Equations (45) and (48) can be
recast in the following equivalent form

Ex¼
�I

2psh2
ExnðW;L;X ;YÞ ð49Þ

where

Exn¼h2

Z l

�l

@2P

@z2
þ

@3N

@y2 @x

� �
dx0 ð50Þ

and W¼om0sh2. Equations (49) and (50) are consistent
with Eqs. (45) and (48), but here the frequency depen-
dence is explicitly displayed through the dimensionless
frequency parameter W.

Some numerical results for |Exn| as a function of W are
shown in Fig. 15. As W approaches 0, Exn approaches the
dc result Edc

xn, which is obtained from the gradient of a
scalar potential [23]

Edc
xn¼ðL� XÞR�3

1 þ ðLþXÞR�3
2 ð51Þ

where

R1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX � LÞ2þY2þ 1

q
and

R2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX þLÞ2þY2þ 1

q ð52Þ
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Figure 13. Magnitude of the normalized vertical magnetic field
as a function of the normalized line length L. (From Ref. 16.)
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When W becomes large, |Exn| decreases exponentially
because the skin depth becomes small.

Straight, grounded wire antennas are also used under-
ground. For example, long wire antennas have been laid
out in mine tunnels for uplink transmission. The surface
fields of such antennas have been computed for the gen-
eral case where the antenna is not parallel to the air–earth
interface [24] to model cases where either the tunnel or
the Earth surface is not level.

6. GROUND-WAVE PROPAGATION

When both the transmitting and receiving antennas are
located on the ground, the direct and reflected waves can-
cel. Consequently, the inverse-distance space wave is 0 as
indicated in Eq. (22). In this case the ground wave is the
dominant field component, and it can be calculated for ei-
ther a flat-Earth model or a curved-earth model.

6.1. Flat-Earth Model

The flat-Earth model is useful for analyzing propagation
along flat surfaces [25] or curved surfaces with very large
radii of curvature (such as Earth). Consider a vertical
electric dipole (VED) source located at an impedance sur-
face, as shown in Fig. 16. The air region has free-space
permittivity e0, and free-space permeability m0 is assumed
everywhere. The non-zero field components are Ez, and Er,
and Hf.

For propagation analysis, Earth can be characterized
by a surface impedance Zs under fairly general conditions.
The surface impedance is the ratio of the horizontal elec-
tric and magnetic fields at the earth surface:
Zs¼ � ðEr=HfÞ

��
z¼ 0

. For the two-layer model shown in
Fig. 16, the surface impedance for grazing incidence (as
in ground-wave propagation) is given by [26]

Zs¼Z1Q ð53Þ

where

Z1¼ Z1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
Z2

1

Z2
0

s

ð54Þ

Q¼
ðu2=u1Þþ ðg2

2=g
2
1Þ tanh u1h1

ðg2
2=g

2
1Þþ ðu2=u1Þ tanh u1h1

ð55Þ

Z1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m0

e1 � js1=o

r
; u1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

1þ k2
0

q
; u2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2

2þ k2
0

q
; g2

1

¼ jom0ðs1þ joe1Þ

and g2
2¼ jom0ðs2þ joe2Þ. The layer thickness h1 and the

layer constitutive parameters are defined in Fig. 16. Q is a
correction factor to account for the layering, and Q¼ 1 for
a homogeneous earth. For any passive Earth model, the
real part of the surface impedance must be nonnegative:
Re(Zs)Z0. For a homogeneous Earth, the phase of Zs rang-
es from 0 to p/4. For a layered Earth, the phase of Zs can
range from �p/2 to p/2.

At large distances from the source ðk0rb1Þ, the domi-
nant vertical electric field component Ez can be written
[26]

Ez¼
�jom0Il

2pr
e�jk0rFðpÞ ð56Þ

where

FðpÞ¼ 1� j
ffiffiffiffiffiffiffiffi
ppe
p �p erfcðj

ffiffiffi
p
p
Þ ð57Þ

p¼ ð�jk0r=2ÞD
2, D¼Zs=Z0, and erfc is the complementary

error function (17). The function F(p) is called the So-
mmerfeld attenuation function and is actually a correction
to the field of a vertical electric dipole located at the sur-
face of a perfectly conducting plane. The quantity p is di-
mensionless and called the numerical distance. For p

�� ��51,
we obtain F(p)E1.

For large numerical distance ðjpjb1Þ, the asymptotic
form of F depends on the phase of p [26]:

FðpÞ 	 �
1

2p
;�3p=2 � phase ðpÞ � 0 ð58Þ

or

FðpÞ 	 �2j
ffiffiffiffiffiffiffiffi
ppe
p �p

�
1

2p
; 0o phase ðpÞ � p=2 ð59Þ

The first term on the right side of Eq. (59) corresponds to a
trapped surface wave [26] that can occur when the surface
impedance is highly inductive (phase of D4p/4). It does
not occur for a homogeneous Earth, as indicated in Eq.
(58). If Eq. (58) is substituted into Eq. (56), the following
result is obtained for the electric field:

Ez 	
Z0Il

2pr2D2
e�jk0r ð60Þ

The r–2 dependence of the field in Eq. (60) is characteristic
of a lateral wave that requires an interface to support it. A
similar analysis is possible for horizontal polarization
as produced by a horizontal electric dipole or vertical
magnetic dipole source [26], but it is of less interest for
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air
z = 0
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� �o, 1 , 1, �

� �o, 2 , 2, �

�

Figure 16. Vertical electric dipole source at the surface of a two-
layer half-space. The surface impedance Zs depends on the prop-
erties of both layers.
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ground-wave propagation because it decays more rapidly
with distance than vertical polarization.

If the height of either the transmitting dipole or the
observer is raised above the interface, the field is in-
creased by a factor called the height-gain function G
[26]. Consider the case shown in Fig. 17, where both the
source and observer are elevated. Then the electric field
can be approximately written

Ez¼
�jom0Il

2pr
e�jkrFðpÞGðhÞGðzÞ ð61Þ

where

GðhÞ ¼1þ jk0Dh and GðzÞ¼ 1þ jk0Dz ð62Þ

By reciprocity, the height-gain function G is the same for
the source and observer. Equation (62) is valid only for
small heights ðk0 Djh51Þ

�� ��.

6.2. Spherical Earth

The spherical-Earth model is used to account for diffrac-
tion loss that occurs for ground-wave propagation into the
shadow region. The mathematical theory is complicated,
but it has been well developed [26] and has been used to
generate extensive numerical results for field strength as
a function of distance, frequency, and Earth surface prop-
erties [27–29]. For short paths, the flat-Earth and spher-
ical-Earth models give similar results, but for long paths
the spherical-Earth model must be used for accurate pre-
dictions.

The geometry for a radial electric dipole source located
at the surface of a sphere of radius a is shown in Fig. 18.
The surface is characterized by a surface impedance Zs,
which can be determined by Eqs. (53)–(55) for a layered
Earth. The non-zero field components are Er, Ey, and Hf.
The radial electric field Er is the component of most in-
terest, and its value at the surface (r¼a) is

Er¼
�jom0Il

2pd
e�jk0dW ð63Þ

where d is the arc distance along the surface and W is the
spherical-Earth attenuation function. It is a correction to
the field of a vertical electric dipole on a perfectly con-
ducting plane in the same manner as F for the flat Earth
in Eq. (56). For large k0a and k0d, W can be written as the
classical residue series [25]

W¼

ffiffiffiffiffiffi
px

j

r X1

s¼ 1

expð�jxtsÞ

ts � q2
ð64Þ

where x¼ ðk0a=2Þ1=3ðd=aÞ, q¼ � jðk0a=2Þ1=3D, and D¼
Zs=Z0. The roots ts satisfy the equation

w01ðtsÞ � qw1ðtsÞ¼ 0 ð65Þ

where w1 is an Airy function and w
0

1 is the derivative with
respect to the argument. The Airy function w1 is defined
by

w1ðtÞ¼
ffiffiffi
p
p
½BiðtÞ � jAiðtÞ� ð66Þ

where Ai and Bi are the Airy functions defined by Miller
[30]. A systematic method for determining the roots of Eq.
(65) has been presented for arbitrary values of the mag-
nitude and phase of q [27].

The residue series in Eq. (64) is valid for any value of x,
but converges slowly for small values of x. Two alternative
methods are available for the calculation of W for small x.
The power series in x1/2 is most useful for small |q|, and
the small-curvature expansion is most useful for large
|q|.

The power series representation for W is given by
(27,31)

W¼
X1

m¼ 0

Amðe
jp=4qx1=2Þ

m
ð67Þ

where

A0¼ 1; A1¼ � jp1=2; A2¼ � 2

A3¼ jp1=2 1þ
1

4q3

� �
; A4¼

4

3
1þ

1

2q3

� �

A5¼ �
jp1=2

2
1þ

3

4q3

� �
; A6¼ �

8

15
1þ

1

q3
þ

7

32q6

� �

A7¼
jp1=2

6
1þ

5

4q3
þ

1

2q6

� �
; A8¼

16

105
1þ

3

2q3
þ

27

32q6

� �

A9¼
�jp1=2

24
1þ

7
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þ

5

4q6
þ

21
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Figure 17. Elevated source and observer for propagation over a
flat surface with surface impedance Zs.
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Figure 18. Vertical electric dipole source at the surface of a
spherical earth with a surface impedance Zs.
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and

A10¼ �
32

945
þ

64

945q3
þ

11

189q6
þ

7

270q9

� �

In the numerical results to follow, the series has been
truncated at m¼ 10 because higher-order coefficients Am

are not available in the literature.
The small-curvature expansion for W is given by [31,32]

W¼FðpÞþ
1

4q3
½1� j

ffiffiffiffiffiffi
pp
p
� ð1þ 2pÞFðpÞ�

þ
1

4q6
1� j

ffiffiffiffiffiffi
pp
p
ð1� pÞ � 2pþ

5p2

6
þ

p2

2
� 1

� �
FðpÞ

� �

ð68Þ

where p¼ jxq2
¼ � jk0dD2/2 and the flat-earth attenua-

tion function F(p) is given by Eq. (57). When the radius a
approaches N (zero curvature), q approaches N, and W
approaches F. An additional term in Eq. (68) proportional
to q� 9 has been obtained [31], but numerical results [27]
indicate that it adds little improvement.

To illustrate the range of applicability of the various
methods for computing W, a specific example for propaga-
tion at a frequency of 10 MHz is considered. The effective
Earth radius a is taken to be 4/3 times the actual Earth
radius of 6368 km in order to account for normal atmo-
spheric refraction [33]. The magnitude of the normalized
surface impedance |D|¼ 0.1; this yields a value of 9.62 for
the magnitude of q. For the phase of D, two values, 301 and
751, are considered. The 301 value (phase of q¼ –601) lies
in the range encountered for a typical homogeneous earth.
The 751 value (phase of q¼ –151) lies in the highly induc-
tive region, where a trapped surface wave is important.
Numerical results for the magnitude of W as a function of
distance are shown in Fig. 19, where the computations
were carried out by four different methods. The oscilla-
tions in the vicinity of d¼ 10 km for the phase (D)¼ 751
curve are due to interference between the trapped surface
wave and the usual ground wave.

Although the curve for phase (D)¼ 751 contains more
structure than that for phase (D)¼ 301, the range of va-
lidity of the various computational methods depends
only weakly on the phase of D. For graphical accuracy in
Fig. 19, the different methods have the following ranges of
validity. The residue series calculation from Eq. (64) using
50 terms is valid for d greater than about 10 km (x40.11).
This value of d or x can always be decreased by increasing
the number of terms. The small-curvature formula in Eq.
(68) is valid for d less than B50 km (xo0.57). The power
series in Eq. (67) is valid for d less than B1 km (xo0.011).
The flat-Earth approximation in Eq. (57), which is the first
term in Eq. (68), is valid for d less than B15 km (xo0.17).
The characteristic of the flat-Earth approximation for
large d is an algebraic decay (d� 2) as opposed to the cor-
rect exponential decay of the first term of the residue se-
ries. The small-curvature formula is far superior to the
power series in this example because of the large value of
|q|¼ 9.62.

Further calculations (27,34) reveal the following gen-
eral criteria for the method of calculation. The residue se-
ries is most useful for x40.2 regardless of the magnitude
of q. For |x|o0.2, the power series is better for |q|o1,
and the small-curvature formula is better for |q|41. The
phase of q does not have to be considered in deciding
which method of calculation to use for W.

The magnitude of W as a function of d is shown in
Fig. 20 for a larger value of |D|¼0.2 and for numerous
values of phase (D). The results for 01r phase (Dr451
show the expected smooth decay of the ground wave, but
the trapped surface wave has a dominant effect for phase
(D)4451. The root t0 for the trapped surface wave, also
called the Elliott mode [35], has the following asymptotic
expansion [27] for large |q|:

t0 � q2þ
1

2q
þ

1

8q4
þ

5

32q7
þ

11

32q10
þ

539

512q13

� j2q2 exp �
4

3
q3 � 1�

7

12q3
�

31

48q6
�

397

288q9

� � ð69Þ

101

100

10−1

10−2

10−3

10−4
0.1 1 10 100 300

f = 10 MHz

Residue series
Small curvature
Power series
Flat earth

Phase (  ) = 75

Phase (  ) = 30

30

75

∆

∆

∆
= 0.1

°

°

°

°W

d (km) 




 

Figure 19. Magnitude of the spherical-Earth attenuation func-
tion as computed by various methods. (Results are shown outside
their regions of validity for comparison purposes.) (From Ref. 27.)
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Part of the reason for interest in inductive surface imped-
ances is in modeling propagation over a layer of sea ice on
the ocean [29].

The residue series in Eq. (64) can be generalized to the
case of an elevated source and an elevated observer. For a
source height of h0 and an observer height of h, W takes
the following form [28,29]

W¼

ffiffiffiffiffiffi
px

j

r X1

s¼ 1

expð�jxtsÞ

ts � q2
Gsðy0ÞGsðyÞ ð70Þ

where

GsðyÞ¼
wðts � yÞ

wðtsÞ
ð71Þ

y0¼ k0h0ð2=k0aÞ1=3, and y¼ k0hð2=k0aÞ1=3. Since Gs de-
pends on ts, it is a function of s. Gs as given by Eq. (71)
can be expanded in a power series in y [28,29]:

GsðyÞ¼ 1� qyþ
ts

2
y2 �

1þ tsq

6
y3þ � � � ð72Þ

For low heights and small values of s, Gs can be approx-
imated by the first two terms in Eq. (72):

Gs 	 1� qy¼ 1þ jk0Dh ð73Þ

Gs as approximated by Eq. (73) is independent of s and is
equal to the height-gain function for the flat-Earth model
in Eq. (62).

7. VARIABLE TERRAIN

Although the flat-Earth and spherical-Earth models are
useful for analyzing ground-wave propagation, many
propagation paths involve variable terrain where the
ground properties or surface height vary along the path.
The analysis of such paths usually requires approximate
or numerical methods [36–39].

7.1. Mixed Path

Mixed-path theory has been developed to analyze smooth
terrain that has a change in the Earth properties (con-
ductivity and permittivity) between the source and the
receiver. The mathematical theory has been developed for
both a flat Earth [40] and a spherical Earth [41] but only
the more general spherical-Earth model will be considered
here.

The geometry for a two-section path is shown in Fig. 21.
Propagation along a three-section path [41] has also been
analyzed, but will not be covered here. As in the previous
section, the radial electric field Er is normalized to the case
of a flat, perfectly conducting plane.

Er¼
�jom0Il

2pd
e�jk0dW0ðx; q; q1Þ ð74Þ

where W0 is the mixed-path attenuation function, q¼
�jðk0=aÞ

1=3D, q1¼ � jðk0=aÞ
1=3D1, D¼Zs=Z0, D1¼Zs1=Z0,

and a is the Earth radius. Consider first the case, where
the source and observer are located at the surface (h¼h1

¼ 0). In this case, the following form of W0 is most useful
[42,43]

W0ðx; q; q1Þ¼Wðx; qÞþ

ffiffiffiffiffi
x

jp

r
ðq1 � qÞ

Z x1

0

Wðx� x̂x; qÞWðx̂x; q1Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x̂xðx̂x� xÞ

p dx̂x;d1 > 0

ð75Þ

where

Wðx; qÞ¼

ffiffiffiffiffiffi
px

j

r X1

s¼ 1

expð�jxtsÞ

ts � q2
ð76Þ

x¼ ðk0a=2Þ1=3ðd=aÞ, and x1¼ ðk0a=2Þ1=3ðd1=aÞ. The spheri-
cal-Earth attenuation function in Eq. (76) is the
same as that for the uniform path in Eq. (64), but the
arguments are shown explicitly for use in Eq. (75).
The square-root singularity in Eq. (75) is integrable, and
its numerical evaluation [42] presents no difficulty. A use-
ful alternative to Eq. (75) can be obtained by reciprocity
[41]:

W
0

ðx; q; q1Þ¼Wðx; q1Þþ

ffiffiffiffiffi
x

jp

r
ðq� q1Þ

Z x�x1

0

Wðx� x̂x; q1ÞWðx̂x; qÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x̂xðx̂x� xÞ

p dx̂x

ð77Þ

Equations (75) and (77) have been used to calculate W0

for a variety of paths and parameters [42]. Results for
|W0| are shown in Fig. 22 for propagation along a land-to-
sea path for various lengths of the land section. The fre-
quency is 10 MHz, the land constants are e/e0¼ 15 and
s¼ 0.01 S/m, and the sea constants are e1/e0¼ 80 and s1¼

4 S/m. The increase in field strength that occurs in cross-
ing the land–sea boundary has been called the recovery
effect, and it has been observed experimentally by
Millington [43]. A similar drop in phase has been calcu-
lated [42] and observed experimentally by Pressey et al.
[44]. In Fig. 23, the length of the land section is fixed at
5 km, and the frequency is varied from 1 to 30 MHz. The
recovery effect is most prominent at 30 MHz because the
attenuation over land is so rapid at that frequency.

When either height, h or h1, is nonzero, Eqs. (75) and
(77) are still valid, but W needs to be modified by the

o, o

Observer

Zs

Zs1

h1

d1

d

h

Il � �

Figure 21. Propagation along a spherical Earth with a change in
surface impedance from Zs to Zs1.
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appropriate height-gain function

Wðx; qÞ¼

ffiffiffiffiffiffi
px

j

r X1

s¼ 1

expð�jxtsÞ

ts � q2

w1ðts � yÞ

w1ðtsÞ
;

where y¼ ð2=k0aÞ1=3k0h

ð78Þ

and

Wðx; q1Þ¼

ffiffiffiffiffiffi
px

j

r X1

s¼ 1

expð�jxtsÞ

ts � q2
1

w1ðts � yÞ

w1 tsð Þ
;

where y1¼ ð2=k0aÞ1=3k0h1

ð79Þ

It is possible to cast the integral forms of Eqs. (75) and
(77) into a modal sum of the following form [42]

W0ðx; q; q1Þ¼

ffiffiffiffiffiffi
px

j

r
ðq1 � qÞ

X1

s¼ 1

X1

t¼ 1

exp½�jðx� x1Þts � jx1tð1Þr �

ðtð1Þr � tsÞðts � q2Þðtð1Þr � q2
1Þ

w1ðts � yÞ

w1ðtsÞ

w1ðt
ð1Þ
r � ybÞ

w1ðt
ð1Þ
r Þ

ð80Þ

where the roots tð1Þr satisfy the mode equation that is sim-
ilar to Eq. (65):

w01ðt
ð1Þ
r Þ � q1w1ðt

ð1Þ
r Þ¼ 0 ð81Þ

The double summation in Eq. (80) converges slowly when
either x1, or x� x1 is small, but the roots ts and tð1Þr can be
computed rapidly (27).

Results for |W0| are shown in Fig. 24 for propagation
along a land-to-sea path for various observer heights. The
length of the land section is 10 km. As many as 600 roots,
ts and tð1Þr , were used in computing the results [42] in
Fig. 24. A good confirmation of the validity of the numer-
ical results in Fig. 24 as computed by Eq. (80) is that the
curve for h1¼0 agrees with the corresponding curve in
Fig. 22 as computed by Eq. (75). As the observer height h1

is increased, the recovery effect decreases in magnitude
and begins at a range beyond the land–sea boundary.
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Figure 22. Magnitude of the attenuation function for a land-to-
sea path for various lengths of the land section. Parameters:
f¼10 MHz, h¼h1¼0, e/e0¼15, s¼10–2 S/m, e1/e0¼80, and s1¼

4 S/m. (From Ref. 42.)
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Figure 23. Magnitude of the attenuation function for a land-to-
sea path for various frequencies. Parameters: d–d1¼5 km, h¼h1

¼0, e/e0¼15, s¼10–2 S/m, e1/e0¼80, and s1¼4 S/m. (From
Ref. 42.)
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Figure 24. Magnitude of the attenuation function for a land-to-
sea path for various observer heights. Parameters: f¼10 MHz,
d–d1¼10 km, h¼0, e/e0¼15, s¼10–2 S/m, e1/e0¼80, and s1¼

4 S/m. (From Ref. 42.)
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7.2. Irregular Terrain

For many propagation paths, the ground parameters and
terrain height vary as a function of position along the
path. Analytical methods are not general enough to han-
dle such variations, but the integral equation approach
[45,46] has been found useful for ground-wave propaga-
tion over irregular, inhomogeneous terrain. Ott’s program
WAGNER has been thoroughly tested and used on a wide
variety of paths [47], and Hill has generalized it to allow
for an anisotropic layer over a homogeneous Earth [48].
The anisotropic layer is intended to model a forest layer,
snowcover, or a layered Earth.

The general terrain model is shown in Fig. 25. The ter-
rain height y, the slab thickness D, and the slab and
ground constitutive parameters are functions of the hor-
izontal distance x from the vertical electric dipole source.
The terrain is represented by a normalized surface im-
pedance D (referred to the top of the slab), which is a
function of the slab and ground parameters and is thus a
function of x. The problem is first solved by considering the
case where the source and observer are located at the sur-
face (ha¼hr¼ 0). The vertical electric field Ey is normal-
ized to the field of a vertical electric dipole on a conducting
plane

Ey¼
�jom0Il

2px
e�jk0xf ðxÞ ð82Þ

where f (x) is the attenuation to be determined from the
integral equation. The integral equation is [47,48]

f ðxÞ¼Fðx; 0Þ �

ffiffiffiffiffiffiffi
jk0

2p

r Z x

0
f ðxÞe�jk0fðx;xÞ

y0ðxÞFðx; xÞ �
yðxÞ � yðxÞ

x� x
þ ½DðxÞ � Da�Fðx; xÞ

� �

ffiffiffi
x
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðx� xÞ

p dx

ð83Þ

where

fðx; xÞ¼
½yðxÞ � yðxÞ�2

2xðx� xÞ
þ

y2ðxÞ
2x
�

y2ðxÞ

2x

Fðx; xÞ¼ 1� j
ffiffiffiffiffiffiffiffi
ppe
p �uerfcðj

ffiffiffi
u
p
Þ

p¼ � jk0D
2
ðxÞðx� xÞ=2; u¼p 1�

yðxÞ � yðxÞ
DðxÞðx� xÞ

� �2

and y0(x) is the slope dy/dx. The normalized surface im-
pedance D(x) is a function of the slab and ground param-
eters [48]

DðxÞ¼D1
D2þD1 tanhðv0DÞ

D1þD2 tanhðv0DÞ
ð84Þ

where

D1¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ehc � k
p

ehc
; D2¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
egc � 1

p

egc
; v0¼ jk0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ehc � k
p

ehc¼ ehþ sh=ðjoe0Þ; egc¼ egþ sg=ðjoe0Þ;

evc¼ evþ sv=ðjoe0Þ; k¼ ehc=evc

sv and ev are the vertical conductivity and relative per-
mittivity of the slab, sh and eh are the horizontal conduc-
tivity and relative permittivity of the slab, and sg and eg
are the conductivity and permittivity of the ground. The
ground and the slab have free-space permeability m0.
The normalized surface impedance Da is evaluated at the
source.

Before discussing the numerical solution of Eq. (83),
it is useful to examine the special case of a uniform path:
y(x)¼ y(x)¼ y0(x)¼0 and D(x)¼Da. Thus the integrand is
0, and f(x) is

f ðxÞ¼Fðx; 0Þ¼1� j
ffiffiffiffiffiffiffiffi
ppa
p

e�pa erfcðj
ffiffiffiffiffi
pa
p
Þ ð85Þ

where pa¼ � jk0D
2
ax=2. Equation (85) agrees with the flat-

earth result in Eq. (56). When either y or D varies along
the path, the integral equation must be solved numerical-
ly. A forward-stepping solution [49] in x is used to obtain
values of f at discrete values of x along the path. Since Eq.
(83) is a Volterra integral equation of the second kind, the
value of f(x) depends only on the previously computed val-
ues of f(x) for xox . Physically this means that backscatter
is neglected.

To account for nonzero source and receiver heights, ha

and hr, an attenuation function fh is determined by use of
height-gain functions Gs for a slab medium [48]:

fhðxÞ¼ f ðxÞGsðhaÞGsðhrÞ ð86Þ

The source and receiver can be located either in air (pos-
itive height) or in the slab (negative height). For the
source or receiver in air, the height-gain function is

GsðhÞ¼ 1þ jk0Dh; h � 0 ð87Þ
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Figure 25. Geometry for the integral equation solution of prop-
agation over irregular, inhomogeneous terrain. The slab and
ground parameters can vary as a function of x, but are constant
in y.
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where D is evaluated at the appropriate source or receiver
location. For the source or receiver in the slab, the height-
gain function is

GsðhÞ¼
1

evc

ev0zþRe�v0ð2DþhÞ

1þRe�2v0D
;�Doho0 ð88Þ

where R¼ (D1–D2)/(D1þD2). The limit of Gs as h approach-
es 0 from above is 1:

Gsð0
þ Þ¼ 1 ð89Þ

The limit of Gs as h approaches 0 from below is

Gsð0
�Þ¼ 1=evc ð90Þ

This is a consequence of the continuity of normal current
flow.

The numerical solution of Eq. (83) has been thoroughly
studied, and comparisons with experimental results have
been shown [47,48]. Also, a comparison with an approxi-
mate analysis for propagation from a forest to a clearing
has been made. This comparison provides an independent
check because the approximate solution uses a Kirchhoff
integration over the vertical aperture above the forest-
clearing boundary [48] in contrast to the integral equation

solution, which integrates over the terrain surface. The
numerical comparison for |fh| is shown in Fig. 26. The
frequency is 10 MHz, the ground parameters are sg¼

10–2 S/m and eg¼ 10, and the slab parameters are D¼
10 m, sh¼10–4 S/m, eh¼ 1.1, sv¼ 2.5 � 10–4, and ev¼ 1.25.
Both the source and receiver are located at a height of
10þ m. The approximate aperture theory shows a non-
physical jump for the receiver at the forest boundary,
but the more accurate integral equation solution smooths
out the jump. Away from the boundary the two solutions
agree well.

For typical terrain profiles and moderate path lengths
(less than 100 km), the numerical solution of Eq. (83) is
reasonably accurate and efficient for frequencies up to
about 10 MHz. At higher frequencies the numerical solu-
tion can become unstable and predict a nonphysical oscil-
latory field strength as a function of distance. Also, the
computer run time, which is roughly proportional to fre-
quency squared, can become large. To improve the stabil-
ity at higher frequencies, Ott [50] has modified the
integral equation and computer code and has obtained
stable numerical results for frequencies up to about
100 MHz.

7.3. Knife-Edge Diffraction

At high frequencies where the wavelength is small com-
pared to terrain features and other obstacles such as
buildings, knife-edge diffraction models [51] can provide
useful field predictions. The simplest model is based on a
single knife edge, as shown in Fig. 27. If the Kirchhoff ap-
proximation that the field in the semiinfinite aperture
above the knife edge is equal to the incident field is
made, then the aperture integration can be approximat-
ed with the following result for the diffracted field Ed at
the receiver location R [14]:

Ed¼E0FðvÞ¼E0
1þ j

2

Z 1

v

expð�jpt2=2Þdt;

where v¼h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðd1þd2Þ

l0d1d2

s ð91Þ

E0 is the free-space field in the absence of the knife edge
and F(v) is the complex Fresnel integral. When the knife
edge extends above the line connecting S and R (as in
Fig. 27), h and v are positive. In this case, |F|o1/2. When
the top of the knife edge is below the line connecting S and
R, h and v are negative. In this case, |F|41/2. As v ap-
proaches –N, |F| approaches 1 in an oscillatory manner.
The diffraction gain (in decibels) due to the presence of the
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Figure 26. Propagation from a clearing to a forest at a frequency
of 10 MHz. (From Ref. 48.)
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Figure 27. Geometry for diffraction by single knife edge.
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knife edge is

Gd¼ 20 log10 jFðvÞj ð92Þ

To avoid computation of the Fresnel integral in Eq. (92),
Lee [51] has provided simple approximations for F. The
geometric theory of diffraction [52] provides a more rigor-
ous high-frequency method for analyzing diffraction from
knife edges and wedges, and it predicts results that de-
pend on the polarization of the incident field.

A number of extensions to the single knife-edge model
in Fig. 27 have been studied. The knife edge can be re-
placed by a rounded diffracting obstacle [53,54], which is a
better model for broad-terrain features in some cases.
Multiple knife edges [55–57] can be used to model paths
with multiple diffracting obstacles. Vogler’s analysis [58]
is valid for an arbitrary number of knife edges, and his
computer code will handle up to 10 knife edges.
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RADIOWAVE PROPAGATION IN MULTIPATH
CHANNELS

R. D. KOILPILLAI

Ericsson, Inc.

With the rapid growth in wireless communications, there
is considerable interest in radiofrequency (RF) propaga-
tion and RF channel modeling in the 400 MHz–2 GHz

band, where multipath propagation is a characteristic
property. The topic of RF signal propagation and the fac-
tors that affect the RF signals have been extensively stud-
ied since the late 1960s [1–3]. This article presents a
comprehensive overview of the RF signal variations relat-
ed to propagation in multipath fading channels. The di-
verse phenomena that cause signal variations are
described via mathematical models. The different types
of fading and their salient features are discussed in detail.
The goal of this article is to provide a mathematical and an
engineering-oriented treatment of multipath fading,
thereby providing the reader with the necessary tools
and the information to understand the different RF prop-
agative issues and how they impact wireless communica-
tions.

The different propagative effects are classified in two
major categories as shown in Fig. 1:

* Small-scale effects
* Large-scale effects

The small-scale effects are those caused by multipath
propagation, the phenomenon by which the transmitted
signal reaches the receiver via multiple paths. The re-
ceived signal is a superposition of the different multipath
signals, which add constructively or destructively, thereby
producing signal fluctuations. The variations of the signal
level are typically produced by movement over short dis-
tances (10–20 times the wavelength l of the RF carrier)
during which the mean signal level remains constant. The
different types of fading and their mathematical charac-
terization and modeling are discussed in the following
sections.

On the other hand, large-scale effects are those caused
by variations in the distance between transmitter and re-
ceiver, which are manifested in the form of path loss, and
by environmental factors, such as terrain, which produce
lognormal shadowing about the local mean signal level.
These issues are also discussed in detail.

A schematic of a communication system is shown in
Fig. 2. The term ‘‘channel’’ is used to imply different por-
tions of the communication link. Two terms used in this
article, namely, the propagative channel and the baseband
channel need to be defined. The propagation channel is
the physical medium that supports RF propagation be-
tween the transmitting and receiving antennas. This in-
cludes the objects that cause the multipath and time
dispersion. This channel is time-varying. The baseband
equivalent channel consists of a complex-valued baseband
representation of the channel. If the nonlinearities in the
IF/RF stages of both transmitter and receiver are neglect-
ed, then the baseband channel can also be represented by
a linear, time-varying channel model, which includes the
appropriate models for the propagation channel.

1. BASIC DEFINITIONS

1.1. Static Channels

The simplest type of communication channel is a static
channel, in which the only signal impairment caused by
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the channel is additive white Gaussian noise (AWGN).
The noise is assumed to have a flat, power spectral density
and is uncorrelated in time. These characteristics are typ-
ical of the thermal noise generated in communication
equipment.

The AWGN channel is widely used to evaluate the per-
formance of communication systems [4] (modulation, cod-
ing, etc.). In RF communications, a static environment is
unlikely, except in a few situations when there is a dom-
inant line-of-sight (LoS) component between the transmit-
ter and receiver, and there is essentially no multipath,
such as in microwave LoS links and in microcells. In prac-
tice, the AGWN channel serves the useful role of providing
performance bounds for RF communication channels be-
cause the practical channels (typically Rayleigh and Rice-
an) always produce signal impairments more severe than
the AGWN channel.

1.2. Fading Channels

Some of the commonly encountered communication chan-
nels, such as that encountered in wireline communica-
tions over telephone networks, can be characterized as
AWGN channels that have a linear time-invariant (LTI)
filter channel model. However, this representation does
not apply to radio frequency (RF) channels because their
transmission characteristics change with time and hence
require statistical characterization using linear, time-
varying channel models. Typically RF channels are char-
acterized by the following time-varying phenomena:

1. Multipath propagation and signal fading

2. Multipath time dispersion

3. Doppler shift

Signal variations
due to propagation

Small-scale effects Large-scale effects

Multipath fading

Rayleigh fading

Ricean fading

Flat fading

Freq.-selective fading

Fast fading

Slow fading

Time dispersion

Random FM

Propagative loss

Propagative modes

Shadowing

Free space

Reflection

Diffraction

Scattering

Indoor

Outdoor

Figure 1. Classification of the small-scale effects and the large-scale effects that cause signal
variability in an RF environment.

Input
bits

Outputs
bitsEncoder DecoderModulation DemodulationRF/IF

stages
RF/IF
stages

Propagative
channel

Equivalent baseband channel

(complex valued)

Figure 2. Definition of propagative channel and baseband channel.
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4. Random frequency/phase modulation

5. Shadowing

In this article, these salient features of RF fading channels
and their statistical characterization are described. Some
examples of RF channels that fall in this category are

* Mobile cellular channels
* Mobile satellite channels
* Channels with ionospheric and tropospheric propa-

gation

1.2.1. Multipath and Time Dispersion. Multipath is the
phenomenon by which a transmitted signal reaches a re-
ceiver via multiple propagative paths, each of which has
an associated propagative delay. For instance, in Fig. 3,
the signal from the base station to the mobile station has
three paths with propagative delays t1, t2, and t3, respec-
tively. One of them is the direct line-of-sight path between
the transmitter and receiver (with delay t1). The other two
paths (with delays t2 and t2) are caused by scatterers/re-
flectors. If a narrow pulse is transmitted in this channel
(with t1at2at3), then three copies of the pulse are re-
ceived, as shown in Fig. 4. Channels exhibiting this prop-
erty are called time-dispersive.

1.2.2. Doppler Spread. Another distinctive characteris-
tic of radio channels is the time variation of the channel.
This can be caused by mobility of transmitter or receiver
or a change in the propagative environment (change in the
scatterers). The received signal x(t) in this time-varying
multipath channel can be expressed as

xðtÞ¼
X

n

anðtÞs½t� tnðtÞ� ð1Þ

where s(t) is the modulated signal, an(t) and tn(t) are the
attenuation factor and the propagative delay, respectively,
for the signal received via the nth path. The modulated
signal s(t) is typically represented as [4]

sðtÞ¼mðtÞ cos½2p fctþ yðtÞ� ¼Re½uðtÞej2pfct� ð2Þ

with carrier frequency fc, and uðtÞ¼mðtÞ cos yðtÞ�
jmðtÞ sin yðtÞ. Substituting Eq. (2) in Eq. (1), the signal
received x(t) is given by

xðtÞ¼Re
X

n

anðtÞe
�j2p fctnðtÞu½t� tnðtÞ�

( )
ej2pfct

 !
ð3Þ

The corresponding baseband (complex) signal r(t) and the
equivalent baseband channel c(t;t) are given by

rðtÞ¼
X

n

anðtÞe
�j2p fctn tð Þu½t� tnðtÞ� ð4Þ

cðt; tÞ¼
X

n

anðtÞe
�j2p fctn tð Þd½t� tnðtÞ� ð5Þ

Consider the transmission of an unmodulated carrier
sðtÞ¼A cos 2p fct. Then, using Eq. (4), with u(t)¼ 1, the
received signal is given by

rðtÞ¼ A
X

n

anðtÞe
�j2p fctnðtÞ

" #
ð6Þ

which also represents the response of the channel to a
complex exponential ej2p fct. Even though s(t) is a mono-
chromatic signal, the output of the channel r(t) contains
many different frequency components, which are generat-
ed as a result of the time variations of the channel
response. The range of frequencies over which the spec-
trum of r(t) is nonzero is called the Doppler frequency

τ1 τ2

τ3

Figure 3. An example of multipath propagation due to multiple
scatterers.

Transmitted pulse

Received pulses

Time

Time

τ1 τ2 τ3

Figure 4. Effect of time dispersion due to multipath propagation.
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spread (Bd) of the channel, which yields a measure that is
directly proportional to the rate of variations of the chan-
nel response.

1.2.3. Signal Fading. In Eq. (5), c(t;t) is the time-varying
(complex-valued) channel impulse response (CIR) and is
the discrete multipath channel model, wherein t repre-
sents the time dispersion and t denotes the time index for
the variations as a function of time. The CIR c(t;t) can be
viewed as the superposition of phasors, each with a time-
varying gain/amplitude an(t) and a time-varying phase
fnðtÞ¼ � 2p fctnðtÞ. With random variations in an(t) and
fn(t) (caused by the time-varying multipath), these pha-
sors can add constructively or destructively. The fading
phenomenon, which results in signal amplitude becoming
very small, is caused by instantaneous destructive com-
bining of the phasors. An important observation is that a
small change in tn(t) produces a significant phase change
(i.e., a 2p change occurs if tn(t) changes by 1/fc). Using the
central-limit theorem, r(t) can be modeled as a complex-
valued Gaussian random process [4], which implies that
c(t;t) is also a complex-valued Gaussian random process in
the t variable. This random amplitude variation is a fun-
damental characteristic of multipath channels, and hence
its understanding is crucial to the use of these channels.
In Rayleigh fading channels, c(t;t) is modeled as zero-
mean, and corresponds to the case when there are random
variations in the scattering environment (usually caused
by the movement of the transmitter or receiver) and there
is no line-of-sight (LoS) path. In Ricean fading channels,
c(t;t) is nonzero mean because of the presence of a LoS
component or because of fixed scatterers. Typically Ray-
leigh fading channels are encountered in all cellular and
land–mobile radiocommunications, whereas Ricean fading
channels are encountered in mobile satellite communica-
tions. A detailed characterization of these channels is pre-
sented in the subsequent sections.

In some cases, it is more suitable to have a continuous
multipath model. In this case, the received signal x(t) is
given by

xðtÞ¼

Z 1

�1

cðt; tÞsðt� tÞdt ð7Þ

which is similar to Eq. (1) with the summation replaced by
an integral. This model is typically used in tropospheric
scatter and ionospheric propagation. In the sequel, we fo-
cus on the discrete model for multipath channels, which is
typical for most terrestrial RF channels.

1.2.4. Fading in a Mobile Communication Environ-
ment. If the transmitter and receiver were stationary
and all the scatterers were fixed, then the signal fading
variations, described in the previous section, would not be
observed. In mobile communications (such as cellular), the
receiver or transmitter is usually moving. So the scatter-
ing environment is constantly changing. A typical fading
signal envelope (characterized by Rayleigh fading) for a
mobile receiver using a carrier frequency fc¼ 1.9 GHz and
moving at 100 km/h, is shown in Fig. 5. It can be seen that

the signal envelope can vary as much as 40 dB (30 dB
below and 10 dB above) relative to the rms value.

A spatial viewpoint of multipath fading is very useful.
Consider a stationary transmitter and fixed scatterers.
The signals from the scatterers can be visualized as form-
ing a spatial standing wave pattern with peaks (points in
space where the multipath signals add constructively) and
troughs (where the signals add destructively). The spatial
separation between troughs and peaks is roughly l/2,
where l is the wavelength of the carrier. If a mobile re-
ceiver were to move through this spatial standing wave
pattern, then it experiences the signal fading every time
the receiver has moved by l/2. In Fig. 5, the x axis is the
time in seconds. As the receiver moves, it can experience
multiple signal fades per second.

Example 1. Consider a mobile station moving at 100 km/h
and communicating at a carrier frequency of 1.9 GHz. The
corresponding wavelength l¼ 0.15 m. Because the vehicle
is moving at 100 km/h (¼27.77 m/s), the vehicle covers a
distance corresponding to 176l in 1 s. Hence, the envelope
of signal received by the mobile can experience as many as
350 signal fades per second, as shown in Fig. 5. The extent
of signal impairment depends on the extent of signal am-
plitude reduction, known as the depth of the fade. This is
quantified via the level crossing rate and the duration of
fades discussed in a subsequent section.

1.2.5. Shadowing. Shadowing is the term that refers to
the long-term variations in the local mean of the received
signal power at a distance d from the transmitter. These
variations are typically caused by the terrain, buildings,
foliage, and other obstructions in the signal path. If the
instantaneous power of the signal received at the receiver
is averaged to remove the effect of fast fading, the local
mean signal level O0 at that particular distance d from the
transmitter is obtained. The local mean remains constant
over a small distance (of the order of multiples of the
wavelength of the RF carrier). The local mean O0 is a
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Figure 5. Typical envelope variations in Rayleigh fading at a
vehicle speed of 100 km/h and carrier frequency 1.9 GHz. The
RMS value of the signal envelope is 0 dB.
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random variable because of the signal level variations
caused by the terrain and other environmental factors.
Through empirical studies, the RV O0 has been character-
ized by the log-normal distribution (see the next section)
with a standard deviation in the typical range of 6–9 dB.

2. FADING DISTRIBUTIONS

The two most commonly encountered types of fading en-
vironments are

1. Rayleigh fading

2. Ricean fading

In this section, the statistical properties of Rayleigh and
Ricean fading are described. This mathematical frame-
work is very useful in providing tools for analyzing and
simulating the performance of communications over fad-
ing channels and also for providing insight into the design
of robust communication systems in a fading environment
(see Ref. 16). Ricean fading covers a very broad spectrum
of environments from static AWGN channels on the one
end to Rayleigh fading channels on the other. So, it rep-
resents an entire family of fading channels. However, be-
cause Rayleigh channels are the most frequently
encountered environment in wireless (mobile) communi-
cations, it forms an important class for study. Both Ray-
leigh and Ricean distributions refer to the statistics of the
received signal’s envelope.

3. RICE DISTRIBUTION

Let X and Y be two independent Gaussian random vari-
ables (RVs) with means m1 and m2, respectively, and com-
mon variance s2. Then the RV V, defined as V9

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2þY2
p

,
is distributed according to Ricean distribution [8], whose
pdf is given by

fV ðvÞ¼

v

s2
I0

sv

s2

� �
e�½ðv

2 þ s2Þ=2s2� v > 0

0 v � 0

8
<

: ð8Þ

where s2¼m2
1þm2

2 and I0 is the zeroth-order modified
Bessel function of the first kind given by

I0ðxÞ¼
1

2p

Z 2p

0
ex cos u du¼

1

2p

Z p

�p
ex cos u du ð9Þ

It can be verified that the RV V̂V ¼V2 has a noncentral chi-
square distribution whose noncentrality parameter is s2.
The cdf of a Ricean RV V is given by (4)

FV ðvÞ¼Prðv � VÞ¼

Z V

0
fV ðvÞdv¼ 1�Q

s

s
;
v

s

� �
ð10Þ

where Q is the generalized Q function defined as

Qða; bÞ¼ e�
a2 þ b2

2

X1

k¼ 0

a

b

� �k
Ik abð Þ; b > a > 0

and Ik(x) is the kth-order modified Bessel function of the
first kind.

Ricean fading is typically encountered in environments
where there is a dominant, nonfading signal component
(i.e., a line-of-sight path between transmitter and receiver,
and this causes the nonzero mean of X and Y). This is
commonly true in mobile satellite channels. The signal
received can be modeled as the superposition of the scat-
tered multipath signals (with random angles of arrival)
and the line-of-sight signal. The effects of the scattered
signals depends on their strength relative to the strength
of the nonfaded signal, which is characterized by the pa-
rameter called Ricean factor K, defined as K9s2=2s2. It is
quite common to specify the Rice factor in decibels,
KdB910 log10 K dB. As mentioned previously, the Ricean
distribution spans a broad spectrum of fading environ-
ments, including the following special cases:

* K-0 () s2 B 0) ) Rayleigh fading channel
* Kb1 () s2

bs2) ) static channel (no fading)

A plot of the Ricean pdf for different values of the Ricean
factor K is given in Fig. 6. As the value of K increases, the
mean (and also the variance) of V increases. In practice,
this implies that the LOS signal component is stronger
relative to the scattered signal components, and as a re-
sult the magnitude of signal fades is reduced. Figure 7
shows segments of Rayleigh and Ricean fading for differ-
ent values of K. For K¼ 10, in Fig. 7 the fade depth is
typically r10 dB, whereas for K¼ 1, signal fades of up to
30 dB are observed.

3.1. Rayleigh Distribution

As shown in the preceding section, the Rayleigh distribu-
tion is a special case of the Rice distribution (K-0 dB).
The Rayleigh distribution can also be derived indepen-
dently from the central chi-square distribution, as shown
herein. Let X and Y be two independent identically dis-
tributed (i.i.d.) zeromean Gaussian RVs with variance s2.

Rayleigh

Rice, K = 1
Rice, K = 4

Rice, K = 10
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Figure 6. Plot of the Rayleigh pdf and the Ricean pdf for different
values of the Rice factor K¼1, 4, and 10.
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Then the RV V defined as V9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2þY2
p

, is distributed ac-
cording to the Rayleigh distribution, whose pdf is given by

fV ðvÞ ¼

v

s2
e�

v2

2s2 v � 0

0 vo0

8
<

: ð11Þ

A brief derivation of the pdf fV(v) is given in the Appendix.
Equation (11) can be obtained from Eq. (8) by setting s2

¼

0. It can also be shown that the RV V̂V ¼V2 has a central
chi-square distribution. The cdf of V is given by

FV ðvÞ¼Prðv � VÞ¼

Z V

0
fV ðvÞdv

¼ 1� e�
v2

2s2 ; v � 0

ð12Þ

The mean and variance of V are given by

E V½ � ¼

ffiffiffi
p
2

r
s

and

E½V2� ¼ 2s2

and the higher order moments of V can be obtained from
the expression [4]

E½Vk� ¼ ð2s2Þ
k=2G 1þ

k

2

� �

3.2. Nakagami Distribution

The Nakagami-m distribution [5] was designed to fit
empirical data and in some cases provides a better
match than Rayleigh or Rice distributions. Hence, it is
frequently used to characterize the statistical fluctuations
of signals transmitted over multipath fading channels.
An RV V with Nakagami-m distribution has a pdf given
by

fV ðvÞ ¼
2

GðmÞ
m

O

� �m
v2m�1e�

mv2

O ;m �
1

2
ð13Þ

where O¼E½V2�;GðmÞ is the gamma function, and the pa-
rameter m is called the fading figure, defined as

m9
O2

E½ðV2 � OÞ2�
; m �

1

2

The following are special cases of the Nakagami-m distri-
bution:

* m¼ 1; the Nakagami-m distribution reduces to the
Rayleigh pdf.

* m¼ 1/2; fV(v) is the one-sided Gaussian pdf (more se-
vere than Rayleigh fading).

* m-N; it is a static channel (no fading).
* The Nakagami-m distribution also provides a close

approximation of the Rice distribution with the fol-
lowing relationship between the Rice factor K and the
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Nakagami parameter m:

m¼
ðK þ 1Þ2

ð2K þ 1Þ

Because of its versatility in modeling a wide range of fad-
ing conditions and its analytical tractability, the Nak-
agami-m distribution is widely used.

3.3. Lognormal Distribution

The variations in the local mean of the signal power re-
ceived in a fading environment is referred to as shadow-
ing. These variations are caused by terrain and other
environmental factors. Shadowing is characterized via
the lognormal distribution, as defined herein. An RV O0

is said to have a log-normal distribution if its pdf is given
by

f ðOÞ¼
1

2psO
e�ðO�mÞ

2=2s2
O ð14Þ

where

O¼ 20 log10 O0

m¼E½O�

and

s2
O¼E½O2

� � m2

4. CHARACTERIZATION OF RAYLEIGH FADING

Extensive measurements of the envelope variations of sig-
nals have been carried out in the 100–2000 MHz frequency
band, which covers commercial cellular, public safety, and
special mobile radio applications. The measured data
confirm that the envelope of the received signal is
Rayleigh distributed when measured over short distanc-
es (B10l–20l) over which the mean signal level is con-
stant. In this section, the key results of the mathematical
model of Rayleigh fading channels and their characteriza-
tion are presented. For a complete derivation of the re-
sults, the reader is referred to Refs. 1–3. Herein, the model
proposed in Ref. 1 is considered.

4.1. Mathematical Model for Rayleigh Fading

In Fig. 8, the X–Y plane is assumed to be the horizontal
ground plane. Consider a mobile receiver moving with ve-
locity v along the X axis. The model [1] is that the signal
received consists of a number of horizontally traveling
plane waves each with random amplitude (but equal on
average) and random angle of arrival. The phases of the
waves are uniformly distributed in [0,2p] and are assumed
to be statistically independent of the amplitudes.

Let the angle of the nth incoming wave be an with re-
spect to the X-axis. We assume a fixed transmitter with a
vertically polarized antenna and a mobile receiver with a
whip/monopole antenna. The vehicular motion introduces

a Doppler shift given by

fn¼
v

l
cos anðHzÞ ð15Þ

where v is the velocity in m/s and l is the wavelength (in
meters) of the transmitted carrier signal. From Eq. (15),
the maximum Doppler shift is given by fn;max¼ v=lHz.

The electric and magnetic field components received at
the mobile receiver are Ez, Hx, and Hy respectively. Next,
the expressions for Ez are derived. The superposition of
the different waves is expressed as

Ez¼E0

XN

n¼ 1

Cn cosð2pfctþ ynÞ ð16Þ

where yn¼ 2pfntþfn, where fc is the carrier frequency, fn

is the Doppler shift, E0Cn is the amplitude of the nth wave,
and fn are the random phase angles uniformly distributed
in [0,2p]. The Cn are normalized such that h

PN
n¼ 1 C2

ni¼ 1,
where h i indicates the ensemble average. For large N, us-
ing the central limit theorem, the field components Ez, Hx,
and Hy can be approximated by Gaussian random pro-
cesses. The following derivation assumes that the mean
power of the signal is constant with time, which is typi-
cally the case as the mobile receiver traverses short dis-
tances (i.e., the shadowing is a constant). Equation (16)
can be expressed as

Ez¼TcðtÞ cos 2p fct� TsðtÞ sin 2p fct ð17Þ

where

TcðtÞ¼E0

XN

n¼ 1

Cn cosð2p fntþfnÞ

TsðtÞ¼E0

XN

n¼ 1

Cn sinð2p fntþfnÞ

ð18Þ

n th incoming wave

Mobile direction  
(velocity v )

Y

Z

X
n�

Figure 8. Reference figure for deriving the mathematical model
for Rayleigh fading.

RADIOWAVE PROPAGATION IN MULTIPATH CHANNELS 4395



Both Tc(t) and Ts(t) are Gaussian random processes. The
corresponding RVs Tc and Ts have zero mean and equal
variance given by

hT2
c i¼ hT

2
s i¼E2

0=2

and the ensemble average is evaluated over an, fn, and Cn.
The Gaussian RVs Tc and Ts are uncorrelated and hence
independent. Their common variance is E2

0=2. The enve-
lope of Ez is given by

jEzj ¼V9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2

c þT2
s

q
ð19Þ

Using the results from the section on Rayleigh distribu-
tion, V is a Rayleigh distributed random variable, whose
pdf is given by Eq. (11).

4.2. Power Spectrum of Rayleigh Fading

If the transmitted signal is a sinusoid of frequency fc, the
instantaneous frequency of the received signal arriving at
angle a is given by [using Eq. (15)]

f ðaÞ¼ fcþ fm cos a ð20Þ

where fm is the maximum Doppler frequency. Hence

cos a¼
f � fc

fm

� �

and

sin a¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f � fc

fm

� �2
s

ð21Þ

Assuming a large number of scatterers and that the
mobile receiver has a vertical whip antenna, then the total
incoming power is uniform as a function of the incident
angle a. Using the derivation in Refs. 1 and 3, the power
spectrum of the electric field is given by

SEz
ðf Þ¼

3b

2pfm

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f � fc

fm

� �2
s ; f � fc

�� �� � fm

0 f � fc

�� �� > fm

8
>>>><

>>>>:

ð22Þ

where b is a scale factor denoting the mean power received
by an isotropic antenna. A normalized plot of the power
spectrum is shown in Fig. 9. The peak of the power spec-
trum occurs at 7fm. The power spectra for the magnetic
field components are given in Ref. 1.

4.3. Envelope Correlation for Rayleigh Fading

An important result obtained by using the power
spectrum SEz

ðf Þ is the envelope correlation RTTðtÞ ¼
hTðtÞT�ðtþ tÞi where TðtÞ¼TcðtÞþ jTsðtÞ is the baseband
representation of the E-field components given by Eq. (18)
and the envelope correlation is expressed as a function of

the time separation t. Using the Fourier relationship

RTTðtÞ¼
Z fc þ fm

fc�fm

SEz
ðf Þe�j2pðf�fcÞt df

¼

Z fc þ fm

fc�fm

3b

2p fm

ej2p ðf�fcÞt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f � fc

fm

� �2
s df

ð23Þ

it can be shown that

RTTðtÞ¼ hTcðtÞTcðtþ tÞiþ hTsðtÞTsðtþ tÞi

¼

Z fc þ fm

fc�fm

3b

2p fm

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
f � fc

fm

� �2
s cosð2p ðf � fcÞtÞdf

ð24Þ

From Ref. 20, we have the result

Z 1

0

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x2
p cosðaxÞdx¼ p=2J0ðaÞ

where J0 is the zeroth-order Bessel function of the first
kind. Using this result, we obtain

RTTðtÞ¼ 1:5bJ0ð2p fmtÞ ð25Þ

This shows that the envelope of a Rayleigh faded signal
has a Bessel autocorrelation function, which plays an im-
portant part in designing effective error correcting coding
and interleaving techniques for Rayleigh fading channels.
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Figure 9. Power spectrum of the received E-field in a Rayleigh
fading environment.
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4.4. Rayleigh Fading Statistics

Two statistical properties that help characterize Rayleigh
fading are

1. The level crossing rate (LCR)

2. The duration of fades

The derivation of these two parameters is based on the
work of Rice [1,7,8].

4.4.1. Level Crossing Rate. The level crossing rate
(LCR) is defined as the expected rate at which the Ray-
leigh fading envelope V(t), normalized to the local rms
signal level, crosses a specified level (Vref in a positive di-
rection. Figure 10 depicts a typical envelope variation that
has three crossings of the level Vref in the duration of T
seconds. The LCR NV, the number of level crossings per
second is given by [1]

NV ¼

Z 1

0

.
vpðV;

.
vÞd

.
v¼

ffiffiffiffiffiffi
2p
p

fmre�r
2

ð26Þ

where
.
v is the rate of change (the time derivative) of the

envelope V(t), p ðV ;
.
vÞ is the joint pdf of v and

.
v at a spec-

ified value of V, and r¼V/Vrms is the normalized value of
the envelope. It can be verified that the peak value of NV

occurs at r¼ –3 dB.

Example 2. Consider a signal with carrier frequency of
1.9 GHz and a receiver moving at a velocity of 100 km/ph.
The corresponding value of the Doppler frequency fm¼

176 Hz. At a normalized value of r¼ 0 dB, using Eq. (26),
we obtain the value NV¼ 162 crossings/s. Hence the LCR
gives a characterization of the fluctuation rate of the sig-
nal envelope.

4.4.2. Duration of Fades. The duration of fades is the
expected value of the time at which the signal level is be-
low a specified value Vref. In Fig. 10, consider a time in-
terval T (seconds), and let ti be the duration of the ith fade
below the level Vref. Then

P½v � V� ¼
1

T

X

i

ti ð27Þ

Using the expression for the pdf of V, we have

P½v � V� ¼

Z V

0
pðvÞdv¼ 1� e�r

2

ð28Þ

where r¼V/Vrms. Using Eqs. (27) and (28), we obtain the
expression for �TTfade, the average duration of a fade below v
¼V (as given in Ref. 1)

Tfade¼
1

TNV

X

i

ti¼
1ffiffiffiffiffiffi
2p
p

½er
2
� 1�

rfm
ð29Þ

Example 2Cont. Consider the same example as in the
preceding section. For the same parameters, using
Eq. (29), the average duration of a fade 20 dB below the
RMS value of the envelope r¼ 1.43 ms.

4.4.3. Observations Based on Fading Statistics.

* NV / fm and Tfade / 1=fm

* At low Doppler frequency, the LCR is low, and hence
the duration of fades is long. This observation is help-
ful in choosing diversity and error correction schemes
over fading channels.

* The value of Tfade yields an estimate of the number of
symbols that may be lost because of a fade (burstiness
of errors caused by fading).

In particular, if a mobile communication system is de-
signed with a specified fade margin, then the performance
of the receiver can be estimated by using the parameters
fm, r, and Tfade to relate the instantaneous signal-to-noise
ratio (SNR) to the instantaneous bit error rate (BER).

4.4.4. Random Frequency/Phase Modulation. The base-
band representation of the E-field components, as given in
Eq. (18), can be expressed as

TðtÞ¼TcðtÞþ jTsðtÞ¼AðtÞejfðtÞ ð30Þ

where Tc(t) is the in-phase component and Ts(t) is the
quadrature component. The effect of the multipath fading
channel is represented by T(t), which is a complex-valued,
multiplicative scaling of the transmitted signal. The time-
varying nature of Tc(t) and Ts(t) manifests itself as a ran-
dom phase modulation of y(t). In FM receivers, the effect of
T(t) produces a baseband noise component, which can be
evaluated [1]. The baseband noise is characterized by the
frequency deviation it produces. It is interesting to note
that the frequency deviation (and hence, the rms value of
the baseband noise) depends on the depth of the fade. As
the signal envelope V experiences deep fades, the frequen-
cy deviation of the random FM increases proportionally.
The effect of T(t) can also be viewed as random phase ro-
tation given by arctan [Ts(t)/Tc(t)]. Hence, multipath fad-
ing causes impairments of the received signal that have
the characteristics of random FM and random phase
shifts.
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Figure 10. A method to compute the level crossing rate and fade
duration for Rayleigh fading.
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5. SIMULATION OF RAYLEIGH FADING

In the preceding sections, the power spectrum and the
envelope correlation of a Rayleigh faded signal have been
discussed. Using these results, two methods are obtained
for generating Rayleigh fading:

1. the stochastic filtered noise approach [9,10]

2. the Jakes method (deterministic) [1]

Both methods are easily modified to generate Ricean fad-
ing. Let TðtÞ¼TcðtÞþ jTsðtÞ be the complex baseband rep-
resentation of Rayleigh fading. The main requirements on
Tc and Ts for generating Rayleigh fading are that

* They have a Gaussian pdf.
* They be zero mean and have equal variance (typically

normalized to 0.5, such that the variance of T(t) is
unity.

* Tc and Ts must be uncorrelated.
* The autocorrelation of T(t) must satisfy the condition

in Eq. (25); This condition also implies that the power
spectrum closely approximates Eq. (22).

5.1. Filtered Noise Approach

The method for implementing the stochastic filtered noise
approach is shown in Fig. 11. The steps are as follows:

1. Generate two independent Gaussian (white) noise
sources.

2. Each of the sequence of random variables (samples
of the noise) is filtered by a baseband Doppler filter
whose frequency response is given by

ffiffiffiffiffiffiffiffiffiffiffiffiffi
SEz
ðf Þ

p
.

3. The output of the Doppler filters yields the in-phase
and quadrature components of the Rayleigh fading
signal.

It can be verified that the output signal Tcþ jTs has a
Rayleigh envelope with the time correlation specified by
the maximum Doppler frequency fm. The filtering in step 2
can be done in the frequency domain via FFT. The steps
for using the FFT for the filtering are outlined in Ref. 9.

5.2. Jakes’ Method

In this section, the Jakes (deterministic) approach for
generating Rayleigh fading is discussed (Fig. 12). The
main advantage of this method over the stochastic

method is that segments of time-correlated fading can be
generated without having to generate the fading in be-
tween the desired segments, as is typically the case when
simulating the performance of time-division multiple-ac-
cess (TDMA) signals.

The details of the model (Fig. 12) are as follows:

* There are N0 oscillators with frequencies given by

fn¼ fm cos
2pn

N

� �
; n¼ 1; 2; . . . ;N0 ð31Þ

and one oscillator with frequency fm, where fm is the
maximum Doppler frequency. The total number of
oscillators is (N0þ 1), where N0¼

1
2 N=2� 1
� 

. The pa-
rameter N is chosen such that Tc and Ts are Gaussian
and the power spectrum of TðtÞ ¼TcðtÞþ jTsðtÞ closely
approximates the condition in Eq. (22). In Ref. 1, it is
shown that a good approximation is obtained for
N > 34 ð) N0 � 8Þ.

* In Fig. 12, the phases a and bn, n¼ 1, 2,y,N0 are
chosen such that the probability distribution of the
resultant phase (arg[T(t)]) is close to a uniform dis-
tribution in [0,2p]. These phases are introduced by
the respective multipliers 2 cosbn and 2 sinbn. The
uniform distribution of arg[T(t)] is ensured if

hT2
c i¼ hT

2
s i

and

hTcTsi¼ 0 ð32Þ

Choices of values that satisfy Eq. (32) are

a¼ 0

bn¼
pn

N0þ 1

Scale 1¼
1ffiffiffi
2
p

N0

Scale 2¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2ðN0þ 1Þ
p

Other choices are also possible:

* The oscillator phases fn in Fig. 12 are randomly cho-
sen in the range [0,2p]. The purpose offn is to provide

Gaussian
noise source

(real)

Baseband
doppler filter

Baseband
doppler filter

Gaussian
noise source

(real)

Tc                           
In-phase component

Ts                           
Quadrature component

Tc + jTs

Figure 11. Stochastic filtered noise method for
generating Rayleigh fading.
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a means of randomly initializing the fading waveform
generator. They do not affect the statistical properties
of Tc(t) and Ts(t).

5.3. Generating Multiple Uncorrelated Fading Waveforms

In many practical applications, it is necessary to generate
multiple uncorrelated Rayleigh fading waveforms. In
Ref. 1, a method of modifying Fig. 12 to generate multi-
ple uncorrelated fading is mentioned. However, it has
been observed [11] that the method in Ref. 1 produces
waveforms with nonzero correlation when more than two
waveforms are generated. An attractive and computation-
ally efficient alternative is presented in [11] based on the
Walsh–Hadamard transform. Using this method, the mul-
tiple fading waveforms are guaranteed to be uncorrelated.

6. CHARACTERIZATION OF MULTIPATH CHANNELS

Consider the equivalent, complex-valued, lowpass impulse
response of a time-varying multipath channel c(t;t) as

given by Eq. (5), where c(t;t) is a zero-mean, complex-val-
ued Gaussian random process in the variable t. Assume
that c(t;t) is wide–sense stationary (WSS). Then the auto-
correlation of c(t;t) is given by

fcðt1; t2;DtÞ¼
1

2
E½cðt1; tÞc

�ðt2; tþDtÞ� ð33Þ

Assuming uncorrelated scattering, that is, that the scat-
tering/multipath signal at delay t1 given by c(t1;t) is un-
correlated to the signal at delay t2 given by t2 given by
c(t2;t); hence

fcðt1; t2;DtÞ¼fcðt1;DtÞdðt1 � t2Þ ð34Þ

When Dt¼ 0, fc(t, 0)¼fc(t), which is called the multipath
intensity profile, or the power-delay profile. There are dif-
ferent experimental methods for measuring the power-de-
lay profile of a channel such as direct pulse measurement,
spread spectrum sliding correlator measurement, and fre-
quency-domain channel sounding [10]. A typical power-
delay profile is given in Fig. 14. The range of t over which
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Figure 12. Jakes’ method for generating Rayleigh fading.
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fc(t) is nonzero is called the multipath spread of the chan-
nel tm.

6.1. Time Parameters

6.1.1. Time-Dispersion Parameters. The mean excess
delay, RMS delay spread, and the excess delay spread
are channel parameters that are obtained from the power-
delay profile fc(t):

* The mean excess delay of the power-delay profile is
given by

t¼

P
k

fcðtkÞtk

P
k

fcðtkÞ
ð35Þ

* where fc(tk) is the strength of the multipath compo-
nent with delay tk (obtained from the power-delay
profile). Typically the tk are measured relative to the
first arriving multipath signal.

* The RMS delay spread is defined as st¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � ðtÞ2

q
,

where t2 is given by

t2¼

P
k

fcðtkÞt2
k

P
k

fcðtkÞ
ð36Þ

* Suppose that t0 is the first arriving multipath and tK

is the delay beyond which the power drops below X
dB of the maximum strength multipath component,
then, (tK� t0) is called the maximum excess delay
(X dB).

In practice, the value of �tt; �tt2 and st depend on the value of
the threshold for detecting the presence of a signal com-
ponent.

6.1.2. Coherence Bandwidth. The coherence bandwidth
Bc is an important parameter in time-dispersive channels.
Bc can be viewed as the range of frequencies over which
there is a strong envelope correlation. There is, however,
more than one formal definition of Bc. In Ref. 4, the co-
herence bandwidth is defined as the reciprocal of the mul-
tipath spread of the channel tm:

Bc 	
1

tm
ð37Þ

A more widely used engineering definition of Bc is given in
Refs. 1, 7, 10, and 12. Wherein the coherence bandwidth is
defined as the bandwidth over which the frequency corre-
lation is 40.5. In Ref. 12 it is shown that to satisfy this
condition,

Bc 	
1

2pst
	

1

6st
ð38Þ

where st is the rms delay spread given by Eq. (36). An-
other interpretation of Bc is as follows. If two sinusoids
with frequency separation 4Bc are transmitted through
this channel, then they are affected differently. For mod-
ulated signals, if Bc is smaller than the BW of the sig-
nal(W), then the channel is said to be frequency-selective.
If Bc is greater than the BW of the signal, the channel is
said to be frequency-nonselective.

6.1.3. Coherence Time. The RMS delay spread (st) and
the coherence BW (Bc) describe the time-dispersive nature
of the channel. Analogously, the Doppler spread (BD) and

Time delay

c

   

X (dB)

R
e

la
tiv

e
 p

o
w

e
r 

  
( 

 )
 (

d
B

)



�

�0 �k �m

Figure 14. Classification of multipath fading channels.
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Figure 13. A typical power-delay profile and the method of
sampling the power delay profile to generate a tapped-delay-line
model.
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the coherence time (Tc) describe the time-varying nature
of the channel in a local area (small-scale region). The
Doppler spread BD, is defined as the range of frequencies
over which the Doppler spectrum is nonzero. In Ref. 4, the
coherence time is defined as

Tc 	
1

BD
ð39Þ

Coherence time is a measure of the length of time over
which the channel impulse response is essentially con-
stant. Alternatively, the coherence time can be viewed as
the length of time over which two received signals have a
strong potential for envelope correlation. Just as coher-
ence BW has a statistical definition, coherence time Tc can
be defined [12] as the time over which the time correlation
function is Z0.5. In Ref. 12 it is shown that

Tc 	
9

16pfm
ð40Þ

where fm is the maximum Doppler frequency.

6.2. Channel Classification

Multipath fading channels are classified on the basis of
the way the channel appears to the transmitted signal.
The coherence bandwidth Bc and the coherence time Tc,
two of the main properties that influence the effect of the
channel on the transmitted signal, are classified as fol-
lows:

* If the BW of the transmitted signal (W) is smaller
than the coherence BW (Bc), then the fading channel
appears as frequency-nonselective or frequency flat.
This implies that all the frequencies of the transmit-
ted signal experience the same channel effects. If W¼
Bc, then it is classified as a frequency-selective fading
channel.

* If the duration of the received waveform [a symbol
duration (Ts) for digital transmission) is less than the
coherence time, then the channel is said to be time
flat. Otherwise, it is classified as time-selective.

Based on these definitions, we have the classification de-
picted in Fig. 13.

6.3. A Tapped-Delay-Line Channel Model

In addition to providing channel information such as the
RMS delay spread, the power-delay profile fc(t), also pro-
vides a means for modeling the channel using a tapped-
delay-line (FIR) model. From Eq. (5), an(t) is the ampli-
tude/gain coefficient for a path arriving with delay tn(t). A
typical power-delay profile is shown in Fig. 14, which in
the second figure, is uniformly sampled into equal delay
bins. In general, the different bins contain a number of
received signals (corresponding to different paths) whose
times of arrival lie within the particular delay bin. These
signals are represented by an impulse at the center of each
delay bin that has an amplitude with the appropriate

statistical distribution (Rayleigh, Ricean, etc.). In deriving
this model, two assumptions are made:

* There are sufficient number of rays clustered togeth-
er in each delay bin.

* The statistical distribution of the envelope is known.

The rate of sampling the power-delay profile is affected by
the time resolution desired and also the bandwidth of the
transmitted signal. The next step after sampling the pow-
er-delay profile is to use a threshold (say, X dB below the
peak of the power-delay profile), and using the threshold
to truncate those samples below the threshold. This model
can be implemented by using a tapped-delay line or FIR
model, thereby allowing us to model arbitrary channel.

7. LARGE-SCALE EFFECTS

Understanding and characterizing the effects of the RF
propagative channel are essential to designing RF com-
munication systems. A wide range of channel conditions
are encountered in RF communications, all the way from
LOS channels to severely obstructed channels. Further,
the channel may also be time-varying. Hence modeling is
based on statistical and experimental information. This
has continued to be an area of extensive research and
measurement, since the early 1970s [1,7,10,16–20]. In this
section, the two main components of signal variability due
to the large-scale effects of RF propagation, namely, path
loss and shadowing, are discussed.

7.1. Radio Signal Propagation

The salient features of RF propagation are briefly de-
scribed in this section. For a detailed treatment of this
subject, the reader is referred to Refs. 7 and 10. The three
basic propagative mechanisms, illustrated in Fig. 15, are
reflection, diffraction, and scattering. Together, these
three modes enable us to estimate the signal level
received by a transmitter for a given RF propagative
channel.

Scattering

Receiver
Reflection

Diffraction

Transmitter

Figure 15. The different modes of RF signal propagation, reflec-
tion, diffraction, and scattering.
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* Reflection. This occurs when a radiowave propagat-
ing in one medium is incident on another medium
that has different electrical properties and a part of
the energy is reflected back into the first medium,
depending on the specific electrical properties of the
second medium. If the second medium is a perfect
conductor, all of the incident energy is reflected. If the
second medium is a dielectric, then the energy is only
partially reflected. The reflection coefficient is a func-
tion of the medium’s properties, the signal frequency,
and the angle of incidence. Reflections of RF signals
typically occur from objects in the propagative path
whose size is larger than the wavelength (l) of the RF
carrier, such as buildings and walls. In the case of
cellular/PCS signals at 1.9 GHz, the wavelength l¼
15 cmE6 in. Hence, a variety of objects act as reflec-
tors. Signals are also reflected from the ground. A
model commonly used to characterize RF channels is
the two-ray ground reflection model [10].

* Diffraction. This can be viewed as the ‘‘bending’’ of RF
signals around an obstruction, as shown in Fig. 15.
Diffraction occurs when the obstruction between the
transmitter and receiver has sharp edges. As ex-
plained by Huygen’s principle, when a wavefront im-
pinges on an obstruction, then secondary wavelets
are produced, which give rise to bending of waves
around the obstruction. The field strength of the diffr-
acted wave in the shadowed region is the vector sum
of the electric field components of the secondary
wavelets. The knife-edge diffraction model [10] can
be used to characterize the diffraction caused by a
single object, such as building in the path of an RF
signal.

* Scattering. This occurs when the RF signal is incident
on a surface that has a certain degree of ‘‘roughness’’
[7,10]. Scattering in an RF channel is commonly
caused by objects, such as buildings. The critical
height hc¼ l/8 sin yi, where yi is the angle of inci-
dence. This implies that the maximum to minimum
level of the surface must be greater than hc.

7.2. Propagative Path-Loss Models

7.2.1. Free-Space Propagative Loss. When there is a LoS
path between the transmitter and receiver, the free-space
propagation model can be used to predict the signal
strength. Such conditions occur in some satellite and ter-
restrial microwave communication links. Suppose that the
distance between the transmitter and receiver is d meters,
where d is in the far field. Then the free-space model
(based on the Friis formula) gives

PrðdÞ¼
PtGtGrl2

ð4pÞ2L

" #
1

d2
ð41Þ

where Pt and Pr are the transmitting and receiving power,
respectively, with transmitting antenna gain Gt, receiving
antenna gain Gr, and l is the wavelength of the carrier.
The term L represents the losses in the system (LZ1). The
path loss Lp is the difference between the transmitting and

receiving power values expressed in decibels:

LpðdBÞ¼ 10 log10

Pt

Pr
¼ 10 log10

ð4pÞ2L

PtGtGrl
2

" #
þ 20 log d

ð42Þ

As the signal propagative distance d increases, the re-
ceived power decreases at 20 dB/decade, as seen from Eq.
(42). Another commonly used method to compute the sig-
nal power received Pr(d) is by measuring it relative to the
received power Pr(d0) at a reference point (distance d0

from the transmitter) as given by

PrðdÞ¼Prðd0Þ
d0

d

� �2

; d � d0 ð43Þ

7.2.2. Outdoor Propagative Loss. In dealing with non-
LoS environments, which is typical of most RF communi-
cation links, such as cellular/PCS, we need appropriate
models for computing the propagative path loss (because
the criteria for free-space propagation are not met). This
topic has been very extensively studied. Detailed informa-
tion can be found in Refs. 7, 10, 12, and 16. Computation
path loss is of particular interest to communication sys-
tems designers. Because the actual RF communication
environments encountered in practice are so numerous, a
unified theoretical/analytical framework for estimating
path loss is not feasible. Most system designers resort to
empirical approaches and semianalytical methods, which
have been validated by experimental/measured data, to
estimate the path loss. The work of Okamura and Hata
[13] is very widely used for path loss estimation. Ok-
amura’s work is based purely on measured data, and
Hata provided the empirical model to fit that data. The
advantage of using empirical models and curve fitting to
measured data is that it accounts for both known and un-
known sources of path loss. On the other hand, the disad-
vantage is that the validity of the empirical model, derived
from a set of data, is not guaranteed for a different envi-
ronment.

Let d be the distance between the transmitter and re-
ceiver. Both theoretical and measurement-based models
show that the average path loss [Lp(d)] increases directly
proportional to dn, where n is called the path-loss expo-
nent. Typically nZ2, as summarized in the Table 1. By
contrast, in free space, N¼ 2. The path loss Lp(d) is
given by

LpðdÞ / dn ð44Þ

LpðdÞ¼Lpðd0Þþ 10n log10

d

d0

� �
ð45Þ

Table 1. Path-Loss Exponents for Different Environments

Environment Path-Loss Exponent n

Free space 2
Urban cellular 2.7–4.0
In-building (non-LoS) 3.0–6.0
Shadowed urban cellular 4.0–6.0
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The reference point d0 is chosen such that Lp(d0) can be
computed using the free-space path-loss model.

7.2.3. Hata and COST-231 Models. This is one of the
most widely used models for estimating path loss in RF
communication channels. Based on extensive measured
data, Okamura generated sets of curves that characterize
the median attenuation (50th percentile) Lp,50, for a wide
range of environments [range of carrier frequency (fc), ef-
fective height of transmitting antenna (ht,eff), and distance
d from transmitter]. Hata [12] provided an empirical for-
mulation from Okamura’s data, which shows good agree-
ment (between the model and the measured data) for
fcr1.5 GHz. An extension of Hata’s model for frequencies
up to 2 GHz is provided in Ref. 14. The Hata model and
COST-231 models are given below:

Hata model:

Lp;50¼ 69:55þ 26:16 log10 fc � 13:82 log10 ht;eff � aðhr;eff Þ

þ ð44:9� 6:55 log10 ht;eff Þ log10 d ð46Þ

COST-231 model:

Lp;50¼46:3þ 33:9 log10 fc � 13:82 log10 ht;eff � aðhr;eff Þ

þ ð44:9� 6:55 log10 ht;eff Þ log10 dþCM ð47Þ

where hr,eff is the effective height of the receiving antenna,
a(hr,eff), is a correction factor based on hr,eff, and CM is a
correction factor based on the propagative environment.
The details regarding a(hr,eff), and CM are provided in Ref.
10. The range of values for which the Hata and COST-231
models are valid are summarized in Table 2.

The Hata model has a correction factor for rural envi-
ronments. In general, the Hata model and the COST-231
model provide an example of the path loss computation in
a outdoor, non-LOS environment. A variation, called the
COST231-Walfish–Ikegami model can be used for trans-
mitting antennas above or below rooftops and is accurate
for d420 m. A number of models similar to these dis-
cussed in this section are also used in practice. So, the
choice of path-loss models must take into account all as-
pects of the propagative environment, including transmis-
sion frequency, distance of transmission, polarization,
antenna heights, surface refractivity, terrain irregularity,
foliage, climate, ground conductivity, and ground dielec-
tric constant [10].

7.2.4. Indoor Propagative Loss. An increasing number
of wireless communications applications are designed for
indoor environments. Hence, there is considerable interest
in indoor propagation and in models for it. Although the
characteristics of indoor propagation vary slowly (quasi-
static behavior [15]) as compared with outdoor propaga-
tion, a key difference is that propagation within a building
is strongly influenced by a number of factors, such as
building type, layout, construction material (amount of
metal used), types of partitions, and height and placement
of antennas. As a result, the variability in signal propa-
gation and hence the path loss is quite significant. The
model best suited for characterizing path loss in indoor
propagation is similar to that for lognormal shadowing.
The path loss at a distance d from the transmitter is given
by

LpðdÞ¼ Lpðd0Þþ 10n log10

d

d0

� �
þO

� �
ðdBÞ ð48Þ

where O is a normal RV with standard deviation s and n is
the path loss exponent. It was reported in Ref. 15 that the
typical range of n is 3–4. A comprehensive list of the typ-
ical values of n and s for a variety of indoor environments
is provided in Ref. 10.

7.3. Shadowing

As discussed earlier, shadowing is caused by terrain and
other environmental factors, such as foliage. The effect of
shadowing causes the variations in the mean of the re-
ceived signal. Let L̂LpðdÞ denote the path loss (including the
effect of shadowing) at a specified distance from the trans-
mitter. Based on extensive measurements, it has been
verified that L̂LpðdÞ can be characterized as a random vari-
able with a lognormal distribution about the mean value.
When expressed in dB, the RV perturbing the local mean
value of the path loss is a normal RV, as given by

L̂LpðdÞ¼ ½LpðdÞþO�ðdBÞ ð49Þ

where Lp(d) is given by one of the path-loss models in the
preceding section and O is a normal RV with standard de-
viation s. The RV O is obtained from the lognormal RV O0,
whose pdf is given earlier. Equation (49) describes the
path loss for a specified value of d but with different values
of shadowing/obstructions between the transmitter and
receiver. In practice, the path loss exponent n and the
standard deviation s, are used to characterize any envi-
ronment. In most cases, n and s can be calculated from
measurements.

7.4. A Practical Design Model

The goal of this section is to provide a framework for com-
bining the various results in this article relating to small-
scale signal variations and large-scale signal variations
into a set of relevant parameters that may be used by
communication systems designers for link budget calcu-
lations. The components of the different effects and their
impact on the link budget are shown pictorially in Fig. 16.

Predicting the expected mean received signal power is
an important step in designing a communication link and

Table 2. Range of Validity of Hata and COST-231 Models

Range of Validity

Parameter Hata COST-231

Carrier frequency fc 150–1500 MHz 1500–2000 MHz
Effective transmit height ht,eff 30–200 m 30–200 m
Effective receive height hr,eff 1–10 m 1–10 m
Distance d from transmitter Z1 km 1–20 km
Correction factors a(hr,eff) a(hr,eff), CM
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in estimating the coverage area for a specific transmitter.
In Fig. 16, Pt is the transmitted signal power and Pmin is
the minimum signal strength that must be received for the
receiver to operate satisfactorily, that is, the signal
strength to produce the minimum carrier-to-noise ratio
(C/N) needed for acceptable communications. This is
called receiver sensitivity and is expressed in dBm. There
are three margins, one for each of the following practical
effects:

* Propagative path loss
* Small-scale effects—fading margin
* Large-scale effects—shadowing margin

In the previous section, the methods of determining the
path loss Lp for different environments were presented.
The large-scale effect due to shadowing is modeled as a
lognormal random variable. Hence, a shadowing margin
Ls must be included in the link budget (Fig. 16). The small-
scale effects, characterized by Rayleigh/Ricean fading,
cause significant amplitude variations. Hence a fading
margin Lf is also included in the link budget. From Fig. 16,
the total transmitted power is given by

Pt¼PminþLf þLsþLp ð50Þ

The path loss Lp is deterministic (based on the distance
between the transmitter and receiver), whereas the fading
and shadowing are probabilistic. The amount of margin
must be judiciously chosen so that the net margin is min-
imized but still meets the minimum signal strength re-
quirements. If the amount of losses exceeds the margin of
a communication system, then an outage occurs, which
implies that the communication link cannot be used until
the channel conditions improve. This summarizes the
tradeoffs that must be handled by the designers of com-
munication systems.

8. CONCLUSION

A comprehensive overview of the RF signal variations re-
lated to propagation in multipath fading channels has
been presented. The diverse phenomena that cause signal

variations are described via mathematical models. The
different types of fading and their salient features are dis-
cussed in detail. This article provides a mathematical and
an engineering-oriented treatment of multipath fading,
thereby providing the reader with the necessary tools and
the information to understand the different RF propaga-
tive issues and the way they affect wireless communica-
tion.

9. APPENDIX: DERIVATION OF RAYLEIGH PDF

Let X and Y be two independent identically distributed
(i.i.d.) zero-mean Gaussian RVs with variance s2. Because
X and Y are independent, their joint pdf is the product of
their marginal pdf ’s:

FX ;Y ðx; yÞ¼
1

2ps2
e�

x2 þ y2

2s2 ðA:1Þ

Using a change of variables, V9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2þY2
p

and
f9 tan�1ðY=XÞ, the joint pdf fV;Yðv; yÞ is given by

FV;Yðv; yÞ¼
fX ;Y ðx; yÞ

jdet Jðx; yÞj
¼

v

2ps2
e�

v2

2s2 ðA:2Þ

where J(x,y) is the Jacobian matrix for the transformation
of variables. From Eq. (A.2), we obtain the marginal pdf of
V and Y as

fYðyÞ¼
Z 1

0
fV;Yðv; yÞdv¼

1

2p
ðA:3Þ

fV ðvÞ¼

v

s2
e�

v2

2s2 v � 0

0 vo0

8
<

: ðA:4Þ

Hence, Y is uniformly distributed, and V is Rayleigh dis-
tributed.
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1. INTRODUCTION

The idea of antenna reconfiguration is not a recent one.
Indeed, it is already more than two decades old (as of
2004). However, we are coming into an era where new
functionality in antennas is not a novelty but rather a re-
quirement to enable future communication and sensing
systems. For instance, current planar phased-array tech-
nology is fundamentally limited in both scan angle and
frequency bandwidth as a result of the limitations of the
individual array elements. As another example, simple
single antennas deployed on portable wireless data devic-
es are usually minimally functional and limit noise im-
munity, battery life, and, ultimately, data throughput.
Both of these cases illustrate the fact that limited anten-
na functionality could have a significant impact on per-
formance of high-speed communication links in the future.
One approach to expand system capability to meet new
challenges is to develop reconfigurable antennas and ap-
ertures. Ideally, new communication systems can then

leverage this broad antenna functionality to take advan-
tage of emerging techniques in wideband microwave cir-
cuits and signal processing, resulting in more efficient,
secure, and cost-effective high-performance communica-
tion and sensing systems.

1.1. What Constitutes Reconfigurability?

Reconfigurability, when used in the context of antennas, is
the capacity to change an individual radiator’s fundamen-
tal operating characteristics through electrical, mechani-
cal, or other means. Under this definition, then, the
traditional phasing of signals between elements in an ar-
ray to achieve beamforming and beamsteering does not
make the antenna ‘‘reconfigurable,’’ since the antenna’s
basic operating characteristics remain unchanged in
this case [1,2].

Ideally, reconfigurable antennas should be able to alter
their fundamental characteristics—their operating fre-
quencies, impedance bandwidths, polarizations, and radi-
ation patterns—independently to accommodate changing
operating requirements (see ANTENNA PARAMETERS and AN-

TENNA THEORY articles for details on these fundamental
characteristics). However, the development of these an-
tennas poses significant challenges to both antenna and
system designers. These challenges lie not only in obtain-
ing the desired levels of antenna functionality but also in
integrating this functionality into complete systems to ar-
rive at efficient and cost-effective solutions. As in many
cases of technology development, the majority of the sys-
tem cost will come not from the antenna but the surround-
ing technologies that enable reconfigurability.

1.2. Overview

The goal of this article is to provide examples of the kinds
of reconfigurable antennas that have been developed to
date, in the hope that these examples may provide a foun-
dation for new innovations in the future. While the refer-
ence list (Bibliography and Further Reading Sections) is
extensive, it is by no means exhaustive. Rather, the selec-
tions chosen for discussion represent a cross section of the
current state of the art. A firm grounding in basic antenna
theory and design, found in the ANTENNA THEORY article, is
desirable to understand fully all of the reconfigurable an-
tennas’ behaviors, capabilities, and shortcomings.

1.3. Organization

The sections are organized according to antenna
capabilities rather than according their method of re-
configurability. Section 2 discusses frequency/bandwidth
reconfigurable antennas, Section 3 describes polarization
reconfigurable antennas, and Section 4 presents single-
antenna elements with radiation pattern reconfigurabili-
ty. In many cases, reconfigurable antennas possess more
than one property that can change, but not independently.
This happens, for example, when changes in operating
frequency are coupled with changes in radiation patterns
that cannot be avoided. In these cases, this behavior cou-
pling is noted and the antennas are grouped according
to their dominant characteristics. In contrast, Section 5
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addresses radiating apertures that can change in more
than one operating dimension in controlled, independent
ways—that is, changes in the fundamental operating
characteristics are largely decoupled. Section 6 offers a
discussion of some supporting technologies that must be
fully realized before reconfigurable antennas can prolifer-
ate. These technologies include reliable, mass-man-
ufacturable RF MEMS switches, noninterfering switch
and control bias networks, and expanded signal process-
ing and feedback algorithms that exploit this new antenna
functionality. Finally, Section 7 outlines the significant
impact that reconfigurable antennas may have on future
communication systems.

2. FREQUENCY RECONFIGURABILITY

Frequency reconfigurability is by far the area of antenna
reconfigurability that has seen the most development to
date. In many cases, changes in the operating frequency of
an antenna have been referred to as ‘‘tuning,’’ since many
changes to the antenna’s physical or electrical configura-
tion produce relatively small variations within a frequen-
cy band around the antenna’s nominal operating point.
These kinds of tuning techniques are most often applied to
‘‘resonant’’ antennas. Resonant antennas typically possess
dimensions comparable to a half-wavelength (or integer
multiples thereof) at the operating frequency. They also
have commensurately narrow impedance bandwidths de-
fined by the frequencies where the antenna’s input voltage
standing-wave ratio (VSWR) is less than 2 (or a value of
S11 less than � 9.6 dB). Resonant antennas usually have
impedance bandwidths less than 10%, and more common-
ly 1–2%. Therefore, for these antennas, tuning is most of-
ten achieved by discrete or continuous changes to their
electrical lengths.

The following subsections are organized according to
the degree to which the operating frequency and/or the
impedance bandwidth of the antenna can be reconfigured.

2.1. Continuous Frequency Reconfigurability

The development of the first frequency-tunable antennas
gained attention through a groundbreaking paper in 1982
[3]. In this work, wideband operation of a resonant,
inherently narrowband structure, the rectangular micro-
strip patch antenna, was achieved using varactors (vari-
able-capacitance devices) to vary the structure’s effective
electrical length and, as a result, its operating frequency.
Researchers have since applied the concept to frequency
tuning for other microstrip, wire, and slot antennas
[e.g., 4–11], including some that use ferrite substrate ma-
terial [6] and substrates with embedded frequency-selec-
tive surfaces [11] and others that use optically variable
capacitors or other optical tuning means [8,9].

Larger but continuous frequency shifts have been
achieved with physical rather than electrical changes in
antenna structure. One of these was first demonstrated in
1998, where a piezoelectric actuator system was employed
to vary the spacing between a microstrip antenna and a
parasitic radiator to change the operating frequency of the

antenna [12–14]. A photograph of the prototype antenna is
presented in Fig. 1. While normally possessing a very nar-
row impedance bandwidth (1%), controlled movement of
the parasitic element, which changed the spacing s, deliv-
ered an effective bandwidth of about 9% as shown in Fig.
2. The bandwidth and gain of the structure also changed
as a function of parasitic element spacing, but these
changes were directly coupled to the changes in operat-
ing frequency.

Continuous frequency changes have also been demon-
strated in a magnetically actuated out-of-plane microstrip
antenna [15] that uses a micromachining process called
plastic deformation magnetic assembly (PDMA) [16]. In
this work, a microstrip antenna designed for operation
around 26 GHz was covered with a thin layer of magnetic
material and released from the substrate. Application of
an external DC magnetic field causes plastic deformation
of the antenna at the boundary point where it is attached
to the microstrip feedline, resulting in a patch positioned
at an angle over the substrate. A photograph of one pro-
totype is given in Fig. 3. Small changes of the angle at
which the structure resides results in changes in operat-
ing frequency that preserve radiation characteristics,

Figure 1. Mechanically actuated reconfigurable microstrip an-
tenna with a parasitic radiator for continuous frequency tuning
[14] (r IEEE 2001).
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while larger angles result in frequency shifts accompanied
by significant changes in the antenna’s radiation pattern.
In particular, as the elevation angle between the patch
and the horizontal substrate increases beyond 451, the
antenna’s radiation is more characteristic of a horn an-
tenna, and changes toward the pattern of a monopole an-
tenna as the angle approaches 901 [15].

2.2. Switched Multiple-Frequency Reconfiguration

Another approach to frequency reconfiguration is the use
of switched connections that result in operation at two or
more discrete frequency bands. Typically, the switching in
these designs is enabled with diodes, FET switches, or
proposed RF MEMS devices.

Using solid-state devices, one group has investigated
the switchable operation of radiating slots [17]. In this
approach, control of bias across a number of PIN diode
switches changes the resonant frequency of a radiating
slot structure by changing its apparent electrical length
[17]. The structure, depicted in Fig. 4, has four switches
(S1-S4) placed in positions along the slot to produce oper-
ating bands with a VSWR less than 2 : 1 in four separate
bands. The researchers found that it was critical to strong-
ly reverse bias switches in the OFF state to ensure appro-
priate impedance matching in the four bands [17].
Measured results demonstrate the discrete operating
bands between 550 and 900 MHz (Fig. 5) and also indi-
cate that the radiation characteristics of the antenna are
essentially independent of the tuning [17].

While this approach to tuning works well as lower fre-
quencies, the losses and parasitics inherent in solid-state
switches limit their use as the frequency of operation in-
creases. For operation at higher frequencies, a number of
researchers have proposed the use of RF MEMS switches
rather than diodes or FETs to achieve apparent changes in
an antenna’s length or size. For instance, researchers have
demonstrated a patch antenna integrated with RF MEMS
actuators, shown in Fig. 6 [18]. These actuators are used
to create capacitances at the edges of the patch that
change the apparent electrical length of the patch. Exper-

imental results, provided in Fig. 7, indicate that this con-
figuration shifts the operating frequency by about 1.6%
(from 25 to 24.6 GHz) without significant changes in
any other operating parameter. In other examples, Gupta
et al. proposed the use of switches to change the electrical
length of rectangular slot ring antennas [19], Ali and Wa-
hid proposed switched lengths in a Yagi antenna [20],
Weedon et al. proposed a two-dimensional grid of switch-
able patches to form large or small microstrip radiators
[21,22], and Vinoy and Varadan proposed switched fractal
antennas [23]. In prototype tests using ideal short and
open circuits, all of these antennas succeed in maintaining
radiating properties while switching their operating fre-
quencies. Interestingly, an analysis of a two-dimensional
array of filamentary microstrip dipoles interconnected by
lossy MEMS switches indicates that the array-antenna

Figure 3. Photograph of a magnetically actuated out-of-plane
frequency reconfigurable microstrip antenna [15] (r 2003 IEEE).
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gain and the aperture efficiency remain much higher with
frequency than in an array of fixed dipoles [2].

Another approach to switched-frequency reconfigur-
ability is to combine a number of different antennas de-
signed for different frequencies in a single structure and
then use switches or other mechanisms to control the op-
erating frequency. One example of this approach is a
stacked reconfigurable antenna [24,25]. In this structure,
two relatively broad frequency bands (each with approx-
imately 40% bandwidth relative to their nominal operat-
ing frequencies) are alternately achieved in the 2–4 and
8–10 GHz frequency bands. The basic antenna structure

consists of a microstrip bowtie with a mixed dielectric
substrate. Polarization variability at each feedpoint is
supported by orthogonal placement of two balanced bow-
tie elements that can be driven to produce linear, ellipti-
cal, or circular polarization. Array operation in the lower
band requires that the upper-band elements be discon-
nected via switches below the ground plane. In this
stacked configuration, the upper-band elements act as
floating parasitic elements for the lower-band elements,
slightly broadening the impedance bandwidth. Operation
of the upper-band elements requires that the lower-band
elements be grounded via switches. In this configuration,
the lower-band elements act as the ground plane for the
upper-band elements [24,25].

Another example of a multiple-antenna-switched sys-
tem is the reconfigurable leaky-wave/patch microstrip ap-
erture [26]. This radiating system can operate over a
range of frequencies and is shown in Fig. 8. The leaky-
wave structures operating between 8 and 10 GHz are ar-
rayed so that they provide high gain and moderate band-
width and can be frequency-scanned about the elevation
angle with gain up to 12 dB [26]. Figure 9 demonstrates
the effect of frequency scanning in the leaky-mode array.
Additionally, the ends of each of several leaky-wave aper-
tures can be segmented into several smaller patch anten-
na apertures operating at discrete frequencies between 4
and 8 GHz through activation of switched connections.
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The patch antennas provide broadside radiation pattern
coverage and moderate gain [26].

3. POLARIZATION RECONFIGURABILITY

Several antennas have also been developed that have re-
configurable polarization characteristics. From a design
standpoint, this kind of reconfigurability can be more dif-
ficult to achieve than frequency reconfigurability, since
the structure of the antenna has to change in ways that
alter the way current flows on the antenna without affect-
ing the operating frequency. Polarization reconfiguration
could be useful for achieving more reliable wireless
connections by adjusting to changing environmental

conditions, in effect, acting as a form of switched antenna
diversity.

One example of such a polarization-agile antenna is the
‘‘patch antenna with switchable slots,’’ or PASS antenna
[27]. The broader concept of the PASS has also been ap-
plied to achieve switched dual-band frequency reconfigur-
ability as well [28]. In general, the PASS antenna consists
of a microstrip antenna with one or more slots cut out of
the copper patch, shown in Fig. 10 [27]. A switch (either
solid-state or RF MEMS) is inserted in the center of the
slot to control the behavior of currents on the patch. When
the switch is open, currents must flow around the slot.
When the switch is closed, the current can follow the
shorter path created by the closed switch. Polarization re-
configurability is achieved by including two orthogonal
slots on the surface of the patch. As demonstrated in the
measurements provided in Fig. 11, alternate activation
of the switches yields either right-hand or left-hand cir-
cular polarization. Others patch antennas with switchable
circular polarization, using switches in the feed excitation
slots rather than the surface of the patch, have also been
proposed for active read/write microwave tagging systems
[29].

Another polarization reconfigurable antenna, this one
using a MEMS actuator, is shown in Fig. 12 [30]. In this
design, the MEMS actuator is located within a simple mi-
crostrip patch antenna designed to support two orthogonal
modes when excited in the corner. The actuator consists of
a movable metal strip suspended over a metal stub. When
the strip is suspended above the stub, the antenna has a
circularly polarized radiation pattern (measurements
shown in Fig. 13 [30]). Using electrostatic actuation, the
metal strip can be lowered to create an antenna with dual
linear polarization.

4. RADIATION PATTERN RECONFIGURABILITY

A diverse set of designs has emerged to date to deliver
radiation pattern reconfigurability while maintaining
other operating characteristics. This section is organized
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according to basic antenna type, since the mechanism for
radiation pattern configuration relies heavily on specific
antenna design.

4.1. Pattern Reconfigurable Microstrip Antennas

The ability to change radiation patterns on microstrip an-
tennas while maintaining operating frequency is one of
the most challenging areas of antenna reconfigurability.
This is because the significant changes in the antenna
structure necessary to produce changes in radiation char-
acteristics are usually closely coupled to the input imped-
ance of the antenna. Manipulation of an antenna’s
radiation pattern can be used to avoid intentional or non-
intentional jamming sources, to act as a switched pattern
diversity system, and to direct signals only toward intend-
ed users [31].

One research group has developed radiation re-
configurable microstrip antennas that maintain their

frequency and bandwidth characteristics [31]. The basic
antenna structure consists of a single-turn square spiral
antenna, shown in Fig. 14, which exhibits a broadside ra-
diation pattern in its fundamental state. To enable recon-
figuration, the antenna is equipped with two switches
(either solid-state or RF MEMS) – one between the spiral
and ground (shown on the left of Fig. 14) and a second
that opens a small gap in the spiral arm (shown on the
right of Fig. 14). When both switches are activated, this
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Figure 13. Measured circularly polarized radiation patterns of a
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IEEE 2002).

a
b

GSG
RF probe
pads

DC bias
pads

Microstrip
feed

Impedance
matching
transformer

MEMS
actuator

Horizontal pol

Nearly square
patch antenna

Vertical pol

Figure 12. Polarization reconfigurable patch an-
tenna element with integrated MEMS actuator,
with a¼1500mm, b¼1492mm; inset shows pho-
tomicrograph of the MEMS actuator [30] (r
IEEE 2002).

h

(xs, ys) 
dshort = 1.23 mm 

“N”

“G”

“S”

“O”

(xo, yo)
wopen = 1.0 mm 

h

wline = 1.0 mm

DCenter = 16.0 mm

h = 3.175 mm

y

x

   �r = 2.2

Element 2

Element 1 

larm = 12.0 mm

dfeed = 1.23 mm

Figure 14. Radiation pattern and frequency reconfigurable
square spiral microstrip antenna showing switch placements nec-
essary for reconfiguration [31] (r IEEE 2003).

4410 RECONFIGURABLE ANTENNAS



configuration (called GO) maintains a shared 2 : 1 VSWR
bandwidth of 50 MHz with the original configuration
(called NS) operating at 3.7 GHz (see Fig. 15) while pro-
viding a 451 tilt from broadside in radiation pattern
(Fig. 16). Additionally, with activation of only the second
switch, the NO configuration provides a broadside radia-
tion pattern at a higher operating frequency of 6.0 GHz
[31]. This antenna and its variations are being considered
for implementation in phased arrays [32] as well as im-
plemented as a single element on portable computers to
improve data communication link reliability and noise
immunity [33].

4.2. Pattern Reconfigurable Reflector Antennas

Clarricoats and his colleagues were some of the first to
demonstrate radiation pattern reconfigurability with ap-
erture antennas by actively changing the structure of a
mesh reflector [34,35]. Initially, changes in the reflector
shape were achieved by manually adjusting each meshed
region of interest [34]. Later, the process of reconfigura-
tion was achieved by implementing computer-controlled
stepper motors to pull strings attached to specific points
on the reflector mesh [35].

A related, but more compact and accurate approach to
reflector antenna pattern reconfigurability changes the
shape of the subreflector in satellite applications [36]. The
main reflector of this system has a fixed shape. The sub-
reflector is made with a thin flexible material such that it
deforms by movement of a set of piezoelectric linear point
actuators attached on its back surface. When the subre-
flector is deformed, the electromagnetic field illuminating
the main reflector can be changed, leading to a different
far-field radiation pattern. During the design process, ac-
tuation points are successively added to the structure by

using an iterative electromagnetic finite-element algo-
rithm to determine where the errors between the desired
and actual subreflector shape is greatest [36].

Changes in reflector behavior have also been demon-
strated using high-impedance surfaces (see the FREQUENCY-

SELECTIVE SURFACES article for more information) [37,38].
High-impedance surfaces are created using a lattice of
small resonant elements. This lattice produces high sur-
face impedance near the resonant frequency of the ele-
ments, creating, in effect, an artificial ground plane. By
inserting varactors between the resonant elements, the
resonant frequency is tuned and the phase of a signal re-
flected from the surface is changed. Electronic control of
the applied voltage across the varactors in the surface
then allows reconfigurable beamshaping and beamsteer-
ing [37,38].

4.3. Pattern Reconfigurable Horn-Related Structures

A MEMS planar antenna was developed in 1999 that also
uses mechanical changes in antenna structure to achieve
reconfigurable radiation patterns [39]. Shown in Fig. 17,
the basic antenna consists of a coplanar strip transmission
line feed into a planar vee-shaped structure. Rotational
hinges fixed to the substrate material hold the interior
points of each arm in place. Each arm of the vee is movable
by pulling or pushing by MEMS actuators, resulting in
lateral movement of the arms. This lateral movement is
then used to change the antenna’s beam direction and/or
the beamshape. Operating at 17.5 GHz, this antenna
achieved E-plane beamsteering by rotating both arms by
the same angle while maintaining a vee angle of 751. Mea-
sured results shown in Fig. 18 show directional shifts of
301 and 481 for 301 and 451 positions of the vee, respec-
tively [39]. Additionally, by moving the arms in opposite
directions to change the vee angle, the antenna’s beam-
shape could be changed as depicted in measured results
provided in Fig. 19 [39].

Another group has implemented a flared planar dipole
antenna with a tuned high-impedance surface to achieve
beamsteering in the elevation plane [40]. The horizontally
polarized antenna couples energy into leaky transverse
waves on a tunable textured ground plane, shown in Fig.
20. The mechanically tunable surface, shown in more de-
tail in Fig. 21, consists of a high-impedance ground plane
and a tuning layer [40]. The tangential wavevector of the
leaky waves is changed according to the change created in
the surface resonant frequency by moving the tuning layer
relative to the ground plane. Measured results on this de-
sign, shown in Fig. 22, indicate that beamsteering of at
least 451 is possible [40].

4.4. Pattern Reconfigurable Array Structures

Other novel approaches to beamsteering have been devel-
oped by a research group at Texas A&M University [41].
Rather than employing conventional ferrite or solid-state
phase shifters, these techniques steer beams through
perturbations in propagation constants in a number of
different transmission-line and antenna configurations.
One of these is a movable grating antenna array fed
by a dielectric image line (waveguide) that operates at
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millimeter-wave frequencies, shown in Fig. 23 [41]. This
leaky-wave antenna is essentially a dielectric waveguide
with periodically placed conducting strips that form a
grating above it. The widths of the strips on a thin, mov-
able grating film placed over the dielectric image line are
designed to gradually perturb the propagation constant
along the line. Physical shifts of the grating film change
the apparent grating spacings and result in a scanned
beam [41]. In general, the antenna produces a fan-shaped
beam, illustrated in Figs. 24 and 25, which is highly di-
rectional in one plane but very broad in the other. As in-
dicated in Fig. 26, scan angles of up to 531 have been
demonstrated with this design at 35 GHz, with lower scan
angles achievable over an operating band between 30 and
40 GHz [41].

5. RECONFIGURABLE APERTURES

Instead of reconfiguring a specific antenna, the two
reconfigurable apertures discussed here take a unique
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Figure 17. Concept (a) and cross section (b) of a MEMS re-
configurable vee antenna [39] (r IEEE 1999).
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�

Figure 20. A reconfigurable antenna using horizontally polar-
ized flared notch that couples energy into leaky modes on a tun-
able impedance surface; by tuning the surface resonant frequency
(using a mechanically tunable surface impedance) with respect to
the excitation frequency, the radiated beam is steered in the el-
evation plane [40] (r IEEE 2002).
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approach—creating whatever antenna is necessary to
achieve specific frequency, bandwidth, polarization, and
radiation characteristics. The first is an antenna that uses
hundreds or thousands of FET or other switches to connect
small nonresonant conductive pads that create a large
antenna aperture [42]. A conceptual drawing of the aper-
ture is provided in Fig. 27. To achieve any specified per-
formance goal, a genetic search algorithm determines the
combination of switch states across the aperture. For each
pass through the genetic algorithm, a finite-difference
time-domain electromagnetic simulation is used to evalu-
ate candidate designs. In general, narrowband configura-
tions achieve more gain than do wideband configurations,
and high-frequency operation degrades as a result of the
pad density and the solid-state switch capacitance [42].

Another antenna aperture concept, developed by re-
searchers at the Sarnoff Corporation, uses semiconductor
plasmas to form antenna structures [43]. Figure 28 high-
lights the difference between this approach and that
of the previous aperture [42]. This ‘‘pixel’’ approach to a
reconfigurable aperture relies on high-conductivity plas-
ma islands that are formed and controlled by injected DC
currents into high-resistivity silicon-based diode struc-
tures. A detailed description of the structure, including
the plasma injection driver configuration, is shown in Fig.
29. While there are still many technical issues to be ad-
dressed with this design (including the challenge of
creating the necessary carrier densities in the silicon),
this approach possesses several unique and attractive
features, one of which is that when turned off, the aper-
ture possesses an extremely low radar cross section. In
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Figure 21. A detailed diagram of a mechanically tunable imped-
ance surface created using two printed-circuit boards: a high-im-
pedance ground plane and a separate tuning layer; the resonant
frequency of the surface is tuned through movement of the tuning
layer across the stationary high-impedance surface, which varies
the capacitance between overlapping plates [40] (r IEEE 2002).
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addition to forming specific antenna structures, it can also
be used to reconfigure holograms for holographic antennas
that promise to deliver performance comparable to tradi-
tional phased arrays without the need for expensive phase
shifters [43].

6. ENABLING RECONFIGURABILITY

While research and development of reconfigurable anten-
na and aperture designs has seen tremendous growth
since the 1990s, their deployment in real applications

will take much longer. This is due to the fact that there
are several technological barriers that must be overcome
to make reconfigurability both practical and affordable.
The first issue is the device that makes the antenna re-
configurable, whether it is electrical, magnetic, or me-
chanical. While there have been continual advances in the
development of RF MEMS switches and other devices,
they still suffer from a number of drawbacks that prevent
their deployment in actual systems. Some of these include
power-handling capability, response time, high-frequency
behavior, and packaging/integration strategies. While
these drawbacks will be addressed in the near future,
antenna designers must wait or develop reconfigurable
structures in the meantime that use more mature
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Figure 23. A movable grating antenna array fed by a dielectric
image line, capable of beam scanning at millimeter-wave frequen-
cies [41] (r IEEE 2002).
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technologies. (Interested readers are referred to the Fur-
ther Reading list as well as the MICROELECTROMECHANICAL

DEVICES article for a more complete picture of the evolution
and the state of the art of enabling RF MEMS.)

The second issue is the actuation of the devices. Most
reconfigurable antenna designers will acknowledge that
the greatest engineering challenge for these antennas lies
not in the design of the antenna but rather in the physical
control infrastructure for the devices [42]. This barrier is
particularly acute for reconfigurable designs that rely on
hundreds or thousands of switches. A popular choice for
overcoming this situation is some kind of optical signaling

and control that does not interfere with normal antenna
operation [9,42], but this approach will not work for all
applications.

Finally, the most serious barrier to adoption of re-
configurable antennas may lie in the areas of signal pro-
cessing and control. Without links back to system-level
performance requirements and measures, antenna re-
configurability may be ignored or underutilized. It is im-
perative that members of the reconfigurable antenna
community collaborate with researchers and developers
in signal processing and control so that future systems can
reach their full potential.

7. FUTURE OUTLOOK

New multifunction reconfigurable antennas have the po-
tential to dramatically reduce the number and size of
large array-based antenna systems, improve system effi-
ciency, and decrease system cost and weight. They also
have the potential to revolutionize the way we think about
antennas, antenna systems, and their roles in national

Connected pads
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a Bow-tie pattern

Feed point

22 × 22 cm
(11 × 11 pads)

Figure 27. Conceptual architecture of a switched reconfigurable
aperture; certain switches are closed (gray area) to form a bowtie
structure [42] (r IEEE 2002).

Figure 28. Reconfigurable dipoles made of (a) metal strips con-
nected/isolated using MEMS or pin switches or (b) plasma islands
activated or deactivated to establish conductive antennas [43] (r
IEEE 2003).

(a)

(b)

Figure 29. Depiction of a reconfigurable plasma grid structure:
(a) grid structure is fabricated on top of the silicon wafer using
silicon pin devices with an integrated feed, DC, and control cir-
cuitry; (b) cross section of the plasma grid structure showing the
layer interconnection [43] (r IEEE 2003).
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defense, communications, and sensing. The age of the re-
configurable antenna is just beginning. With the requisite
development of supporting technology and interactions
with system designers, antenna reconfigurability promis-
es to provide not only dramatic improvements in current
system performance but also new degrees of freedom
that will enable future systems with capabilities that pre-
viously were considered impossible.
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1. INTRODUCTION

Rectifying antennas, commonly referred to as rectennas,
are integral parts of microwave power transmission or
wireless power transmission (WPT) systems. In WPT sys-
tems, RF power is transmitted from one location and cap-
tured at another location. The term rectenna consists of
parts of the words ‘‘rectifier’’ and ‘‘antenna’’ since its func-
tion is to absorb incoming radio frequency (RF) energy and
convert this energy to usable DC power.

Rectennas have been used in numerous space–space,
ground–space, and ground–ground WPT demonstrations.
However, these demonstrations have remained only stud-
ies into the feasibility of WPT. These ‘‘feasibility’’ studies
and consequently many of the modern-day advances in
rectenna technology have stemmed from Peter E. Glaser’s
concept of space solar power (SSP) [1]. In an operational
SSP system, a solar power satellite (SPS) would collect the
sun’s solar power and convert it to microwave power. The
satellite would then transmit the microwave energy to re-
ctenna arrays positioned on Earth’s surface. These re-
ctenna arrays, proposed to be several miles in diameter,
would then capture the RF power and convert it to DC
energy. Most of the world’s energy comes from the con-
sumption of fossil fuels. These combustible fuels are lim-
ited resources that produce harmful byproducts when
consumed. The idea of SSP providing readily available
clean and continuous power for our future energy needs
has generated widespread interest, especially in the
United States and Japan.

Other advanced concepts for WPT include the ground–
space application of powering aircraft and high-altitude
platforms remotely using microwaves emitted from
Earth’s surface. Several of the efforts in remotely power-
ing aircraft are described in detail in Section 5. WPT can
also be useful in several ground–ground applications in-
cluding supplying power to remote locations such as is-
lands where the infrastructure to generate power is either
absent or not cost effective to build. However, the primary
future use for WPT is seen in a myriad of space–space
applications. These include supplying power to space
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1. INTRODUCTION

Rectifying antennas, commonly referred to as rectennas,
are integral parts of microwave power transmission or
wireless power transmission (WPT) systems. In WPT sys-
tems, RF power is transmitted from one location and cap-
tured at another location. The term rectenna consists of
parts of the words ‘‘rectifier’’ and ‘‘antenna’’ since its func-
tion is to absorb incoming radio frequency (RF) energy and
convert this energy to usable DC power.

Rectennas have been used in numerous space–space,
ground–space, and ground–ground WPT demonstrations.
However, these demonstrations have remained only stud-
ies into the feasibility of WPT. These ‘‘feasibility’’ studies
and consequently many of the modern-day advances in
rectenna technology have stemmed from Peter E. Glaser’s
concept of space solar power (SSP) [1]. In an operational
SSP system, a solar power satellite (SPS) would collect the
sun’s solar power and convert it to microwave power. The
satellite would then transmit the microwave energy to re-
ctenna arrays positioned on Earth’s surface. These re-
ctenna arrays, proposed to be several miles in diameter,
would then capture the RF power and convert it to DC
energy. Most of the world’s energy comes from the con-
sumption of fossil fuels. These combustible fuels are lim-
ited resources that produce harmful byproducts when
consumed. The idea of SSP providing readily available
clean and continuous power for our future energy needs
has generated widespread interest, especially in the
United States and Japan.

Other advanced concepts for WPT include the ground–
space application of powering aircraft and high-altitude
platforms remotely using microwaves emitted from
Earth’s surface. Several of the efforts in remotely power-
ing aircraft are described in detail in Section 5. WPT can
also be useful in several ground–ground applications in-
cluding supplying power to remote locations such as is-
lands where the infrastructure to generate power is either
absent or not cost effective to build. However, the primary
future use for WPT is seen in a myriad of space–space
applications. These include supplying power to space
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colonies and space shuttles from nuclear powered satel-
lites. This will enable space explorers to obtain the neces-
sary power needed, at locations far from Earth, to further
explore the depths of space.

2. RECTENNA OPERATION OVERVIEW

A schematic of the basic rectenna is illustrated in Fig. 1. A
photo of an actual rectenna is shown in Fig. 2 to depict the
corresponding rectenna components etched on a printed
substrate. An antenna is used to capture the incident RF
energy at frequency f. This energy is then passed through
the harmonic rejection filter with minimal loss and on to
the Schottky diode, where the RF energy is rectified to
form DC power. The DC energy is then passed through the
DC bypass filter to appear as the voltage VD across the
load resistor RL. The remaining energies at the various
harmonic frequencies 2f,3f, y created from the Schottky
diode’s nonlinear process are reflected back to the diode by
both the harmonic rejection filter and the DC bypass filter.
This ‘‘trapping effect’’ results in additional mixing of the
harmonic frequencies and ultimately in the generation of
more DC power. The harmonic rejection filter also keeps

unwanted harmonic energy from reradiating into free
space via the antenna. If allowed to reradiate, this har-
monic energy could interfere with various electronic de-
vices in close proximity to the rectenna that are operating
in the same frequency band. In past designs, lowpass fil-
ters have been used to suppress the harmonic energy with
very low loss. However, in more recent designs, bandstop
filters have been used in order to provide much greater
harmonic suppression while maintaining the low loss in
the passband. In addition, the harmonic rejection filter is
designed to match the real part of the diode’s impedance to
the antenna’s input impedance ZA. The DC bypass filter
also serves two additional purposes: (1) it tunes out the
reactance of the Schottky diode based on the DC bypass
filter’s position in the rectenna circuit, and (2) it blocks
any RF signals from reaching the resistive load. This al-
lows the DC voltage across the load resistor to be level
with minimal amplitude versus time variation.

3. DESIGN THEORY

In designing a highly efficient rectenna, careful consider-
ation must be given to choosing the proper diode, the type
of transmission line to distribute the power between the
rectenna’s various components, the type of antenna, the
spacing between the diode and the DC bypass filter (ca-
pacitor), and the resistance value of the load. The first
component to consider is the nonlinear Schottky diode
since the design of the other rectenna parts depends di-
rectly on the diode’s performance.

The diode conversion efficiency (ZD) is key in determin-
ing the rectenna’s performance and is based on the diode’s
equivalent circuit diagramed in Fig. 3. The diode efficiency
is defined as the following ratio:

ZD¼
DC output power

RF power incident on diode
ð1Þ

A diode model described by Yoo and Chang [3] is used to
predict the Schottky diode’s behavior. The model is a func-
tion of the diode’s electrical parameters and the micro-
wave circuit losses at the fundamental frequency of
operation. Harmonic effects are not included because the

Harmonic 
Rejection 

Filter

DC
Bypass
Filter

(Capacitor)

Load 
Resistor

(RL) 
Antenna

Schottky
Barrier
Diode

VD

ZA

Figure 1. Schematic of the rectenna circuit.

Figure 2. Photograph of a rectenna. A linear polarized dipole is
used to absorb the incoming microwave energy. Copper strips (not
seen) are etched on the substrate’s backside between the dipole
and the diode to form the harmonic rejection filter. A chip capac-
itor forms the DC bypass filter. The load resistor is not shown [2].

CP

LP

RS

Rj Cj

LP = Package Inductance
CP = Package Capacitance
RS = Series Resistance
Rj = Junction Resistance
Cj = Junction Capacitance

Figure 3. Schottky diode equivalent circuit.

RECTIFYING ANTENNAS (RECTENNAS) 4419



major portion of the RF power is converted to DC, and the
remaining RF power is considered to be predominantly at
the fundamental frequency f. This also helps to keep the
model simple. The package parasitics LP and CP are also
neglected since, in most cases, where electrically small flip
chip or beam lead diodes are used, their effects are negli-
gible. The RF-to-DC conversion efficiency is described by
[2,3]

ZD¼
1

AþB
ð2Þ

where the low-frequency denominator asymptote is

A¼ 1þ
RL

pRS
1þ

Vbi

VD

� �2

yon 1þ
1

2 cos2 yon

� �
�

3

2
tan yon

� �

þ
RL

pRS
1þ

Vbi

VD

� �
Vbi

VD
tan yon � yonð Þ

ð3Þ

and the high-frequency term is

B¼
RSRLC2

j o
2

2p
1þ

Vbi

VD

� �
p� yon

cos2 yon
þ tan yon

� �
ð4Þ

where RS is the diode’s series resistance and o is the an-
gular frequency (2pf), Vbi is the forward-bias turnon volt-
age of the diode, and VD is the self-bias voltage due to
rectification across the terminals of the diode. The vari-
able yon refers to the forward-bias turnon angle of the di-
ode [3]. It is represented by

tan yon � yon¼
pRS

RL 1þ Vbi

VD

 ! ð5Þ

Equation (5) is a transcendental equation and can be
solved iteratively. The diode’s abrupt junction capacitance
Cj is

Cj¼Cj0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vbi

Vbiþ VDj j

s

ð6Þ

where Cj0 is the diode’s zero bias junction capacitance. To
keep the diode from exhibiting avalanche breakdown, the
self-rectifying voltage VD should be less than or equal to
half of the breakdown voltage VB. Given this limitation
and Eqs. (2)–(6), selection of the proper diode can be based
on its diode parameters RS, Vbi, VB, and Cj0. The diode
voltage VD should be chosen very close to VB/2 for the best
possible RF-to-DC conversion efficiency [4].

The diode’s input impedance is defined as [2]

ZD¼
pRS

Dþ jE
ð7Þ

where

D¼ cos yon
yon

cos yon
� sin yon

� �
ð8Þ

and

E¼oRSCj
p� yon

cos yon
þ sin yon

� �
ð9Þ

The real part of the diode’s impedance from Eq. (7) is
generally on the order of a couple hundred ohms. This re-
sistance value determines the type of transmission line to
use in order for the diode to achieve high RF-to-DC con-
version efficiency. By choosing a transmission line with a
characteristic impedance equal to the diode’s real imped-
ance, RF mismatch at the diode is eliminated. If mismatch
is present, the RF-to-DC conversion efficiency suffers. A
commonly used transmission line that can be designed to
have characteristic impedances on the order of several
hundred ohms is the coplanar stripline (CPS). CPS is com-
posed of two parallel strips that, when constructed prop-
erly, can propagate energy from one location to another
with very low loss.

The imaginary part of the diode impedance that results
from Eq. (7) is tuned out using the length of transmission
line between the diode and the DC bypass filter (chip ca-
pacitor). The capacitor acts electrically as a short to RF
energy. Therefore, the combination of the capacitor and
the length of transmission line between the diode and ca-
pacitor form a short-circuited tuning stub. The CPS has a
topology that is readily suited to construct the short-cir-
cuited tuning stub. This tuning stub’s length is adjusted
by changing the capacitor’s placement on the CPS. With
the tuning stub counteracting the diode’s reactance and
the characteristic impedance of the CPS matching the real
impedance of the diode, the RF energy that is incident on
the diode will ideally see no reflection or mismatch across
the terminals of the diode.

A technique described by Strassner and Chang [4] and
shown in Fig. 4 utilizes a microstrip to CPS balun to de-
termine the distance between the diode and the capacitor
in conjunction with various source powers and load resis-
tances. In addition, this technique provides a direct ap-
proach for experimentally determining the diode’s RF-to-
DC conversion efficiency versus the microwave power in-
cident on the diode. In essence, this circuit provides a way
to design the rectifier portion of the rectenna. Microwave
energy is inputted into the microstrip line. The electro-
magnetic fields are then rotated in the transition region in
order to match the microstrip line to the CPS. Once the
energy strikes the diode, DC power is formed and passed
to the load. The various harmonic energies strike the

Balun Ground

Diode Capacitor

RL

CPS LineMicrostrip Line

Transition Region

Figure 4. Circuit designed for the direct determination of a di-
ode’s RF-to-DC conversion efficiency. The black traces are etched
on the top of the substrate, and the gray area is etched on the
backside of the substrate [4].
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capacitor and are returned to the diode for further mixing.
The distance between the capacitor and RL can be arbi-
trary since only DC energy is propagated between the two.
Likewise, the distance between the harmonic rejection fil-
ter and diode is arbitrary since both are matched to the
characteristic impedance of the CPS. This direct measure-
ment approach has the advantage over the model of in-
cluding the effects of the higher order harmonics.

The final rectenna component is the antenna. The im-
pedance ZA looking into the terminals of the antenna must
be purely real and must match the characteristic imped-
ance of the transmission line that connects it to the har-
monic rejection filter. Selection of the antenna is based on
the necessary polarization, gain, and bandwidth as well as
how the antenna is to be connected to the rest of rectenna
circuitry. As far as printed rectennas are concerned, the
ones that have achieved the highest efficiencies have used
dipole antennas etched on thin substrates. These types of
antennas are easily fed using CPS. A reflecting plane is
normally placed approximately a l/4 behind the dipole
antenna in order to focus the antenna’s energy in one di-
rection. Since air acts as the dielectric between the dipole
and the reflecting ground plane, the antenna can achieve
close to 100% radiating efficiency. Having such a high
radiation efficiency is key in achieving the best possible
rectenna efficiency.

In many of the most recent designs where dipoles and
CPS transmission lines are used, columns of parallel-cas-
caded rectennas are joined in series to produce large DC
powers at the output of the array. In such cases, the re-
ctennas on each column produce DC currents that are
summed at the end of that column. Likewise, the DC volt-
ages of each column are summed, resulting in the voltage
VA across the load resistor RA. This array load resistor is
defined by

RA ¼RL
Nx

Ny
ð10Þ

where Nx is the number of columns in the array, Ny is the
number of rectennas in each column, and RL is the optimal
load resistance for each individual rectenna. The diodes
are connected in parallel in each column, and the columns
are connected in series.

Array spacing is governed both by the DC-pass filter
placement and the effective areas of each individual

rectenna. The capacitors (DC-pass filters) not only opti-
mize DC conversion but also isolate the array elements.
Proper capacitor placement will enable each rectenna to
capture energy with negligible reactance. Under this state
of zero reactance, the array is perfectly matched.

4. FREE-SPACE MEASUREMENT

To obtain the rectenna’s RF-to-DC conversion efficiency
using the free-space measurement shown in Fig. 5, Eq. (1)
or the diode efficiency is rewritten incorporating the Friis
transmission equation as

ZD¼

V2
D

RL

� �

PtGtGr
l0

4pr

� �2
ð11Þ

where Pt and Gt are the transmitted power and transmit-
ter gain, respectively, Gr is the gain of the rectenna’s an-
tenna, r is the distance between the transmitter and the
rectenna, and l0 is the free-space wavelength at the fun-
damental frequency. The calculated free-space efficiency
curves using Eqs. (2)–(6) should predict the directly mea-
sured diode efficiency using the balun circuit and the free-
space measurement based on Eq. (11).

For determining a rectenna array’s efficiency, in which
multiple rectennas are combined together, the rectenna’s
antenna gain Gr in Eq. (11) is replaced by 4pAe/(l0

2). The
effective area of the array Ae is a physically measured
quantity and corresponds to the rectenna array’s total
surface area exposed to the incident microwave energy. VD

is replaced by VA, and RL is replaced by RA. VA and RA

represent the array’s output voltage and output load re-
sistor, respectively.

The setup for obtaining the free-space measurement is
presented in Fig. 5. In order to achieve uniform illumina-
tion across the rectenna array’s surface, the transmitting
horn antenna must be located far away from the rectenna
array. However, this produces unwanted spillover effects
where a significant portion of the transmitted energy
misses the rectenna array’s surface. To avoid these spill-
over effects, transmitting antennas are designed with low
sidelobes and positioned close to rectenna array. At such

Synthesized
Sweeper

Amplifier Directional
Coupler

Power
Meter

Transmitting Antenna

r

Incident Energy

VDRL
Voltmeter

Rectifying
Antenna or
Array

Figure 5. Rectenna measurement setup.
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close distances, the beamshape of the transmitting anten-
na’s gain is not constant over the rectenna array’s receiv-
ing aperture. Thus, each rectenna element in the array
must be tuned specifically for its corresponding incident
power density.

Typical plots of a rectenna array’s voltage across the
load resistor, power at the load, and RF-to-DC conversion
efficiency are shown in Fig. 6. These plots correspond to a
5.8 GHz circularly polarized rectenna designed by Strass-
ner and Chang [5]. Figure 6a shows that as the load re-
sistance RL is increased, the voltage VD will also increase.

This occurs in order to keep the DC output power constant
as a function of VD

2 /RL. Figure 6b illustrates the constant
power versus load. As the load resistance decreases to
100O, the DC output power will start to decrease. This
degradation is due in part to the mismatch between the
lower load resistances and the CPS characteristic imped-
ance. The poor performance when RL¼ 100O is also no-
ticeable in the RF-to-DC efficiency plot in Fig. 6c. The
rectenna yields excellent RF-to-DC conversion efficiency
over a wide range of load resistances and incident power
density levels. The peak efficiency moves to lower power
densities as the load resistance is increased.

The chart in Fig. 7 shows the best efficiencies that have
been achieved since the early 1960s for the frequencies
2.45 GHz [6], 5.8 GHz [2], and 35 GHz [7]. The plot illus-
trates how the efficiency degrades as the operating fre-
quency increases. Predicting the conversion efficiency of
higher frequencies from measured data gathered at
2.45 GHz works reasonably well. This scaling prediction
is based on the effective area differences at the various
frequencies. During scaling, the antenna gain is held con-
stant at 6.4 dB. This gain is typical for a linearly polarized
dipole antenna located l/4 over a ground plane. The main
limitations on increasing the RF-to-DC conversion effi-
ciency lie in the device physics of the Schottky diode.

5. HISTORY AND APPLICATIONS OF THE RECTENNA

The first recorded demonstration of WPT occurred in 1888
when Heinrich Hertz used parabolic reflectors and half-
wavelength dipoles to transmit and receive microwave
power at a frequency of 500 MHz [8]. To generate the mi-
crowave energy, the opposite halves of the dipoles were
charged to a high voltage until an arc occurred across the
gap. This arcing released capacitive stored energy setting
up oscillations along the dipole. The dipole then radiated a
portion of the oscillating energy in the form of microwaves.
This accomplishment by Hertz was vital to the experi-
mental validation of Maxwell’s equations with regards to
electromagnetic energy propagating in free space. Hertz’
approach was strictly scientific. He knew that the lack of
efficient and continuous source power in his design, cou-
pled with the fact that no device existed that could convert
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RF energy to DC power efficiently, prevented it from being
useful in any practical sense.

The concept of efficient WPT began in 1898 at Colorado
Springs, CO when Nikola Tesla used energy at a frequency
of 150 kHz to successfully power 200 lightbulbs. The RF
energy was generated from large oscillators, now referred
to as ‘‘Tesla coils,’’ and propagated over a distance of 26 mil
to the lightbulbs [9]. Even given this outstanding accom-
plishment for its time, many people remained skeptical of
the ability of such technology to achieve profitability. In
the 1920s and 1930s, Japanese [10] and U.S. researchers
[11] considered the feasibility of WPT but again came up
against technological limitations. The crucial development
that ultimately enabled WPT to become a useful technol-
ogy was the development of high-power, high-efficiency
microwave tubes by the Raytheon Company, Waltham,
MA in the 1950s [12].

On May 22, 1963, William C. Brown and others at the
Spencer Laboratory of the Raytheon Company in Burling-
ton, MA gave a demonstration of the first complete WPT
system to a group of United States Air Force officials who
had sponsored the development of the aforementioned
high power microwave tubes [13]. In this demonstration,
DC power was converted into 400 W of microwave power
with an assumed efficiency of 50% at 2.45 GHz. This mi-
crowave energy was then fed to a horn that illuminated an
ellipsoidal reflector 2.8 m in diameter. The reflector then
bounced the microwave energy to the reflector’s focal point
7.4 m away where a diagonal horn was located to collect
the reflected energy. The efficiency of the transmission and
collection of the microwave energy between the two horns
was 52%. After being collected by the diagonal horn, the
microwave energy was converted back to DC using a
thermionic diode with a very narrow gap between the
cathode and anode at an efficiency of 50%. By multiplying
the three efficiencies together, the overall DC-to-DC effi-
ciency was found to be 13%.

Riding the success of Raytheon’s DC-to-DC conversion
experiment, the United States Air Force expressed further
interests in the ability of powering certain aircraft using
WPT. On October 28, 1964 at Raytheon’s Spencer Labo-
ratory, a public demonstration of the tethered microwave
powered helicopter shown in Fig. 8 was given [14]. The
demonstration was aired internationally on Walter Cron-
kite’s CBS News Program and proved that WPT could po-
tentially be used to power communication or surveillance
aircraft flying at high altitudes indefinitely. The helicopter
experiment also introduced a new microwave device
termed the ‘‘rectenna.’’ The rectennas used in the helicop-
ter experiment consisted simply of packaged Schottky di-
odes connected end to end. The leads of the diodes formed
the dipole antennas and the diode rectified the captured
energy. During the experiment, the helicopter flew to an
altitude of 18 m above the transmitter. The helicopter
weighed 2.3 kg, had a rotor diameter of 1.76 m, and had
an excess lift capability of 0.7 kg. It flew for 10 h at an al-
titude of 14.7 m. A magnetron was used to generate the
necessary microwave energy at 2.45 GHz. The rectenna
array’s area covered 0.37 m2, and the DC output power of
the rectenna array supplied to the electric motor was
270 W. The success of the tethered helicopter experiment

prompted the Air Force to develop other tethered aircraft
that could use microwave power to not only power the
aircraft but also to change its pitch, yaw, roll, and position.

After a several-year lull in WPT, Brown gave a demon-
stration of the lightweight rectenna array to Werner von
Braun and his staff at NASA MSFC in October 1968. The
rectenna array had a power output: mass ratio of 1 kW/kg.
This ratio represented an improvement of 3 over its pre-
decessors. In the demonstration, a 3-ft parabolic antenna
was illuminated with 200 W of microwave power at
2.45 GHz. The parabolic antenna reflected the energy to
a rectenna array with an electric motor attached to a pro-
peller to serve as the rectenna array’s load. When the re-
ctenna array was placed in the beam from the parabolic
antenna, the propeller spun impressively. Although the
experiment was a simple one, it showed von Braun and his
colleagues the merits of WPT. This in turn led to NASA
funding WPT with the goal of improving the overall DC-to-
DC efficiency.

In 1970 at NASA MSFC, Brown and his colleagues at
Raytheon gained further support from NASA by demon-
strating an overall DC-to-DC conversion of 26.6% [15].
For this experiment a new rectenna array design was
developed that used four rectifying diodes in a bridge rec-
tifier design. The system had a DC-to-microwave power
efficiency of 65% and a radiated microwave power-to-DC
conversion efficiency of 40.8%. This experiment also fea-
tured a ‘‘beam riding’’ capability in which a portion of the
rectenna array’s output power was used to power a motor
that kept the rectenna array in the beam of the transmit-
ting antenna. The rectenna array was mounted on wheels
to allow the movement of the array when the beam was
steered. The array moved in an arc to maintain broadside
orientation with the transmitting antenna’s beam.

Between 1970 and 1975, overall system efficiencies
improved based on improvements in the pattern of the
transmitting antenna. It had been discovered that if pow-
er were to be transmitted over long distances with any
efficiency, a large transmitting antenna with negligible
sidelobes would be needed. To meet this requirement, a
dual-mode horn design was used to emit a Guassian beam

Figure 8. Air Force-Raytheon sponsored demonstration of mi-
crowave-powered helicopter was made to public media in October
1964.
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with negligible sidelobes. Improvements in rectenna de-
sign also contributed to rises in overall efficiencies. Closer
rectenna spacing in various patterns allowed for better
collection of the power incident upon the rectenna array.
Using the dual-mode horn, an efficiency of 60.2%, corre-
sponding to the DC power at the rectenna array’s output
to the microwave power in the throat of the horn, was ob-
tained. Had the dual band horn been available in the pre-
vious demonstrations in which reflector antennas were
used, the efficiencies would have been about 1.5 times
higher [8].

On March 4, 1975 at Raytheon, a demonstration of an
overall DC-to-DC efficiency of 54.18%70.94% was given
and certified by the Jet Propulsion Laboratory (JPL) Qual-
ity Assurance Department [16]. The certification was used
to remove any doubts among the scientific and engineer-
ing communities. The demonstration was the culmination
of a 5-year effort that had started in 1970 under the di-
rectorate of NASA MSFC and had focused on improving
the overall DC-to-DC efficiency from 13% to 54%. The set-
up of the demonstration is shown in Fig. 9. A dual-mode
horn emitted a Guassian-shaped beam with negligible
sidelobes at 2.446 GHz. Nearly all of the beam’s energy
was intercepted and absorbed by the rectenna array. The
rectenna array then converted the microwave energy to
DC power. The power density within the beam varies by a
factor of 50 from the center of the beam to its edges, and
the 199 rectenna array elements are matched in accor-
dance to the power density of the beam at their corre-
sponding positions. The breakdown of the 54.18% overall
efficiency is 68.9% for the DC-to-microwave power conver-
sion, 95% for the aperture-to-aperture transfer, and 82.4%
for the beam collection and rectification. The DC output
power was 495 W. The high rectenna efficiency is possible
because of the gallium arsenide rectifier diodes used.
These diodes are more efficient and can handle more pow-
er than their silicon predecessors.

In 1975, the transfer of microwave power to a rectenna
array creating 30 kW of DC power at a distance of 1.54 km
was demonstrated in the Mojave Desert at the JPL’s Gold-

stone Facility [17]. The experiment set new records for
WPT distance and the amount of power being transmitted.
These new milestones proved the validity of WPT and its
use in important applications. The demonstration setup is
shown in Fig. 10. A high-powered klystron sends micro-
wave energy at 2.388 GHz to the 25-m transmitting an-
tenna seen in the foreground. This large antenna
illuminates a 3.6� 7.2-m rectenna array located in the
background a mile away. The rectenna array consists of 17
panels, each with 270 rectennas for a total of 4590 re-
ctenna elements over the entire array. Of the microwave
power intercepted by the rectenna array, 84% was con-
verted into a DC power level of over 30 kW. Directly below
the rectenna array is a bank of lights with two lights fed
by each rectenna array panel. This rectenna array setup
proved to be extremely robust surviving a lightning strike
and years of use. The Goldstone demonstration was per-
formed by Raytheon under contract from JPL.

After the Goldstone demonstration, attention shifted
from the creation of full-WPT systems to improvements in
rectenna design, especially with regard to RF-to-DC con-
version efficiency and weight. The highest conversion ef-
ficiency was achieved by Brown at Raytheon in 1977 [18].
Brown used a GaAs-Pt Schottky barrier diode and alumi-
num bar dipole and transmission lines to achieve 90.6%
conversion efficiency at 2.45 GHz and an input microwave
power level of 8 W. In 1982, Brown and James Trimer de-
veloped the first printed thin-film rectenna. The printed
rectenna operated at 2.45 GHz with 85% conversion effi-
ciency. This rectenna was revolutionary in that it weighed
10 times less than any of its predecessors operating in the
same frequency range [19]. Since the development of this
rectenna, almost all rectennas have been printed using
photolithographic etching techniques since they have the
advantages of being lightweight and extremely easy to
fabricate.

During the 1980s, the epicenter for WPT related re-
search shifted from the United States to Japan. Japan saw
SSP as a way to meet the energy needs of their nation
given their limited natural resources and their ever-in-
creasing reliance on nuclear energy. In 1983, Japan

Figure 10. Demonstration of beamed power over one-mile dis-
tance at the JPL Goldstone facility in the Mojave Desert.

Figure 9. An overall system efficiency of 54.18%70.94% was ob-
tained at the Raytheon Company with the demonstration setup
shown. The DC power output was 495 W, and the frequency was
2.446 GHz.
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conducted their microwave ionosphere nonlinear interac-
tion experiment (MINIX) rocket experiment [20]. It was
the first WPT experiment in the ionosphere. In the exper-
iment, 830 W was transmitted from one rocket to another
rocket. In the MINIX experiment, Langmuir waves and
electron cyclotron harmonic waves were observed and
then modeled using nonlinear wave–particle interaction
theory.

In 1980, a program to develop a long endurance high
altitude platform called the stationary high-altitude relay
program (SHARP) was proposed in Canada [21]. The plat-
form was to be the first unmanned, fuelless, lightweight
airplane that would be powered remotely by microwaves
enabling it to stay afloat for long periods of time. On
September 17, 1987, the 1

8-scale prototype SHARP with
a wingspan of 4.5 m seen in Fig. 11 flew on beamed
microwave power for 20 min at an altitude of 150 m. A mi-
crowave beam, consisting of 10 kW of source power at
2.45 GHz, was transmitted by a parabolic dish antenna
with a 4.5 m diameter. Two 5-kW magnetrons generated
the source power. The parabolic antenna tracked the air-
plane that flew inside a 501 cone. The power density at the
airplane was 400 W/m2. The rectenna array was made to
be dual-polarized by using two overlaid linear dipole re-
ctenna arrays that were orthogonal to each other. The re-
ctenna array used HP 2835 silicon Schottky diodes with a
power-handling capability of 1 W and a RF-to-DC conver-
sion efficiency of 70%. The rectenna received enough mi-
crowave energy to generate 150 W of DC power to the
electric motor in order to lift and fly the 4.1-kg airplane.

In 1991, ARCO Power Technologies, Inc., Washington,
DC, developed a rectenna element with 72% conversion
efficiency at 35 GHz [22]. This frequency shift from the
traditional 2.45 GHz to 35 GHz resulted in much smaller
aperture areas. However, the components necessary for
generating high power at 35 GHz are inefficient and ex-
pensive. Because of the disadvantages noted at 35 GHz, a
new operating frequency or 5.8 GHz was investigated. The
5.8 GHz frequency has small component sizes and greater

transmission ranges than does the 2.45 GHz. In 1992, the
first C-band rectenna yielded 80% conversion efficiency
[23]. These efficiencies were measured in a waveguide
simulator with an input power level of approximately
700 mW per element. This rectenna used a printed dipole
that fed a quad bridge of silicon Schottky diodes.

A project similar to SHARP was one carried out in
Japan in the early 1990s. The Japanese program, called
microwave lifted airplane experiment (MILAX), involved
team members from Kyoto University, Kobe University,
Communications Research Laboratory, Nissan Motor Co.
Ltd., Fuji Heavy Industries Ltd., and Toshiba Co. [24]. The
MILAX fuel-free airplane is composed of balsa wood in
order to keep its weight under 4 kg, and its wingspan was
2.5 m. The MILAX flew successfully for 40 s at an altitude
of about 15 m covering a distance of 400 m over a straight
course. The frequency used in the MILAX experiment was
2.411 GHz. The MILAX active phase array transmitter
was composed of five-stage gallium arsenic (GaAs) semi-
conductor amplifiers, 4-bit digital phase shifters, and cir-
cular microstrip antennas. The transmitter was divided
into 96 subarrays, each consisting of three antennas, one
phase shifter, and one GaAs amplifier. Each subarray
could supply 13 W of microwave output power, resulting
in a total system radiation capability of 1.25 kW. The mi-
crowave power beam was radiated toward the MILAX air-
plane by an active phased-array antenna. At a distance of
15 m, the transmitter provided a power density of 200
W/m2. The transmitter was installed on the roof of an
automobile as seen in Fig. 12. Six rectenna subarrays,
each consisting of 20 rectennas, were installed on the bot-
tom of the MILAX airplane. Each rectenna used a micro-
strip circular patch antenna to receive the incoming
microwave energy. The circular patch antennas had the
advantage of being nonresonant at the integer multiple
harmonic frequencies of 2.411 GHz. This gave the circular
patches the capability of suppressing the harmonic energy
arising from the Schottky diodes from reradiation without
additional harmonic suppression filters. However, these
patch antennas had radiating efficiencies lower than those

Figure 12. Application of microwave power transmission to mi-
crowave-driven airplane (MILAX fuel-free flight experiment).Figure 11. Unmanned aircraft for the SHARP project.
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of dipole antennas. The diodes used are eight HP5082-
2350 Schottky diodes in 2-series/4-parallel combination.
The power handling capability for the rectenna array was
1 W per element, and the microwave-to-DC conversion ef-
ficiency was about 52%.

In 1993, Japan launched the International Space
Year—microwave power transmission in space (ISY-
METS) experiment to show WPT in space for the first
time [25]. From a rocket, 800 W of 2.45 GHz microwave
energy was transmitted using microstrip array antennas
mounted on four deployed paddles. The rectenna array
was placed on a second rocket to receive and convert the
incoming microwave energy to DC power. The rectenna
array was developed by McSpadden and Chang at Texas
A&M University, College Station, TX. It used an orthog-
onally placed pair of three dipole antennas to achieve dual
polarization. This orthogonal layout was similar to the one
used in the SHARP project.

In the years 1995–1997, NASA conducted its ‘‘fresh-
look study’’ to look at how recent technological advances
could serve SSP with regard to United States interests.
The study caused NASA to mobilize funding to research
institutions, and one of their goals was improvements in
rectenna capability. One such advancement occurred in
1998 when McSpadden and Chang developed a printed
dipole rectenna, similar to the ones used in the ISY-METS
experiment, that achieved 82% conversion efficiency at
5.8 GHz [2]. The rectenna used a MA/COM 40150-119
Schottky diode for rectification on a CPS layout and is
shown in Fig. 2.

Since the late 1990s, researchers have looked into the
designing of dual and circularly polarized (CP) rectennas,
especially for SSP systems. Energy that is transmitted
from space to Earth or vice versa undergoes Faraday ro-
tation. This rotation detrimentally affects linearly polar-
ized systems. However, dual and circularly polarized
systems are not affected since the broadside alignment of
the transmitting and receiving antennas can be arbitrary.
Dual and circular polarization enables the receiving and/
or transmitting antennas to be rotated without changing
the rectenna’s output voltage.

In 2000, a group at JPL was able to operate a 50-V dual-
polarized rectenna array composed of 9 patch antennas
and 18 diodes to around 52% RF-to-DC conversion at
8.51 GHz [26]. The array was designed to produce high
voltages (450 V) in order to drive electrical actuators.
Stacked patches, each with two slot-coupled feed points,
were used to achieve the dual polarization.

In 2001, the University of Colorado, Boulder, CO pub-
lished two novel rectenna arrays for power collection over
large bandwidths [27]. Both of these arrays operated from
4.5 to 8 GHz and from 8.5 to 15 GHz. The first is a grid
rectenna array, and the second is a spiral rectenna shown
in Fig. 13. The grid array had a maximum conversion ef-
ficiency of 35% at 5.7 GHz for an incident power density of
7.78 mW/cm2 of circular polarized energy. The spiral array
used alternating RHCP and LHCP spirals to achieve a
maximum conversion efficiency of 45% at 10.7 GHz for
1.56 mW/cm2. The lower efficiencies are due to the rela-
tively low gain of the radiating elements since both arrays
have radiators that are electrically large.

In 2002, a linearly polarized dual-frequency rectenna
designed in a CPS layout and operating at both 2.45 and
5.8 GHz was developed by Suh and Chang at Texas A&M
University [28]. To resonate at the two frequencies, slight
modifications to the traditional dipole structure were
made as shown in Fig. 14. The rectenna was placed
17 mm above a metal reflecting ground plane to focus
the antennas’ energy in one direction. The rectenna used
a MA/COM MA4E1317 Schottky diode and a chip capac-
itor to achieve 84.4% and 82.7% at 2.45 GHz and 5.8 GHz,
respectively. A combination of CPS lowpass and bandstop
filters were used to suppress higher-order harmonic ener-
gy from reradiating into free space.

In 1999 NASA started its SSP exploratory research and
technology (SERT) study. In 2002, as a result of the study,
Strassner and Chang developed the printed CP rectenna
array shown in Fig. 15 [5]. The array provides 78% RF-to-
DC conversion for an incident power density of 8 mW/cm2

Figure 13. The grid and spiral rectenna ar-
rays. The latter has alternating RHCP and
LHCP elements while the former one half cy-
cle of both polarizations equally. The black
rectangles are Schottky diodes.

Figure 14. Dual frequency rectenna operating at 2.45 and 5.8
GHz.
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at 5.61 GHz. The rectenna uses a folded dipole antenna
called a dual rhombic loop antenna (DRLA), which has the
advantages of being circularly polarized, having higher
gain than a traditional dipole antenna and being easily
implemented into a CPS circuit. In comparison with a
traditional dipole antenna, the DRLA’s gain of 10.7 dBi
gives it the advantage of reducing the number of rectenna
elements necessary to cover the same receiving area over
the array’s surface. This reduction means fewer diodes
and capacitors leading to great cost benefits especially in
the case of large arrays. For low-power-density applica-
tions, a modified version of this array in which 4 DRLAs
are tied to each diode (4� 1) was demonstrated at the
World Space Congress 2002 in Houston, TX. The demon-
stration featured an 18� 4 array of these 4� 1 DRLA re-
ctennas with each individual 4� 1 rectenna having a
standalone RF-to-DC conversion efficiency of 82% [29].

6. CONCLUSIONS

All the aforementioned rectenna research has led to the
acquisition of highly efficient RF-to-DC conversion capa-
bilities. Not only have the antennas improved, but so too
have the rectifying circuits. Improvements in the device
physics of the Schottky diode and rectenna fabrication will
enable better RF-to-DC conversion efficiencies. Only time
will tell whether these improvements and advances in so-
lar cell technology can lead to the development of a fully

operational SSP system. SSP will most likely be the pri-
mary driver for future rectenna research. A renewable
energy source with no harmful byproducts promises to be
one of the most important quests of the new millennium.
Imagine Japan, a country with very few natural resources,
as the new global supplier of energy. Finding a clean, re-
newable energy source should be a primary focus for the
entire global community, and SSP, with rectennas as one
of its core components, could be a solution to the problem.
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REFLECTARRAY ANTENNA

JOHN HUANG

Jet Propulsion Laboratory
Pasadena, California

1. INTRODUCTION

The reflectarray antenna consists of a flat or slightly
curved reflecting surface and an illuminating feed as

shown in Fig. 1. On the reflecting surface, there are
many isolated elements (e.g., open-ended waveguides,
printed patches, dipoles, or rings) without any power di-
vision transmission lines. The feed antenna illuminates
these isolated elements, which are designed to scatter the
incident field with electrical phases, which are required to
form a planar phase front in the far-field distance. This
operation is similar in concept to the use of a parabolic
reflector that naturally reflects and forms a planar phase
front when a feed is placed at its focal point. Thus the term
‘‘flat reflector’’ is sometimes used to describe the reflect-
array, which utilizes technologies of both reflector and ar-
ray. As shown in Fig. 2, there are several methods for
reflectarray elements to achieve a planar phase front. For
example, one is to use identical microstrip patches with
different-length phase-delay lines attached to enable them
to compensate for the phase delays over the different
paths from the illuminating feed. Another method em-
ploys variable-size patches, dipoles, or rings to provide the
elements with different scattering impedances and, thus,
different phases to compensate for the different feed path
delays. In the third method, for circular polarization only,
the reflectarray has all identical circularly polarized ele-
ments but with different angular rotations to compensate
for the feed pathlength differences.

To achieve low reflecting surface profile and low anten-
na mass, reflectarrays using printed microstrip elements
have been developed. These reflectarrays combine some of
the best features of the traditional parabolic reflector an-
tenna and the microstrip array technology. Similar to a
parabolic reflector, the reflectarray can achieve very good
efficiency (450%) for very large aperture since no power
divider is needed and thus very little resistive insertion
loss is encountered here. On the other hand, very similar
to an array antenna, the reflectarray can have its main-
beam designed to tilt at a large angle (4501) from its
broadside direction. Low-loss electronic phase shifters can
be implanted into the elements for wide-angle electronic
beam scanning. With this beam-scanning capability of the
reflectarray, the complicated high-loss beamforming net-
work and high-cost transmit/receive (T/R) amplifier mod-
ules of a conventional phased array are no longer needed.
One significant advantage of the printed reflectarray is
that, when a large aperture (e.g., 10-m) spacecraft anten-
na requires a deployment mechanism, the flat structure of
the reflectarray allows a much simpler and more reliable
folding or inflation mechanism than does the curved sur-
face of a parabolic reflector. The flat reflecting surface of
the reflectarray also lends itself for flush mounting onto an
existing flat structure without adding significant mass
and volume to the overall system structure. The reflect-
array, which is in the form of a printed microstrip anten-
na, can be fabricated with a simple and low-cost etching
process, especially when produced in large quantities. An-
other major feature of the reflectarray is that, with more
than hundreds or thousands of elements in a general re-
flectarray having phase adjustment capability, it can
achieve very accurate contour beamshape with a phase
synthesis technique. With all these capabilities, there is
one distinct disadvantage associated with the reflectarray
antenna. This is its inherent narrow bandwidth, which
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generally cannot exceed much beyond 10%. This narrow-
bandwidth behavior is discussed further in Section 4.
Although the reflectarray has narrow bandwidth, due to
its multitude of capabilities, the development, research,
and application of the printed reflectarray antenna seem
to be potentially boundless in the future.

2. REVIEW OF DEVELOPMENT HISTORY

The reflectarray antenna concept, shown in Fig. 1, was
first demonstrated during the early 1960s [1]. Open-ended
waveguide elements with variable-length waveguides
were used to demonstrate the capability of achieving cop-
hasal reradiated far-field beams. During this early time,
since most wireless operations were done at relatively low
microwave frequencies, the large-waveguide reflectarrays
resulted in very bulky and heavy antennas. In addition,
the efficiencies of these reflectarrays were not studied and
optimized. More than 10 years later (in the mid-1970s),
the very ingenious concept of ‘‘spiraphase’’ reflectarray
was developed [2], where switching diodes were used in an
eight-arm spiral or dipole element of a circularly polarized

reflectarray to electronically scan its mainbeam to large
angles from the broadside direction. This is possible be-
cause, by angularly rotating a circularly polarized radiat-
ing element, its propagating electrical phase will also
change by an appropriate amount proportional to the
amount of rotation. However, because of the thick spiral
cavity and large electronic components, the spiraphase
reflectarray was still relatively bulky and heavy. Its aper-
ture efficiency was still relatively poor. Thus, no continued
development effort was followed. It should be noted here
that, in order to ensure good efficiency for the reflectarray,
the intricate relations between the element beamwidth,
element spacing, and focal length/diameter (f/D) ratio
must be well designed; otherwise, a large backscattered
component field or a mismatched surface impedance
would result.

Following the introduction of the printable microstrip
antennas, the technologies of reflectarray and microstrip
radiators were combined, and a typical configuration is il-
lustrated in Fig. 3. Various printed microstrip reflectarray
antennas were developed in the late 1980s and early
1990s for the purpose of achieving reduced antenna size
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Figure 1. Configuration of a reflectarray antenna:
three- (a) and two-dimensional (b) views.
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Figure 3. Microstrip reflectarray with identical patches but dif-
ferent-length phase delay lines.

Figure 2. Various reflectarray elements: (a) identical patches
with variable-length phase delay lines; (b) variable-size dipoles;
(c) variable-size patches; (d) variable angular rotations.
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and mass. These printed reflectarrays came in various
forms as shown in Fig. 2 and are all with flat low-profile
and low-mass reflecting surfaces. The ones that used iden-
tical patch elements with different-length phase-delay
lines [3–8] have elements similar to those shown in Fig.
2a. The phase-delay lines, having lengths in the order of
half-wavelength long or less, are used to compensate for
the phase differences of different pathlengths from the il-
luminating feed. The second approach, shown in Fig. 2b,
used elements that are made of printed dipoles with vari-
able dipole lengths [9]. Different dipole lengths will yield
different scattering impedances, which then provide the
different phases needed to compensate for the different
pathlength delays. Similarly, microstrip patches with
variable patch sizes [10], shown in Fig. 2c, were also de-
veloped. Circularly polarized microstrip patches with
identical size but variable angular rotations [11,12],
shown in Fig. 2d, were designed to form a cophasal far-
field reflectarray beam. In addition to those shown in Fig.
2, several other reflectarray or equivalent developments
during the 1990s are worth mentioning here. Printed vari-
able-length dipole elements were used to form a frequency
scanned grating-reflector antenna with an offset feed [13].
Printed annular rings of variable diameters arranged in
Fresnel-zone configuration were also used to focus the
beam [14]. In the 1996 Phased Array Conference, a 94-
GHz monolithic reflectarray [15], using one-bit pin (posi-
tive–intrinsic–negative) diode phase shifters, was reported
to achieve wide-angle (7451) electronic beam scanning. In
the same conference, a 35-GHz reflectarray, using wave-
guide/dielectric elements with 3-bit ferrite phase shifters
[16], was also reported to achieve 7251 beam scanning.
One technique proposed [11], although not yet developed,
is worth mentioning here. By using the angular rotation
technique with circularly polarized elements, miniature or
micromachined motors could be placed under each ele-
ment to achieve wide-angle beam scanning without the
need of T/R modules and phase shifters. For application in
the spacecraft area, a deployable and low-mass one-meter
diameter inflatable reflectarray antenna [17] at the X-
band frequency was developed. Another unique spacecraft
application of the reflectarray was conceived [18] and de-
veloped [19] by using its many elements, with a numerical
phase synthesis technique, to form a uniquely shaped con-
tour beam. From all these developments, it can be seen
that, at the end of twentieth century, reflectarray antenna
technology has sufficiently matured and has had a variety
of possible applications throughout the microwave and
millimeter-wave spectra.

In early 2000, the development of reflectarray mush-
roomed, and several performance improvement tech-
niques are worth mentioning here. One used multilayer
stacked patches to improve the reflectarray bandwidth
from a few percent to more than 10% [20]. As an extension
to the 1-m X-band inflatable reflectarray mentioned above,
a 3-m Ka-band inflatable reflectarray consisting of
200,000 elements was also developed [21], which is cur-
rently known as the ‘‘electrically largest reflectarray.’’ An
amplifying reflectarray was developed [22] for each ele-
ment of the reflectarray to amplify the transmitted signal
and, thus, achieved very high overall radiated power. In

order to achieve good antenna efficiency, the most critical
segment of the reflectarray design is its elements. The el-
ement performance was optimized by using the genetic
algorithm (GA) method [23]. The reflectarray using sub-
reflector and array feed configuration to achieve fine beam
scanning was also studied [24]. To combat the shortcom-
ings of narrow-bandwidth, dual-band multilayer reflect-
arrays using annular rings [25] and crossed dipoles [26]
are also being developed. Another development that is
worth mentioning here is a folded reflectarray configura-
tion [27], where two reflecting surfaces are used to reduce
the overall antenna profile due the feed height of a con-
ventional reflectarray.

3. ANALYSIS AND DESIGN PROCEDURES

The design and analysis of a reflectarray can be separated
into four essential steps, which are discussed separately
below.

3.1. Element Characterization

The most important and critical segment of the reflectar-
ray design is its element characterization. If the element
design is not optimized, it will not scatter the signal from
the feed effectively to form an efficient far-field beam. Its
beamwidth must correlate correctly with the reflectarray’s
f/D ratio to accommodate all incident angles from the feed.
Its phase change versus element change (patch size, delay
line length, etc.) must be calibrated correctly. One very
popular technique for calibrating the phase is to use the
infinite-array approach [10,28] to include local mutual
coupling effect due to surrounding elements. It is not fea-
sible for the current computer technology to have a com-
plete rigorous solution to include all the mutual coupling
effect of all elements since the reflectarray generally con-
sists of too many elements. The infinite array approach
can be done by using the method-of-moment technique
[10,28] or equivalently done by a finite-difference time-do-
main (FDTD) analysis on a unit cell of a single element
[29]. Mathematical waveguide simulator, which simulates
the infinite-array approach, can also be adapted by using
the commercial software HFSS (high-frequency structure
simulator; a finite-element technique) to achieve the ele-
ment phase information. All these techniques are used to
derive the phase change–element change curve, which is
generally an ‘‘S’’-shaped curve with nonlinear relationship
as illustrated in Fig. 4. The antenna designer should min-
imize the slope at the center of the curve to ensure that the
phase change will not be overly sensitive to the element
change. If the curve is too steep, the element change or
fabrication tolerance may become an issue, in particular
at high microwave frequencies.

3.2. Required Phase Delay

The pathlengths from the feed to all elements are all dif-
ferent, and this variation leads to different phase delays.
To compensate for these phase delays, the elements must
have corresponding phase advancements designed in
according to a unique ‘‘S’’ curve similar to that shown in
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Fig. 4. The following two equations give examples of how
the compensating phase is calculated for each element of a
reflectarray with a broadside-directed beam. The differen-
tial pathlength for each element is given as

DLm;n¼Lm;n � L0;0 ð1Þ

where Lm,n is the distance between the feed and the mnth
element, which can be obtained by using simple geometry.
L0,0 is the distance between the feed and a reference point
on the reflectarray surface, such as the centerpoint. DLm,n

is thus the differential feed pathlength for the mnth ele-
ment. To achieve a collimated radiation, the phase ad-
vancement DFmn needed for the mnth element is given by

DFmn in degrees¼
DLm;n

l0
� integer of

DLm;n

l0

� �
� 360 ð2Þ

This equation indicates that the compensating phase can
be repeated every 3601 and the portion that is an integer
multiple of a wavelength or 3601 can be deleted.

3.3. Pattern Calculation

With all elements’ compensating phases known, the far-
field radiation patterns can be calculated by the conven-
tional array theory, where the radiation of all elements are
summed together as follows. Consider a planar array con-
sisting of M�N elements that are nonuniformly illumi-
nated by a low-gain feed at position vector ~rrf. Let the
desired beam direction be specified by unit vector ûu0. Then
the far-field of the reflectarray in the ûu direction will be of
the form

EðûuÞ¼
XM

m¼ 1

XN

n¼ 1

Fð~rrmn .~rrf Þ � Að~rrmn . ûu0Þ � Aðûu . ûu0Þ

. exp½jkðj~rrmn �~rrf j þ~rrmn . ûuÞþ jamn�

ð3Þ

where F is the feed pattern function, A is the reflectarray
element pattern function, �rrmn is the position vector of the
mnth element, and amn is the required compensating
phase of the mnth element calculated by Eq. (2). The cosqy

factor is used for both F and A functions with no azimuth
(f) dependence.

3.4. Reflectarray Geometry Design

Determination of the geometry of a reflectarray basically
consists in determining its f/D ratio, which is governed by
its desired aperture efficiency. The aperture efficiency (Za)
can be defined as the product of the illumination (ZI) and
spillover (Zs) efficiencies: Za¼ ZI� Zs. By integrating the
pattern function of Eq. (3), the illumination efficiency for a
center-fed reflectarray can be obtained in a closed form
[30] as given by

ZI¼
1þ cosqþ 1 ye

� 
= qþ 1ð Þ

� 
þ 1� cosq yeð Þ=q
� 
 �2

2 tan2 ye 1� cos2qþ 1 yeð Þ= 2qþ 1ð Þ

 � ð4Þ

and the spillover efficiency is given by

Zs¼ 1� cos2qþ 1 ye ð5Þ

where q is the exponent of the feed pattern function rep-
resented by cosqy and ye is half of the subtend angle from
the feed to the reflectarray aperture. The reflectarray el-
ement is approximated by cosine function. Equations (4)
and (5) are calculated by assuming a circular aperture
only for demonstration of the design procedures. Similar
closed-form equations can be easily obtained for square,
rectangular, or elliptical apertures by performing proper
integrations. To give an example of how Eqs. (4) and (5)
can be utilized to optimize a reflectarray design, Fig. 5
shows the calculated curve of spillover and illumination
efficiencies versus the feed pattern factor q (feed beam-
width) for a 0.5-m 32-GHz reflectarray with a fixed f/D
ratio of 1.0 (ye¼ 26.61). It demonstrates that the maximum
aperture efficiency is achieved at q¼ 10.5 or when the feed
has a –3dB beamwidth of 291. Another curve, shown in
Fig. 6, gives aperture efficiency as a function of f/D ratio for
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the same 0.5-m 32-GHz reflectarray when the feed beam-
width is fixed at 33.41 with q¼ 8. In this case, the maxi-
mum aperture efficiency is achieved when the f/D ratio is
0.87. It can be seen that curves derived from Eqs. (4) and
(5) are essential in obtaining an optimum efficiency de-
sign. The preceding discussion has been limited to the
center-fed reflectarray. Offset reflectarray can also be
optimally designed by using equations similar to Eqs. (4)
and (5).

4. BANDWIDTH

The bandwidth performance of a reflectarray [11] is no
match for that of a parabolic reflector, where infinite band-
width theoretically exists. The bandwidth of a printed mi-
crostrip reflectarray is limited primarily by two factors: (1)
the narrow bandwidth of the microstrip patch elements on
the reflectarray surface and (2) the differential spatial
phase delay. The microstrip patch element generally has a
bandwidth of about 3–5%. To achieve wider bandwidth for
a conventional microstrip array, techniques such as using
thick substrate for the patch, stacking multiple patches,
and using sequentially rotated subarray elements have
been employed. More than 15% bandwidths have been re-
ported. The second reflectarray limiting factor, the differ-
ential spatial phase delay, can be best explained by
referring to Fig. 7, where the differential spatial phase
delay, DS, is the phase difference between the two paths,
S1 and S2, from the feed to the reflectarray elements. This
DS can be many multiples of the wavelength (l) at the
center operating frequency. It can be expressed as DS¼
(Nþd)l, where N is an integer and d is a fractional num-
ber of a free-space wavelength l. At each element location,
d is compensated by an appropriate phase delay achieved
by the reflectarray element design (achieved by variable
patch size, variable phase-delay line length, etc.). As fre-
quency changes, the factor (Nþd)l becomes (Nþd)(lþ
Dl). Since the design and the compensating phase for each
element is fixed for the center frequency, a frequency ex-
cursion error will occur in the reradiated phase front. The
amount of phase change in each path when compared to a
reference path, say, S1, is (Nþd)Dl, which can constitute

a significant portion of a wavelength or 3601. To reduce
the amount of frequency excursion error, the integer
number N must be reduced. Several methods can be
used to reduce N:

1. Design the reflectarray with a larger f/D ratio and
hence minimize the difference between paths S1 and
S2.

2. Simply avoid the use of a reflectarray with a large
electrical diameter. The effects of f/D ratio and di-
ameter on bandwidth performance were given in
Figs. 5 and 6.

3. Reduce frequency excursion error by using time-de-
lay lines or partial time-delay lines instead of the
phase delays. In other words, when using the phase-
delay line technique (not the variable-patch-size
technique), instead of using dDl for the delay-line
length, (Nþd)Dl could be used for the delay line.
Certainly, additional line insertion loss and needed
real estate for the lines are issues to be encountered.

4. Increase the bandwidth by using, instead of a com-
plete flat reflectarray surface, a concavely curved
reflectarray with piecewise flat surfaces. This
curved reflectarray will remain advantageous over
a curved parabolic reflector; for instance, its beam
can be scanned to large angles with a phase shifter
inserted into each element, and, for a space-deploy-
able antenna, the piecewise flat surfaces in some
cases can be folded more easily into a smaller stowed
volume.

In order to mitigate the bandwidth problem, a recent (as of
2003) technique of using multilayer stacked-patch ele-
ments [20] has not only increased the element bandwidth
but also reduced the effect of differential spatial phase de-
lay. As a net result, the bandwidth has increased from a
few percent to more than 10%. Multiband techniques can
also be applied to the reflectarray. Recently, two dual-band
techniques have been developed for the X- and Ka-band
frequencies: (1) use of a double layer with two different-
size rings and variable angular rotations [25] and (2) use
of a double layer with X-band crossed dipoles over Ka-
band patches [26]. To summarize, although the narrow-
bandwidth characteristic is the primary shortcoming of a

Reflectarray

S1

Feed

S2

∆S

�0

Figure 7. Differential spatial phase delay of reflectarray.

80

79

78

A
pe

rt
ur

e 
ef

fic
ie

nc
y 

(%
)

77

76

75

74

73
0.6 0.7 0.8 0.9

f/D ratio
1.0 1.1 1.2

Freq = 32 GHz
Diameter = 0.5 meter
q of COSq � feed = 8
No. of elements = 8937

Figure 6. Aperture efficiency versus f/D ratio.

4432 REFLECTARRAY ANTENNA



reflectarray, several techniques can be employed to im-
prove bandwidth performance.

5. APPLICATIONS AND RECENT DEVELOPMENTS

In addition to those possible reflectarray applications
mentioned in Sections 1 and 2, it is appropriate to present
some details of several important applications and recent
developments here. One is a Ka-band circularly polarized
inflatable reflectarray [21] with a 3-m-diameter aperture
developed by the Jet Propulsion Laboratory (JPL) for
NASA’s future spacecraft communication antenna appli-
cation. As shown in Fig. 8, the antenna uses a torus-
shaped (doughnut-shaped) inflatable tube to support and

tension a 3-m thin-membrane reflectarray surface. This
circularly polarized reflectarray, having approximately
200,000 elements using the variable-angular-rotation
technique [11,12], is considered electrically the largest re-
flectarray ever built. The reflectarray, which has a ‘‘natu-
ral’’ flat surface, retains its required surface tolerance
[0.3 mm RMS (root mean square) in this case] by the
inflatable structure much more easily than would a ‘‘non-
natural’’ parabolic surface, particularly for long space
flight. The design of this inflatable antenna was later im-
proved, equipping the antenna with rigidizable inflatable
tubes [21,31] in order to survive the hazardous space

Figure 8. A 3-m Ka-band inflatable reflectarray (the shining
structure in front of the aperture is the surface flatness measure-
ment device).

Figure 9. Measured radiation pattern of the
3-m Ka-band inflatable reflectarray.

Figure 10. Ku-band reflectarray with shaped contour beam
capability (courtesy of Professor Dave Pozar, Univ. Massa-
chusetts). (This figure is available in full color at http://www.
mrw.interscience.wiley.com/erfme.)
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environment, such as bombardment by space debris and
strenuous thermal effects (induced by solar flares, UV, ra-
diation, etc). This reflectarray achieved an aperture effi-
ciency of 30% with room for improvement and excellent
far-field pattern shape with average sidelobe and cross-
polarization levels below � 40 dB as shown in Fig. 9. A
second important development of the reflectarray is the
achievement of a shaped contour beam by using the phase
synthesis technique. This reflectarray, shown in Fig. 10,
was developed by the University of Massachusetts [19] for
a commercial application to provide Earth contour beam
coverage. A typical calculated contour beam of this anten-
na, using the phase synthesis technique, is plotted in
Fig. 11. Since a reflectarray generally has many thou-
sands of elements, it has many degrees of freedom in de-
sign to provide an accurate and uniquely required contour
beam. A third important development is a dual-frequency
reflectarray, where the two frequencies are widely sepa-

rated, such as the X and Ka bands. The developed proto-
type antenna, shown in Fig. 12, is circularly polarized and
uses variable-angular-rotation annular rings [25]. It was
developed by the Texas A&M University for JPL/NASA’s
future space communication application. This antenna,
with a diameter of 0.5 m, uses a multilayer configuration
in which the X-band annular rings are placed above the
Ka-band rings and serve as a frequency-selective surface
to allow the Ka-band signal to pass through. The mea-
sured results indicate that there is only minimal impact on
X-band performance, due to the presence of the Ka-band
elements. The measured radiation patterns of the Ka-band
reflectarray both without and with the X-band layer are
shown in Figs. 13 and 14, respectively. There is no signif-
icant difference between the two patterns. However, the
measured Ka-band gain of the dual-frequency dual-layer
antenna is about 1.0 dB lower than that of the Ka-band
alone antenna. The purely Ka-band reflectarray (Fig. 13)
has a measured aperture efficiency of 50%, while the dual-
frequency dual-layer antenna has a Ka-band efficiency of
about 40%. In other words, the X-band annular rings did
somewhat impact Ka-band performance. Efforts need to be
carried out in the future to minimize this impact. One
more recent development that is worth mentioning is a
reflectarray having a rectangular aperture intended for
the NASA/JPL wide-swath ocean altimeter (WSOA) radar
application. This reflectarray uses variable-size patches as
elements. The required rectangular aperture, as shown in
Fig. 15, consists of five flat subapertures connected togeth-
er to form a curved reflectarray [32]. The curving of the
long dimension of the rectangular surface is to minimize
the incident angles from the feed for the end elements and
thus to optimize the radiation efficiency for all elements.
The radiation efficiency here indicates the measure of
amount of energy of each element that is reradiated in
the desired mainbeam direction. The advantage of using
reflectarray with flat subapertures is to allow mechanical
folding of the flat panels into a compact structure for
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Figure 12. Sketch and photo of the X/Ka dual-band two-layer reflectarray antenna using annular
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spacecraft launch vehicle stowage. Preliminary test data
indicate that this reflectarray is functioning properly, and
some minor improvements are currently being carried out.

6. SUMMARY

The reflectarray antenna has come a long way. However,
its development and application had not been widely
adapted until the early 1990s, when the printable micro-
strip reflectarray was introduced. Except for its narrow-
bandwidth characteristic, the reflectarray has many ad-
vantages over a parabolic reflector antenna type. The
mainbeam of a reflectarray can be designed to tilt to a
large angle from its broadside direction. Phase shifters
can be implanted into the elements for wide-angle elec-
tronic beam scanning. For large-aperture spacecraft an-
tenna applications, the reflectarray’s flat surface allows
the antenna to be constructed as an inflatable structure
with relative ease in maintaining its surface tolerance in
comparison to a curved parabolic surface. Its flat surface
also can be made of multiple flat panels for ease in folding
into a more compact structure for launch vehicle stowage.
Very accurate beam shape can be achieved with phase
synthesis technique for Earth contour beam coverage

applications. Due to these multitudes of capabilities, the
door has just opened for the development, research, and
application of printed reflectarray antennas. Two major
areas that need further improvement in performance are
the reflectarray’s bandwidth and radiation efficiency.
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REFLECTOMETERS, TIME-DOMAIN

ANDREW RUSEK

Oakland University
Rochester, Michigan

1. INTRODUCTION

Time-domain reflectometry is a measurement technique
applied to determine the location, type, and quantitative
character of discontinuities distributed in signal trans-
mission channels such as computer or telephone net-
works, printed circuit boards, or other systems where
signal delays are observed. Testing such systems, called
devices under test (DUT), with TDR involves use of a fast
pulse generator along with a sampling oscilloscope [11]
and test fixture. Signals generated by the pulse generator
are sent through the test fixture to the DUT. The most
popular testing signal generated in broadband TDR sys-
tems is a steplike voltage. The signals are registered at the
input to the test fixture by means of a sampling oscillo-
scope with coherent sampling, time transformation, and a
track-and-hold vertical deflection system. Such a device
allows the display of very small levels of reflected signals
on the top of high levels of applied signals with minimal
distortion.

TDR techniques can be enhanced when not only the
input terminals of the DUT but also the output terminals
are accessible by the oscilloscope. Measurements made
from the output terminals, often called time-domain
transmission (TDT) tests, include propagation delay and
a pulse transmission function. Transmission tests can also
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show the effects of mutual coupling between adjacent
transmission channels, such as printed circuit board
(PCB) traces.

In the article, the TDR measurement techniques are
described, including basic properties and limitations of a
real system such as finite risetime of the pulses, smooth
transitions, small overshoots, jitter, and noise. Major ex-
amples demonstrated here include tests of the following:

* Resistance
* Capacitance
* Inductance
* Transmission-line characteristic impedance
* Inserted discontinuities of inductive, capacitive, and

mixed types
* Differential and common-mode transmission-line im-

pedances

In addition, effects of transmission-line losses and process-
es for correcting TDR test channel distortions are de-
scribed. SPICE simulations are frequently used in
conjunction with TDR measurements to enhance identifi-
cation of characteristics related to the discontinuities
[10,14,15]. The results of PSPICE simulations, included
here to illustrate the normalization processes, are based
on a demonstration version of this program [16]. The last
part of the article demonstrates practical applications of
TDR/TDT systems [3,4,16,17].

1.1. Applications of Time-Domain Reflectometry/
Time-Domain Transmission

TDR/TDT systems have found use in both electrical and
nonelectrical areas. The following list includes a number
of the most popular applications [1,9,12]:

1. Conductor length and return loss determination

2. Finding short and open connections in cables

3. Location of bad splices, loose connectors, and crimps

4. Location of moisture and water in cables

5. Measurement of cable parameters, such as
characteristic impedance, losses, and propagation
velocity

6. Determining signal integrity, and performing failure
analysis of printed circuit boards used in high-speed
digital and analog circuits

7. Evaluation of microstrip connections

8. Computer network cable tests

9. Characterization of integrated circuit packages

10. Sensing liquid levels

2. TIME-DOMAIN REFLECTOMETRY PRINCIPLES

2.1. Basic TDR/TDT Systems

A functional block diagram of a TDR/TDT is shown in
Fig. 1. The step generator signal is transmitted through a
test fixture such as transmission line (Fig. 2), and is finally

Pulse generator
module

Reference plane

Device under test

LoadReflected wave

Test fixture

Incident wave

High impedance probe

High impedance probe
TDR Input

Out

Sampling oscilloscope
TDT Input

Figure 1. Block diagram of a time-domain re-
flectometer with time-domain transmission.

Oscilloscope module

Pulse generator module

TDT input

TDR input

High impedance probe High impedance probe

Device under test
Test fixture Z0, TD

Rs

ZL = RL + jXL
~

Figure 2. Impedance tests with a 50-O
transmission-line test fixture.
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applied to the device or system under test (DUT). The test
fixture impedance is usually matched to that of the gen-
erator. If the DUT impedance is not equal to the charac-
teristic impedance of the transmission line of the test
fixture, part of the incident voltage is reflected from the
DUT. The reflected signal, which is delayed in relation to
the incident voltage, appears as a step change on top of the

incident wave. The location of the impedance discontinu-
ity d can be calculated from the transit time measured
from the reflection and the reference point, marked from
the front edge of the incident voltage signal

d¼
vp . td

2
ð1Þ
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Figure 3. Displays demonstrating TDR and TDT input voltages for various resistances connected
to a 50-O line test fixture. (This figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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Figure 4. TDR input and TDT input voltages for parallel RLC loads of the 50-O transmission-line
test fixture. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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where vp is a wave propagation velocity and td is the tran-
sit time.

Figure 3 shows the voltages observed in a TDR/TDT
system when the transmission line of the test fixture is
matched to the source and the signals are reflected from
pure resistive loads. The voltage amplitude reflected from
the DUT, divided by the amplitude of the incident wave,
determines the reflection coefficient at the load rL. When
an unknown resistance is connected to the source-
matched transmission line, the value of the resistance

can be calculated as follows:

ZL¼Z0
1þ rL

1� rL

� �
ð2Þ

This equation is applied in the TDR/TDT internal proces-
sor to calculate the load parameters [15,16] (see also
PSPICE simulations of differential TDR/TDT, Figs. 15
and 17). Figures 4–7 illustrate the voltage waveforms
when the load of the test fixture (transmission line) is a
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Figure 5. TDR input and TDT input voltages for series RLC loads of the 50-O transmission-line
test fixture. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 6. TDR input and TDT input voltages for parallel RLL loads of the 50-O transmission-line
test fixture. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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combination of either resistance and capacitance, or re-
sistance and inductance. In all cases shown, the load re-
sistance is varied and either C or L is maintained
constant. From steady-state voltage levels following the
reflection, as well as from the shapes of the waves them-
selves, which reveal the time constant, it is possible to
identify the character of the load and the values of un-
known components. With this information, the parame-
ters of the equivalent circuits representing the load can be
evaluated from the equations listed in Table 1.

The waves that have been presented so far show the
behavior of short transmission lines in which the losses,
which are due largely to the skin effect, are negligible. In
longer transmission lines the distributed losses distort the
signals traveling along the lines. Examples of transmitted
and reflected waves in a short terminated transmission
line are shown in Fig. 8. For comparison, a lossless case is
included. From these waveforms, it is possible to deter-
mine changes of the transmission-line resistance over the
length of the cable.

Practical transmission channels in PCBs with packag-
es of the integrated circuits may have longer connecting
leads inserted between some sections of transmission lines
or larger conductive surfaces shunting the signal. The
TDR/TDT tests for such cases can be modeled as shown in
Fig. 9. Two examples of the waveforms in these circuits are
illustrated in Figs. 10 and 11.

2.2. Sources of Error

Three major sources of error are encountered in TDR/TDT
tests:

1. Cables and connectors of the test fixture [2,6,7].

2. Oscilloscope

3. Test generator

Cables and connectors connecting the generator with the
tested device introduce their own reflections, in addition to
the reflections caused by the tested device (DUT). They
also introduce distributed losses, which increase at higher
frequencies. This reduces the speed of transition of gen-
erator pulses.

Oscilloscopes introduce two types of error. One is
caused by bandwidth limitation, which leads to the
‘‘smoothing’’ of fast voltage transitions. The other type of
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Figure 7. TDR input and TDT input voltages for series RLL loads of the 50-O transmission-line
test fixture. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)

Table 1. Parameters of Equivalent Circuits Representing
Load in Basic TDR/TDT Systems

Voltage Level for t-N Circuit Time Constant

For parallel connection of RL and CL

Vinð1Þ¼
RL

RLþRS
Vsource t¼

RL .RS

RLþRS
CL

For series connection of RL and CL

Vinð1Þ¼Vsource t¼ðRLþRSÞCL

For parallel connection of RL and LL

Vinð1Þ¼0
t¼

LLðRSþRLÞ

RS .RL

For series connection of RL and LL

Vinð1Þ¼
RL

RLþRS
Vsource t¼

LL

RSþRL

4440 REFLECTOMETERS, TIME-DOMAIN



Time

40 ns 80 ns 120 ns 160 ns 200 ns 240 ns

T
D

R
 In

pu
t v

ol
ta

ge

0 V

250 mV

500 mV

T
D

R
 In

pu
t v

ol
ta

ge

0 V

250 mV

500 mV

Lossy transmission line

Ideal transmission line

Ideal "short" circuit voltage level

Real "short" circuit voltage level

Figure 8. Reflected waves in short-ended transmission lines: (a) real transmission line; (b) ideal
transmission line. (This figure is available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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Figure 9. TDR/TDT tests of inserted reactance with a 50-O transmission-line test fixture: (a) se-
ries resistance; (b) parallel reactance.
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errors includes coupling of the trigger channel into signal
channel, interchannel interference, and input circuit mis-
matches to the test fixture [2,6,7].

Real testing pulses of TDR/TDT pulse generators have
finite risetimes, and their top parts are not ideally flat.
Some generators may produce pulses with overshoots. As-
sociated with both the sampling oscilloscope and the gen-
erator are the errors caused by both jitter and noise. All
these distortions limit TDR/TDT system resolution and
make the observed waves more difficult to analyze,
especially when the TDR/TDT system is used to test
closely located small discontinuities of the transmission
channel.

2.3. Corrections of Measurement Errors

Error correction can be effectively performed using inter-
nal signal processors built into modern TDR/TDT systems.
One of the simplest methods of error correction is wave-
form subtraction. The method could be used to minimize
errors common to both the tested device and the reference,
such as trigger and channel crosstalk errors, and reflec-
tions from the test fixture and connectors. In the process of
measurement, the common reference device is connected
to the end of the test fixture. The test results in terms of
the TDR input voltage are stored and the reflected part
of this wave is computed. This reflected wave is then
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Figure 10. TDR and TDT input voltages for the system with an inductor inserted between trans-
mission lines. Risetime of the input pulses is varied to show the distortion levels. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 11. TDR and TDT input voltages for the system with a capacitor connected to the ground
between transmission lines. Risetime of the input pulses is varied to show the distortion levels.
(This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 12. Simulated TDR/TDT system with imperfect test fixture.
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correction of its effect by subtraction. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Figure 14. Differential impedance tests with a 50-O transmission-line test fixture.
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subtracted from the input voltage obtained in the second
phase of the measurements when the DUT is connected.
The results of this procedure are limited to the specific
risetime of the system. For instance, faster pulses reveal
more discontinuities, which may not be important in par-
ticular applications.

The waveform subtraction method is illustrated by
means of PSPICE simulations (PSPICE is a PC version

of SPICE). Figures 12 and 13 show the process of com-
pensation for errors introduced by the test fixture com-
posed of two transmission-line sections, T3 and T4. The
characteristic impedances of these lines are 52 and 40O,
respectively. The device under test (DUT) is a connection
of two transmission lines, two inductances and one resis-
tor (L1, T5, T6, L2, and R6). Initially, the matching resis-
tor (50O) is connected to the end of the test fixture. Then,

Time
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Figure 15. DTDR input, reflected voltages, and calculator output illustrating differential impedance
measurement. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 16. Single-channel measurement of a common-mode impedance with a 50-O transmission-
line test fixture.
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Figure 17. TDR measurement of common-mode impedance of symmetric transmission line. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 18. Effects due to termination resistor
leads: (a) microstrip; (b) expanded TDR wave-
form (reprinted with permission of Agilent
Technologies). (This figure is available in full
color at http://www.mrw.interscience.wiley.com/
erfme.)
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the calculated reflected waves are subtracted from the re-
sults of final tests while the DUT is connected. In the sim-
ulations, the calculations are performed in a parallel
manner so the 50-O tests are done internally, inside the
processing box. When the test fixture reflections can be
isolated in time from the DUT reflections, it is possible to
process the latter signals by windowing and creating cor-
responding impedance profiles [16]. It is still necessary to
calibrate the test fixture with the reference device con-
nected to the end of the test fixture as in the waveform
subtraction method described earlier.

A significant reduction of the TDR/TDT system errors
caused by the pulse generator speed limits can be achieved
in a TDR/TDT system that takes advantage of digital
signal processing called normalization [3,4]. The normal-
ization process refers the measurement results to a test
signal with a predefined risetime [5]. The measurement
results are enhanced by digital filtering to boost high-fre-
quency components of the processed signals. In this way,

the results of measurements can be enhanced as if the
tests were performed in a faster TDR/TDT system [7].

2.4. TDR/TDT System Limitations

Most high-frequency TDR/TDT systems have been de-
signed to investigate circuits whose impedance levels are
close to 50O. According to Ref. 2, 50-O systems are suffi-
ciently accurate (o0.5% error) to measure load resistanc-
es or transmission-line characteristic impedances above
10O. Testing changes of impedances or impedance profil-
ing along the transmission channel, the lowest limit is
30O to maintain errors below 1% [13].

The effects of the finite risetime of the TDR/TDT system
limit the spatial resolution of the TDR measurements. The
minimum distance that separates two consecutive discon-
tinuities can be expressed as

Dd¼
c
ffiffiffiffi
er
p

tr

4
ð3Þ

where tr is the system risetime, c is the open-space wave
velocity, and er is the relative dielectric constant of the
transmission-line dielectric [3]. For instance, if the rise-
time is 20 ps and the relative dielectric constant is 2, then
the minimum distance between two consecutive disconti-
nuities is about 1 mm. This expression must be modified
when the jitter is present in the measurement system. The
jitter error has the same effect as if the equivalent risetime
of the system had increased, thus reducing the spatial
resolution.

System noise reduces the ability of TDR to detect small
reflection amplitudes. Oscilloscope noise can reach the
level of one division corresponding to maximum sensitiv-
ity of the scope (about 1 mV per division). Assuming that

TDR

TDR
Test fixture DUT

Test
fixture

Device
under
test

(a)

(b)

Figure 19. TDR measurements with the DUT at the end of im-
perfect test fixture: (a) block diagram; (b) unnormalized measure-
ment results showing the effects of the test fixture (reprinted with
permission of Agilent Technologies).

TDR
DUT

50 Ohms

Figure 20. The unnormalized response of the DUT, measured
without the test fixture (to demonstrate the results of normaliza-
tion) (reprinted with permission of Agilent Technologies).

TDR

TDR

Text fixture

Text fixture DUT

Reference plane

Reference
plane

50 Ohms

short

(a)

(b)

Figure 21. Normalized calibration that uses a short, then a 50-O
termination to define a reference plane and generate a digital
signature (filter): (a) circuit with the test fixture; (b) corrected
measurements (reprinted with permission of Agilent Technolo-
gies).
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the incident pulse observed has an amplitude of 100 mV,
reflection coefficients as small as 0.01 can be registered
without major corruption caused by the noise. Better re-
sults can be achieved when analog smoothing or digital
filtering is applied.

2.5. Differential Time-Domain Reflectometry

Differential time-domain reflectometry (DTDR) and re-
flectometers have been used to investigate symmetric
transmission channels or lines such as twisted-pair or
slotted striplines [8,14]. In DTDR systems, two pulses of
opposite polarity are generated and applied to the tested
symmetric DUT. Figure 14 shows a general block diagram
for such a system. The differential-mode impedance can be
determined from the reflections related to the differential
input voltage, as shown in Fig. 15. The basic calculations
are performed by the system processor, based on Eq. (2),
and the results are displayed. Common-mode impedance
can be also measured by using a single channel of the
DTDR system (Fig. 16). The results obtained from Eq. (2)
are multiplied by 2 if both transmission-line conductors
are tested, as shown in Fig. 17. A drawback of differential
TDR systems is that they require good pulse alignment.

The errors introduced by misalignment can be reduced by
means of normalization processes [8].

3. EXAMPLES OF TDR/TDT TESTS AND TDR/TDT
APPLICATIONS

3.1. TDR/TDT Test Examples

The following examples demonstrate the results of prac-
tical tests performed by a TDR/TDT measurement system
[3,4]. Figure 18 shows the reflections observed when a
long-lead resistor is connected to the end of a 50-O micro-
strip test fixture. The results from the measurement are
displayed below the waveform. For example, the induc-
tance of the resistor leads is 4.779448 nH, as the display
shows. The next group of figures (Figs. 19–21) illustrate
the process of normalization for a complex DUT. The test
fixture was purposely selected to show the effectiveness of
the normalization processes. The presence of the test fix-
ture, which is normally used to delay unknown reflections
with respect to the front of the test pulse, introduces vis-
ible signal distortions. The corrected measurements are
shown in the last figure of this group. Normalization cor-
rects for the effects of the test fixture and enhances the

Input
connector

s = 0.08"

2" 2"

Ground
plane

Z0 = 50 ohms Z0 = 100 ohms

RL = 100 ohms

1 2 3

(a)

(b)

Figure 22. Example of the crosstalk in a hybrid
power divider: (a) microstrip circuit; (b) expanded
TDR waveforms (reprinted with permission of Ag-
ilent Technologies).
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final reflections by shaping the reflections from the tested
load as if faster testing pulses had been applied.

Figure 22 portrays the results from tests involving a
hybrid power divider. The interaction between the two
transmission-line branches introduces a crosstalk signal
at point 2 of the tested board. The first reflection (point 1),
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Figure 23. Typical examples of discontinuities represented in
terms of lumped components.
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Inductance between two transmission lines
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Inductance followed by capacittance to the ground connected between two transmission lines

Inductance between two capacittances to the ground connected between two transmission lines
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Figure 24. TDR input voltages observed in the circuit with two transmission lines and a reactance
circuit inserted between them: (a) inductance between two transmission lines; (b) capacitance
connected to the ground between two transmission lines; (c) inductance between two capacitances
to the ground connected between two transmission lines. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)

Figure 25. Bounced diagram for a cascade of transmission lines
with different impedances (reproduced with permission of TDA
Systems).
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with its level below the centerline of the scope screen,
suggests that the initial, single section of the transmission
line has a characteristic impedance greater than the im-
pedance of the test fixture. The end terminations of the
hybrid power divider introduce very small reflections due
to lead inductances of the two resistors.

3.2. Application of TDR/TDT to Investigate Signal Integrity
of High-Speed Circuits

Recently, increased data rates in communication and com-
puter systems, often reaching subnanosecond switching

speed, have created a need to introduce several gigabit
standards and relate to them measurement methods. Con-
ducting traces of the printed circuits, packaging connec-
tions, board connectors, and the connection of shorter or
longer cables can degrade the signal integrity of the sys-
tems due to reflections, crosstalk, radiation, and losses in
conductors and dielectrics. Application of the TDR/TDT
measurement technique, combined with effective comput-
er modeling, can help test the signal integrity of such sys-
tems during the initial design of circuit interconnections
[16,17]. Figure 23 shows the composition for typical dis-
continuities connected between two sections of transmis-
sion lines, and Fig. 24 presents the corresponding TDR
responses, which serve as basic signatures to help identify
the types of discontinuities, find their structure, and, fi-
nally, determine the values of equivalent components.

In many practical systems, the TDR images are very
complex because of the effects of multiple reflections
caused by many discontinuities within the signal trans-
mission channels. In such cases, hardware measurements
can be enhanced by means of a computational method
known as the inverse scattering algorithm, which was de-
veloped by TDA Systems Company [16,17]. To use such a
technique, the raw profile of impedance is calculated from
the input voltage data. Then the incident wave is comput-
ed from a reference TDR signal when a well-defined ter-
mination such as a short or open circuit is connected
instead of the tested lines. The true impedance profile is
then computed on the basis of the inverse scattering
algorithm.

If a signal transmission forms a cascade of short sec-
tions of transmission lines of different impedances, the
true impedance profile can be calculated from Eq. (2) by

Figure 26. Expressions used to calculate the ‘‘true impedance
profile’’ from the ‘‘raw impedance profile’’ using TDR input voltage
levels (reproduced with permission of TDA Systems).

Figure 27. IConnect software application applied to determine the ‘‘true impedance profile’’ from
the TDR voltages (reproduced with permission of TDA Systems).
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applying it to section junctions. A sequence of bouncing
waves is assembled, and from the observed voltage levels,
the reflection coefficients are calculated at each junction.
Then Eq. (2) can be directly applied to find corresponding
line impedances. Such processes are illustrated by means
of Figs. 25–27. The reflections can be compared with sim-
ulation to increase the accuracy of the final modeling.

4. SUMMARY

This article has described the basic theory behind time-
domain reflectometry. In addition, several practical as-
pects such as reflections and their analysis for resistive
and nonresistive loads terminating transmission lines
have been demonstrated. Both asymmetric and symmet-
ric transmission-line TDR parameter tests have been also
covered. Several practical oscilloscope displays have been
included to illustrate normalization processes, which have
been additionally reinforced by simulations. Finally, soft-
ware-enhanced high-speed interconnect modeling was
briefly discussed.
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REFLECTOR ANTENNAS (PARABOLIC ANTENAS,
DISH ANTENAS)

MARCO A. B. TERADA

New Mexico State University
Las Cruces, New Mexico

1. INTRODUCTION

Reflector antennas have been of significant importance for
decades for several areas of electrical engineering, rang-
ing from telecommunications and radars to deep-space
exploration and radio astronomy. This is due to the high-
gain characteristic of reflector antennas, typically above
30 dBi over wide frequency bandwidths, as well as its fea-
sibility to accommodate high levels of power. If we extend
the concept of a reflector antenna to a reflecting mirror
and the human eye viewed as the feed antenna operating
in receiving mode, reflector antennas have been known for
centuries. Optical astronomers have long been using re-
flecting mirrors in telescopes in order to enhance the vis-
ibility of stars, planets, and other celestial bodies.

The basic principle of operation of a parabolic reflector
is that all rays emanating radially from a point source lo-
cated at the focal point are reflected as a concentrated
bundle of parallel rays, which can propagate for very long
distances without excessive attenuation. Conversely, inci-
dent rays parallel to the axis of symmetry of the para-
boloid are all reflected toward its focal point, which
concentrates the received signal in a single point. In
that case, if the human eye or camera is placed a little
bit behind the reflector focal point, an image with en-
hanced luminosity and definition is formed (see Fig. 1).

However, reflector antennas are wideband devices by
nature, not being limited only to operate in frequencies
covered by the spectrum of visible light. Radio telescopes,
for example, search for celestial radio sources in a wide
range of frequencies (e.g., 300 MHz–40 GHz). In this case,
the radio sources and corresponding frequencies are

S
F

Image

Figure 1. Basic principle of operation of a parabolic reflecting
mirror. The paraboloid surface is formed by rotating the parabolic
curve with respect to its axis of symmetry (s axis).
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marked on charts according to their physical locations in
the sky, forming maps similar to the ones elaborated by
optical astronomers. Feed antennas are employed to re-
ceive the signals from the celestial radio sources at differ-
ent bandwidths. The Very Large Array (VLA) in New
Mexico for example, is an array of 27 shaped 25-m dual
reflector antennas widely used in radioastronomy (see
Fig. 2). Another example is the Green Bank Radio Tele-
scope, the largest steerable reflector antenna in the world,
discussed in certain detail in Section 3.3.

One of the first reflector antennas operating at radio-
frequencies was built by Hertz in 1888, and consisted on a
sheet of zinc of about 2� 1.2 m, molded as a parabolic cyl-
inder and illuminated by a dipole feed [1]. Since then, re-
flector antenna technology have gradually evolved toward
the modern state of art known today for the purpose of
improving electrical performance and/or simplifying the
mechanical structure (see Fig. 3). The most basic form
is the single axisymmetric parabolic reflector shown in
Fig. 3a, which is still in widespread use primarily at low
frequencies and for low-cost applications. Large reflectors
frequently use an axisymmetric dual reflector system with
a parabolic main reflector as shown in Fig. 3b. The sub-
reflectors are hyperbolic (Cassegrain system) or elliptical
(Gregorian system). These systems offer a shorter trans-
mission line (or waveguide) run to the feed antenna and
are often used as Earth terminal antennas in satellite
communication networks.

Axisymmetric single and dual reflectors suffer from ap-
erture blockage due to the presence of feed/subreflector
and supporting mechanical structures in front of the main
reflector aperture. This problem is solved by using an off-
set system with a main reflector that is a section of a par-
ent reflector, normally a paraboloid of revolution, as
shown in Figs. 3c and 3d. Design and construction of off-
set reflectors are more elaborated than their symmetric
counterparts.

Remarkable technological advancements were achiev-
ed during World War II, as reflectors were widely

employed in radar and communication systems [2]. How-
ever, it was only with the proliferation of digital computers
in the late 1960s that most accurate analysis and synthe-
sis algorithms were developed, especially the ones related
to the configurations in Figs. 3c and 3d; see [3–7] for fur-
ther information. Closed-form analysis algorithms are
generally only applied to symmetric reflectors [4,8].

SS

SS

S

S

(a)

(b)

(c)

(d)

Figure 3. The evolution of reflector antenna systems: (a) single
axisymmetric reflector; (b) dual axisymmetric reflector; (c) single
offset reflector; (d) dual offset reflector. The main reflectors are
parabolic.

Figure 2. The Very Large Array (VLA) in
New Mexico is a radiotelescope consisting
of 27 shaped 25-m dual-reflector anten-
nas. (Courtesy of the National Radio As-
tronomy Observatory—NRAO/AUI/NSF).
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In addition, substantial improvements on the electrical
performance of both axisymmetric and offset dual reflector
configurations were obtained with shaping algorithms, an
effort possible only with efficient numerical processing
combined with a solid knowledge of differential geometry
and electromagnetics [5,9,10]. The axisymmetric, dual
shaped reflector was introduced in the 1970s [9] and is
popular for large Earth station antennas. The offset, dual
shaped reflector has a demonstrated aperture efficiency of
84.9% [11] and has been enjoying an increase in popular-
ity. As a consequence, the analysis and design of reflector
antennas are now a specialized and unique area in applied
electromagnetics, responsible for many distinguished po-
sitions in industry and academics.

For the past few decades (as of 2003), reflector anten-
nas have been applied mostly to the areas of satellite
communications and wireless networks, deep-space explo-
ration, and electronics defense. Besides specific designs
applied to unique purposes, such as radiotelescopes and
spacecrafts, reflector antennas are currently also being
produced on a very large scale for commercial wireless
applications, supporting the globalization process through
engineering projects of aggregated values of more than
hundreds of billions of dollars. The large international
satellite operators, for example, such as Intelsat and
Panamsat, allow many developing countries to have prop-
er communication links to the rest of the world. Thus re-
flector antennas also have an important social impact,
connecting people throughout the world, even the ones lo-
cated in extremely remote areas of Earth, such as Indian
tribes, exploration sites, and ships and vessels. In partic-
ular, VSAT (very-small-aperture-terminal) systems are
proliferating in the world, connecting together branches
of large corporations, such as chains of super markets,
banks, and car manufacturers. The VSAT market is ex-
pected to grow at a rate of 20% per year [12].

Other examples of substantial social and economical
impacts are the satellite-based broadband communication
systems, such as the Hughes Spaceway and Intelsat Wild
Blue in which well-defined multibeam coverage is required,
and DTH (direct-to-home) satellite TV systems, such as
Dish Network/Echostar and others, which employ small
offset parabolic antennas to receive the satellite signals at
our homes. As we can see, reflector antennas are present in
our lives as major gateways for the exchange of informa-
tion and also, in a more discrete profile, in defense systems
responsible for sustaining our physical integrity and wel-
fare. Reflector antennas can therefore be considered one of
the most successful electrical devices of all times, especially
due to their significant importance in many modern engi-
neering systems and applications, such as wireless com-
munications, satellite TV, and electronics defense, as well
as in the exploration of our galaxy and beyond.

2. THE PARABOLIC REFLECTOR ANTENNA AND OTHER
SINGLE-REFLECTOR SYSTEMS

2.1. Preliminary Considerations and Geometry

Single-reflector systems, such as the parabolic reflector
antenna, consist of a reflecting surface illuminated by a

feed antenna, usually a horn. It is necessary to know the
radiation characteristics of the feed antenna in order to
evaluate correctly the electrical performance of the reflec-
tor system. A more in-depth discussion is presented in
Section 5. In the next few sections we employ simple an-
alytical models to describe the radiation properties of feed
antennas. Once the feed pattern is known, the total radi-
ation pattern of the reflector system can be obtained using
the techniques described in Section 4, in combination with
the geometric properties of the reflector itself, which is the
main subject of this and following sections.

The general geometry of a parabolic reflector is shown
in Fig. 4, and all associate symbols are listed in Table 1.
Note that Fig. 4 is a cross-sectional view of the three-
dimensional paraboloid. If a full rotation is performed
with H¼ 0 with respect to the axis of symmetry (s axis)
in Fig. 4, an axisymmetric paraboloid of diameter Dp is
formed. The offset reflector is generated from a subsection
of the axisymmetric paraboloid. We limit our analytical
analysis presented next to axisymmetric and offset para-
bolic reflectors with a circular projected diameter. How-
ever, other projected shapes, such as the elliptical one, are
also used in practice with some extension, especially as
Earth station antennas in communication links with syn-
chronous satellites. An effort is made to discuss this and
other types of reflector antennas.

2.2. Basic Equations

First we consider the axisymmetric parabolic reflector,
which is obtained from Fig. 4 for H¼ 0 and Cf¼ 01 (i.e., the
feed antenna mainbeam peak is aimed at the reflector
apex, point A). For this particular case, Dp is the diameter
of the projected aperture and the aperture plane is the xfyf

plane, in which we define polar coordinates (rf,ff). Fur-
thermore we associate the spherical coordinates (rf,yf,ff) to
the rectangular system xf yf zf shown in Fig. 4. The para-
bolic curve can then be expressed in any ff as

rf ¼
2F

1þ cos yf
¼F sec2 yf

2
ð1Þ
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Figure 4. Geometry for the axisymmetric (H¼0) and offset
parabolic reflector. See Table 1 for definitions of parameters.
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or

F � rf cos2 yf

2
¼ 0 ð2Þ

and the projection of rf onto the aperture plane is

rf ¼ rf sin yf ¼ 2F tan yf ð3Þ

which yields rf¼ 0 at the reflector apex (yf¼ 01), and rf¼

Dp/2 at the reflector edge (yf¼c0¼cL¼cU).
The axisymmetric paraboloid is completely specified in

terms of its diameter Dp and curvature rate F/Dp. The
greater is F/Dp, the flatter is the reflector. Common values
are usually between 0.25 and 1.0. At the reflector edge, Eq.
(3) becomes Dp

�
2¼ 2F tan c0, which yields

c0¼ 2 tan�1 1

4
F

Dp

0
BB@

1
CCA ð4Þ

The unit vector n̂n, normal to the parabolic surface, can be
found by normalizing the gradient of Eq. (2) and is given
by

n̂n¼ � r̂rf cos
yf

2
þ ŷyf sin

yf

2
ð5Þ

The angle ai between the surface normal, given by Eq. (5),
and an incident ray coming from the focal point can then
be calculated from

cos ai¼ � r̂rf . n̂n¼ cos
yf

2
ð6Þ

Finally, the angle ar between the correspondent reflected
ray and surface normal can be determined by enforcing
Snell’s law on the reflector surface: ar¼ ai. Thus

cos ar¼ cos
yf

2
¼ ẑz . n̂n ð7Þ

where ẑz¼ � r̂rf cos yf þ ŷyf sin yf . Equation (7) shows that
all rays coming from the focal point F are reflected by the
parabolic surface as a collimated beam parallel to the z

axis, which is coincident with the s axis for the axisym-
metric reflector. Thus the total pathlength from all rays
coming from the focal point F to the aperture plane is
given by

rf þ rf cos yf ¼ rf ð1þ cos yf Þ¼ 2F ð8Þ

where Eq. (1) was employed in the derivation. Equation
(8) shows that the total pathlength is constant, and we
conclude that the phase distribution of a wave coming
from a point source located at the focal point of a parabolic
reflector will be constant across the aperture plane after
reflection. This result yields another very important prop-
erty of parabolic reflectors, namely, that a parabolic re-
flector illuminated by a feed antenna with a unique phase
center located at the focal point produces a uniform phase
distribution across the aperture plane. As already seen,
the beam is also collimated, forming a section of a plane
wave. Nevertheless, the amplitude distribution is not uni-
form, reaching a maximum at the center of the projected
aperture and decreasing toward the edges of the axisym-
metric paraboloid.

These basic properties make the parabolic reflector so
widely used as reflector antennas. Although herein de-
rived for the axisymmetric paraboloid, they are also valid
for the offset case (i.e., Ha0 in Fig. 4). Offset reflectors
offer significantly reduced aperture blockage, as the feed is
not directly in front of the reflector, although still located
at the focal point F, yielding higher gains when compared
to axisymmetric reflectors of similar aperture sizes. From
Fig. 4 we see that the feed needs to be tilted by an angle cf

in order to direct its pattern toward the offset reflector;
otherwise large spillover (i.e., feed radiation missing the
reflector) and associated gain loss are introduced. In many
systems, the feed pointing angle cf is set equal to the angle
that bisects the reflector cB, or to the angle pointed toward
the center of the projected aperture cC. The influence of
the feed pointing angle cf on the electrical characteristics
of offset parabolic reflector antennas is discussed in Sec-
tion 2.4. The angles shown in Fig. 4 are obtained from the
following relations

cL¼ 2 tan�1 4H �Dp

4F

� �
ð9Þ

Table 1. Definitions of Symbols for Single Configuration

Symbols Definitions

D Diameter of the projected aperture of the parabolic main reflector (D¼Dp for an axisymmetric paraboloid)
Dp Diameter of the projected aperture of the parent paraboloid
H Offset of reflector center (H¼0 for an axisymmetric paraboloid)
F Paraboloid focal length
Point F Focal point
Point A Apex of the parent paraboloid
Point B Point on main reflector that bisects subtended angle viewed from focal point
Point C Point on main reflector that projects to the center of the projected aperture
Point P Point on main reflector corresponding to the ray arising from the peak of the feed pattern
cf Angle of feed antenna pattern peak relative to reflector axis of symmetry (s); the feed is directed toward point P

cB Value of cf that bisects the reflector subtended angle (i.e., feed is aimed at point B)
cC Value of cf when the feed is aimed at the reflector point C corresponding to the aperture center
(cU�cL) Angle subtended by the parabolic main reflector as viewed from the focal point
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cU¼ 2 tan�1 1

4
F

Dp

� �

2
664

3
775 ð10Þ

cB¼
cLþcU

2
ð11Þ

cC¼ 2 tan�1 H

2F

� �
ð12Þ

with

Dp¼Dþ 2H ð13Þ

As we see, there are many parameters necessary to specify
completely a parabolic reflector antenna. However, before
we design reflector systems, it is necessary to study a few
of their characteristics and properties. This knowledge is
essential for selecting appropriate configurations for spe-
cific applications. Long-distance and frequency reuse com-
munication systems, for example, require antennas with
high gain and low cross-polarization. Reflector antennas
are particularly suitable for such applications due to their
high gain. However, an in-depth understanding of their
depolarization characteristics is necessary, in order to
achieve designs that guarantee a suitable isolation be-
tween orthogonally polarized channels in frequency reuse
systems. This and other properties that are almost exclu-
sive to reflector antennas are discussed in the next
section.

2.3. Cross-Polarization, Beam Squint, and Beam Deviation

2.3.1. Cross-Polarization. Polarization is a basic char-
acteristic of an electromagnetic wave and describes the
motion of the electric field vector at a fixed point in space
as a function of time. The polarization of an antenna is the
polarization of its radiated wave when operating in the
transmitting mode. Generally, the polarization of any an-
tenna system can be decomposed into two orthogonal com-
ponents in the far field, referred to as copolarization and
cross-polarization, respectively. In the particular case of
reflector antenna systems, the copolarization is usually
taken to be the one presented by the feed antenna em-
ployed to illuminate the reflector. As a consequence, the
cross-polarization is orthogonal to the feed antenna main
polarization. This agrees with Ludwig’s third definition of
cross-polarization [13] and is the one employed here.
Cross-polarization level (XPOL) is defined quantitatively
as the ratio of the peak in the cross-polarized radiation
pattern to the peak value of the copolarized pattern (i.e.,
the mainbeam peak), usually expressed in decibels.

As mentioned previously, reflector antennas cannot be
properly evaluated without first describing the feed an-
tenna. A detailed discussion about modeling feeds is pre-
sented in Section 5. Here we employ an analytical model
that, despite its simplicity, approximates reasonably well
the copolar radiation properties of feeds usually encoun-
tered in practice, such as conical corrugated horns. The
radiation pattern ~EEf of an idealized balanced feed (i.e., the
primary radiation is symmetric in ff) with a fixed phase

center can be described by [3]

~EEf ¼
e�jkrf

rf
Cðyf Þ½ŷyf cos ff � f̂ff sin ff � ð14Þ

where k is the free-space wavenumber 2p/l and

Cðyf Þ¼G010½ðFT=20Þðyf =yf0Þ
2
� ð15Þ

where FT is the feed taper in decibels at yf¼ yf0 and the
gain normalization constant G0 is found by numerical in-
tegration of Eq. (15); see [ for further details. We first ex-
amine the axisymmetric reflector of Table 2 using a
balanced feed as described by Eq. (14), which is purely
linearly polarized (LP) along the x axis, with the Gaussian
pattern of Eq. (15) yielding a 10 dB beamwidth of 701; spe-
cifically, FT¼10 and yf0¼ 351. A yf-polarized feed pattern
can be obtained from Eq. (14) by replacing the argument ff

with (ff–p/2). In addition, a circularly polarized feed is ob-
tained by combining the xf-polarized pattern in Eq. (14)
with a yf-polarized pattern that is in phase quadrature
(i.e., multiplied by a factor of j). The physical optics portion
of the commercial code GRASP (general reflector antenna
synthesis package) is used to compute the radiation
patterns 14][14]. The physical optics formulation ap-
plied to the analysis of reflector antennas is discussed in
Section 2.4.

For the axisymmetric configuration of Table 2, the com-
puted level of XPOL displayed in Fig. 5 is very low; i.e.,
maximum of � 65.35 dB below the main beam peak of
48.62 dBi. Typically, the feed assembly and supports, al-
though not taken into account by the computer simula-
tions, will create more XPOL than this. Although
illustrated for a particular case, this is a general result
(9), and we conclude that reflector-induced XPOL in axi-
symmetric reflectors illuminated by balanced feeds is of-
ten negligible. In addition, according to Fig. 5, the XPOL
peaks are all located in the 451 planes.

Cross-polarization behavior of offset reflectors is illus-
trated with a derivative of the 171l axisymmetric parent
reflector of Table 2. The portion of the upper half of the
axisymmetric reflector is retained such that the offset re-
flector of a 85.5l projected aperture diameter is just fully
offset (i.e., the bottom of the reflector just touches its axis
of symmetry). If the feed remains pointed at the apex of
the parent paraboloid (i.e., cf¼ 01), negligible XPOL is
generated [15]. However, this leads to large spillover and
associated gain loss. Therefore, in practice the feed is tilt-
ed to direct its pattern toward the reflector, resulting in
the introduction of high XPOL.

The offset configuration of Table 2 is not symmetric
about the yz plane, and therefore XPOL is not canceled in
this plane as in the axisymmetric case. In fact, it is exactly
in the yz plane that the peak XPOL levels occur. However,
reflector symmetry is still present about the xz plane, and
no substantial XPOL occurs in that plane. These results
are demonstrated using the GRASP code for the offset
reflector example with the XPOL contour plot shown in
Fig. 6, for which the feed has a pointing angle of cf¼cB¼

39.811, computed according to Eq. (11). The feed again has
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the pattern given by Eqs. (14) and (15), with a 10 dB
beamwidth of 701. The computed peak XPOL is � 22.4 dB
relative to the copolarized beam maximum of 47.39 dBi.
Figure 6 indicates that the copolarized pattern is still
symmetric, and the XPOL peaks are located at the copolar
� 6 dB contour line.

This example is typical of single offset reflectors and
shows that single offset paraboloids illuminated by con-
ventional feeds are limited by XPOL performance [9]. It is
worth noting that cross-polarization arises as a result of
the reflector curvature and the tilting of the feed. A planar
reflector for instance does not depolarize an incident field
coming in a direction perpendicular to the reflector. Thus
we note that XPOL reduces as the reflector curvature rate
F/Dp increases. However, this reduction is not significant
in offset reflectors because of the substantial feed tilting
normally encountered in practice [15]. A XPOL level of
about � 22 dB is often unacceptably high [3,7]. In Section

3.2 we discuss procedures to reduce XPOL in offset para-
bolic reflectors. Next we discuss an important property of
parabolic reflector antennas, inherently related to cross-
polarization.

2.3.2. Beam Squint. As we have seen, offset reflectors
offer significantly reduced aperture blockage but intro-
duce high XPOL when illuminated by a LP feed. On the
other hand, offset parabolic reflectors fed by a circularly
polarized (CP) feed presenting a balanced radiation pat-
tern do not have substantial XPOL. However, beam squint
does occur [9,16]; that is, the mainbeam peak squints off of
the reflector axis in the plane perpendicular to the plane of
symmetry (i.e., beam squint occurs in the yz plane of
Fig. 4). The beam squints to opposite sides depending on
the sense of CP. Beam squint can be a major problem in
satellite and deep-space communications if not carefully
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Table 2. Axisymmetric and Offset Parabolic Reflector Configurations

Property Axisymmetric Offset

Reflector Configuration

Shape Parabolic Parabolic
Projected diameter D, (l) 171 85.5
Parent reflector diameter Dp, (l) 171 171
F/Dp 0.3 0.3
Offset of reflector center H, (l) 0 42.75

Feed Configuration (On Focus)
Polarization Linear (xf) Linear (xf)
Pattern shape Gaussian; Eqs. (14), (15) Gaussian; Eqs. (14), (15)
Gain Gf, (dBi) 14.04 14.04
10-dB beamwidth (deg) 70 70
Feed angle cf, (deg) 0 39.81
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taken into account. A practical formula for the prediction
of the beam squint angle yS in offset parabolic reflectors
with on-focus CP feeds is [16]

yS¼  sin�1 sin cf

2Fk

� �
ð16Þ

where F is the focal distance and k is the free space wave-
number 2p/l. A negative yS means that the beam is squint-
ed toward the left (left-hand CP feed), and conversely, a
positive yS indicates a squint to the right (right-hand CP
feed). Equation (16) shows that the amount of squinting is
inversely proportional to the focal distance F; that is,
longer focal length reflectors experience less beam squint.
If the feed is displaced from the focal point, an equation
similar to Eq. (16) is derived as in Ref. 17. In offset par-
abolic configurations illuminated by off-focus CP feeds,
beam squint occurs simultaneously with an effect called
beam deviation, treated in the next section. Because of
sense reversal encountered on reflection from the main
reflector, the sense of the far-field radiation is opposite
that of the feed [18]. For example, a right-hand circularly
polarized (RHCP) feed produces a left-hand circularly po-
larized (LHCP) radiation in the reflector far field, as
illustrated next.

We consider as an example a just fully offset configu-
ration with a diameter D¼ 18.8l, F/Dp¼ 0.25, and
H¼ 9.4l, illuminated by a CP feed with a pattern of
10 dB beamwidth of 701. This geometry was selected be-
cause it is used in VSAT applications at 18.5 GHz and
measured data are available [3,9]. Figure 7 shows copo-
larized pattern cuts computed by GRASP [14] in the xz
plane with opposite sense CP feeds. For the RHCP main-
beam case (the feed is LHCP) the squint is to the left as
observed in Fig. 7. Conversely, the LHCP mainbeam
squints to the right. From Fig. 7 we note that the angle

between the two beams (total beam separation) is 0.7001,
which is in agreement with the value of 0.6861 from Eq.
(16). The reported measured value [3,9] is 0.7501. Finally,
Fig. 7 also shows that circular XPOL is low (maximum of
42.71 dB below the gain of 33.88 dBi for any of the feed
polarizations). The absence of reflector-induced circular
XPOL in offset paraboloids with on-focus feeds is a general
result, not limited to just fully offset paraboloids (17).

Although circular XPOL is low, there are a substantial
number of LP cross-polarized fields present at any given
instant of time, in both the aperture distribution and far-
field pattern of the offset reflector [19]. This, in conjunc-
tion with the fact that the orthogonal components of the
incident field are not in phase, which is the case of circu-
larly polarized feed antenna, are the two necessary and
sufficient conditions to generate beam squint [17]. We now
present a brief explanation of the beam squint generation
mechanism.

The electric field components on the left side of the re-
flector (y40 in Fig. 4) always lead or lag in phase relative
to the ones on the right side, depending on whether the
primary field is LHCP or RHCP [19]. This leads to a phase
slope condition across the aperture, which squints the
mainbeam to the left (negative angles in Fig. 7) or to the
right (positive angles in Fig. 7). In order to illustrate the
process, consider any two points in the projected aperture
of the offset paraboloid that are equidistant from the re-
flector plane of symmetry. If the feed is LHCP, the electric
field at those points rotates counterclockwise (RHCP
mainbeam), as shown by Fig. 8. Thus, the electric field
vector to the left is leading the one to the right, and as a
final result (considering the influence of all points), the
beam squints to the right (the view in Fig. 8). This is
equivalent to a negative yS in Eq. (16), or to a squint to the
left in the yz plane of the reflector coordinate system (neg-
ative angles in Fig. 7).

2.3.3. Beam Deviation. When a feed is laterally dis-
placed from the focal point of a reflector, either axisym-
metric or offset, the pattern mainbeam is scanned to the
opposite side of the reflector axis. This is referred to as
beam deviation, and arises from a tipping of the aperture
field phase plane relative to the reflector aperture plane.
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The mainbeam direction determined on the basis of these
considerations is herein referred to as the reference axis,
which is tilted from the reflector axis (i.e., the z axis in Fig.
4) according to the amount of feed displacement. Note that
for an axisymmetric configuration, the reflector and ref-
erence axes intersect at the apex of the parent paraboloid
(point A in Fig. 4). If a CP feed is displaced from the focal
point of an axisymmetric or offset paraboloid, both beam
squint and deviation are present at the same time. Thus
the amount of beam squint should be added to the refer-
ence axis in order to determine accurately the final posi-
tion of the mainbeam.

For a feed displacement df along the positive yf direction
as shown in Fig. 4, the reference axis is tilted in the di-
rection opposite that of the reflector axis by an angle yD,
computed according to

yD¼ ½BDF� tan�1 df

F

� �
ð17Þ

where [BDF] is the beam deviation factor, which can be
approximately determined for small feed displacements df,
in axisymmetric and offset paraboloids, by [3,20]

½BDF� ¼

1þ 0:36 4
F

ðDp � 2HÞ

� ��2

1þ 4
F

ðDp � 2HÞ

� ��2
ð18Þ

The nonuniform aperture phase distribution introduced
by the feed displacement is responsible for the beam de-
viation, as already commented, but also lead to pattern
deterioration, which include beam broadening and null
filling. These effects increase as df becomes larger, result-
ing in substantial gain loss. Nevertheless, scanning of the
beam by feed displacement is a technique widely used in
practice, especially when it is difficult or impossible to
move the reflector itself.

2.3.4. Summary of Main Results. There are a large num-
ber of possible reflector geometries, feed types, locations,
and polarizations. Representative configurations were ex-
amined in the previous sections to provide specific values
as well as general conclusions. The many possible config-
urations employing a parabolic reflector are summarized
in Table 3 together with XPOL, beam squint, and beam
deviation effects. Table 3 shows that unbalanced feeds
(i.e., the primary radiation pattern is not symmetric) usu-
ally generate substantial XPOL independent of the feed
polarization or reflector configuration. Beam squint nor-
mally occurs with circularly polarized feeds, except for
small reflector antennas (i.e., Do12l and F/Dpo0.25),
where it can also be present with a linearly polarized il-
lumination [21]. Also, displacing the feed from the focal
point normally generates XPOL and beam deviation.
Table 3 presents a complete overview of the various depo-
larization and beam-pointing properties of single-parabol-
ic-reflector antennas, which is of fundamental importance
for designing effective reflector configurations.

2.4. Design and Manufacturing of Axisymmetric and
Offset Parabolic Reflector Antennas

Design of reflector antennas presents a challenge to the
antenna engineer, especially since so many parameters
are available for adjustment. The main purpose of this
section is to present a complete procedure to design axi-
symmetric and offset reflectors, as well as provide some
insights on the basic tradeoffs inherent to the process.

Within this context, we start by examining the influ-
ence of feed-pointing angle, cf, on gain (G), sidelobe level
(SLL), and cross-polarization (XPOL) of offset reflectors
having H4D/2 (i.e., general offset reflectors). Feed-point-
ing angle is a parameter of significant influence on the
electrical behavior of reflector antennas, providing many
insights on XPOL behavior. Scattering from supporting
structure (struts) is not included, but for an offset config-
uration it is typically negligible. An offset reflector is

Table 3. Polarization and Beam-Pointing Characteristics of Single Parabolic Reflectors

Reflector Geometry Location Feed Type Polarization Cross-Polarization Beam Squint

Axisymmetric Onfocus Balanced Linear No No
Circular No No

Unbalanced Linear Yes No
Circular Yes No

Offfocusa Balanced Linear Yes No
Circular Yes Yes

Unbalanced Linear Yes No
Circular Yes Yes

Offset (cf401) Onfocus Balanced Linear Yes Nob

Circular Nob Yes
Unbalanced Linear Yes Nob

Circular Yes Yes
Offfocusa Balanced Linear Yes Nob

Circular Yes Yes
Unbalanced Linear Yes Nob

Circular Yes Yes

aBeam deviation also occurs; see Section 2.3.3.
bExcept for small reflector antennas (i.e., Do12l and F/Dpo0.25); see Ref. 21 for further details.
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chosen with a diameter D¼ 85.5l, F/Dp¼ 0.3, and offset
distance H¼ 5D/8, corresponding to a geometry that is
popular in VSAT applications. The balanced feed pattern
employed to illuminate the reflector is xf-polarized, as
modeled by Eqs. (14) and (15), with a 10 dB beamwidth
of 701.

Figure 9 shows G, SLL, and XPOL computed by GRASP
[14] as the feed pointing angle, cf, is varied for the selected
configuration. We note from Fig. 9 that the gain curve has
a broad peak, and the sidelobe level is not sensitive to feed
pointing, except at very small angles (cfo301). Only the
near-in sidelobes were considered in this analysis, and
therefore spillover from the feed, which is particularly
high for cfo401 and cf4601, was not included in Fig. 9.
XPOL, however, decreases with decreasing cf. Although
illustrated for a particular case example, this is a generic
and important result, showing that in the limiting case
where the feed is pointed at the apex of the parent para-
boloid (i.e., cf¼ 01), negligible XPOL is generated [15].
However, this leads to large spillover and associated gain
loss. Therefore, in practice the feed is tilted to direct its
pattern toward the reflector, which introduces high cross-
polarization. For approximate designs, as is often suffi-
cient in practice, the feed can be aimed within the range
40��cf�60� in order to keep spillover losses (and conse-
quent gain loss) reasonable. For the particular configura-
tion herein considered, peak gain operation is achieved
with cf¼ 471, which yields G¼ 47.52 dBi.

A classical design scenario has now emerged. The feed-
pointing angle cf is reduced until desirable cross-polar-
ization performance is achieved or until gain is reduced as
far as can be accepted. If, on the other hand, SLL is a
critical parameter, then cf can be optimized to yield nearly
the lowest SLL over a practical range of angles, with only
small reductions in G and XPOL [15]. This is discussed in
more detail in the procedure for designing parabolic an-
tennas, presented next.

After the considerations discussed previously, we now
have a reasonable understanding of the basic concepts of
reflector antennas. The following steps are similar to those
outlined in [22] and summarize a procedure to design axi-
symmetric (H¼ 0) and offset reflector antennas.

1. Determination of Reflector Diameter. The following
equation is very useful to estimate a value of D to
achieve a required gain G [20]

g½not in dB� ¼ eap
4pAp

l2
¼ eap

pD

l

� �2

ð19Þ

where Ap is the physical area of the antenna aper-
ture and eap is the aperture efficiency, typically 0.65
(65%) for many parabolic reflector systems used in
practice. Note that G¼ 10 log g [dB].

2. Determination of Offset Distance. The offset distance
H controls the amount of blockage caused by the
feed and supporting structure on the reflector pro-
jected aperture. Many reflectors nowadays are just
fully offset paraboloids (H¼D/2); that is, the bottom
of the reflector just touches its axis of symmetry.
This configuration avoids the blockage from the feed
supporting structure (struts) and waveguide, al-
though part of the feed aperture is still directly in
front of the reflector. Nevertheless, the total block-
age area is still significantly smaller than the one
presented by axisymmetric configurations (H¼ 0).
Values of H larger than D/2 can overcome blockage
but also increase the total volume occupied by the
reflector, which in some cases is not recommended.
In addition, the manufacturing process and associ-
ated adjustments become more difficult as H in-
creases.

3. Selection of Reflector Curvature. Values usually en-
countered in practice for the reflector curvature, F/
Dp, are between 0.25 and 1.0, where Dp is given by
Eq. (13). Higher values ease the manufacturing pro-
cess (i.e., the reflector is flatter), but require a nar-
rower feed pattern to illuminate the reflector, which
results in larger feed antennas. A typical value now-
adays is (F/Dp)¼ 0.3 which yields a compact design.

4. Determination of Feed Pattern. An important param-
eter for determining the necessary feed pattern is
the reflector illumination RI, which in dB is given by

RI¼ 20 log cos2 yf þcf

2

� �� �
þ 20 logðcosq yf Þ ð20Þ

where the first term on the right-side is normally
referred to as spherical spreading loss, and accounts
for the power spreading due to spherical propaga-
tion of the wave between the focal point and the
parabolic reflector surface. The second term in the
right side of Eq. (20) is the normalized feed pattern
in decibels of

Cðyf Þ¼ cosq yf ð21Þ

which is a pattern model widely used in practice
with Eq. (14), as an alternate to the one given by
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Eq. (15). The main advantage of Eq. (21) over Eq.
(15) is that the directivity of the feed, or its gain if
ohmic losses are not taken into account, can be
found analytically in closed form with [4]

gf ½not in dB� ¼ 4qþ 2 ð22Þ

where gf is the gain of the balanced feed modeled by
Eqs. (14) and (21). The parameter q can be obtained
from Eq. (20) for a required reflector illumination
(RI) in decibels at a direction yf as

q¼

RI

20
� log cos2 yf þcf

2

� �� �

logðcos yf Þ
ð23Þ

An usual value for RI at the reflector edges, often
referred to as edge illumination (EI), is � 11 dB and
assures optimal gain performance for axisymmetric
paraboloids (cf¼ 01 and yf¼cL¼cU) [20].

In offset reflectors, cLacU, but a specified value of
EI at both edges can still be obtained by solving for
cf the equation formed by imposing that q(yfþcf ¼

cL)¼ q(yfþcf¼cU), which yields q(yf¼cL�cf)¼
q(yf¼cU�cf). Once cf is determined, the parame-
ter q can be calculated directly from Eq. (23) for the
specified value of RI (i.e., EI), at either yfþcf¼cL

or yfþcf¼cU, since they now should yield the same
result. Under this condition, the edge illumination
is called balanced, and yields near-minimum side-
lobe levels over practical ranges of feed pointing,
with only small penalties in gain and cross-polar-
ization [15]. A graphical technique to determine cf

for the same condition was introduced in [15], and is
especially indicated when only measured feed pat-
terns are available.

In practice, however, it is common to find offset
systems employing cf¼cB, Eq. (11), or cf¼cC, Eq.
(12). For either case the edge illumination is in gen-
eral unbalanced. As a consequence, different values
of q are obtained with Eq. (23), depending whether
yfþcf¼cL or yfþcf¼cU. A simple arithmetic
mean can then be taken to specify the required
feed pattern. Although approximate, this simple
procedure yields reasonably good results in practice
and is well suited for our purposes.

Once the parameter q is determined, Eqs. (22) and
(19) can be used to estimate the aperture diameter,
or area, of the required feed antenna. A typical value
of eap¼ 0:55 (55%) can be used for feed horns. A more
exact approach is available when the feed antenna is
an open-ended rectangular waveguide of wide and
narrow dimensions a and b, or an open-ended circu-
lar waveguide of radius a. For those cases, the wave-
guide dimensions can be determined from Eq. (22)
respectively with gf ¼ 32ab=pl2 (eap 	 0:81) or
gf ¼ 10:5pa2=l2 (eap 	 0:84). If the result indicates a
feed antenna with an aperture considered too large,
a higher value of RI (i.e., EI at the reflector edges)
should be employed to avoid unnecessary blockage.
For an offset reflector, a larger value of H can also be
tried and the whole procedure needs to be repeated.

The aforementioned design procedure was successfully
employed to obtain the preliminary design of a 1.6 m just
fully offset paraboloid, built and tested for satellite TV re-
ception at the C band (see Fig. 10). Nevertheless, the use
of a suitable computer code before the manufacturing pro-
cess is highly recommended to confirm the electrical per-
formance of the reflector system. Techniques often
implemented in numerical codes for the analysis of reflec-
tor antennas are discussed in Section 4.

As a final note, we mention that surface distortions
from ideal parabolic shapes are normally introduced in
any manufacturing process. Random reflector surface er-
rors can be accounted for by modifying Eq. (19), such as to
include a random surface error efficiency, ers [20]:

g½not in dB� ¼ eapers
pD

l

� �2

ð24Þ

where the total aperture efficiency became the product
(eapers):

ers¼ e�ð2bdSÞ
2

ð25Þ

The parameter dS is the root-mean-square (RMS) surface
deviation and is approximately one-third of the peak-to-
peak error [20]. Detailed information on other efficiency
factors left in eap can be found in the literature [20]. Mass
production of reflectors using presses and molds to shape
glass fibers and other components normally yield
dSE0.01l (ers¼0:98 or 98%). Errors larger than that can
cause significant gain loss and pattern deterioration due
to the introduction of phase errors. Machined metal re-
flectors are very accurate and have dSE0.04–0.5 mm for a
very large band of operating frequencies (from Ku band

Figure 10. Just fully offset parabolic reflector antenna built and
tested for satellite TV reception at C band. (Courtesy of Carlos
Muller, Univ. Brasilia.)
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down to S band). In fact, reflector antennas are wideband
devices by nature, limited at the upper frequencies by the
smoothness of the reflector surface and at the lower ones
by the reflector electrical size. The operating bandwidth of
a reflector antenna in practice is normally set by the
bandwidth of the feed antenna employed to illuminate
the reflector. Reflector antennas are normally fabricated
from aluminum, graphite or carbon-fiber-reinforced plas-
tic (CFRP) and glass fibers or glass-fiber-reinforced plastic
(GFRP). Although herein illustrated for parabolic reflec-
tors, random surface errors occur in any type of reflector
antenna, such as the ones discussed next.

2.5. Other Single-Reflector Systems

A few other types of parabolic reflectors can also be ob-
tained from Fig. 4, including offset configurations. The
parabolic cylinder, for example, is generated by displacing
the parabolic curve along the y-axis. This yields a focal line
in contrast to the focal point of the parabolic reflector. A
feedline or a linear array of feed antennas must be placed
along the focal line for proper illumination of the reflector.
Another example is the parabolic torus, formed by rotat-
ing the parabolic curve with respect to an axis perpendic-
ular to the s axis of Fig. 4. The axis of revolution is in
general placed at a distance from the apex greater than F
and is confined to the plane shown by Fig. 4. Thus the
parabolic torus possess a focal arc and can be visualized as
a curved parabolic cylinder. Multiple feeds are normally
employed to illuminate different sections of the reflector,
producing independent beams with a single reflector an-
tenna, a configuration widely used in satellite communi-
cations.

An example of a reflector antenna not generated by a
parabolic curve is the spherical reflector, which is a section
of a sphere. The Arecibo Observatory, located in Puerto
Rico, employs an axisymmetric spherical main reflector
with a diameter of 305 m for radio astronomy, ionospheric
research and radar investigation of celestial bodies. A line
feed is used because parallel rays coming from space are
reflected along the reflector axis [23]. This is in contrast to
the parabolic cylinder where the focal line is perpendicu-
lar to the reflector axis of symmetry. However, the spher-
ical reflector possesses not only a focal line but also a focal
region where feeds can be placed [24]. Dual offset shaped
reflectors have also been proposed as feed systems, in or-
der to correct the nonuniform phase distribution charac-
teristic of spherical reflectors [23]. Dual- and multiple-
reflector systems are treated in the next section.

3. MULTIPLE-REFLECTOR ANTENNA SYSTEMS

3.1. Cassegrain, Gregorian, and Multiple-Reflector Systems

Dual-reflector systems, such as the ones in Figs. 2b and
2d, can be formed by adding to the parabolic reflectors
previously studied, a hyperbolic reflector (Cassegrain sys-
tem) or an elliptical reflector (Gregorian system). Hyper-
bolic and elliptical reflectors have two focal points, F1 and
F2, and are normally referred to as subreflectors because of

their smaller size when compared to the parabolic main
reflector.

It is known [3,25] that any ray coming from one of the
focal points, say, F2, is reflected by an ellipsoid surface to-
wards the other focal point, F1. For the hyperbolic surface,
the reflection occurs such that the reflected ray appears to
come from F1. Thus, any circular cone of rays (i.e., a sec-
tion of a spherical wave) emanating from F2 and directed
to an elliptical, or hyperbolic, subreflector will then be re-
flected as another circular cone of rays with vertex at the
other focal point F1. Furthermore, if F1 is coincident with
the paraboloid focal point F, and the feed is located at F2, a
perfect circular cone of rays originated at F1 will illumi-
nate the paraboloid. Because of the parabola reflecting
property, a section of a plane wave will then appear at the
paraboloid aperture plane.

There are a few basic advantages of dual configurations
over single ones; for instance, they provide a shorter wave-
guide run to the feed antenna. In addition, dual configu-
rations present lower noise when used as satellite–Earth
terminals. This is due to the limited noise introduced by
the feed spillover beyond the subreflector, given that it is
now directed to cold sky rather than hot earth (ground) as
in the single-reflector case. Many satellite communication
networks employ dual configurations as Earth terminal
antennas. Finally, the inclusion of the subreflector intro-
duces another degree of freedom, which can be used to
enhance electrical performance, such as by canceling
XPOL in offset systems, and/or prescribing the main ap-
erture amplitude and phase distributions in dual shaped
reflectors.

Within this context, dual shaped reflectors can be used
to illuminate larger reflectors, such as the Arecibo (Puerto
Rico) spherical reflector [23], forming a multiple-reflector
system. In this case, they are shaped to correct the phase
aberration characteristic of spherical reflectors. They can
also be used to enhance the scanning properties of spher-
ical reflectors [26].

A multiple-reflector system can also be formed with a
parabolic main reflector, which is illuminated by a se-
quence of hyperboloids and/or ellipsoids employed as sub-
reflectors. The subreflectors must be properly arranged
such that a spherical wave is formed after each reflection.
It can be shown [27] that such a multiple-reflector system
is always equivalent to a single parabolic reflector, nor-
mally referred to as the equivalent paraboloid. This con-
cept also applies to Cassegrain and Gregorian systems
[25,27], and is especially useful to determine the condi-
tions for canceling XPOL in offset systems, as discussed
next.

3.2. Conditions for Minimizing Cross-Polarization in
Offset Cassegrain and Gregorian Systems

The Cassegrain and Gregorian offset configurations of Fig.
3d can be optimized to cancel reflector-induced XPOL. We
focus our discussion on the Gregorian system, but all main
results presented here are also valid for the Cassegrain
system [3,24,25]. Although less compact, the Gregorian
configuration has been increasily used in practical appli-
cations, especially as it allows the main reflector to have a
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just fully offset geometry (i.e., the bottom of the main re-
flector just touches its axis of symmetry). Cost-effective
designs often require that an existing single offset reflec-
tor mold be used to construct the main reflector of a dual
configuration. However, many such existing molds in in-
dustry are for just fully offset geometries, which justifies
the recent preference for Gregorian configurations. In or-
der to upgrade an existing mold to a dual offset Cassegrain
system, a main reflector other than just fully offset is re-
quired to avoid blockage. This is due to the fact that the
hyperbolic subreflector, in contrast to the elliptical one, is
located above the axis of symmetry of the parent main re-
flector, as shown by Fig. 3d. In addition, the Gregorian
configuration allows the main reflector to be used also as a
single-focused configuration without the need of removing
the subreflector; see Section 3.3 for further details. Nev-
ertheless, Cassegrain configurations have also been wide-
ly used in many practical systems, and all conditions for
minimizing XPOL herein discussed also apply to them.

The general geometry of a dual offset Gregorian con-
figuration is shown in Fig. 11, and the symbols are defined
in Table 4. Although not shown in Fig. 11, the main re-
flector projected aperture is circular, such as the one in
Fig. 4. The subreflector employed in a Gregorian offset
design is a section of a parent ellipsoid described by the
expression

ðxS � cÞ2

ðfSþ cÞ2
þ

y2
Sþ z2

S

ðfSþ cÞ2 � c2
¼ 1 ð26Þ

where all variables and coordinates are as defined in
Fig. 11 and Table 4. It is worth mentioning that the pro-
jections of the subreflector onto the ySzS and xSyS planes
are ellipses.

As mentioned above, the geometry of Fig. 11 is equiv-
alent to a single parabolic system. Furthermore, we saw
previously that if the feed-pointing angle, cf, is coincident
with the reflector axis of symmetry, no substantial XPOL
is generated. This condition can be satisfied for the equiv-
alent single paraboloid, provided the original dual config-
uration of Fig. 11 satisfies the following relation [28]

tan a¼
je2 � 1j sin b
ð1þ e2Þ cos b� 2e

ð27Þ

where e is the subreflector eccentricity (0oeo1 for an el-
lipsoid and e41 for a hyperboloid), e¼ c/(fsþ c). Equation
(27) is generally referred to as Mizugutch condition and
has the following alternate form known as Dragone con-
dition [25,27]

tan
a
2
¼

eþ 1

je� 1j
tan

b
2

ð28Þ

where the term (eþ 1)/(|e–1|) is normally referred to as
the subreflector magnification, M. Rusch et al. [25] gave a
condition based on the same equivalent paraboloid con-
cept that simultaneously minimize XPOL and spillover
loss (i.e., feed radiation missing the subreflector)

tan
b
2
¼

e� 1

eþ1

� �2

tan
bþcc

2

� �
ð29Þ

where cC is the angle subtended to the center of the main
reflector and is given by Eq. (12). The Rusch condition, Eq.
(29), can be applied only to dual systems employing a
parabolic main reflector with a circular projected aper-
ture, in contrast to Mizugutch or Dragone conditions,
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Figure 11. General geometry of the
dual offset Gregorian reflector an-
tenna. The symbols are defined in
Table 4.
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Eqs. (27) and (28), which can be applied to reduce XPOL of
systems with arbitrary projected apertures. Although
more restrictive, the Rusch condition, in addition to
XPOL, also minimizes spillover loss, given that the result-
ing equivalent paraboloid is constrained to be always axi-
symmetric [25]. This yields the feed axis of the original
dual configuration pointing in the direction that bisects
the subreflector subtended angle, as shown in Fig. 11. En-
forcement of Mizugutch or Dragone conditions in general
does not result in an axisymmetric equivalent paraboloid,
which may lead to high spillover loss even though XPOL is
kept to a minimum. In fact, the result in the Rusch con-
dition, Eq. (29), can be visualized as the one particular
solution of Eq. (27) or (28) that yields an axisymmetric
equivalent paraboloid with cf¼ 01, thus simultaneously
minimizing XPOL and spillover loss.

It is important to note that Eqs. (27)–(29) are effective
to reduce only the reflector-induced XPOL. A simple worst
case model for predicting the influence of feed XPOL in
reflector systems is [7]

XPOLS¼XPOLFþXPOLR ð30Þ

where XPOLS, XPOLF, and XPOLR are respectively the
cross polarization levels of the total system, the feed, and
the reflector(s). XPOL here is expressed as a field ratio
(not in decibels, using the 10value in dB/20 transformation).
The simple result in Eq. (30) shows that either the feed or
the reflector XPOL can dominate the system XPOL. Since
dual offset configurations satisfying any of the conditions
in Eqs. (27)–(29) yield low reflector XPOL, system XPOL is
usually limited by feed XPOL. We use, as an example, a
low cross-polarized dual offset Gregorian reflector anten-
na, employing a just fully parabolic main reflector with a
2.4-m diameter. When a feed XPOL value of � 32 dB is

included, the system XPOL computed by GRASP [14] in-
creases from � 48.19 to � 31.75 dB. Equation (30) yields
� 30.75 dB, which is in good agreement for such a simple
formula. In addition, Eq. (30) can also be used to predict a
feed XPOL level required to attend a given specification of
system XPOL.

A clever way to minimize feed XPOL in synchronous
satellite reflector systems is by using a dual-gridded re-
flector [29], normally made of carbon-fiber-reinforced plas-
tic (CFRP). In this configuration, the parabolic reflector
consists of two almost completely superimposed shells,
such that the respective focal points fall in different loca-
tions to be fed by different feed antennas. Each shell re-
flects only one type of linear polarization. In a single dual-
gridded configuration, the phase center of each one of the
feeds is placed at the focal point of the parabolic shell that
reflects the corresponding feed polarization. Thus the
XPOL of the feed generating one type of polarization will
be reflected only by the shell with a different focal point.
This causes the XPOL beam to scan off boresight, as seen
in Section 2.3.3. With the proper choice of orientations for
the two shells, the XPOL beams generated by both feeds
are steered off Earth coverage while the COPOL beams
are kept at the desired locations.

As an illustration of using the minimum XPOL condi-
tions expressed in Eqs. (27)–(29), we consider the offset
parabolic system discussed next.

3.3. The Green Bank Radio Telescope

The Green Bank (Radio) Telescope (GBT) is the largest
fully steerable radio telescope in the world (see Fig. 12). Its
offset design provides a clear 100-m-diameter projected
aperture. The GBT structure can be pointed to view the

Table 4. Definitions of Symbols for Dual Configuration

Symbols Definitions

D Diameter of the projected aperture of the parabolic main reflector
Dp Diameter of the projected aperture of the parent paraboloid
H Offset of reflector center
F Paraboloid focal length
Point F1 Common focal point of the parabolic main reflector and ellipsoidal subreflector
Point F2 Ellipsoid focal point; feed antenna location
Point A Apex of the parent paraboloid
Point AS Apex of the ellipsoidal subreflector
Point B Point on subreflector which bisects subtended angle viewed from F2; point B also results from the intersection of the

ray coming from point C on the main reflector and the feed axis (zf)
Point C Point on main reflector that projects to the center of the circular projected aperture
cC Angle of feed antenna pattern peak after reflecting on the subreflector relative to the main reflector axis of sym-

metry (s)
(cU�cL) Angle subtended by the parabolic main reflector as viewed from the focal point F1

DS Height of the ellipsoidal subreflector
e Subreflector eccentricity (0oeo1 for an ellipsoid)
c Half of the ellipsoid interfocal distance
fS Distance between a focal point and the closest ellipsoid apex
a Feed pointing angle measured relative to the ellipsoid axis of symmetry (xS)
b Angle between the ellipsoid and parent paraboloid axes of symmetry (xS and s, respectively)
g Angle between the main reflector and feed axes (s and zf)
yE Half of the angle subtended by the subreflector as viewed from the feed antenna location (ellipsoid focal point F2)
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entire sky down to a 51 elevation angle using a wheel-and-
track mechanical design. The reflecting surface consists of
2000 solid panels that can be positioned using actuators
behind the panels. A laser-ranging system is used to de-
termine the positions of the panels, adjusting surface ac-
curacy with closed-loop control.

The GBT is connected to radiometers that can receive
signals in several frequency bands. From 290 to
1230 MHz, the GBT operates as a single offset reflector
using a feed assembly aimed directly at the main reflector.
From 1 to 45 GHz, it operates as a Gregorian dual offset
reflector using the feeds in the receiver room that are
aimed at the ellipsoidal subreflector. The Gregorian con-

figuration has the focal points in the area between the
subreflector and the main reflector, allowing the subre-
flector to remain fixed even when the telescope operates in
the single offset reflector mode. This is not possible with a
Cassegrain configuration [30].

We start by examining the GBT single offset configura-
tion, with the characteristics listed in Table 5, employing
the codes GRASP [14] and PRAC [7]. Further information
on the parabolic reflector analysis code (PRAC) are pre-
sented in Section 4.2. The performance values, also listed
in Table 5, were computed at 15 GHz in the plane normal
to the plane of symmetry (i.e., the yz plane of Fig. 4).
Note that both codes yield very similar results for this

Figure 12. The Green Bank Radio Tele-
scope reflector antenna. The 100-m main
reflector consists of 2000 solid panels. The
structure can be pointed to view the entire
sky down to a 51 elevation angle, and is
the largest fully steerable radio telescope
in the world. (Courtesy of the National
Radio Astronomy Observatory—NRAO/
AUI/NSF.)

Table 5. GBT Single-Offset-Reflector Configuration and Computed Performance Values

a. Main Reflector Configuration

Shape Offset paraboloid
Projected diameter D 100 m
Parent reference Diameter Dp 208 m
Focal length F 60 m
Offset of reflector center H 54 m

b. Feed Configuration (On Focus)

Computation PRAC GRASP

Polarization Linear (xf) cosine4.58; Eqs. (14), (21) Linear (xf)
Pattern shape Gaussian; Eqs. (14), (15)
Gain Gf (dBi) 13.08 13.14
10-dB beamwidth, degrees (deg) 77.92 77.92
Feed angle (cf), degrees (deg) 42.77 42.77

System performance gain G (dBi) 82.87 82.79
Cross-polarization level (XPOL) (dB) �21.54 �21.56
Sidelobe level (SLL) (dB) �26.72 �27.21
Aperture efficiency eap (%) 78.48 77.05
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geometry. We note from Table 5 that gain is 82.87 dBi and
XPOL is � 21.54 dB (61.33 dBi), as computed by PRAC.

In order to lower XPOL, we upgrade the GBT single
offset system of Table 5 to a low cross-polarized dual offset
Gregorian antenna according to Eq. (29). Design param-
eters, such as the desired subreflector size, were obtained
from [1]. The resulting configuration is listed in Table 6
and agrees with [30]. New dual configurations employing
the same GBT offset main reflector of Table 5 can be ob-
tained using different design parameters, such as a new
subreflector size or feed configuration, as discussed in [31].

Table 6 also presents the performance values at 15 GHz
computed with GRASP in the same plane considered for
the single offset configuration discussed previously. We
note that XPOL is now � 43.01 dB, more than 20 dB lower
than the XPOL of the single configuration in Table 5.
However, a feed antenna with high XPOL will likely de-
grade the total system XPOL performance, as addressed
in the previous section.

4. ANALYSIS METHODS AND EVALUATION

4.1. Geometric and Physical Optics Formulations

In both geometric optics (GO) and physical optics (PO)
formulations, the ultimate goal is to determine equivalent
currents that can then be integrated to obtain the far-field
patterns, a process well described in the literature on ap-
erture antennas [20]. Here we focus on the assumptions
and approximations inherent to each of these formula-
tions, as well as on their intrinsic differences.

The GO technique yields the aperture fields assuming
that Snell’s law is satisfied on reflection. The far-field pat-
terns can then be calculated using a Fourier transform
directly, which is equivalent to obtaining equivalent cur-
rents and then integrating as described later in this sec-
tion. With the use of image theory, it is necessary to know
only the electric field distribution over the reflector pro-

jected aperture Er, which is computed from the incident
electric field Ei (i.e., the feed radiation), with [20]

Er¼ 2ðn̂n .EiÞn̂n� Ei ð31Þ

where n̂n is the unit vector normal to the surface; see Eq.
(5). Equation (31) assumes that at the point of reflection
the reflector is planar and perfectly conducting. In addi-
tion, the incident wave from the feed antenna is treated
locally as a plane wave. These same assumptions are also
used by the PO technique to determine the surface cur-
rents, Js, over the reflector as follows

Js¼ 2n̂n�Hi ð32Þ

where Hi is the incident magnetic field from the feed an-
tenna, and can be computed from Eq. (14), recalling that
in the far-field H¼ ðr̂r�EÞ=Z (where Z is the free-space
characteristic impedance). The PO approximation as-
sumes that currents exist only over the side of the reflec-
tor directly illuminated by the feed antenna.

The far-field pattern can then be determined by sum-
ming up the individual contributions of each current point
over the surface, taking into account the different ampli-
tudes and phases due to the excitation and spatial loca-
tion. Antenna theory shows that a unitary point source of
current radiates a spherical wave, which is normally re-
ferred to as the free-space Green function (e�jkr=4pr); see
[20] for further details. In the limit, as the current distri-
bution becomes continuous, such as the one given by Eq.
(32), the weighted sum of spherical waves becomes an in-
tegral, yielding the radiated patterns.

Note that the integration process for obtaining the pat-
terns is the same of the one employed by the GO tech-
nique, given that once the aperture distribution is
determined from Eq. (31), equivalent currents can then
be obtained and integrated over the reflector aperture.
This process is equivalent to computing the Fourier

Table 6. GBT Dual Offset Reflector Configuration and Computed Performance Values

a. Reflector Configuration Values

Main Reflector Configuration Subreflector Configuration

Shape: offset paraboloid Shape: offset ellipsoid
Projected diameter D, 100 m Projected height DS, 7.55 m
Parent reference diameter Dp,

208 m
Parameter c of ellipse, 5.9855 m

Focal length F, 60 m Parameter fS of ellipse, 5.3542 m
Offset of reflector center H, 54 m Eccentricity e 0.5278
Angle (b), 5.581 Angle (b), 5.581

b. Computed Performance Values

Feed Configuration (On Focus) GRASP System Performance (GRASP)

Polarization Linear (xf) Gain G 82.83 dBi
Pattern shape Gaussian; Eqs. (14), (15) Cross-polarization level (XPOL) �43.01 dB
Gain Gf 21.31 dBi Sidelobe level (SLL) �22.56 dB
10-dB beamwidth 301 Aperture efficiency eap 77.76%
Angle (a) 17.911
Angle (g) 12.331
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transform of the aperture distribution given in Eq. (31).
One difference between GO and PO is that PO currents
are determined over the reflector curved surface and the
GO equivalent currents, over the planar projected aper-
ture; the latter are already in a format more appropriate
for integration through a Fourier transform. However, the
use of a Jacobian transformation [3,4] maps the PO cur-
rents over the reflector curved surface to the planar aper-
ture, yielding the possibility of also using Fourier
transforms for performing the integration. Analytical in-
tegration is possible only for arbitrary symmetric reflec-
tors [4,8], and numerical techniques are normally
required to evaluate offset reflectors, as discussed in the
next section.

The PO formulation is generally considered more ac-
curate than GO to evaluate offset reflectors, especially if
XPOL assessment is of main concern. However, pattern
accuracy as determined from both techniques degrade be-
yond the mainbeam and near-in sidelobes. The pattern in
the far-out region is dominated by diffraction effects, es-
pecially scattering from the reflector and/or subreflector
edges. This is accounted for by augmenting GO with the
use of the geometrical theory of diffraction (GTD) or aug-
menting PO with edge currents through the physical the-
ory of diffraction (PTD); see [20] and [32] for further
details. However, the near-in pattern region is, most of
the time, the region of interest when analyzing high-gain
antennas such as the reflector antennas considered here.

4.2. Numerical Implementation and Accuracy Evaluation

In this section we discuss one of many possible numerical
implementations of the PO formulation addressed above;
see [4] for alternate procedures. Reflector surface currents
are computed from Eq. (32) for the balanced feed model
given by Eqs. (14) and (21). A set of coordinate transfor-
mations, rotations, and translations is necessary in order
to describe the far-field patterns as a function of the re-
flector local coordinate system {xyz}, given that the feed
pattern is described as a function of the feed local coordi-
nate system {xfyfzf}. Although not shown, Eulerian angles
[33] are employed for generality, and we mention that a
solid background on geometry and vector calculus is nor-
mally required for the analysis of reflector antennas.

The procedure employs a Jacobian transformation, as
discussed previously, and evaluates numerically the fol-
lowing integral [4] using a numerical procedure based on
the Gauss–Zirnike integration method [34]

~EEð~rrÞ¼ � j
Z
2l

e�jkR

R
ð
~~II~II � r̂rr̂rÞ .

Z

s0

Z
~JJð~rr0ÞJSejkr̂r .~rr0ds0 ð33Þ

where r̂rr̂r .~aa is shorthand for r̂rðr̂r .~aaÞ, and ð
~~II~II � r̂rr̂rÞ is included

to remove the radial component (far-field approximation)
[4]. The unit dyad

~~II~II is equal to the identity matrix for our
purposes, and the Jacobian transformation, JS [4,33], is
employed to allow the integral to be evaluated over the
reflector planar projected aperture s0. However, the cur-
rents are still defined over the reflector curved surface. In
addition, the Jacobi–Bessel method [33] is used to express
part of the kernel in Eq. (33) as a sum over a set of

orthogonal functions defined on the antenna aperture.
Within this context, numerical integration is necessary
only to evaluate the coefficients of the series expansion,
which employs the modified Jacobi polynomials in the ra-
dial direction and a Fourier series in the circumferential
direction.

The aforementioned procedure was implemented in the
code PRAC (parabolic reflector analysis code) [7]. PRAC is
a user-friendly code developed by the author to analyze
axisymmetric and offset parabolic reflectors, and yields
the co- and cross-polarized radiated fields with high
accuracy and efficiency. PRAC is currently being used by
many universities and major industries worldwide, and an
academic version of the code is distributed with [20].

In order to evaluate the accuracy of the code, we select
as a baseline configuration for analysis a just fully offset
paraboloid with a diameter D¼ 85.5l, F/Dp¼ 0.3, and off-
set distance H¼ 42.75l. The reflector illumination is mod-
eled by the balanced feed described by Eqs. (14) and (21),
with a 10 dB beamwidth of 781 (q¼ 4.57 yielding a feed
gain of 13.07 dBi). The offset reflector choice corresponds
to a 1.8-m-diameter VSAT Earth terminal antenna oper-
ating at 14.25 GHz, similar to the one shown in Fig. 13.

Figure 14 shows the computed co- and cross-polarized
patterns and measured data for the example offset para-
bolic reflector in the plane normal to the plane of symme-
try (i.e., the yz plane). XPOL is expected to be maximum at

Figure 13. Just fully offset parabolic reflector antenna with a
projected aperture diameter of 1.8 m (courtesy of Nick Moldovan,
Prodelin Corp.).

REFLECTOR ANTENNAS (PARABOLIC ANTENAS, DISH ANTENAS) 4465



this plane, as discussed in Section 2.3.1. We note from Fig.
14 that the results obtained with PRAC are in good agree-
ment with the measured data. The measured gain of
46.78 dBi is about 0.8 dB below the computed gain of
47.60 dBi due to losses and system imbalances. System
XPOL is also a little overestimated by the computer sim-
ulations for this example. In fact, the measured system
XPOL is � 22.00 dB, whereas PRAC yields � 21.27 dB.
Nevertheless, PRAC yields a valuable estimate on how the
reflector system behaves electrically, showing the necessi-
ty of a numerical evaluation previous to the manufactur-
ing process. It is worth mentioning that analysis of this
same baseline configuration with the physical optics por-
tion of GRASP [14], yielded almost identical results [7],
with the exact same locations for the nulls and peak side-
lobes and XPOL lobes, confirming the accuracy of PRAC
and PO analysis for evaluating offset reflectors.

As final notes on the analysis of reflector antennas, we
mention that the lower integration limit in Eq. (33) can be
set such that to account for an equivalent circular area of
blockage, normally caused by the feed and supporting
structure in axisymmetric reflectors. In addition, the in-
tegral in Eq. (33) can also be evaluated over areas s0 other
than the circular, in order to analyze reflectors with pro-
jected apertures such as the elliptical one. Reflectors with
elliptical apertures present a far-field pattern with a
mainbeam that is narrower in the plane containing the
major axis of the ellipse, and are used in practice to trans-
mit signals to synchronous satellites. The main advantage
is a more compact design, when compared to the full cir-
cular aperture, offering less resistance to wind and saving
material during the manufacturing process. The lower
gain (i.e., wider beam) in the plane containing the minor
axis of the ellipse does not degrade system performance
for this particular application, given that only a single belt

of synchronous satellites exists and therefore beam reso-
lution is required only in one plane. Finally, both GO and
PO formulations can also be used to evaluate dual- and
multiple-reflector systems. The simplest procedure is to
first determine the radiation pattern of the system formed
by the feed antenna and subreflector, and then use this
result as the incident field on the next subreflector or main
reflector. It is also common to employ GO for the subre-
flector analysis and then PO in the final step to evaluate
the main reflector for better accuracy. This combination
saves computer time as GO analysis is generally faster
than PO [20].

5. FEED ANTENNAS

Feed antennas for reflector configurations are normally
horn antennas (sectoral, pyramidal, conical corrugated,
etc.), although wire antennas and others are also encoun-
tered in practice. The sectoral horn, for instance, is used
for illuminating reflectors with elliptical projected aper-
tures, which were discussed previously. In addition, it is
also common to have an array of horns or other type of feed
antennas illuminating shaped reflectors or large reflec-
tors, such as radiotelescopes. This is because the array
yields better control on the phase distribution employed to
illuminate the reflector, enhancing beam contour and
beam-scanning performance. Equation (17) can be used
to set the initial positions for the feed antennas [3]. A
contoured beam is required to illuminate properly an spec-
ified region of Earth, as seen from a satellite, and can be
accomplished with the shaping of the reflector or with the
use of a feed array; see also Section 6 for more details. An
example of a multifeed array illuminating a parabolic re-
flector for contoured beam applications is the Intelsat-9
series of C-band and Ku-band satellites, built by Space
Systems/Loral (see Fig. 15). The transmit feed array has
more than 100 feed horns and is located on the Earth deck
tower, facing the largest reflector shown in Fig. 15, which
is a parabolic reflector with a superquadric projected ap-
erture. Feed horns, as well as the remaining parts of the
feed chain (polarizer, orthomode transducer, diplexer,
etc.), can be manufactured with very good precision and
electrical performance from aluminum, magnesium, tita-
nium, graphite, or carbon-fiber-reinforced plastic (CFRP),
glass fiber reinforced plastic (GRFP) and other materials.

We start by discussing analytical models that approx-
imately describe the electrical behavior of feed antennas
usually encountered in practice. It is not our intention to
analyze feed antennas completely, but rather present sim-
ple analytical models that can be useful to antenna engi-
neers as a first approximation to real feed patterns or
more sophisticated models available in the literature [35].
The simplest model is the balanced feed given by Eq. (14),
normally used with Eq. (15) or (21). Balanced radiation
patterns can be obtained in practice with the use of mul-
timode horns, like the Potter horn, and hybridmode horns,
such as the conical corrugated ones [24,35]. An alternate
version of Eq. (14) can be obtained for feeds presenting
different pattern cuts in the E plane (ff¼ 01) and H plane
(ff¼901). The feed patterns in these two planes are
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Figure 14. Computed and measured radiation patterns at
14.25 GHz of a 1.8-m single-offset parabolic reflector antenna.
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usually all that is known. As in Eq. (14), we assume that
the feed is purely linearly polarized in the xf direction,
yielding [3]

Ef ¼
e�jkrf

rf
½ŷyf CEðyf Þ cos ff � f̂ff CHðyf Þ sin ff � ð34Þ

where CE(yf) and CH(yf) denote the feed pattern cuts in
the E and H planes, respectively. A yf-polarized feed pat-
tern, as well as circularly polarized ones, can be obtained
from Eq. (34) introducing the modifications already sug-
gested in Section 2.3.1. Note that Eq. (34) reduces to
Eq. (14) for CE(yf)¼CH(yf)¼C(yf), yielding a balanced
illumination.

As discussed in Section 2.3.4, balanced feeds yield im-
proved performance when illuminating reflector systems.
A type of balanced feed antenna widely used in practice is
the corrugated conical horn, also often referred to as the
scalar horn. Corrugated conical horns present a phase
center that is reasonably stable with frequency [24,35], in
addition to a copolarized pattern that is nearly balanced
for practical purposes and can be well modeled by Eqs. (14)
and (15) or (21).

The main purpose of using corrugations is to obtain the
same boundary conditions around the inside of the horn.
For corrugation depths of a quarter wavelength, the short
circuit at the bottom is transformed to an open circuit at
the top of the corrugation, yielding boundary conditions
that appear to be more uniform as the number of corru-
gations per wavelength increase [20]. This yields a sym-
metric radiation pattern down to as low as � 25 dB over a

reasonably wide operational bandwidth, typically of 1.6 : 1
or more.

The cross-polarized pattern, however, may contain
peaks in the 451 planes [35]. As discussed in Section 3,
and approximately modeled by Eq. (30), feed XPOL peaks
appear in the far-field patterns of dual reflector systems,
even with the enforcement of the conditions given by
Eqs. (27)–(29). In order to minimize feed XPOL, a careful
design and construction process must be performed. The
corrugation depths must be set properly to achieve reso-
nance, taking into account all dimensions related to the
corrugations as well as the general geometry of the horn
[24]. The process has been successfully accomplished in
practice, often also employing sections of tapered and/or
dual-depth corrugations, yielding horns presenting bal-
anced copolar patterns and XPOL levels below � 35 dB
over practical operational bandwidths [24,36].

6. ADVANCED TOPICS AND RESEARCH

6.1. Reflector Antenna Upgrading

Reflector antenna designs have evolved through several
configurations in order to increase performance and/or re-
duce structural complexity. Electrical parameters that are
of prime interest are aperture efficiency, sidelobe level
(SLL), and, more recently, cross-polarization level (XPOL).
All topics discussed here apply to the various types of re-
flectors addressed previously. However, the offset configu-
ration is the one most likely to retain in the near future
the largest percentage of the reflector antenna market.

Figure 15. Intelsat-9 series of seven
C-band and Ku-band satellites. The trans-
mit feed array contains more than 100
feed horns and is located on the Earth-
deck tower, facing the largest reflector
shown in the figure. (Courtesy of Space/
Systems Loral and Intelsat.)
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We first focus our attention on XPOL. Reflector
antennas presenting low XPOL performance (e.g.,
XPOLr� 35 dB) are necessary for frequency reuse appli-
cations, in which an overlap of orthogonally polarized
channels is permitted. Many efforts are being conducted
to develop these kinds of antennas for mass production
[7,37]. Dual offset reflectors can be designed for low-cost
construction, provided that specific manufacturing con-
straints are carefully taken into account [7], an effort that
can be achieved only with the increased interest of indus-
try. Single offset systems illuminated by a matched feed
[24] or a feed with a lens [37] can also be designed to sat-
isfy stringent requirements on XPOL, yielding very
compact designs. In the latter case, the lens is designed
such that it replaces the subreflector, and in both cases
bandwidth performance is not obtained as easily as with
the dual-reflector configuration. Research continues to be
conducted within the area, yielding innovative solutions
that provide satisfactory XPOL performance while attend-
ing practical manufacturing specifications. Cost-effective
solutions normally require that attendance of a particular
specification, such as low XPOL, be achieved with minimal
capital outlay, which implies on using the maximum
amount of infrastructure and technology already imple-
mented. In particular, as mentioned previously, there is a
tendency to employ existing molds for the main reflector, a
concept referred to as reflector upgrading [7].

Within this context, existing single offset reflector
molds are normally used to construct the main reflector
of a dual configuration. However, many such molds are for
just fully offset geometries, which in general produce a
dual reflector configuration that is Gregorian with the
feed axis zf intersecting the main reflector (see Fig. 11).
The same problem may also occur in certain Gregorian
configurations even when the main reflector is not just
fully offset. The final design should provide suitable clear-
ance between the bottom of the main reflector and the feed
axis in order to access the feed antenna with a straight
section of waveguide, thus reducing the complexity and
cost of the manufacturing process. This setup is achieved
by rotating the parent ellipsoid (i.e., the conical surface
from where the subreflector is generated) until the desired
clearance is obtained. The rotation is performed in a way
such that the feed remains pointed toward the intersec-
tion of the new subreflector and the ray coming from the
center of the main reflector, thus avoiding the introduction
of spillover and phase errors.

The non-conventional design obtained after the rota-
tion of the parent ellipsoid may present a XPOL degrada-
tion due to the fact that the minimum XPOL conditions,
Eqs. (27)–(29), are no longer satisfied. A simple solution to
this problem is to alter the value of the subreflector ec-
centricity, while keeping all orientation angles constant.
In general, eccentricity values greater than the one em-
ployed before the rotation will reduce system XPOL [7],
yielding a low cross-polarized dual offset Gregorian an-
tenna that has adequate clearance between the feed axis
and the bottom of the main reflector. In addition, the re-
sulting configuration has the ability to operate with either
a linearly polarized (LP) or a circularly polarized (CP) feed
over a wide bandwidth without the need of being reposi-

tioned (no substantial beam squint). Conversely, subre-
flector rotation can also be utilized with CP feeds to
achieve beam scanning through beam squint, given the
introduction of linear XPOL in a controlled way [38]. The
process keeps the reflector system focused at all times,
avoiding pattern degradations and sustaining broad oper-
ational bandwidth.

Compact designs for reflector systems is also a subject
that has been investigated for years. It is desirable, for
example, to upgrade a main reflector with a subreflector
that is as small as possible. In addition, with the spread-
ing of satellite TV at Ku band (see Figs. 16 and 17) em-
ploying single offset systems for reception, there is now
widespread interest to minimize the size of the reflector
while maintaining a required gain performance. This is
only possible by increasing aperture efficiency through the
reduction of diffraction effects and feed blockage. High-
performance feeds are also necessary, especially if they are
located close to the reflector, such as in a very compact
design, requiring a complete near-field analysis. Finally,
microelectronics technology is integrating both low- and
high-frequency hardware to the feed system. It is common
nowadays to find feeds that already include low-noise
amplifiers, downconverters, and other electrical devices
in a single unit.

6.2. Shaped, Deployable, and Frequency-Selective
Reflector Surfaces

Reflector antennas can be shaped to improve gain and ap-
erture efficiency. The basic concept is to shape the subre-
flector of a dual-reflector system to obtain the desired
amplitude distribution at the main reflector projected
aperture, normally nearly uniform for maximizing gain,
and then shape the main reflector to recover the uniform
phase distribution that was disturbed by shaping the sub-
reflector. Resulting aperture efficiencies are usually in the
range of 70–80%, although higher values have been re-
ported for dual shaped offset systems [11]. The fundamen-
tal tradeoff that antenna designers must face, in this case,
is the achievement of such efficiencies while still achieving
satisfactory sidelobe levels.

Another topic certain to continue receiving attention in
the future is the shaping of single-reflector systems for
contoured beam applications. A contoured beam is neces-
sary to illuminate efficiently from a satellite specific re-
gions of Earth. This avoids unnecessary coverage of
regions outside the satellite main service area. Reflector
shapes for contoured beam and high-gain applications, es-
pecially for the offset case, are normally obtained numer-
ically through elaborated synthesis and optimization
processes [3–5,9,10,39], which include the feed antenna
or array. Also important is the mathematical and numer-
ical modeling of the surfaces to yield results possible to be
implemented in practice [40]. Research has been conduct-
ed comparing the electrical performance of the following
three configurations: (1) shaped reflector with a single
feed, (2) parabolic reflector with a feed array, and (3)
shaped reflector with a small feed array (hybrid configu-
ration). Preliminary results indicate that the electrical
performance (mainly gain and isolation) peaks for the first
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two configurations, with the hybrid one falling between
them. In particular, state-of-the-art space technology em-
ploys a single receive/transmit feed illuminating a shaped
reflector, nowadays a configuration with similar electrical
performance to the parabolic reflector illuminated by a
large feed array but with a quicker production time. The
iPSTAR-1 satellite, for example, employs three Ku-band
shaped reflectors on the Earth deck tower, in addition to
the multibeam Ku-band and Ka-band deployable reflec-
tors on the east and west panels, (see Fig. 18). Most
shaped reflectors are fabricated from carbon-fiber-rein-

forced plastic (CFRP) using graphite molds, although oth-
er materials can also be used; see Section 2.4.

Reconfigurable shapes, deployable reflectors, and po-
larization- or frequency-selective surfaces require an in-
depth study of electrical and magnetic materials, showing
that reflector antenna engineering is currently impossible
without large interdisciplinary activities. Frequency-sen-
sitive surfaces, for example, reflect only radiation in spe-
cific frequency bandwidths [1]. A four-frequency reflector
system has been used for the ESA/NASA Cassini mission
to Titan, the largest moon of Saturn [1]. The subreflector
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Figure 17. Reflector antenna 6-dB contours for Russia and India/Middle East coverages for a
geosynchronous Ku-band satellite positioned at an orbital location of 801 east. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 16. The MBSat satellite
owned by Mobile Broadcasting Corpo-
ration (MBCO) of Japan and SK Tele-
com of Korea employs an unfurlable
12-m S-band reflector and two Ku-
band reflectors to provide Japan and
South Korea separately with over 50
channels of CD-quality audio and TV-
quality video, traffic, and emergency
information; newspaper and magazine
content; games; and other services.
(Courtesy of Space/Systems Loral.)
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carried by the Voyager spacecraft is another example, be-
ing transparent to radiation at S band and reflecting at X
band. The subreflector was manufactured with X-band
resonant aluminum crosses etched on a Mylar sheet,
yielding reflecting and transmitting losses lower than
0.1 dB [1]. Geometries other than crosses can be obtained
through the optimization techniques presented in the Sec-
tion 6.4.

In particular, reflectors that can be deployed in space
deserve distinct attention. The classical solution is the so-
called umbrella reflector [1], which works well for axisym-
metric and offset configurations. An idea that seems prom-
ising for the offset case is a configuration that opens
similarly to a manual fan. An alternative to the classical
umbrella configuration is an unfurlable configuration that

becomes self-sustained after deployment, such as the 12-m
S-band meshed reflector antenna used in the MBSat sat-
ellite; see Fig. 16 for details. In addition, inflatable reflec-
tors have also been investigated, with the successful
construction and testing of a few prototypes.

6.3. Reflector Antenna Isolation

Isolation is one of the most important parameters related
to reflector antennas in wireless communication networks,
assessing the level of interference between multiple an-
tenna beams within the same system or different systems.
The multiple beams may be generated by the same or dif-
ferent reflector antennas. Isolation is normally accounted
and optimized at the reflector antenna level [41].

Figure 18. The iPSTAR-1 broadband sat-
ellite, owned by Shin Satellite Plc of Thai-
land, uses seven reflectors to generate 84
Ku-band spot beams, three Ku-band
shaped beams, and 16 Ka-band spot
beams, to provide direct-to-desktop last-
mile services, including multimedia and
data communication to customers in Asia,
India, and Australia (courtesy of Space/
Systems Loral).
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Worst-case figures combined with error margins and
tolerances are then employed to assess and optimize
system level performance. We start by presenting proce-
dures to evaluate beam-to-beam and composite isolation
in wireless networks. The procedures are then implement-
ed at an antenna level for a case example of a multibeam
satellite network. It is worthy mentioning that the
transmit isolation is always assessed over the desired
beam(s), whereas the receive isolation over the interfer-
ing beam(s).

6.3.1. Transmit Beam-to-Beam Isolation. The transmit
isolation between two cell coverages (i.e., physical area
or space illuminated by the beams) is defined as the power
ratio between the copolar pattern of the desired coverage
‘‘d’’ and the copolar or crosspolar pattern of the interfering
coverage ‘‘i’’ at any point ‘‘xd’’ within coverage ‘‘d.’’ The
transmit isolation between the two coverages is referred to
here as ‘‘[ITX(xd)]di’’ and defined by the following equation:

½ITXðxdÞ�di¼ 10 log10

gdðxdÞ

giðxdÞ

gmin;i

gmin;d

EIRPmin;d

EIRPmin;i

� �
ð35Þ

where all symbols are as defined in Table 7.

6.3.2. Receive Beam-to-Beam Isolation. The receive
isolation between two cell coverages is defined as the pow-
er ratio between the copolar pattern of the interfering
coverage ‘‘i’’ and the copolar or cross-polar pattern of the
desired coverage ‘‘d’’ at each point xi within coverage ‘‘i.’’
The receive isolation between the two coverages is re-
ferred to here as [IRX(xi)]di and defined by the following
equation

½IRXðxiÞ�di¼ 10 log10

giðxiÞ

gdðxiÞ

gmin;d

gmin;i

Smax;d

Smax;i

� �
ð36Þ

where all symbols are as defined in Table 8.

6.3.3. Transmit Composite Isolation. The isolation be-
tween a desired cell coverage ‘‘d’’ and all other interfering
cell coverages ‘‘i’’ is referred to here as the composite
transmit isolation [ITX(xd)]d and defined as

½ITXðxdÞ�d¼ 10 log10

1

P
dðdÞOdðiÞ

gdðxdÞ

giðxdÞ

gmin;i

gmin;d

EIRPmin;d

EIRPmin;i

� ��1

2
66664

3
77775

ð37Þ

where all symbols are as defined in Table 7.

6.3.4. Receive Composite Isolation. The isolation be-
tween a desired cell coverage ‘‘d’’ and all other interfering
cell coverages ‘‘i’’ is referred to here as the composite
receive isolation [IRX(xi

þ )]d and defined as

½IRXðx
þ
i Þ�d¼ 10 log10

1

P
dðdÞOdðiÞ

giðxiÞ

gdðxiÞ

gmin;d

gmin;i

Smax;d

Smax;i

� ��1

2

66664

3

77775

ð38Þ

where xi
þ denotes a set of points xi at the interfering cov-

erages ‘‘i’’ (iad) and all other symbols are as defined in
Table 8. Note that the sum includes the desired receiving
beam at multiple interfering locations resulting in the set
of locations xþi , in which each element accounts from the
contribution from one interfering receiving beam at a lo-
cation xi within the interferer. The locations xi are differ-
ent within each interferer and in practice are the points
resulting in the worst-case within X% of the area within
each interferer. ½IRX ðx

þ
i Þ�d is an array where each element

is the composite isolation of the desired receiving beam
over X% of the total aggregated interfering coverage area.
For each element the set xþi is different.

Table 7. Definitions of Symbols for Transmit Isolation

gd(xd) Gain of the transmit antenna serving the desired coverage at any and all points xd within coverage ‘‘d’’
gi(xd) Gain of the transmit antenna serving the interfering coverage ‘‘i’’ with the same frequency and sense of polarization

as the desired coverage ‘‘d’’ and at any and all points xd within coverage ‘‘d’’
gmin,i Minimum coverage gain of the transmit antenna serving the interfering coverage ‘‘i’’
gmin,d Minimum coverage gain of the transmit antenna serving the desired coverage ‘‘d’’
EIRPmin,d Minimum coverage EIRP of the transmit antenna serving the desired coverage ‘‘d’’
EIRPmin,i Minimum coverage EIRP of the transmit antenna serving the interfering coverage ‘‘i’’

Table 8. Definitions of Symbols for Receive Isolation

gi(xi) Gain of the receive antenna serving the interfering coverage ‘‘i’’ with the same frequency and sense of polarization as the
desired coverage ‘‘d’’ at the X% worst-case point ‘‘xi’’ within coverage ‘‘i.’’

gd(xi) Gain of the receive antenna serving the desired coverage ‘‘d’’ at the X% worst-case point ‘‘xi’’ within coverage ‘‘i.’’
gmin,d Minimum coverage gain of the receive antenna serving the desired coverage ‘‘d’’
gmin,i Minimum coverage gain of the receive antenna serving the interfering coverage ‘‘i’’
Smax,d Maximum coverage power flux density within the desired coverage ‘‘d’’
Smax,i Maximum coverage power flux density within the interfering coverage ‘‘i’’.
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6.3.5. Numerical Results. In this section the beam-to-
beam and composite isolation are computed for a synchro-
nous multibeam satellite positioned at an orbital location
of 801 east. The reflector antenna 6-dB numerical contours
for the Russia and India/Middle East coverages are shown
in Fig. 17. Note that the India/Middle East beam is actu-
ally a single antenna beam, for which the isolation is com-
puted separately for the India and Middle East coverages.
Specific Earth station positions and XPOL isolation are
omitted for simplicity. In addition, the input power and
the flux density over different beams are assumed to be
uniform.

The results for the transmit isolation are listed in Ta-
ble 9. Note that the isolation values normally used are
the ones computed based on 90% of the coverage areas
(e.g., 28.89 dB for the India coverage). Nevertheless, the
overall worst-case situations need to be assessed on a
case-by-case basis, mostly with respect to their physical
location, before a design is deemed completed. Similarly
the receive isolation results are listed in Table 10. The
beam-to-beam receive isolation needs to be assessed
within each interfering coverage area, contrarily to the
transmit case, which is always computed within the de-
sired coverage area, as shown in the previous sections. In
practice, the isolation tables are normally presented
with detailed coverage plots showing the areas of non-
compliance. Furthermore the isolation is also computed
or estimated from the real measured patterns at various
stages of manufacturing and integration, such as beam-
forming network (BFN), array or feed antenna sniffing,
near-field tests before and after environmental tests (vi-
bration, hot and cold conditions), reflector system on
mockup structure in CATR (compact antenna testing
range), and reflector system on real structure in CATR
after environmental tests (vibration and thermal vacu-
um); see Fig. 19.

Table 9. Transmit Isolation for 801E

India Coverage

Beam-to-beam C/I (dB)
Carrier (beam): indiame_TX; interferer (beam): russia_TX
Evaluated over polygon: India coverage
Percentage of area: 90% 95% 100%
Worst-case C/I (dB): 28.89 27.71 21.35

Composite C/I (dB)
Carrier (beam): indiame_TX
Evaluated over polygon: India coverage
Percentage of area: 90% 95% 100%
Worst-case C/I (dB): 28.89 27.71 21.35

Middle East (me) Coverage
Beam-to-beam C/I (dB)
Carrier (beam): indiame_TX; interferer (beam): russia_TX
Evaluated over polygon: me coverage
Percentage of area: 90% 95% 100%
Worst-case C/I (dB): 25.52 23.64 20.72

Composite C/I (dB)
Carrier (beam): indiame_TX
Evaluated over polygon: me coverage
Percentage of area: 90% 95% 100%
Worst-case C/I (dB): 25.52 23.64 20.72

Russia Coverage

Beam-to-beam C/I (dB)
Carrier (beam): russia_TX; interferer (beam): indiame_TX
Evaluated over polygon: Russia coverage
Percentage of area: 90% 95% 100%
Worst-case C/I (dB): 27.11 24.98 11.84

Composite C/I (dB)
Carrier (beam): russia_TX
Evaluated over polygon: Russia coverage
Percentage of area: 90% 95% 100%
Worst-case C/I (dB): 27.11 24.98 11.84

Figure 19. Intelsat-9 satellite during system tests in the compact antenna testing range (CATR),
an indoor antenna measurement range that directly measures the far-field patterns of an antenna
either by itself or on the satellite (courtesy of Space/Systems Loral and Intelsat).
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6.4. Neural Networks and Genetic Algorithms Applied
to the Synthesis of Reflector Antennas

As we have seen, reflector antenna applications range
from very specific and unique systems, such as deployable
reflectors and radiotelescopes (see Section 3.3), as well as
large-scale production for commercial wireless networks,
like earth terminals in VSAT networks and small receiv-
ing antennas for satellite TV. In addition, reflector anten-
nas are also used in radar systems and other devices
directly related to electronic warfare and defense. Because
of the wide range of applications and commercial impor-
tance, it is essential to have reliable alternate algorithms
to design effective reflector configurations. Analytical and
numerical tools currently used with applied electromag-
netics and appear to work well for the synthesis of reflec-
tor antennas, although relatively mature to other areas
such as controls and signal processing, are neural net-
works and genetic algorithms [42–46].

The basic concept of using neural networks for design-
ing reflector antennas is to first relate a few radiation
patterns, or other parameter of interest, directly to the
reflector geometries that generated them according to a
previously selected analysis algorithm. The process is nor-
mally referred to as ‘‘training’’ the neural network. Once
the training is completed, the desired radiation pattern is
employed as the input parameter, such that the neural
network yields as a result the corresponding reflector

geometry. Finally, the selected analysis technique is used
on the resulting geometry to validate the process. This
type of synthesis has been successfully implemented to
determine reflector shapes for contoured beam applica-
tions [42]. Reflector antenna synthesis based on neural
networks is normally very fast because analysis tech-
niques are required only for the training of the network.
Also currently under investigation is the effectiveness of
using neural networks at a real-time level to reduce
XPOL, noise, and interferences in single offset systems.

Genetic algorithms (GAs), on the other hand, rely on an
optimization search to elect a suitable design. The initial
set of configurations, referred to as the basis population, is
formed by relating random designs to chromosomes, each
one formed by a sequence of binary numbers that define
the corresponding reflector geometry. A figure of merit is
then assigned to each chromosome; these figures increase
as the electrical performance of the configuration is closer
to the desired one. Chromosomes with the highest figures
of merit are elected to cross with the remaining ones, a
process called crossover [43–45]. In addition, the best chro-
mosomes (i.e., the ones with the highest figures of merit)
are often duplicated before crossover, eliminating the
worst ones, a procedure referred to as natural selection
[43–45]. After the crossover is completed, a few binary
numbers in a subset of chromosomes can be randomly al-
tered, simulating the process of mutation in biological
evolution. All figures of merit are then recomputed, and
the whole process is repeated if the desired performance
has not been achieved.

The aforementioned procedure is a basic description of
a genetic algorithm, although variants are often encoun-
tered in practice [43–45]. A major advantage of GAs over
other optimization techniques is that once the process has
converged, more than one configuration attending the de-
sired performance is often encountered. It is also common
to find configurations that are very different than classical
solutions and could not be easily conceived through
straightforward reasoning. Practical manufacturing con-
straints can then be considered for choosing the most ad-
equate reflector antenna configuration.
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REFRACTION AND ATTENUATION IN
TROPOSPHERE

JEREMY E. ALLNUTT

Virginia Tech/Northern Virginia
Center

Falls Church, Virginia

Electromagnetic energy, often referred to in communica-
tions as the signal and traced in diagrams as a ray, travels
at the speed of light c when in a vacuum, whether in the
form of X-rays, visible light, or a radiowave. The value of c
is 3� 108 m/s. When the signal passes through a medium
that is not a vacuum, it travels more slowly. The ratio be-
tween c and the speed in the medium v is the refractive
index of the medium, denoted by n¼ c/v. The refractive
index of a medium does not just affect the speed of elec-
tromagnetic energy flowing through it; it can also cause
the magnitude of the signal to fluctuate over time periods
on the order of a second or longer, due to variations in the
refractive index within the medium. These signal fluctu-
ations, called scintillations, are usually small and approx-
imately symmetric about the average level of the signal,
although this is not always so in severe scintillations.
Where two dissimilar media form a common boundary, the
different refractive indices of the media will cause the sig-
nal direction to diverge from its path if the incident direc-
tion is not normal to the boundary. This is called
refraction, and the incident and refracted directions ei-
ther side of the boundary are given by Snell’s law (e.g., see
Ref. 1).

The average refractive index of a medium is called the
bulk refractive index, and it affects the average direction
of the electromagnetic energy. Most media are not com-
pletely homogeneous, however; small volumes of different
refractive indices will exist within the larger scale of the
medium. These variations, which can exist over dimen-
sions as small as a few centimeters in the troposphere, are
termed the small-scale refractive index variations of the
medium. They are like bubbles of air in a glass of soda. In
the troposphere, the mixing of the small-scale ‘‘bubbles’’
within the larger scale of the medium can be caused by
convection currents, due to heating of the air by the
ground, or by turbulent effects in wind shear aloft. These
variations give rise to the scintillations noted above.

In addition to changing the direction of travel of an
electromagnetic signal and/or causing scintillations, a me-
dium can both extract energy from a signal passing
through it and alter the orientation sense of the electric
vector (the polarization) of the signal as it passes through.
The loss of energy is called attenuation, and the change in
polarization sense is generally referred to as depolariza-
tion. In general, the longer the path through a medium is,
the greater will be its effect on the electromagnetic signal
passing through it. For this reason, paths through the at-
mosphere at low elevation angles will have greater ray
bending, scintillation, attenuation, and depolarization
than paths at high elevation angles.

1. REFRACTIVE EFFECTS

1.1. Bulk Refractive Effects

In still air, the atmosphere assumes a spherically strati-
fied form with layers of generally decreasing refractive
index lying one above the other. The refractive index of a
given portion of the atmosphere will therefore vary far
more quickly with change in height than with change in
horizontal position. For this reason, an electromagnetic
signal (a ray) leaving Earth’s surface at an elevation angle
of o901 will bend away from the normal to the surface (see
Fig. 1a). The curvature will be contained in one plane, the
projection of which onto Earth’s surface is the azimuth
direction. If r is the radius of curvature of the ray [2], then

1

r
¼ �

cos y
n

dn

dh
ð1Þ

where

y¼ angle of the ray path to the horizontal at the point
considered

n¼ refractive index of the atmosphere
dn/dh¼ vertical gradient of refractive index at a height h

above Earth’s surface

The minus sign indicates that the refractive index de-
creases with increasing altitude. For terrestrial radio sys-
tems, the elevation angle y will be almost zero and, since
the refractive index is almost unity, Eq. (1) will reduce to
the approximate form

1

r
¼ �

dn

dh
ð2Þ

If the radius of Earth is a, the difference in curvature be-
tween the ray path and the curvature of Earth along the
terrestrial link is given by

1

a
�

1

r
¼

1

a
þ

dn

dh
¼

1

ka
¼

1

Re
ð3Þ

Here Re is Earth’s effective radius given by the product ka,
where k is the effective Earth radius factor. The effective
radius of Earth is often used in ray-tracing diagrams of
the vertical profiles of terrestrial radio systems, because it
allows for the average ray bending along the path (see
Figs. 1b, 1c). Ray bending on satellite-to-ground paths
may cause signal loss due to the spreading of the antenna
beam. This effect, and that of elevation-angle-of-arrival
variations, are negligible at elevation angles above about
31 and will be significant only for large antennas (dia-
meter 4100 wavelengths).

The atmosphere has a dry and a wet refractive index
component, the former due to the gases in the atmosphere
(principally nitrogen and oxygen), and the latter due to
the water vapor that is taken up into the atmosphere.
Combining the two components together into a composite
refractive index n gives

n� 1¼
77:6

T
Pþ 4810

e

T

� �
� 10�6 ð4Þ
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where

P¼ atmospheric pressure (hPa)
T¼ absolute temperature (K)
e ¼water vapor pressure (hPa)

The hectopascal (hPa) is the same as a millibar.

The water vapor pressure e can be related to the rela-
tive humidity by [3]

e¼
Hes

100
ð5Þ

and

es¼a exp
bt

tþ c

� �
ð6Þ

where

H¼ relative humidity (%)
t ¼ temperature (1C)
es¼ saturation vapor pressure (hPa) at the temperature t

and the coefficients a, b, and c are as follows:

For water:

a¼ 6:1121

b¼ 17:502

c¼ 240:97

For ice:

a¼ 6:1115

b¼ 22:452

c¼ 272:55

The vapor pressure e is related to the water vapor density
r (g/m3) by [3]

e¼
rT

216:7
ðhPaÞ ð7Þ

The refractive index of air is so close to unity that Eq. (4) is
often rewritten as

n¼ 1þ 10�6 N ð8Þ

where N is the refractivity of the atmosphere and is given
by (77.6/T)(Pþ 4810e/T), with the same units as in Eq. (4).

1.1.1. Refractivity Profile. The refractivity profile is de-
scribed by a mean refractive index gradient, which gen-
erally decreases exponentially with increasing altitude. A
reference standard atmosphere for calculating the refrac-
tive index as a function of height n(h) is given by [3]

nðhÞ¼ 1þ 10�6 N0 exp
�h

h0
ð9Þ

Horizontal

Real direction
to satellite

Apparent direction
to satellite

θ

Center of earth
C

a(km)

(a)

C

a(km)

(b)

(c)

C

ka(km)

Figure 1. (a) Apparent and real directions to an Earth satellite,
illustration of methods of ray tracing; (b) real radius and a curved
ray path; (c) effective radius and a geometric ray path.
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where

h ¼height above mean sea level (km)
h0 ¼ reference altitude¼ 7.35 km
N0¼average value of atmospheric refractivity at mean

sea level¼ 315

Rewriting Eq. (9) in terms of the refractivity, we have

NðhÞ¼N0 exp
�h

h0
ð10Þ

The rate of change of the refractivity profile with height
dN/dh can be related to the parameter k used earlier.
Sample values are given below [4]:

dN/dh (N/km) k

157

0

� 40

� 157
� 200

1

2

1

4

3

N

� 3.65

From this table above, it is clear that, when dN/dh is
less than � 157, the radius of curvature of Earth is
greater than the radius of curvature of a signal that
is initially propagating horizontal to the surface of
Earth. The signal will therefore propagate beyond what
would normally be the local horizon. This is a form of
anomalous propagation, and the mechanism is referred to
as ducting.

1.1.2. Refractive Ducts. Ducting is defined as occurring
when a radio ray originating close to Earth’s surface is
sufficiently refracted that it is either bent back toward the
Earth surface or travels along a path that is parallel to the
surface. Ducts are formed when layers of air having a rel-
atively high refractive index are above layers with a rel-
atively low refractive index. This inversion of the normal
exponentially decaying refractive index profile with
height is rare and leads to anomalous propagation condi-
tions. Anomalous propagation, and the enhanced signal
levels it causes at unlikely distances from the transmitter,
is key to the estimation of potential interference between
terrestrial systems caused by ducts. A signal will become
trapped in a duct if the initial direction of the transmis-
sion (the angle of incidence) is very close to that of
the horizontal refractive index boundaries of the duct.
Typically, the angle of incidence of the signal, as it meets
the boundary between the inversion layer and the atmo-
sphere above, has to be smaller for thinner ducts. Typical
values for a refractivity gradient of� 300 N/km are [2] as

follows:

Critical Angle of Incidence (deg) Duct Thickness (m)

0.1
0.14
0.22

10
20
50

Frequency also plays a part in the ducting. The higher
the frequency, the smaller the duct thickness consistent
with trapping. For the same � 300 N/km profile assumed
above, the minimum trapping frequency for a surface duct
increases from approximately 2–2.5 GHz to 4–10 GHz to
25 GHz as the duct thickness changes from 40 to 30 m to
20 to 10 m, to 5 m, respectively [2]. The necessary condi-
tion for ducting to occur at a given elevation angle is given
by [5]

yoyc ð11Þ

where y is the elevation angle and yc is the critical eleva-
tion angle above which ducting will not occur. The critical
angle is given by

yc¼ ð2jDMjÞ1=2 ðmradÞ ð12Þ

where M is the modified refractivity (and M¼Nþ 106 h/a,
with h the height above the ground and a the radius of
Earth), and DM is the change in M across the ducting
layer. As an example, for yc to equal 11, the required DM is
152.3.

Assuming a surface duct 50 m in height, the M lapse
shown above corresponds to a refractivity gradient of 840
N-units/km. Refractivity gradients of this magnitude are
extremely rare, and so ducting is normally limited to ter-
restrial radio systems or satellite-to-ground paths where
the elevation angle is below 11. The latter condition is not
expected in commercial system used because it leads to
poor propagation, but may have military applications in
some situations.

1.1.3. Signal Delay. A signal propagating in the atmo-
sphere will travel at a speed that is less than the speed of
light in a vacuum. If a ranging system is being employed,
such as the Global Positioning System (GPS), which ig-
nores the true speed of the signal through the atmosphere,
an error will be made in calculating the range. There will
be two components of range error (here, range delay, since
the signal will arrive later than expected). These are the
range delay Dd due to dry air and the range delay Dw due
to the moisture in the air. Typical values [6] are given in
the table below for a path that exits the atmosphere to a
satellite where the refractive index of the atmosphere is
assumed to be unity. The range error values have been
increased by 2% from those in Ref. 5 to allow for the ad-
ditional atmosphere encountered from the 80 km height
used in Ref. 5 for the target. Regression analyses [7] have
shown that these typical range errors can be reduced in
practice by 25% by incorporating site latitude, height
above sea level, and time of day within the calculation
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procedure:

Initial Elevation
Angle (deg)

Elevation Angle Error
(mdeg)

Range Error
(m)

0
5

50

595
159
13.4

106
25.5
3.2

1.2. Small-Scale Refractive Effects

The air is rarely still; differential heating and cooling ef-
fects within the atmosphere induce wind currents from
balmy breezes to tornado-force hurricanes and tropical
cyclones. The resultant turbulence in the troposphere will
cause small-scale changes in the refractive index. These in
turn will lead to relatively rapid variations in the ampli-
tude, phase, and angle of arrival of a signal [8]. The effect
on the signal is usually described by one of the following
observations:

1. The log amplitude w (dB), which equals the ratio of
the instantaneous amplitude of the observed signal
to its mean amplitude

2. The scintillation variance of s2
w in dB2 or the inten-

sity sw in dBrms, which are the variance and root
mean square of the log amplitude w, respectively [8]

On terrestrial paths, the turbulence occurs in the
boundary layer—the part of the troposphere that is next
to the surface of Earth. In general, the signal fluctuations
due to turbulence on terrestrial paths are neither perfor-
mance- nor availability-limiting, the major propagation
impairments being multipath (due to multiple atmospher-
ic rays and ground reflections) and (for systems operating
at frequencies above about 10 GHz) rain attenuation. On
Earth–space paths, the primary cause of major tropo-
spheric scintillations is cumulus clouds on warm, humid
days. The attendant air entrainment process caused by
the convective activity within the cloud structure induces
turbulence; the more humid and hot the conditions are,
the more severe the scintillations become. Similarly, the
lower the elevation angle, the larger the amplitudes of
both signal enhancements and degradations become. In
most systems, tropospheric scintillation will affect the per-
formance of only the link and not its availability [9]. At
elevation angles below about 51, however, low-angle fading
effects become evident [10,11], and they can be system-
limiting (i.e. cause a link outage). Figure 2 illustrates the
general concept of performance and availability thres-
holds for digital communication systems [12].

1.3. Prediction of Tropospheric Scintillation

In most systems, it is the probable signal degradation that
is required for the link budget analysis (signal enhance-
ments being of relevance only for potential front-end am-
plifier saturation or for likely interference to other
systems). The currently accepted modeling procedure to

calculate the effective signal reduction due to tropospheric
scintillations on an Earth–space path [13] uses the wet
term of the refractivity at ground level as the input pa-
rameter to predict the scintillation variance. The step-by-
step procedure from Ref. 13 is given below for elevation
angles Z41:

Parameters required for the method include: t¼ the average
surface ambient temperature (1C) at the site for a period of one
month or longer; H¼average surface relative humidity (%) at
the site for a period of one month or longer; f¼frequency
(GHz), where 4 GHzrfr20 GHz; y¼path elevation angle,
where yZ41; D¼physical diameter (m) of the Earth station
antenna; and Z¼antenna efficiency; if unknown, Z¼0.5 is a
conservative estimate.

Step 1. For the value of t, calculate the saturation water vapor
pressure es (kPa), as specified in Ref. 3.

Step 2. Compute the wet term of the radio refractivity Nwet,
corresponding to es, t, and H as given in Ref. 3.

Step 3. Calculate the standard deviation of the signal ampli-
tude sref used as a reference:

sref ¼ð3:6�10�3Þþ ð10�4�NwetÞ dB

Step 4. Calculate the effective pathlength L according to

L¼ð2hLÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f½sin2 yþ2:35�10�4�1=2þ sin yg

q
m

where hL is the height of the turbulent layer; the value of
hL¼1000 m
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Heavy thunderstorm rain

Figure 2. Example of annual statistics of bit error ratio (BER)
versus time percentage for a given link.
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Step 5. Estimate the effective antenna diameter Deff

from the geometric diameter D and the antenna
efficiency Z:

Deff ¼ðZÞ
1=2D m

Step 6. Calculate the antenna averaging factor from

gðxÞ¼ ½3:86ðx2þ1Þ11=12
� � sin

11

6
arctan

1

x

� ��

�7:08x5=6g1=2
o

with

x¼1:22ðDeff Þ
2 f

L

where f is the carrier frequency in GHz

Step 7. Calculate the standard deviation of the signal for the
considered period and propagation path:

s¼sref ðf Þ
7=12 gðxÞ

ðsin yÞ1:2

Step 8. Calculate the time percentage factor a(p) from the time
percentage p of concern in the range 0.01 opr50:

aðpÞ¼ � 0:061ðlog10 pÞ3þ0:072ðlog10 pÞ2

�1:71 log10 pþ3:0

Step 9. Calculate the scintillation fade depth for the time
percentage p by

AsðpÞ¼aðpÞs dB

This procedure has been found to accurately predict
frequencies at least up to 30 GHz, although it tends to un-
derpredict slightly at all frequencies in the hot, humid
summer months. At higher frequencies (430 GHz) it is
expected that the same f 7/12 scaling law will apply as
shown in step 7 above, although this anticipated result
has not been tested experimentally. The fading portion of
the tropospheric scintillation As is seldom significant for
Earth–space paths at elevation angles above 201 for the
frequency bands currently in operation (4–30 GHz). As the
elevation angle decreases, or the frequency band increas-
es, tropospheric scintillation fading becomes more signif-
icant. For example, at 11 GHz, As is less than 0.5 dB for
0.01% of an average year at elevation angles on the order
of 301. For the same frequency, As approaches 3 dB at el-
evation angles of 3.21 (11). These values of As are for non-
raining periods and so will affect the performance of the
system.

2. GASEOUS ABSORPTION

When a molecule or atom is nonsymmetric in its structure,
it will have a preferred orientation if placed in an electric

field. Such molecules or atoms are said to be polar. Polar
molecules or atoms cause far more loss to a radio signal
than nonpolar molecules or atoms, since the application of
an external field causes the polar molecules or atoms to
reorient themselves. The reorientation (or relaxation) of
the dipoles will remove energy from the applied field and
cause heating of the medium. This is the principle of a
microwave oven. The major constituents of the tropo-
sphere, oxygen and nitrogen, are electrically nonpolar,
and so no absorption due to electric dipole resonance will
take place. Oxygen, however, is a paramagnetic molecule
with a permanent magnetic moment that causes resonant
absorption at particular frequencies. Water and water va-
por, which both contain two oxygen atoms, are therefore
polar molecules, and so absorption occurs as a result of
resonance at critical frequencies.

2.1. Oxygen and Water Vapor Resonance Lines

The specific gaseous attenuation g (dB/km) is given by

g¼ goþ gw ðdB=kmÞ ð13Þ

where go and gw are the specific attenuations (dB/km) due
to dry air (essentially oxygen) and water vapor, respec-
tively. The specific attenuation needs to be multiplied by
the length of the path over which it operates to arrive at
total path attenuation. On terrestrial paths, this is simply
the distance between the transmitter and receiver L (km),
and the path attenuation A (dB) is given by

A¼ gL¼ ðgoþ gwÞL ðdBÞ ð14Þ

For Earth–space paths, the situation is not so straight-
forward, since the density and make up of the atmosphere
change rapidly with height. The value of L used must be
able to take account of the density and other variations
along the link through the atmosphere.

Figure 3, abstracted from Fig. 3 of Ref. 14, gives the
total zenith gaseous attenuation at frequencies up to
1 THz (1012 Hz) for two conditions: a standard atmosphere
and a dry atmosphere. A standard atmosphere is defined

105

104

103

102

10

1

10−1

10−2

Z
en

it
h

 a
tt

en
u

at
io

n
 (d

B
)

A

B

10009008007006005004003002001000
Frequency (GHz)

Figure 3. Zenith attenuation due to atmospheric gases (from
Fig. 3 of Ref. 14). Curve A: standard atmosphere (7.5 g/m3); curve
B: dry atmosphere. (r ITU; reproduced with permission.)
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as having the following surface characteristics: pressure
1013 hPa, temperature 151C, and water vapor density
7.5 g/m3. In general, the dry atmosphere curve in Fig. 3
shows the resonance absorption lines of oxygen, while the
standard atmosphere curve is a summation of the reso-
nance absorption lines of water vapor and oxygen. A soft-
ware code (in Matlab) that calculates the total gaseous
attenuation in a line-by-line fashion up to a frequency of
1 THz is available from the Radiocommunication Bureau
of the ITU in Geneva.

For nonzenith paths, it is necessary to know not only
the specific attenuation at each point in the link but also
the length of the path that has this specific attenuation. To
derive the incremental pathlengths, ray bending through
the atmosphere must be considered (see Fig. 1a). A full
procedure to accomplish this is given in Ref. 14. In this
procedure, formulae are given for the precise calculation
of go and gw, and the total zenith attenuation is calculated
from

Az¼ gohoþ gwhw ðdBÞ ð15Þ

where ho is the equivalent height of the dry gaseous ab-
sorption and hw is the equivalent height of the water vapor
absorption. Typical values of ho and hw are 6 km and
2.1 km (during rainy conditions), respectively. For eleva-
tion angles between 101 and 901, a cosecant law gives the
total gaseous attenuation A, namely

A¼
Az

sin j
ðdBÞ ð16Þ

where j is the elevation angle. For elevation angles below
101, a more accurate formula that takes account of the real
length of the atmospheric path is required [14]. For most
Earth–space systems, gaseous absorption is not signifi-
cant compared with the other impairments. It also chang-
es very little with time and so is usually relatively easy to
factor into a system design.

3. RAIN ATTENUATION

Attenuation due to rain is made up of two components:
absorption and scattering. Absorption takes place when
the incident signal energy is transformed into mechanical
energy, thereby heating the raindrop. Scattering occurs
when the incident signal is redirected away from the de-
sired propagation path without energy loss to the rain-
drop. The relative importance of scattering and absorption
is a function of the complex index of refraction of the rain-
drop and the size of the raindrop relative to the wave-
length of the signal [15]. The significance of the scattered
component generally increases with both the signal fre-
quency and the size of the raindrop. In general, attenua-
tion due to rain increases with increasing signal frequency
for a given rain rate. Typical annual cumulative statistics
for frequencies of 12, 18.7, 39.6, and 49.5 GHz on paths at
an elevation angle of approximately 381 in Europe are
shown in Fig. 4 (some data were extracted from Ref. 16).
These curves show a monotonic increase in attenuation

with decreasing time percentage, which is typical of tem-
perate climates. There is evidence, however, that in trop-
ical, high-rain-rate regions there is a saturation effect in
the attenuation and rainfall rate statistics at low time
percentages, leading to a breakpoint in the cumulative
statistics [17]. This and other features of high-rain-rate
regions make the accurate prediction of attenuation due to
rain very difficult for those locations.

Rain rarely consists of a homogeneous collection of
raindrops falling at a constant rate. The size, shape, tem-
perature, and fall velocities usually vary in a dynamic
manner along the path. To calculate the attenuation of a
radio signal passing through rain it is necessary to invoke
a drop-size distribution and to integrate the attenuation
contributions of the various raindrops along the path
through the rain. The characteristics of rain vary so
much in space and time that it is necessary to resort to
empirical methods that employ statistical averaging. The
accepted approach is to use a power-law representation
based on the rainfall rate R (usually a rainfall rate mea-
sured at a point on the ground close to the communica-
tions link). The specific attenuation g (dB/km) in rain is
related to the rainfall rate R (mm/h) by the power law
relationship

g¼kRa
ðdB=kmÞ ð17Þ

where k and a are regression coefficients [18] that take
account of absorption and scattering.

3.1. Prediction of Attenuation

Rain attenuation prediction models fall into two classes:
(1) those that attempt to analyze the physics of the process
and model the constituents of storm cells and so on and
(2) those that use empirical approaches with simplified
assumptions. To date, those that use empirical methods
have demonstrated the most consistent accuracy on a
global basis (although, with the strong emphasis current-
ly on the development of accurate, worldwide climatic pa-
rameter maps, a physical modeling approach should
eventually prevail). For empirical methods, the key to
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Figure 4. Average annual cumulative statistics of total path at-
tenuation at an elevation angle of about 381 in Europe (some data
extracted from Ref. 16).
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the prediction process is the development of a procedure
that enables the user to move seamlessly from point rain-
fall rate on the ground to average rainfall rate along the
path at any elevation angle. This approach is described
below, abstracting directly from the current ITU-R pre-
diction procedure for calculating rain attenuation on a
satellite-to-ground path, as set out in Ref. 13:

The following parameters are required: R0.01¼point rainfall
rate for the location for 0.01% of an average year (mm/h); hs¼

height above mean sea level of the Earth station (km); y¼
elevation angle; f¼frequency (GHz). The geometry is illustrat-
ed in Fig. 5. The method is applicable up to at least 30 GHz.

Step 1. Calculate the effective rain height hR for the latitude of
the station f:

Step 2. For yZ51 compute the length of the slant path Ls below
the rain height from

Ls¼
hR � hS

sin y
km

For yo51, the following formula is used:

Ls¼ ½2ðhR � hSÞ�=f½sin2 yþ2ðhR � hSÞ=8500�1=2þ sin yg
km

Step 3. Calculate the horizontal projection LG of the length of
the slant path from

LG¼LS cos y km

Step 4. Obtain the rain intensity R0.01 exceeded for 0.01% of an
average year at the site.

Step 5. Calculate the reduction factor r0.01 for 0.01% of the
time for R0.01r100 mm/h

r0:01¼
1

1þLG=L0

where L0¼35 exp (�0.015 R0.01) and, for R0.014100 mm/h,
use the value 100 mm/h in place of R0.01.

Step 6. Obtain the specific attenuation, gR, using the
frequency dependent regression coefficients k and a [18]
by using

gR¼kðR0:01Þ
a dB=km

Step 7. The predicted attenuation exceeded for 0.01% of an

average year is obtained from

A0:01¼ gRLSr0:01 dB

Step 8. The estimated attenuation to be exceeded for other
percentages of an average year, in the range 0.001–1%, is
determined from the attenuation exceeded for 0.01% of an
average year by using

Ap

A0:01
¼0:12p�ð0:546þ 0:043 log pÞ

Note that the variability of the weather from year to year
will cause this prediction method to vary similarly. Aver-
age accuracy better than about 35% should not be expect-
ed for any given year.

4. DEPOLARIZATION

The polarization sense of a wave usually refers to the pre-
ferred orientation of the electric vector. A perfectly polar-
ized wave will have no component of its electric field in the
orthogonal sense. There are only two states for a perfectly
polarized wave: linear and circular. For linear polariza-
tion, it is common to use vertical and horizontal as the two
orthogonal (linear) reference axes. For circular polariza-
tion, right-hand circular polarization (RHCP) and left-
hand circular polarization (LHCP) are the two orthogonal
(circular) reference senses. Depolarization from one
reference polarization sense to the other occurs when

hR

hS

Region of frozen precipitation

Region of liquid
precipitation

Rain height

Earth–space
path

LG

hR−hS

L S

θ

Figure 5. Schematic presentation of in Earth–space path (from
Fig. 1 in Ref. 13). (r ITU; reproduced with permission.)

hR ðkmÞ¼
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the signal passes through an anisotropic medium and the
polarization sense of the signal is not aligned with the
principal axes of the medium. Rain can be such a medium.

Raindrops exist in a dynamic medium: the atmosphere.
When the drops are very small, surface tension forces
(which strive to keep the drop perfectly spherical) far ex-
ceed the aerodynamic forces on the raindrop (which seek
to shape the drop to conform with the external pressures).
Under these conditions, the raindrops remain spherical
and the rain medium appears symmetric to the signal. No
signal depolarization therefore results. As the drops be-
come larger, however, through coalescence with other
drops on collision in the rain medium, the surface tension
forces can no longer keep the drops spherical. The drops
distort into elliptical shapes and so exhibit preferred ori-
entation directions along the major and minor axes of the
ellipsoid. Differential attenuation and phase shift will oc-
cur on component signals propagating along these axes
and will result in signal depolarization. The degree of de-
polarization measured is called the cross-polarization dis-
crimination (XPD) and is defined as

XPD¼ 20 log10

Eco

Ecross
ðdBÞ ð18Þ

where Eco is the field measured in the wanted (copolar-
ized) polarization and Ecross is the field measured in the
unwanted (cross-polarized) polarization. If the differential
attenuation (a, nepers) and differential phase (b, radians)
caused by a medium are known, XPD can be calculated
from

XPD¼ 20 log10

e�ðaþ jbÞ þ 1

e�ðaþ jbÞ � 1

����

���� ðdBÞ ð19Þ

Generally a and b are not known, and it is usual to model
XPD against rain attenuation.

4.1. Prediction of Cross-Polarization Discrimination

The most often used prediction method for calculating
XPD is that in the ITU-R Recommendation 618 [13]. The
procedure is abstracted directly below:

The following parameters are needed: Ap, the rain attenuation
(dB) exceeded for the required percentage of time p for the
path in question; t¼ tilt angle of the linearly polarized electric
field with respect to the horizontal (for circular polarization,
use t¼451); f¼frequency (GHz); y¼path elevation angle (de-
grees). The method is applicable to frequencies between 8 and
35 GHz.

Step 1. Calculate the frequency-dependent term

Cf ¼30 logðf Þ for 8 � f � 35 GHz

Step 2. Calculate the rain-attenuation-dependent term

CA¼Vðf Þ log Ap

where

Vðf Þ¼12:8f 0:19 for 8 � f � 20 GHz

Vðf Þ¼22:6 for 20of � 35 GHz

Step 3. Calculate the polarization improvement factor

Ct¼ � 10 log½1� 0:484ð1þ cos 4tÞ�

The improvement factor Ct¼0 for t¼451 (which is
equivalent to circular polarization) and reaches a maxi-
mum value of 15 dB for linearly polarized signals with t¼
01 or 901.

Step 4. Calculate the elevation-angle-dependent term

Cy¼ � 40 logðcos yÞ for y � 60�

Step 5. Calculate the canting-angle-dependent term

Cs¼0:0052s2

where s is the effective standard deviation of the raindrop
canting angle distribution, expressed in degrees; s takes
the value 01, 51, 101, and 151 for 1%, 0.1%, and 0.01%, and
0.001% of the time, respectively.

Step 6. Calculate the rain XPD not exceeded for p% of the
time:

XPDrain¼Cf � CA þCtþCyþCs dB

Step 7. Calculate the ice-crystal-dependent term

Cice¼XPDrain�
0:3þ0:1 log p

2
dB

Step 8. Calculate the XPD not exceeded for p% of the time,
including the effects of ice crystals:

XPDp¼XPDrain �Cice dB

For frequencies below 8 GHz, the following scaling formu-
la can be used for 4rf1, f2r30 GHz:

XPD2¼XPD1 � 20 log
f2½1� 0:484ð1þ cos 4t2Þ�

1=2

f1½1� 0:484ð1þ cos 4t1Þ�
1=2

The component for ice depolarization Cice in the preceding
formulation is known to underestimate the degree of ice
crystal depolarization encountered on low-elevation-angle
paths.

Depolarization can be system-limiting in the lower fre-
quency bands, where rain attenuation is not significant
(e.g., in the C band, which is the 6/4-GHz uplink/downlink
pair for many satellite systems). As the frequency goes up,
however, the amount of depolarization observed per deci-
bel of attenuation becomes less and less until, by Ka band
(the 30/20 GHz uplink–downlink pair), depolarization is
rarely system-limiting. In analog systems, an XPD margin
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of 12 dB is usually required to operate successfully. In dig-
ital systems, this margin can be reduced because of the
possibility of adding coding to the signal. When two sat-
ellite links share the same transponder, but are using op-
posite polarizations (this is referred to as polarization
frequency reuse), depolarization caused by ice crystals
can be a problem. This is because the unwanted (depolar-
ized) component of one link caused by the ice crystals en-
tering the channel of the wanted signal in the satellite
transponder without any attenuation having occurred.

5. ATTENUATION DUE TO CLOUDS AND FOG

Fog or mist is essentially supersaturated air in which
some of the water has precipitated out to form small drop-
lets of water, usually r0.1 mm in diameter [19]. Fog is
formed mainly from two processes—radiation and advec-
tion [6]—and rarely extends more than 100 m above the
ground. For this reason, fog is usually ignored in satellite-
to-ground links design for frequencies below about
100 GHz. Clouds, however, are much more complicated.

Several models are available for the prediction of cloud
attenuation [19–23], but there remain two major difficul-
ties in turning these into link design tools: (1) an accurate
cumulative distribution of the vertical and horizontal ex-
tent, on a global basis, of those clouds that contribute to
slant path attenuation; and (2) separating this attenua-
tion contribution from that due to rain formed in some of
the cloud processes. Many measurements of rain attenu-
ation implicitly include attenuation due to clouds. Under-
standing, and accurately predicting, the contribution of
clouds to path attenuation is a key element in the mode-
ling of the proposed V-band (50/40 GHz) satellite services.
Of equal importance will be the development of modeling
procedures that can predict the combined effects of all the
attenuating phenomena on an Earth–space link [24,25].

6. ATTENUATION EFFECTS ON INFRARED AND
VISIBLE LIGHT

The far infrared (B1 THz), infrared (B10 THz), and visi-
ble (B100 THz) portions of the electromagnetic spectrum
have been utilized for many applications. Figure 3 shows
that, for a dry atmosphere, the total zenith attenuation is
only about 1 dB at 1 THz. This value of zenith attenuation
is fairly constant for frequencies through visible light
(100 THz). A ‘‘window’’ in the standard atmosphere exists
around 890 GHz, the frequency of HCN masers, but the
zenith attenuation at this frequency is still two orders of
magnitude higher than that in the dry atmosphere (i.e.,
100 dB vs. 1 dB total zenith attenuation). For all three fre-
quency ranges, the key attenuating elements in the atmo-
sphere are aerosols, usually cloud and fog droplets. Thick
fog (liquid water densityE0.5 g/m3) will cut visibility to
50 m (19). Most free-space laser links are therefore short-
range (o1 km) unless extraordinary powers are contem-
plated, such as the B1 MW chemical oxygen iodine laser
(COIL) planned for missile interception. At such huge
power levels, though, the almost instantaneous heating
process caused by the passage of the beam through the

atmosphere will modify the constituents along the path,
thereby altering the transmission characteristics signifi-
cantly.
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RESONANT TUNNELING DIODES

KOICHI MAEZAWA
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Nagoya, Japan

1. INTRODUCTION

Recent (as of 2003) progress in epitaxial growth technol-
ogy has made it possible to fabricate thin structures where
quantum effects emerge. In these thin structures, the
wavelike nature of electrons dominates the current–volt-
age characteristics. Electrons can penetrate barriers (tun-
neling), interfere, and create standing waves. A resonant
tunneling diode (RTD) exploits such effects. RTDs are
characterized by unique current–voltage characteristics
showing negative differential resistance (NDR). They con-
sist of extremely thin semiconductor heterolayers with
thicknesses of 1 to 10 nm.

Figure 1 shows an example of the RTD structure along
with the conduction band diagram. The structure consists
of wide-bandgap and narrow-bandgap semiconductors.
Typically, it is made of GaAs/AlxGa1� xAs system on
GaAs substrate or In0.53Ga0.47As/In0.52Al0.48As system
on InP substrate; the GaAs and In0.53Ga0.47As are
narrow-bandgap semiconductors, and the AlxGa1� xAs
and In0.52Al0.48As are wide-bandgap ones. This structure
is grown by molecular-beam epitaxy (MBE) or metallor-
ganic chemical vapor deposition (MOCVD), which can
grow epitaxial layer with one-monolayer precision.

This structure contains a quantum well, which is
formed when a narrow-bandgap layer (well) is sandwiched
by two wide-bandgap layers (barriers). In the well, the
energy of electrons is quantized due to the wavelike na-
ture of electrons. (The wavelength must be such that half
the wavelength (or an integer multiple) matches the thick-
ness of the quantum well, because the electron wave is
fixed at the barriers.) Electrons having an energy equal to
the quantized energy levels can pass through the barriers,
while those that don’t have an extremely small chance of
passing through. Consequently, unique current–voltage
characteristics having NDR are obtained with this struc-
ture. An example of such characteristics is shown in Fig. 2.
(In this figure, the anomalous steplike structures shown in
the negative differential resistance region are due to the
spurious effect arising from oscillation within the measur-
ing system.)

RTDs are attracting much attention because of their
potential for high-speed operation as well as for high func-
tionality due to the NDR. RTDs with 712 GHz oscillation
[1] and 1.5 ps switching [2] have already been reported,
and several functional RTD-based circuits [3], which in-
clude an oscillator, a mixer, multiple-valued logic, and a
neuronlike weighted-sum function [4], have also been re-
ported. These functions reduce the number of devices
used, leading to lower power dissipation. Another advan-
tage, one of the most important ones, is that RTDs can
operate at room temperature. This differentiates RTDs
from most other quantum effect devices, which can oper-
ate at only cryogenic temperatures. Thus RTDs are
regarded as most practical quantum effect devices for
ultra-high-speed analog and digital applications in the
near future.

2. OPERATING MECHANISM

The operating mechanism of RTDs is explained here for
a simple double-barrier RTD, although there are many

Electron

Conduction band

Quantum well

Quantum level

AlAs barrier

n-GaAs

undoped AlAs 
undoped GaAs 
undoped AlAs

n-GaAs

GaAs

Layer structure

Figure 1. An example of the RTD structure with its conduction
band diagram. This structure contains a quantum well, which is
formed when a narrow-bandgap layer is sandwiched between two
wide-bandgap layers.
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variations of the structure. Figure 3 shows a conduction
band diagram of the RTD for various applied voltages
along with current–voltage characteristics. For simplicity,
it is assumed that the quantum well has only one sub-
band, which has a minimum energy of E0. The current–
voltage characteristics can be explained by the energy and
momentum conservation through tunneling, as follows.

The z direction is set perpendicular to the wafer sur-
face. This ensures that the translational symmetry in the
xy plane holds during tunneling. Hence, the x and y com-
ponents of the momentum, kx and ky, must be conserved at
the tunneling, assuming where is no scattering. This in-
dicates that the kinetic energy for z-directional motion
and for motion perpendicular to the z direction must
be conserved independently. Thus the electrons in the

emitter can go through the barrier into the well if the
z component of the momentum kz has a special value
expressed as

kz0¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m� E0 � ECð Þ

p

h%
ð1Þ

where EC is the energy of the conduction band edge of the
emitter, m� the electron effective mass, and h% Planck’s
constant divided by 2p. The current is proportional to the
number of electrons having momentum kz0 of the above-
mentioned value. This can be easily understood from
Fig. 4, which illustrates the Fermi sphere for the degen-
erately doped emitter. Initially, the number of electrons

Figure 2. Current–voltage curve of the
RTD. This curve is characterized by the
NDR.
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Figure 3. Conduction band diagram of the RTD for various ap-
plied voltages with current–voltage characteristics.
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Figure 4. Fermi sphere for the degenerately doped emitter. The
number of tunneling electrons is proportional to the area of the
shaded disk.
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with momentum kz0 is very small, or 0 at T¼ 0 K, when E0

is larger than EF. Their number then increases propor-
tionally to the area of the shaded disk in Fig. 4 when
ECoE0oEFþEC. The electrons in the disk are in the res-
onant state. The area of the disk pk2 is expressed as

pk2¼
2pm� EF � E0 � ECð Þð Þ

h%
2

ð2Þ

In the simple approximation that ignores the band bend-
ing, EC is linearly dependent on the applied voltage. This
means that current increases linearly with increase in the
applied voltage. Then, the number of electrons abruptly
decreases when E0 drops under EC. Finally, nonresonant
current increases with increasing applied voltage beyond
this point. The nonresonant current arises from several
mechanisms; examples are direct tunneling of thermally
excited electrons, scattering, and imperfections of the
structure. The result is the current–voltage characteris-
tics shown in Fig. 3.

3. EFFECTS OF SCATTERING

Here, let us briefly consider the effects of scattering. Scat-
tering destroys phase coherence and breaks the transition
rule. Possible scattering centers include impurities, pho-
nons, electrons, and interface roughness. Taking scatter-
ing into account in RTD theory is difficult and is still an
evolving problem.

From a qualitative point of view, scattering in the well,
which breaks the phase coherence of electrons, doesn’t
change the operating mechanism discussed above, if the
scattering rate is not large enough to prevent energy-level
formation. This is because the mechanism depends only on
the fact that the electrons tunnel into the two-dimensional
state in the well. It is called ‘‘sequential tunneling’’ when
the scattering rate is large enough to destroy all coherence
before electrons leave the well [5].

On the other hand, scattering plays an important role
in determining peak and valley currents quantitatively
[6]. In particular, it has been reported that scattering due
to interface roughness has a significant effect on those
currents [7]. The interface roughness breaks the translat-
ional symmetry in the xy plane, which results in broader
resonance, and hence a larger valley current.

4. OPERATION SPEED

One of the most significant advantages of RTDs is their
extremely high operation speed. In discussing the limit of
the operation speed, it is important to differentiate two
response times: the so-called ‘‘tunneling time’’ and the ‘‘RC
time.’’ The former is the time it takes electrons to tunnel
through the RTD structure, and is related to quantum
mechanics. The latter is the time required to charge the
capacitance of the RTD, and is related to circuit theory.

Let us first consider the tunneling time [8]. Suppose
that the electric field in the RTD structure changes from
the nonresonant state to resonant state at a certain time
t0. The amplitude of the wavefunction in the quantum well

changes to its steady-state value in response to this
change. The tunneling time is the time required for this
change. This time is of the order of the resonant state
lifetime, tlife, or the ‘‘escape’’ time, which is the time it
takes an electron in the quantum well to escape from it.
(In the most simple approximation, the tunneling time is
the twice the escape time, because the tunneling time
consists of two processes, tunneling into the well and from
the well.) From simple theory, this time is determined by
the energy level width G as

tlife¼
h%

G
ð3Þ

The energy-level width G is determined as the half-width
of the transmission probability function through the res-
onant state. Roughly speaking, G exponentially decreases
with increasing barrier thickness and height. This means
that a shorter tunneling time can be obtained with thinner
and lower barriers, although there is a tradeoff against the
peak-to-valley ratio. This time determines the fundamen-
tal speed limit for ideal RTDs, and it can be as short as
0.1 ps [9].

However, various nonidealities in the real RTDs affect
the tunneling time. These nonidealities include barrier
asymmetry, interface roughness, and inelastic scatterings.
Several theoretical and experimental studies have been
devoted to clarifying the tunneling time of RTDs. A time-
resolved photoluminescent measurement using ultrashort
pulses [10] has revealed that the escape time from a two-
dimensional well agrees reasonably well with Eq. (3). On
the other hand, the tunneling time was estimated from the
high-frequency characteristics of quantum-well-base tran-
sistors [11]. These devices were heterojunction bipolar
transistors with a base layer consisting of a resonant tun-
neling double barrier structure. The results again showed
that the tunneling time is in reasonable agreement with
Eq. (3). The resonant lifetime described in Eq. (3) is a
useful guideline for designing high-speed RTDs, although
further studies are necessary to clarify the tunneling time
in real systems. In addition to the tunneling time, the
transit time across the collector depletion layer affects
RTD response when large spacer layers are used.

Next, we will discuss the operation speed limited by RC
time. In most applications, the operation speed of RTDs is
limited not by the intrinsic tunneling time but by the
charging time of RTD capacitance. RTDs are accurately
described by the equivalent circuit in Fig. 5. This circuit
consists of a voltage-dependent current source IRTD(V), a
voltage-dependent capacitor CRTD(V), and a series resistor
Rs. Here, the parallel combination of IRTD(V) and CRTD(V)
represents an intrinsic RTD, and the Rs is the sum of series
resistances such as the contact resistances. An investiga-
tion of the capacitance CRTD(V) is extremely important in
determining the maximum operation speed of RTD circuit.
A schematic diagram of the capacitance–voltage curve is
shown in Fig. 6 with the current–voltage curve as a refer-
ence. The capacitance of the RTD is extracted from the re-
sults of microwave S-parameter measurements [12]. In
short, there are two main points: (1) the capacitance is
roughly equal to that calculated from the undoped spacer
layer and the depletion layer of the device, except for the
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voltage near the peak; and (2) there is an anomalous peak
structure in the NDR region, as shown in Fig. 6. This peak
is due to resonant electrons accumulated in the well. This
must be taken into account to discuss operating speed
precisely. Note that IRTD(V) and CRTD(V) do not depend on
the frequency when the frequency is sufficiently smaller
than the intrinsic limit determined by the lifetime dis-
cussed above. (Occasionally, quantum inductance was in-
serted to the equivalent circuit when the frequency
approaches the intrinsic limit. This inductance, however,
is difficult to discriminate from wiring inductance.)

Here, consider the operation speed limits for two typ-
ical applications. The first is an oscillator [13]. The NDR of
RTDs can act as the basis for a very fast and simple os-
cillator. The maximum frequency of the oscillation fmax is
expressed as

fmax¼
1

2pC

�Gmax

RS
�G2

max

� 	1=2

ð4Þ

where Gmax is the maximum negative conductance in the
NDR region and C is the capacitance at the voltage where
Gmax obtained. This is the frequency above which the dy-
namic current through the capacitance masks the NDR.
Consequently, no oscillation occurs above this frequency.
This frequency can be extremely high, for example,
1.24 THz [1].

The second example is the switching time for the re-
sistance-load RTD circuit [14]. Figure 7 shows the load

diagram and the switching mechanism of the circuit. A
small pulse applied to the bias terminal makes the circuit
switch from OFF state to ON state. This switching time can
be calculated from the equivalent-circuit model, and is
approximated to be a few times RC, where C is the average
capacitance in the NDR region and the R is the negative
resistance. Extremely short switching times of 1.7 ps [15]
and 1.5 ps [2] have been reported for InAs/AlSb and InAs/
AlAs RTDs, respectively.

It is worth noting the advantages of RTDs compared to
Esaki diodes, or tunnel diodes. The I–V curves of Esaki

GRTD(V)

CRTD(V)

RS

Figure 5. Equivalent circuit of the RTD. This circuit consists of a
voltage-dependent current source, a voltage-dependent capacitor,
and a series resistor.

I

V

V

C

Figure 6. Schematic diagram of the capacitance–voltage curve
with a current–voltage curve as a reference. An anomalous peak
structure is shown in the NDR region.

I

V

RTD

RL

Vbias

Vpulse

Figure 7. Load line diagram of the resistive load RTD switch
circuit. The circuit switches its state in response to a small pulse
(Vpulse) applied to the bias voltage. A small pulse applied to the
bias terminal makes the circuit switch from OFF state to ON state.
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diodes show NDR similar to RTDs, and several applica-
tions similar to RTDs have been studied. The one of most
important advantages of the RTD is the ability to obtain a
high peak current density with a relatively low capaci-
tance. For example, an extremely high current density
of 6.8 GA/m2 is obtained with a capacitance of about
1.5 mF/m2 [2]. These values indicate that the speed index,
which is defined as the peak current density divided by the
capacitance per unit area Jp/C, is as large as 4.55 V/ps.
(The speed index corresponds to the speed of voltage vari-
ation, when the RTD capacitance is charged by its peak
current.) This is much larger than those of Esaki diodes,
which are smaller than 0.1 V/ps. This is possible because
the current density of RTDs can be increased by changing
the barrier and the well thicknesses, and this can be
achieved without decreasing depletion layer thickness.
On the other hand, one must increase impurity density
to decrease tunnel barrier (¼depletion-layer) thickness in
order to increase current density in Esaki diodes. Conse-
quently, the maximum operation speed of RTDs can be
much higher than that of Esaki diodes. Furthermore,
RTDs can avoid degradation observed in Esaki diodes
due to impurity diffusion at the highly doped p-n junction.

5. RTD VARIATIONS

Several variations of RTDs have been studied. The one
variation is an RTD with more than two barriers. The
purpose of using multiple barriers is to obtain a multiple-
peak I–V curve, which can be used for application for mul-
tiple-valued logic [16]. Also, the triple-barrier structures
have been used to make a sharp peak. This is because the
first quantum well plays the role of an energy filter [17].

Several materials other than GaAs/AlAs or In GaAs/
InAlAs systems have also been studied. In particular, the
AlSb/GaSb/InAs systems is attracting much attention be-
cause of its unique band lineups. Two different structures
have been proposed for this material system [18,19]. One
is the AlSb/InAs/AlSb double-barrier quantum-well struc-
ture, which has a band diagram similar to that of AlAs/
GaAs. This heterostructure has a larger barrier height
than AlAs/GaAs, so a larger peak-to-valley (P/V) current
ratio can be obtained. The other is the resonant interval-
ley tunneling diode (RITD), which exploits the type II
band alignment of the AlSb/GaSb/InAs system. (The con-
duction band minimum of InAs is lower than the valence
band maximum of GaSb; see Fig. 8.) RITDs consist of a
GaSb well sandwiched by AlSb barriers with InAs emitter/
collector layers. In the GaSb well, quasibound states are
formed in the valence band. This allows electrons in the
emitter to tunnel through the valence band state of GaSb
to the collector. In this structure, the bandgap of GaSb
blocks the leakage current at the valley voltage. Conse-
quently, an extremely high P/V ratio of more than 20 is
possible at room temperature.

The implementation of RTDs with a Si-based material
system has attracted increasing attention. Several types
of devices were reported, which include an SiO2/Si, SiGe/
Si, CaF2/Si, and g-Al2O3/Si systems [20]. Until now, only
limited performance has been obtained for these systems

(low P/V ratio, low peak current density). This is due to the
higher electron mass in Si compared to that of the com-
pound semiconductors. Further effort would be necessary
to realize high-performance Si-based RTDs. However, the
emergence of high-performance Si-based RTDs would have
an extremely significant impact, because highly functional
circuits using them could be implemented in Si VLSIs.

6. DEVICE MODELING

A device model of the RTDs suitable for circuit simulation
is significant for designing circuits using RTDs. The equiv-
alent-circuit model shown in Fig. 5 is generally used with
a parasitic inductance Ls connected serially. For the I–V
curve, the most simple model is the piecewise linear ap-
proximation. This is convenient to obtain general view of
the circuit behavior. However, it’s not sufficient for precise
circuit design. Some model equations of RTD I–V curves
have been proposed for circuit simulation. These equa-
tions are simple to use in circuit simulators, but can
be closely fitted to experimental I–V curves. Among
these, Schulman’s model [21] is often used because
it shows better fit for high-performance RTDs. Their
equation is shown below, which is based on the physical
current equation but some variables are treated as fitting
parameters:

I Vð Þ¼ IRT Vð Þþ INRT Vð Þ ð5Þ

IRT Vð Þ¼A log
1þ exp B� Cþn1Vð Þ½ �

1þ exp B� C� n1Vð Þ½ �

� 	

�
p
2
þ arctan

C� n1V

D

� � ð6Þ

INRT Vð Þ ¼A0 exp
V

n0
� 1

� �
ð7Þ

InAs GaSb InAs

AlSb AlSb

Conduction
    band

Valence 
  band

Quantum
level

Electron

Figure 8. Conduction band diagram of the resonant intervalley
tunneling diode.
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Here, A0, A, B, C, D, n0, n1 are the fitting parameters. The
model I–V curve is shown in Fig. 9 with the experimental
one.

The C–V characteristics are more difficult to imple-
ment. This is because the precise measurement of capac-
itance for high-performance RTDs is very difficult because
of its extremely small value and the difficulty in biasing
the RTDs in NDR region. At present, capacitance calcu-
lated from the depletion layer thickness is often used for
simulation. This is a reasonably good approximation in a
moderate frequency range. However, for higher frequency
ranges close to the cutoff frequency of the RTDs, it should
be necessary to take the effect of electron accumulation in
the well into account.

7. APPLICATIONS

Several possible RTD applications that exploit the NDR
characteristics are now being developed. Although most of
them are similar to those once proposed for Esaki diodes,
progress in related device technology and the ultra-high-
speed potential of RTDs open up new possibilities. The
most attractive applications are microwave/millimeter-
wave analog circuits [13]. They include an oscillator, a
frequency multiplier, a mixer, and a trigger [22]. Some of
these applications are discussed in detail here.

7.1. Oscillators

Oscillators based on NDR have been studied intensively.
Oscillation frequencies up to 712 GHz with InAs/AlSb
RTDs are the highest achieved to date and exceed those
of any other solid-state devices [1]. The most significant
problem that impedes use of RTD oscillators in real ap-
plications is the output power [23]. For example, output
powers reported so far were 50 mW at 205 GHz, 28 mW at
290 GHz, and 0.3 mW at 712 GHz. One of the most signif-
icant reasons for these small powers is the limited area of
the RTD available in the circuit. This limitation is im-
posed to avoid oscillations in bias circuit. Small Vv–Vp (Vv

¼ valley voltage), and hence, large negative conductance
makes this problem difficult to solve. Series integration
of RTDs is one promising technique to overcome this

problem. However, biasing such series connected RTDs
in the NDR region is unstable even when the total bias
voltage Vbias satisfies the condition nVpoVbiasonVv (n¼
number of RTDs connected serially). In fact, the total volt-
age is distributed such that all RTDs are biased in the
positive differential resistance regions. To solve this prob-
lem dynamic biasing techniques using a subfrequency ex-
citation have been proposed [24]. Decreasing the parasitic
resistance is also a significant problem for realizing high-
frequency oscillators because this resistance restricts the
available power as well as the maximum oscillation fre-
quency. An interesting technique for decreasing collector
contact resistance is to use the undoped Schottky contacts
for the collector [25]. When the RTD is biased in the op-
erating voltage, the forward-biased Schottky contact has
no barrier that impedes electrons flowing from collector to
the metal.

7.2. Mixers

The RTD has the ability to act as a mixer because of the
rapid variation of the conductance with voltage. For a di-
ode oscillating with a DC bias at the center of the NDR
region, the time-varying small-signal dynamic conduc-
tance changes from a large negative value at the DC
bias point to a small, perhaps positive, value at both ext-
rema of the oscillation amplitude. Consequently, the RTDs
can act as a mixer when the RF and LO signals are input.

7.3. Frequency Multipliers

As described above, the RTD shows a strong nonlinearity.
The Fourier series of the conductance then has large co-
efficients at its first few harmonics, especially the even
harmonics if the I–V curve is antisymmetric about the bias
point. These harmonics can be used for frequency multi-
pliers.

7.4. Clock Recovery Circuits and Frequency Dividers

Interesting applications relative to the resonant tunneling
oscillators have been proposed. These are based on the
injection-locking phenomenon, or more generally, the bi-
furcation phenomenon in the resonant tunneling oscilla-
tor circuits. First is an optoelectronic clock recovery circuit
as shown in Fig. 10 [26]. The circuit consists of an oscil-
lator, which is constructed with an RTD and a transmis-
sion line, and an extremely high-speed photodiode called
UTCPD (uni-traveling-carrier photodiode). The essential
synchronization principle is injection locking of the RTD
oscillator using the photocurrent generated by UTCPD. It
was reported that the integrated circuit fabricated on an
InP substrate extracted an electrical 11.55-GHz clock sig-
nal from 11.55-Gbps RZ (return-to-zero) optical data
streams in a wide locking range. Furthermore, the extrac-
tion of a subharmonic clock from 46.2 Gbps input data-
streams was also reported. This indicates that this circuit
also works as a frequency divider with an optical input.

The similar locking phenomenon was also adapted to a
frequency divider shown in Fig. 11 [27]. This simple circuit
can be regarded as a Van der Pol oscillator with an oscil-
lating input. It is known in the field of nonlinear physics
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Figure 9. Model I–V curve fitted to the experimental data.
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that this type of circuit yields various signal patterns in-
cluding long period signals, whose period T is integer-
multiple of the input period T0 (T¼nT0). This behavior is
known as a bifurcation phenomenon, which is closely re-
lated to chaos. (In fact, this circuit also shows chaotic be-
havior under certain conditions, and several applications
using controlled chaos could be realized, e.g., communica-
tion using chaos synchronization, and encryption.) Ultra-
high-frequency operation at 88 GHz of the 1–2 frequency
divider has been realized with this circuit.

Several circuits have also been proposed for digital ap-
plications [3]. The latching function due to the bistability
of RTD circuits is the basis for most of these applications.
A typical example of such a circuit is a (multiple-valued)
memory, which uses RTDs connected in series or parallel
with appropriate load.

8. RESONANT TUNNELING TRANSISTORS AND
INTEGRATION WITH CONVENTIONAL TRANSISTORS

An RTD has only two terminals, which restricts the use of
resonant tunneling phenomena. Adding a control terminal
to RTDs extends their usability to a variety of applica-
tions. The most straightforward way to do this is to merge
RTD with conventional transistors to make a composite
device. This approach has been used to build resonant
tunneling bipolar transistors (RTBTs) [3], resonant (tun-
neling) hot-electron transistors (RHET) [28], and gated
RTDs. The RTBTs have a resonant tunneling structure at
the emitter/base junction region or in the base. An RHET

is similar to RTBT and has a resonant tunneling structure
at the emitter of the hot-electron transistor. Consequently,
these devices have negative transconductance in emitter-
grounded transistor characteristics. These nonlinear
input–output characteristics can be applied to several cir-
cuits, such as an XOR (exclusive-OR) logic gate with only one
transistor. On the other hand, gated RTDs have Schottky
or junction gates around the emitter to control RTD area,
and show an NDR with controlled peak current. These
devices are used for a functional logic gate called a ‘‘MO-
BILE’’ (monostable–bistable transition logic element) [4],
and are useful in investigating the physics of very small
tunneling structures [29].

The other and more practical way to add control ter-
minals is to connect RTDs with conventional transistors to
make parallel or series circuits. Integration of RTDs with
transistors is necessary in order to do this, but this has a
significant advantage beyond merely adding a control ter-
minal. One can use both RTD circuits and conventional
transistor circuits according to their merits and demerits.
Integration of RTDs with HEMTs or bipolar transistors
have been proposed, and several circuits have been also
reported using such devices [30–32].

In general, two configurations are used to connect an
RTD and a transistor: parallel and serial configurations,
as shown in Fig. 12. (Here, field-effect transistors are used
for instance. The following discussion is valid for bipolar
transistors.) The parallel circuit can be regarded as an
NDR device capable of peak current modulation. On the
other hand, the serial circuit, which has two options, con-
necting the RTD at source or drain, shows a negative
transconductance. The former is used for the logic gate
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Figure 10. Circuit diagram of the clock recovery circuit.
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Figure 11. Circuit diagram of the chaos generator (frequency
divider).
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Figure 12. Basic configurations of the RTD/FET circuit together
with its I–V characteristics.
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MOBILE, and the latter is also used for various analog
and digital applications. Here, some applications of these
circuits will be discussed in detail.

8.1. MOBILE [Monostable–Bistable (Transition)
Logic Element]

The MOBILE [33] is a functional logic gate exploiting the
NDR of RTDs. It consists of two serially connected NDR
devices with FET(s) connected parallel to the NDR de-
vice(s). The simplest form of the MOBILE, shown in
Fig. 13, works as a clocked inverter, together with the
load line diagram. The key point is that it employs the
monostable-to-bistable transition of the circuit, and the
circuit is driven by oscillating the bias voltage to produce
the transition. A stable point S in the Vbiaso2Vp region
splits into two branches, S1 and S2, when Vbias increases
through 2Vp. A small difference in the peak current be-
tween the two NDR devices determines the circuit’s state
after the transition. Therefore, the circuit forms a logic
gate if the peak current of the NDR devices can be mod-
ulated according to input signals. The oscillatory varying
bias voltage acts as a clock. The MOBILE switches its
state only at the rising edge of the bias voltage (it works as
a clock) and maintains its state while the bias voltage is
high (edge-trigger and latch operation).

Several application circuits of the MOBILE have been
reported, which include a 35-Gbps D-FF, and a 34-GHz
T-FF. Moreover, replacing the input HEMT by a photodi-
ode, a 80-Gbps optical D-FF has been demonstrated [34].
Owing to the function of the MOBILE, the numbers of
devices used in the circuits have been reduced consider-
ably in comparison to those of the conventional circuits.

8.2. RTHEMT (Resonant Tunneling High-Electron-
Mobility Transistor)

The RTHEMT [35,36] is one of the most promising devices,
which incorporates an RTD at the source of a HEMT. It
features a pronounced NDR and a negative transconduc-
tance. Figure 14 shows the schematic cross-section and
the equivalent circuit of the RTHEMT. The RTD layers
are grown on top of the HEMT layers. Its IDS–VGS char-
acteristics are shown in Fig. 15. As shown in the figure,
strong nonlinear characteristics including negative trans-
conductance, are observed for the RTHEMT. Note that
this negative transconductance can be obtained in a wide
range of the drain voltage due to the feedback of the non-
linear source resistance. This is in marked contrast with
the configuration where the RTD is connected to the drain,
which shows negative transconductance in relatively
small range.

This folded IDS–VGS curve is useful for fabricating fre-
quency multipliers. A frequency doubler MMIC integrat-
ing RTHEMT and on chip impedance-matching circuit
have been successfully fabricated. The discontinuous
change in the drain current in IDS–VGS characteristics is
also valuable for various nonlinear circuits. This yields
extremely high-order harmonics in its output. These high-
order harmonics can be used for a pulse generator for the
sampling phase detector and a signal source for injection-
locking oscillator.
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Figure 13. Operating principle of the MOBILE inverter: (a) ba-
sic configuration; (b) load diagrams for various Vbias.
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9. SUMMARY

Resonant tunneling diodes exploit the quantum tunneling
effect emerging in nanometer-scale thin semiconductor
heterostructures. The RTDs feature strong nonlinear cur-
rent–voltage characteristics exhibiting negative differen-
tial resistance and also extremely high operation
frequency. These features make the RTDs extremely use-
ful for nonlinear microwave/millimeter-wave circuits as
well as high-speed digital circuits. RTDs are excellent
candidates for the high-frequency and low-power applica-
tions of the near future, and vigorous efforts to build and
perfect them shall continue.
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Consider an electromagnetic wave in free space impinging
on a flat metal sheet as shown in Fig. 1. If the direction of
propagation is normal (i.e., perpendicular) to the metal
surface, the wave reflects off the metal sheet in the same
direction from which it originated. This is an example of
retrodirective behavior, or simply, retrodirectivity. Howev-
er, this does not imply that the metal sheet is a retrodi-
rective system, because this behavior is observed only at
normal incidence, when y¼ 01. If the incoming wave is in-
cident at an arbitrary, nonnormal angle y, the reflected
wave does not bounce off the metal sheet at y, as required
for a retrodirective system, but instead at the specular
angle -y predicted by Snell’s law. Moreover, if the direction
of propagation is parallel to the metal surface (y¼ 901), the
wave only grazes the sheet and there is no reflection at all.
Retrodirectivity requires that the incoming wave bounce
back in the same direction from which it originated,
regardless of what that direction is.

Although one metal sheet cannot function as a retrodi-
rective system, two or more metal sheets can. Figure 2
illustrates a retrodirective system formed by intersecting
two mutually perpendicular, flat metal sheets. Since each
quadrant forms a corner shape, the resulting structure is
called a corner reflector [1], and provides retrodirectivity
for any angle of incidence in the x-y plane. The system is
easily extended to three dimensions by intersecting the
two metal sheets in Fig. 2 with a third metal sheet that is

mutually perpendicular to both, creating a three-dimen-
sional corner in all eight octants. Multiple reflections off of
any one corner cause incoming waves from all possible
angles in three-dimensional space to be reflected back in
the same direction of the originating wave, giving rise to
true retrodirectivity. We define a retrodirective system,
then, as one that reacts to an incoming signal (often called
an interrogating or pilot signal) from an unspecified di-
rection by transmitting a response to that same direction,
regardless of what that direction is. The response is com-
pletely automatic, and is performed without any prior
knowledge of the location of the source.

Basic retrodirective systems such as the corner reflec-
tor were originally proposed as passive reflectors for use
as radar targets, as they are capable of providing radar

�

Incoming signal

Reflected signal

Metal sheet

Figure 1. Reflection from a metal sheet. Retrodirective behavior
occurs only at normal incidence (y¼01). At other angles of inci-
dence, the reflected wave does not bounce back in the same di-
rection from which it originated.

Incoming signal

Reflected signal

Incoming signal

Reflected signal

Figure 2. For a corner reflector, retrodirectivity is observed for
waves incident from any angle in the x–y plane.

RETRODIRECTIVE SYSTEMS 4493



cross sections much larger than their physical size. But
with advances in high-frequency electronics, more recent-
ly developed retrodirective systems have become more
functional by providing modulation or gain, making
them useful for wireless communication applications
[2,3]. The autonomous beamsteering feature of retrodirec-
tive systems make them attractive for automatic pointing
and tracking systems, microwave-tracking beacons, radio-
frequency identification (RFID), solar power satellites,
and crosslinks for small-satellite networks.

In each of these applications, the scenario is similar. An
omnidirectional interrogating signal is transmitted in all
directions. The retrodirective system, on receiving this
signal, automatically transmits a response back to the in-
terrogator. For microwave-tracking beacon applications,
the interrogator uses this response to track the beacon’s
position. For RFID applications, the retrodirective tag’s
response includes inventory control information.

Retrodirective systems excel in applications where
communication links are not fixed, as in base-to-mobile
or mobile-to-mobile communications. The autonomous
beamsteering is achieved at a purely hardware level, pro-
viding a means for creating secure, efficient, directive sys-
tems for satellite communications, wireless local-area
networks, terrestrial peer-to-peer communications, or co-
vert battlefield communications, without adding addition-
al processing or system design strain.

One more recently proposed application of retrodirec-
tive systems is for the emerging area of small-satellite
networks [4]. The smaller mass of nanosatellites (10 kg)
and picosatellites (1 kg) make them more economical to
develop and launch into orbit. Networks of small satellites
promise increased mission flexibility and success by dis-
tributing the tasks and subsystems typical of a single large
satellite. An autonomous small-satellite network also re-
duces the possibility of catastrophic single-point failure; if
one satellite fails, others can take up the slack until a re-
placement is launched. However, the challenge in design-
ing a distributed small-satellite network—especially a
dynamically reconfigurable one—is in establishing and
maintaining a reliable crosslink with other satellites in
the network without a priori knowledge of their positions.

Omnidirectional antennas are the obvious choice for
crosslinking satellites that are subject to constant reposi-
tioning, but this leaves the network susceptible to eaves-
dropping by unauthorized ground stations as well as by
satellites outside the network but still within range of the
constellation. Omnidirectional antennas are also ineffi-
cient, as power is radiated in all directions, not just in
the direction of the receiver. Retrodirective crosslinks be-
tween satellites moving randomly in space provide the
benefits of not only self-steering but also directivity. The
high directivity associated with retrodirective systems im-
proves not only network security but also the communi-
cation link efficiency by minimizing power consumption;
this reduces the burden on transmitting and receiving
amplifiers while still mainlining a reasonable link margin.
The simplicity of the retrodirective approach is important
for small satellites in which power is at a premium.

It is important to note that the automatic, self-steering
function of retrodirective systems is performed autom-

atically, without the use of phase shifters, digital circuitry,
or software. Compared to conventional phased-array an-
tennas in which the phasing of the array is user con-
trolled, a retrodirective system is self-phasing. Compared
to smart antennas that rely on digital signal processing for
beam control, retrodirective systems are much simpler
and potentially faster because digital computations are
not needed.

Much of the early work in retrodirective systems is re-
viewed in Ref. 5. This article focuses on more recent de-
velopments in antenna array systems that exhibit
retrodirective behavior, and thus are called retrodirective
antenna arrays. First, basic concepts in antenna arrays
are reviewed, followed by a discussion of the two basic
retrodirective array architectures. Next, methods for char-
acterizing the arrays are reviewed. Finally, examples of
more advanced retrodirective arrays and systems are pre-
sented.

1. BASIC RETRODIRECTIVE ARRAY ARCHITECTURES

Although the corner reflector is well suited for applica-
tions such as radar targets or markers, it is not particu-
larly useful for wireless communications: (1) it is difficult
to integrate electronics that are necessary for modulating
the retrodirected signal; (2) corner reflectors must be large
with respect to a wavelength to minimize the effects of
edge diffraction, which distorts the retrodirected radiation
pattern; and (3) the very nature of corner reflectors pro-
hibits them from being planar and low-profile, which are
desirable features for many applications.

For wireless applications, it is more common to use ret-
rodirective antenna arrays, which lend themselves to in-
tegration with electronic circuits, are smaller and lighter
than corner reflectors, and can be made planar and low-
profile. An antenna array is composed of individual radi-
ating elements. By combining individual antennas in an
array, one can achieve higher directionality and the ability
to steer the beam.

To illustrate, consider the four-element array shown
in Fig. 3, consisting of four isotropic antennas spaced a

−3�−2�0 −1�

d

Wavefronts Mainbeam direction

Figure 3. A four-element antenna array. If the elements are ex-
cited with a phase gradient that is increasingly negative from left
to right, the mainbeam will appear to the right of broadside.
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distance d apart. An isotropic antenna is one that radiates
equally in all directions. The radiation from each element
constructively interferes in certain directions (creating
mainlobes and sidelobes) and destructively interferes in
others (creating nulls), resulting in what is known as an
antenna radiation pattern. An antenna’s radiation pattern
is the same whether it is transmitting or receiving.

The directions of constructive and destructive interfer-
ence depend on the spacing between elements relative to
the wavelength as well as the excitation of each element.
For example, if each antenna element is excited at the
same time (i.e., in phase), the radiation constructively in-
terferes to create a mainbeam that forms in the broadside
direction, defined as the two directions that are perpen-
dicular to the array axis. If each antenna element is ex-
cited with a time delay between successive elements (i.e.,
with a progressive phase shift), the mainbeam forms in
the direction corresponding to the amount of delay in-
duced. The mainbeam direction is the one for which the
path delay for each element compensates for the excitation
delay for each element, resulting in a mainlobe that forms
along the direction for which the radiation from each el-
ement adds in phase. It is therefore the phase gradient
across the array that determines the direction of the main-
beam. If the element phase excitation is increasingly neg-
ative in moving from the left to the right, the mainbeam
will appear to the right of the broadside direction, as
shown in Fig. 3.

Conventional phased-array antennas are able to steer
their beams by exciting elements with phase shifters. In
contrast, retrodirective antenna arrays steer their beams
automatically, without any phase shifters, in response to
an interrogating signal.

1.1. Van Atta Arrays

Van Atta arrays [6] consist of pairs of antenna elements
equally spaced from the center of the array with equal-
length transmission lines (Fig. 4). The signal received by
one antenna is reradiated by its pair, causing the order of
reradiation to be flipped with respect to the center of the
array. The phase gradient of the array is therefore re-

versed (positive to negative, negative to positive) to
achieve the proper phasing for retrodirectivity. Since the
lengths of the connecting transmission lines are equal, the
only frequency-dependent component in the Van Atta ar-
ray is the antenna element. The use of broadband anten-
nas and nondispersive transmission lines allows the array
to perform over a wide bandwidth. However, this array
configuration is restricted to planar wavefronts and pla-
nar topologies.

Figure 5 shows a microstrip patch antenna reflector
array using the Van Atta architecture, developed at Texas
A&M University [7]. The microstrip patch antennas are
aperture-coupled with feedlines printed on the backside of
the substrate, preventing undesired radiation from the
feed networks and making the design compact. The array
achieves wide angular coverage by taking advantage of
both scattered and retrodirected fields. Radiation pattern
measurements show a beamwidth larger than 1201, while
a metal plate of the same size provides only a 101 beam-
width. Another type of Van Atta array, shown in Fig. 6,
was developed at National Chiao Tung University [8]. The
prototype array has six elements, each containing two slot
antennas. Backradiation from the slot antennas is short-
circuited with a metal reflector placed behind the array,
which also serves to increase the radar cross section
(RCS).

These two examples were proposed for intelligent ve-
hicle highway system (IVHS) applications. The arrays
successfully provide large radar cross sections in a wide
angular range without any electronic circuitry, except for
integrated switches in the transmission lines to provide
modulation. The study shows promising results for other
applications such as RFID.

1.2. Phase-Conjugating Arrays

A more popular technique for realizing retrodirective ar-
rays is based on phase conjugation. This approach uses
the same idea of the reversal of a phase gradient in the
Van Atta array, but phase reversal is achieved at each an-
tenna element instead of relying on antenna pairs.

In this scheme, shown in Fig. 7, heterodyne mixing [9]
causes the incoming radiofrequency (RF) signal at each
element to mix with a local oscillator (LO), creating the
following mixing product:

VIF¼VRFcosðoRFtþ ynÞ � VLOcosðoLOtÞ

¼
1

2
VRFVLO½cosððoLO � oRFÞt� ynÞ

þ cosððoLOþoRFÞtþ ynÞ�

ð1Þ

If the LO frequency is twice the RF frequency, we ob-
tain the following:

VIF / cosðoRFt� jÞþ cosð3oRFtþjÞ ð2Þ

Note that the first term in (2), which is the lower side-
band product (intermediate frequency, or IF signal) has
the same frequency as the RF, but with a reversed, or

Incoming
Outgoing

0 −1� −2� −3�

−3� −2� −1� 0

Figure 4. A Van Atta array, consisting of pairs of antennas con-
nected with equal-length transmission lines.
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conjugated phase. An array of such phase-conjugating el-
ements causes the same kind of phase reversal as in the
Van Atta array, resulting in a reradiated beam back to-
ward the source direction.

In this method, it is important to eliminate undesired
signals so that only the desired phase-conjugated signal
radiates from the array. The upper sideband product in (2)
and the LO leakage can easily be filtered and suppressed
since their frequencies are far apart from the phase-con-
jugated signal frequency. Another signal that must be
suppressed is the RF signal that leaks directly from the
input to the output of the phase conjugator. This signal is
exactly the same frequency as the desired IF signal, but is
not phase-conjugated. The non-phase-conjugated RF leak-
age creates a specular beam that is the mirror image of the
desired retrodirective beam. For example, if the retrodi-
rected beam is formed at 201, then the leakage signal will
form at �201.

Therefore, RF leakage suppression is one of the key
challenges in the phase-conjugating heterodyne method.
Since it is impossible to filter out the RF leakage, as its
frequency is the same as that of the phase-conjugated sig-
nal, balanced mixer topologies are usually used to elimi-
nate undesired signals.

1.2.1. Passive Phase-Conjugating Arrays. Figure 8 shows
an example of the phase-conjugating architecture—an
eight-element array using ratrace diode mixers that was
developed at the University of California, Los Angeles
(UCLA) [10]. Mounted between ports 2 and 4 of a dual-
frequency ratrace coupler is a pair of series diodes, the
center of which is short-circuited at the LO and RF/IF
frequencies by two radial stubs. The 12-GHz LO and
6- GHz RF signals are applied through filters, which ef-
fectively isolate the LO from the RF/IF signals. RF-IF iso-
lation is achieved by the balanced structure of the ratrace
coupler. The measured conversion loss of the mixer is
5–7 dB over a RF frequency range from 5.5 to 6.5 GHz,
while good RF-IF isolation is maintained over the range.
The bidirectional characteristic of the circuit permits ret-
rodirectivity for any polarization by using the two orthog-
onal modes of a patch antenna.

1.2.2. Active Phase-Conjugating Arrays. Passive, diode-
based phase conjugators generally provide better RF-IF
isolation than do active, transistor-based phase conjuga-
tors, especially when no bias is required. The major short-
coming of passive phase conjugators is the conversion loss,
which limits the distance between the interrogator and
the retrodirective array. The use of active devices such as
metal semiconductor field-effect transistors (MESFETs) is
attractive as they can provide conversion gain during the
mixing process. Active phase conjugators make it possible
for the retrodirective array to transpond an amplified sig-
nal back to the source location, without the need for
additional amplifiers.

Figure 9 shows an example of this approach, developed
at UCLA [11]. Like the design in Fig. 8, this circuit uses a
dual-frequency ratrace coupler. The LO and RF signals
are applied to FET mixers out of phase, resulting in
cancellation of the RF and LO leakage while a phase-con-

jugated signal from each channel of the balanced mixer
combines in phase at the output port. The measured con-
version gain is about 6 dB, and the RF-IF isolation is bet-
ter than 20 dB at the center frequency.

UCLA modified its phase conjugator design to elimi-
nate the need for a dual-frequency combiner, thus simpli-
fying the design and making it more compact [12]. As
shown in Fig. 10, the interrogating RF signal is split into
two channels that are 901 out of phase, while the LO is
applied in phase. Phase-conjugated IF signals from the
two channels are combined in phase, while the RF leakage
is canceled before retransmission. The balanced structure
suppresses the undesired RF leakage, achieving 20 dB of
RF-IF isolation and a conversion gain of 3.2 dB. The array
operates in the 6-GHz band, with a 12-GHz LO applied in
phase to each phase conjugating element through a cor-
porate feed network.

The strength of the phase-conjugating technique is the
recreation of a wavefront. Unlike the Van Atta architec-
ture, this technique allows an array to retrodirect a signal
to the source through obstacles or in the near field [13], as
shown in Fig. 11. It also accommodates nonplanar wave-
fronts and surfaces.

1.3. Characterization

Figure 12 illustrates the two standard measurements for
characterizing the self-steering performance of a retrodi-
rective antenna array: bistatic and monostatic radar cross
sections (RCSs). In both cases, an interrogating signal pro-
vided by a horn antenna impinges on the array under test,
whereupon the retrodirected signal is transmitted back
(ideally in the same direction from which it originated) to a
second receiving horn antenna. In the bistatic case, the
interrogating antenna remains stationary while the re-
ceiving antenna is scanned. The resulting measurement
shows a mainlobe in the direction of the source, with nulls
or sidelobes in other directions. In the monostatic case,
both the interrogating and receiving antennas are collo-
cated and simultaneously scanned. Since the interrogating
and retrodirected signals are both in the same direction,
the peak of the array radiation will always be in the di-
rection of the receiving antenna, and thus the monostatic
pattern will exhibit a relatively flat pattern, without nulls.

Since the interrogating and retrodirected signals share
the same frequency, there is always unavoidable coupling
between the interrogating and receiving horns. In a
phase-conjugating array or modified Van Atta array, this
problem is overcome by slightly offsetting the frequencies
so that the two signals can be resolved on a spectrum an-
alyzer. For instance, the following frequencies could be
used: an interrogating signal of 4.99 GHz, an LO signal of
10.00 GHz, and a retrodirected signal of 5.01 GHz. Phase
conjugation is achieved even if the interrogating and ret-
rodirected frequencies are not identical, but the deviation
between these two frequencies leads to a pointing error in
the return beam. The amount of the error depends on this
frequency difference as well as the incoming beam angle,
since the amount of progressive phase shift needed for ar-
ray beamsteering is a function of antenna element spacing
in terms of wavelength.
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Retrodirective arrays can be either one-dimensional, as
in the examples presented previously, or two-dimensional,
as presented in the next section. Bistatic and monostatic
RCS measurements can therefore be taken over several
planar cuts, as Fig. 13 shows. The theoretical bistatic RCS
is given by

sbistaticðy; y0;f;f0Þ

¼
l2

0

4p
GcDpatchðy0;f0ÞDpatchðy;fÞDarrayðy; y0;f;f0Þ

ð3Þ

where y0, f0 are the RF source angles, Gc is the circuit
gain, Dpatch is the element directivity, and Darray is the
directivity of the array, given by

Darrayðy; y0;f;f0Þ¼
AFðy; y0;f;f0Þ
�� ��2

U0ðy0;f0Þ

¼
4p AFðy; y0;f;f0Þ
�� ��2

R 2p
0

R p
0 AFðy0; y0;f

0;f0Þ
�� ��2sin y0dy0df0

ð4Þ

where AF is the array Factor.
In the bistatic RCS measurement, the radiation pat-

tern of the array is fixed since the position of the RF in-
terrogating source (i.e., y0, f0) is fixed, suggesting that the
integration of the array factor U0 is constant. Therefore,
the directivity of the array simply depends on the angle y

90 deg. at RF freq.
180 deg. at LO freq.

FET mixers

LO 12 GHz

IF (6.01 GHz)

RF (5.99 GHz)

(a)

(b)

Figure 10. Active phase-conjugating array
using MESFET mixers: (a) phase-conjugat-
ing unit cell; (b) four-element prototype (ex-
ternal LO not shown). (Courtesy of IEEE
[12].)
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Figure 12. A retrodirective signal is characterized by (a) bistatic
RCS and (b) monostatic RCS measurements.

Source in near field

Source in near field

Outgoing 
wavefront

Outgoing 
wavefront

(a) (b)

Incoming
wavefront

Incoming
wavefront

Figure 11. Reconstruction of the wavefront in a (a) phase-con-
jugating array and (b) a Van Atta array.
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where the receiving horn is located. The normalized
bistatic pattern is

s0bistaticðy;fÞ y0 ;f0

�� ¼
jAFðy;fÞjy0 ;f0

j2Dpatchðy;fÞ

maxðjAFðy;fÞjy0 ;f0
j2Dpatchðy;fÞÞ

ð5Þ

where AF is the array factor. Since the array factor is
maximum at the angle of the incoming RF signal, the
mainlobe of the bistatic RCS pattern should point in the
direction of the source. Typical bistatic RCS patterns are
shown in Fig. 14.

In the monostatic RCS measurement, the interroga-
ting and receiving antennas are collocated and moved to-
gether (y¼ y0, f¼f0) to measure the radiation from the
array, and thus the receiving antenna is always in the di-
rection of the mainlobe. The monostatic RCS pattern is

given by

smonostaticðy;fÞ ¼
l0

4p
GcD

2
patchðy;fÞDarrayðy;fÞ ð6Þ

In the monostatic RCS measurement, the radiation pat-
tern varies as y, f changes. This implies that the array
directivity at the peak is not constant, and depends on the
scanning angle, that is, the position of the RF and IF
horns, y, f [15,16]. The normalized monostatic pattern is
given by

s0monostaticðy;fÞ¼
D2

patchðy;fÞ=U0ðy;fÞ

maxðD2
patchðy;fÞ=U0ðy;fÞÞ

ð7Þ

A typical monostatic RCS pattern is shown in Fig. 15.

1.4. Array Design Considerations

In addition to the choice of architecture (Van Atta vs.
phase conjugation, passive vs. active), the retrodirective
system design must also include the appropriate choice of
antenna element since this is often the limiting factor in
the angular coverage of a retrodirective array. As shown in
Fig. 16, the radiation pattern of the array is the product of
the element and array factor directivities, but the maxi-
mum value of the product of these two directivities does
not correspond to the peak of the array factor when a
nonisotropic element is used. This results in a beam-point-
ing error, defined as the deviation of the mainbeam from
that of the array factor pattern. Using an antenna element
with low directivity, such as a microstrip patch, or in-
creasing the number of elements reduces this error. Using
a low-directivity element also decreases the dependence
of the retrodirected power on the interrogation angle.

Planar cut

y

z

x

�

�

Figure 13. Coordinate system for the RCS measurement of a
retrodirective array.
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Additional insight into the beam pointing error, as well as
methods for mitigating it, can be found in Ref. 17.

Another consideration is the spacing between elements
in the array. As in other types of phased arrays, this

spacing limits the scanning range of a retrodirective array.
To avoid grating lobes in the radiation pattern that result
in scan angle limitations, the array spacing must satisfy
the following condition for a given interrogation angle

do
l0

ð1þ j sin yincjÞ
ð8Þ

where d is the array spacing, l0 is the free-space wave-
length of the interrogating RF signal, and yinc is the inci-
dent angle of the incoming signal. For scanning from
� 901 to þ 901 without grating lobes, d must be less
than a half-wavelength of the RF signal.

The monostatic RCS is useful in evaluating the wide-
angle coverage of a retrodirective array. The bistatic RCS
is useful for evaluating the antiintercept capability (low
sidelobe power levels) beam-pointing errors, and scan
angle limitations.

2. TWO-DIMENSIONAL RETRODIRECTIVE ARRAYS

While the one-dimensional (1D) retrodirective arrays dis-
cussed in the previous section may be suitable for terres-
trial applications, two-dimensional (2D) retrodirectivity is
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necessary for terrestrial-to-space or space-to-space com-
munications. However, implementing large 2D arrays
based on traditional techniques is not as straightforward
as simply adding more elements. For Van Atta arrays [18–
20], the network of transmission lines connecting ele-
ments from one side of the array to the other becomes
complicated as they must overlap each other. For phase-
conjugating arrays, the maximum array size is limited by
factors such as the complexity of a large corporate LO feed
network and supplying enough LO power from a single
source. In addition, the l/2� l/2 cell limitation for avoid-
ing grating lobes have limited most 2D arrays to a max-
imum size of 4� 4 elements. Several approaches have
been proposed to overcome these issues.

2.1. Spatially Fed Local Oscillator

Researchers at the University of Hawaii (UH) developed a
retrodirective diode grid array using a spatially fed LO
[21]. Antiparallel diodes distributed over the grid enable
third-order mixing. The LO is spatially applied to both
front- and backsides of the grid, and mixed with the in-
terrogating RF signal. The four-wave mixing scheme elim-
inates the need for an LO at twice the RF, allowing the
system to use one frequency band for both RF and LO.

UH researchers developed a second phase-conjugating
array in which the LO is spatially fed through slot-coupled
patch antennas to eliminate LO feed networks [22]. Since
there is no corporate feed network, each element of the

array is decoupled, allowing for 2D implementation with-
out added complexity. A four-element 1D prototype was
demonstrated at 5.35 GHz. The RF and LO signals re-
ceived from patch antennas are combined through a dip-
lexer and fed to the gate of a MESFET. The phase-
conjugated IF from the drain is retransmitted through
the IF patch antenna, which is cross-polarized to the RF
antenna, reducing the coupling between the receiving and
transmitting antennas. The measured results showed
promising results for 2D implementation of this approach
in the future.

2.2. Phase-Conjugating Arrays Using Self-Oscillating Mixers

A second type of phase-conjugating array developed at UH
replaces the conventional mixers with self-oscillating mix-
ers (SOMs) [23]. Phase-locking the SOM elements at the
LO frequency while isolating them at the RF ensures
proper operation. Since the LO signal is generated at
each element, a corporate feed network is unnecessary,
allowing for easier implementation of larger 2D arrays.
This technique also makes it possible to provide enough
LO power to each phase-conjugating element in a rela-
tively large array.

UH’s first experimental SOM array demonstrated ret-
rodirectivity over 3601 using a 96-element active antenna
conformally wrapped around a dielectric cylinder [24].
More recently, a 16-element array using a different design
was demonstrated in Ref. 25. As shown in Fig. 17, adjacent
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Figure 17. Layout of 2D retrodirective array
using self-oscillating mixers. (Courtesy of
IEEE [25].)
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elements are coupled through the source of pseudomor-
phic high-electron-mobility transistors. Since the drain
terminal is shared for RF, IF, and LO signals, a diplexer is
inserted to ensure that the RF/IF sees the antenna only
while the LO is terminated into a 50-O load. By mounting
the patch antennas in the back of the phase-conjugating
circuitry, the unit cell size is reduced to 0.37l�0.45l, sat-
isfying (8). An external locking LO signal can be applied to
an element at the edge to reduce phase noise or modulate
the phase-conjugated signal. Measured monostatic and
bistatic RCS patterns are shown in Fig. 18, illustrating
retrodirectivity in both the azimuth and elevation planes.

3. RETRODIRECTIVE ARRAYS FOR MILLIMETER-
WAVE SYSTEMS

Retrodirective arrays operating at millimeter-wave fre-
quencies may have niche applications in 60-GHz satellite
crosslink or 77-GHz automotive collision-avoidance appli-
cations. In addition, the millimeter-wave band offers the
benefits of broader bandwidth and smaller size.

3.1. Millimeter-Wave Van Atta Arrays

Westinghouse Electric Corporation proposed a millimeter-
wave retrodirective transponder for collision/obstacle
avoidance and navigation/location [26]. The array is based

on the Van Atta architecture with modulators. The 8� 1
array consists of five-element subarrays, allowing the sys-
tem to both receive and transmit more power.

One of the first active retrodirective arrays to be dem-
onstrated at millimeter-wave frequencies is a two-element
Van Atta array [27]. Developed by researchers at the
Queen’s University of Belfast, this array receives a
65.5-GHz signal that is then downconverted to 62.5 GHz
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Figure 18. f¼ �451 bistatic RCS patterns for scattering angles of y¼01, y¼ �151, and y¼ þ301
and monostatic radiation pattern. (Courtesy of IEEE [25].)

Figure 19. Full-duplex retrodirective array. (Courtesy of IEEE
[30].)
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and amplified with GaAs MMICs. By crossing the 62.5-
GHz transmitting antennas, a Van Atta architecture is
realized.

3.2. Millimeter-Wave Phase-Conjugating Arrays

Retrodirective arrays based on the phase-conjugating
method are seldom feasible in the millimeter-wave band,

due to the requirement of having a LO at twice the RF
frequency.

Recognizing this, Queen’s University of Belfast pro-
posed using balanced subharmonic mixers for higher-fre-
quency retrodirective arrays [28]. Subharmonic mixing
halves the LO frequency requirement, while the balanced
structure provides isolation between RF, IF, and LO fre-
quencies, which typically may be less than a few percent
apart. A prototype circuit based on two pairs of antipar-
allel diodes in a ratrace hybrid was built at RF, IF, and LO
frequencies of 990, 970, and 980 MHz, respectively. This
configuration exhibited good RF/IF and LO/IF isolation of
36 and 34 dB, respectively.

A second approach for higher-frequency applications is
a dual-conversion phase-conjugating circuit [29]. Phase
conjugation is achieved by mixing the incoming RF signal
with an LO signal whose frequency is slightly higher than
the RF. The resulting IF contains the phase conjugate of
the RF and can be easily upconverted through a conven-
tional mixer. This configuration reduces the cost of
the system since the LO frequency is reduced to slightly
higher than the RF frequency.

4. RETRODIRECTIVE SYSTEM EXAMPLES

The preceding sections have shown how retrodirective
systems have evolved from high-reflectivity radar targets
to components that can serve in wireless communication
systems. This section presents four system-level examples
in which retrodirective arrays show promise.

Phase conjugation

{fRF 1, �RF 1}

{fLO 2, �LO 2}{fLO 1, �LO 1}

{fRF 2, �LO 1 + �LO 2 − �RF 1}

{fIF, �LO1 − �RF1} {fIF, �LO1 − �RF1}PLL

}

Figure 20. Phase conjugation using double mixing. (Courtesy of
IEEE [30].)

LO # 1 LO # 2All digital

Ant Mixer

RF input RF Output

G BPF Thrshld
det

Edge
detect

3rd
order
PLL

PLL
110101..

PLL
110101..

BPSK
mod

CODEC
∆-Bi-�
Bi-�

NRZL

NRZL
Bi-�

∆-Bi-�

BPF

P
A
C

G Mixer Ant

Raw
carrier &

data
recovery

Figure 21. System architecture of the full-duplex array proposed in Ref. 30. (Courtesy of IEEE.)
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4.1. Full-Duplex Retrodirective Array

To enable duplex retrodirective communication, it is nec-
essary for a retrodirective array to have a receiver func-
tion in addition to the transponder function. Figure 19
shows a full-duplex retrodirective array system developed
at the University of Michigan [30]. Each phase conjugator
employs two mixers. The frequency of the LO applied to
the first mixer is slightly higher than that of the incoming
RF signal. This mixing process generates a low-frequency
phase-conjugated IF signal, which then proceeds to a car-
rier/data recovery circuit followed by a BPSK (binary
phase shift keying) modulator as shown in Figs. 20
and 21. The output signal is upconverted by the second
mixer and transmitted, and the recovered data are pro-
cessed by an A/D converter. The carrier recovery system
allows the retrodirective array to use the modulated RF
signal as an interrogating RF signal, enabling full-duplex
retrodirective array communications. Using a 78.125 kbps
(kilobits per second) data rate, a full-duplex data trans-
mission test resulted in a bit error rate of better than 10� 6

for 10 dB signal-to-noise ratios without error correction.

4.2. Reconfigurable Retrodirective/Smart Antenna Array

Figure 22 shows a retrodirective/smart antenna array for
wireless sensor systems, developed at UCLA [31]. The ac-
tive integrated antenna array can be reconfigured as a
direct-conversion receiver or a retrodirective transponder,
simply by changing the LO frequency. If time-division du-
plexing is employed, the system can be used for half-
duplex communications. Figure 23 shows the schematic
of the reconfigurable circuit. The received signal is first
amplified by a low-noise amplifier at the

P
port of a ratrace

coupler and applied to the resistive FET mixers in phase.

An LO signal is divided into two paths, with one path ex-
periencing a delay of 1801 at 11.6 GHz and 451 at 2.9 GHz.
When a 2.9-GHz LO is applied, the circuit serves as a sub-
harmonic direct conversion receiver (receiving mode). I and
Q channels are obtained through lowpass filters from the
drain sides. When an 11.6-GHz LO is applied, the circuit
functions as a phase conjugator (retrodirective transponder
mode). The phase-conjugated signal is amplified by an am-
plifier at the D port of the ratrace coupler. It is also possible
to modulate the phase-conjugated signal by applying data
signals into the baseband ports of this circuit.

4.3. Fading Reduction in a Multipath Environment

When scatterers exist within the communication path,
there are multiple paths of signal propagation that can
lead to fading and interference. Researchers at Millilab in
Finland and the University of Hawaii demonstrated how
multipath propagation in the presence of a retrodirective

(a) (b)

Figure 22. Photographs of the reconfigur-
able array in Ref. 31: (a) antenna side; (b) cir-
cuitry side. (Courtesy of IEEE.)
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Figure 23. Schematic of the multifunctional circuit proposed in Ref. 31. (Courtesy of IEEE.)
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array could reduce fading [32]. The technique is based on
the observation that retrodirected signals from a phase-
conjugating retrodirective array coherently arrive at the
interrogator. The received signal at each element of an
array can be described as the sum of multiple signals from
several directions. The phase conjugate of the received
signal is therefore the sum of the phase conjugates of the
multipath signals. Therefore, the radiation pattern of the
retrodirective array has a beam toward each incoming di-
rection, and the signals added in phase at the interrogat-
ing source point, as shown in the idealized case of Fig. 24.
In the practical case of finite antenna size, beams reflect
back from the retrodirective array through the mainbeam
as well as the sidelobes (Fig. 25). The mainbeam rays add
coherently while the sidelobe rays add incoherently, thus
limiting the method in practical systems. Nevertheless,
experimental results showed a 40 dB reduction in fading
in a multipath environment.

4.4. Self-Steering Crosslinks for Picosatellite Networks

As mentioned at the beginning of this article, an interest-
ing application of retrodirective arrays is its use in self-
steering crosslinks in a picosatellite network. Designing
for space applications presents new challenges. First,
the zero-gravity, free-floating nature of picosatellites
necessitates two-dimensional tracking, and therefore a
two-dimensional retrodirective array. Moreover, since
picosatellites are too small to have attitude control sys-
tems, it is impossible to determine the orientation of each
satellite, thus requiring circular polarization to prevent
polarization mismatch. Undergraduate students at the
University of Hawaii developed 10-GHz circularly polar-
ized, two-dimensional, phase-conjugating arrays based on
quadruple subharmonic mixing, to relax the local oscilla-
tor frequency requirement [33]. These antennas will be
used in a network of two picosatellites to be launched into
low-Earth orbit. For a network containing multiple satel-
lite nodes, each satellite would have both an onboard om-
nidirectional interrogator and retrodirective transponder.
The link is initiated by one satellite’s omnidirectional in-
terrogating signal, which is coded for an intended receiver.
That receiver then sends a retrodirective signal back to
the interrogator, whereupon it switches to retrodirective
mode and the link is established. The use of coded signals

prevents unauthorized third-party interrogation, and
helps in setting up multiple links between nodes.

In addition to the four applications presented above,
retrodirective systems are also applicable for non-commu-
nication-related applications as well, such as in solar pow-
er satellites. Although they cannot compete in many
applications where smart antennas now dominate, retro-
directive systems are expected to fill several niches where
simplicity, small form factor, and minimal power require-
ments are needed.
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RF CIRCUIT NOISE

W. MARSHALL LEACH Jr.
Georgia Institute of Technology
Atlanta, Georgia

1. NOTATION AND REFERENCES

The notation used here for voltages and currents corre-
spond to the following conventions. Phasors are repre-
sented by uppercase letters and lowercase subscripts, for
instance, Vs; Is. Root-mean-square (RMS) values are re-
presented by lowercase letters and lowercase subscripts,
for example, vs; is. Mean-square values are represented by
the square of the RMS value, for instance, v2

s , i2
s .

The low-noise literature contains a very large number
of references. It is impossible to give a comprehensive list
of these in an article of this scope. Only a selected list of
references is given in the Bibliography.

2. THE V N�IN AMPLIFIER NOISE MODEL

A general noise model of an amplifier can be obtained by
reflecting all internal noise sources to the input. In order
for the reflected sources to be independent of the impe-
dance of the signal source, two noise sources are required:
a series voltage source and a shunt current source. In
general, these sources are correlated. Figure 1 shows the
amplifier noise model with a Thévenin input source,
where Vs is the source voltage, Zs¼Rsþ jXs is the source
impedance, and Vts is the thermal noise voltage generated
by the source. The mean-square value of Vts is given by the
Nyquist formula

v2
ts¼ 4kTRsDf ð1Þ

where k¼ 1:38�10�23 J=K is the Boltzmann constant, T is
the absolute temperature, and Df is the bandwidth over
which the noise is measured. The sources Vn and In are
the noise sources representing the internal noise gene-
rated by the amplifier.

The amplifier output voltage Vo is given by

Vo¼
AZi

ZsþZi

ZL

ZoþZL
½Vsþ ðVtsþVnþ InZsÞ� ð2Þ

where A is the voltage gain, Zi is the input impedance, Zo

is the output impedance, and ZL is the load impedance.
The equivalent noise input voltage Vni is defined as the
voltage in series with Vs that generates the same noise
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voltage at the output as all noise sources in the circuit.
It consists of the terms in parenthesis in Eq. (2) and is
given by

Vni¼VtsþVnþ InZs ð3Þ

Note that this is the noise voltage across Zi considering Zi

to be an open circuit; thus, it is the Thévenin input noise
voltage.

The mean-square value of Vni is given by

v2
ni¼ 4kTRsDf þ v2

nþ 2vninReðgZ�sÞþ i2
njZsj

2
ð4Þ

where g¼ grþ jgi is the complex correlation coefficient
between Vn and In and it is assumed that Vts is indepen-
dent of both Vn and In. The signal-to-noise ratio is given by

SNR¼
v2

s

v2
ni

¼
v2

s

4kTRsDf þ v2
nþ 2vninReðgZ�sÞþ i2

njZsj
2
ð5Þ

This is expressed in decibels by the relation 10 logðv2
s=v

2
niÞ.

Figure 2 shows the amplifier noise model with a Norton
input source, where Is is the source current, Ys¼Gsþ jBs

is the source admittance, and Its is the thermal noise
current generated by the source. The mean-square value
of Its is given by the Nyquist formula

i2
ts¼ 4kTGsDf ð6Þ

The amplifier output voltage Vo is given by

Vo¼
A

YsþYi

ZL

ZoþZL
½Isþ ðItsþVnYsþ InÞ� ð7Þ

The equivalent noise input current Ini is defined as the
current in parallel with Is that generates the same noise
voltage at the output as all noise sources in the circuit. It
consists of the terms in parenthesis in Eq. (7) and is given
by

Ini¼ ItsþVnYsþ In ð8Þ

Note that this is the input noise current considering Yi to
be a short circuit, namely, the Norton input noise current.

The mean-square value of Ini is given by

i2
ni¼ 4kTGsDf þ v2

njYsj
2
þ 2vninReðgYsÞþ i2

n ð9Þ

where it is assumed that Its is independent of Vn and In.
The signal-to-noise ratio is given by

SNR¼
i2
s

i2
ni

¼
i2
s

4kTGsDf þ v2
njYsj

2
þ 2vninReðgYsÞþ i2

n

ð10Þ

This is expressed in decibels by the relation 10 logði2
s=i

2
niÞ.

3. NOISE FACTOR AND NOISE FIGURE

The noise factor F of an amplifier is defined as the ratio of
its actual SNR to the SNR if the amplifier is noiseless,
where the temperature is taken to be the standard
temperature T0¼290 K: When it is expressed in decibels,
it is called noise figure and is given by NF¼ 10 log ðFÞ.
Often, it is convenient to express F in terms of the
amplifier noise resistance Rn; its noise conductance Gn;
its correlation impedance Zg; and its correlation admit-
tance Yg. These are related to v2

n; i2
n; and g by

Rn¼
v2

n

4kT0Df
ð11Þ

Gn¼
i2
n

4kT0Df
ð12Þ

Zg¼Rgþ jXg¼ g
vn

in
¼ ðgrþ jgiÞ

vn

in
ð13Þ

Yg¼Ggþ jBg¼ g�
in

vn
¼ ðgr � jgiÞ

in

vn
ð14Þ

Consider the amplifier driven by a Thévenin source in
Fig. 1. If the amplifier is noiseless, its signal-to-noise ratio
is given by SNR¼ v2

s=v
2
ts; where v2

s is the mean-square
source voltage and v2

ts is the mean-square thermal noise
voltage generated by the source resistance Rs given by Eq.
(1). The noise factor F is obtained by dividing the noiseless
amplifier SNR by Eq. (5) to obtain

F¼
v2

s=v
2
ts

v2
s=v

2
ni

¼ 1þ
v2

nþ2vninReðgZ�s Þþ i2
njZsj

2

4kT0RsDf
ð15Þ

It follows that a noiseless amplifier has the noise factor
F¼ 1. An alternate expression for F is obtained when the
amplifier noise parameters are expressed in terms of Rn;
Gn; and Zg. It is

F¼ 1þ
Rnþ 2GnReðZgZ

�
sÞþGnjZsj

2

Rs
ð16Þ

The value of Zs that minimizes F is called the optimum
source impedance and is denoted by Zopt¼Roptþ jXopt. It is
obtained by setting @F=@Rs¼ 0 and @F=@Xs¼ 0 and solving

Vs

Zs
Vts

In Vi

Vn Ii
Amplifier

Zi AVi

Zo

ZL Vo

+

+−
−

+−

− + − +

+

−

↑

Figure 1. Vn � In amplifier model with Thévenin source.
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Ii
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+

−

+

−

↑ ↑ ↑

+−
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Amplifier

Figure 2. Vn � In amplifier noise model with Norton source.
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for Rs and Xs. It is given by

Zopt¼ ½ð1� g2
i Þ

1=2
� jgi�

vn

in
¼

Rn

Gn
� X2

g

� �1=2

� jXg ð17Þ

The corresponding minimum value of the noise factor is
given by

Fmin¼ 1þ
vnin

2kT0Df
grþ ð1� g2

i Þ
1=2

h i
¼ 1þ 2GnðRgþRoptÞ

ð18Þ

It can be shown that F is related to Fmin by

F¼Fminþ
Gn

Rs
jZs � Zoptj

2
ð19Þ

If Gn; Fmin; and Zopt are given for an amplifier, it can be
shown that

i2
n¼ 4kTGnDf ð20Þ

gi¼
�sgnðXoptÞ

½1þ ðRopt=XoptÞ
2
�1=2

ð21Þ

v2
n¼

Xopt

gi

� �2

i2
n ð22Þ

gr¼
2kT0Df

vnin
ðFmin � 1Þ � ð1� g2

i Þ
1=2

ð23Þ

where sgn Xopt


 �
¼Xopt=jXoptj.

If the amplifier driven by a Norton source in Fig. 2 is
noiseless, the signal-to-noise ratio is given by SNR¼ i2

s=i
2
ts,

where i2
s is the mean-square source current and i2

ts is the
mean-square thermal noise current generated by the
source conductance Gs given by Eq. (6). The noise factor
F is obtained by dividing the noiseless amplifier SNR by
Eq. (10) to obtain

F¼
i2
s=i

2
ts

i2
s=i

2
ni

¼1þ
v2

njYsj
2
þ 2vninReðgYsÞþ i2

n

4kT0GsDf
ð24Þ

An alternate expression for F is obtained when the
amplifier noise parameters are expressed in terms of Rn,
Gn, and Yg:

F¼1þ
RnjYsj

2
þ2RnReðYgYsÞþGn

Gs
ð25Þ

The value of Ys that minimizes F is called the optimum
source admittance and is denoted by Yopt¼Goptþ jBopt. It
is obtained by setting @F=@Gs¼ 0 and @F=@Bs¼ 0 and
solving for Gs and Bs. It is given by

Yopt¼ ½ð1� g2
i Þ

1=2
þ jgi�

in

vn
¼

Gn

Rn
� B2

g

� �1=2

þ jBg ð26Þ

The corresponding minimum value of the noise factor is
given by

Fmin¼ 1þ
vnin

2kT0Df
½grþ ð1� g2

i Þ
1=2
� ¼ 1þ 2RnðGgþGoptÞ

ð27Þ

It can be shown that F is related to Fmin by

F¼Fminþ
Rn

Gs
jYs � Yoptj

2 ð28Þ

If Rn; Fmin; and Yopt¼Goptþ jBopt are given for an
amplifier, it can be shown that

v2
n¼ 4kTRnDf ð29Þ

gi¼
sgnðBoptÞ

½1þ ðGopt=BoptÞ
2
�
1=2

ð30Þ

i2
n¼

Bopt

gi

� �2

v2
n ð31Þ

gr¼
2kT0Df

vnin
ðFmin � 1Þ � ð1� g2

i Þ
1=2

ð32Þ

where sgnðBoptÞ ¼Bopt=jBoptj.

3.1. The Noise Factor Fallacy

The noise factor can be a misleading specification. If an
attempt is made to minimize F by adding resistors either
in series or in parallel with the source at the input of an
amplifier, the SNR is always decreased. This is referred to
as the noise factor fallacy. Potential confusion can be
avoided if low-noise amplifiers are designed to maximize
the SNR. This is accomplished by minimizing the equiva-
lent noise input voltage or current. If a series resistor
must be included at the amplifier input, its value should
be much smaller than the source impedance. If a parallel
resistor must be included at the amplifier input, its value
should be much larger than the source impedance.

4. NOISE-MATCHING NETWORKS

Lossless noise-matching networks are used to transform
the source impedance into the optimum impedance that
minimizes the noise factor. These networks can be either
lumped-element networks or microstrip networks. Two
noise matching networks are described in the following
examples.

Example 1. With a 50-O transmission line test fixture, the
reflection coefficient seen looking out of the input term-
inals of an amplifier that minimizes its noise factor F at
900 MHz is determined to be Gopt¼ 0:7ff23:7�. Determine
the lengths ‘1 and ‘2 of the transmission lines in the
matching network of Fig. 3 that cause the source impe-
dance seen by the amplifier to be the optimum source
impedance Zopt. The source resistance is Rs¼ 50O. The
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characteristic impedance of the two transmission lines in
the network is Zc1¼Zc2¼ 75O.

Solution: With Zc¼ 50O, specifically, the line impedance of
the text fixture used to measure Gopt, the optimum source
impedance is calculated from

Zopt¼Zc
1þGopt

1� Gopt
ð33Þ

to obtain Zopt¼ 122:6þ j135:2O. The reflection coefficient
at the amplifier end of T1 is calculated from

G11¼
Zopt � Zc1

ZoptþZc1
ð34Þ

to obtain G11¼ 0:4230þ j0:3539. This has the magnitude
jG11j ¼ 0:5988. The reactance of T2 is calculated from

X2¼ 
 Zc1
1� jG11j

2

jG11j
2ð1þZc1=RsÞ

2
� ð1� Zc1=RsÞ

2

" #1=2

ð35Þ

to obtain X2¼ 42:58O; where the positive solution has
been used. The electrical length of T2 is calculated from

b‘2¼ tan�1 X2

Zc2

� �
ð36Þ

to obtain b‘2¼ 29:58�. The reflection coefficient at the
source end of T1 is calculated from

G12¼
RsjjjX2 � Zc1

RsjjjX2þZc1
ð37Þ

to obtain G12¼ � 0:4654þ j0:3767. The electrical length of
T1 is calculated from

b‘1¼
1

2
arg

G12

G11

� �
ð38Þ

to obtain b‘1¼ 52:39�.

Example 2. For the amplifier of Example 1, determine X1

and X2 in the lumped-element noise-matching circuit
shown in Fig. 4.

Solution: The source impedance is Rs¼ 50O and the opti-
mum impedance is Zopt¼Roptþ jXopt¼ 122:6þ j135:2O. To
transform Rs into Zopt; X1 is calculated from

X1¼ 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

RsRopt 1þ
Xopt

Ropt

� �2
" #

�R2
s

vuut ð39Þ

This yields X1¼ 
 105:3 O. X2 is calculated from

X2¼
R2

s þX2
1

ðRsXopt=RoptÞ � X1
ð40Þ

For X1¼ þ 105:3O; this gives X2¼ � 270:9O. For X1¼

�105:3O, it gives X2¼ þ 84:68O.

5. NOISE TEMPERATURE

The internal noise generated by an amplifier can be
expressed as an equivalent input-termination noise tem-
perature. When the source is represented by a Thévenin
equivalent circuit, the noise temperature Tn is the tem-
perature of the source resistance that generates an open-
circuit thermal noise voltage equal to the internal noise
generated in the amplifier when referred to its input. The
noise temperature is given by

Tn¼
v2

nþ 2vninReðgZ�sÞþ i2
n Zsj j

2

4kRsDf
ð41Þ

When the source is represented by a Norton equivalent
circuit, the noise temperature is the temperature of the
source conductance that generates a short-circuit thermal
noise current equal to the internal noise generated in the
amplifier when referred to its input. The noise tempera-
ture is given by

Tn¼
v2

njYsj
2
þ 2vninReðgYsÞþ i2

n

4kGsDf
ð42Þ

The noise temperature is related to the noise factor by

Tn¼ðF � 1ÞT0 ð43Þ

where the source temperature is taken to be the standard
temperature T0. This holds for the amplifier with either
the Thévenin or the Norton source.

6. MULTISTAGE AMPLIFIER

The noise factor of a multistage amplifier is given by

F¼F1þ
F2 � 1

Ga1
þ � � � þ

FN � 1

Ga1Ga2 � � �Ga N�1ð Þ

ð44Þ

where Fj is the noise factor of the jth stage, Gaj is its
available power gain, and N is the number of stages. If Ga1

Vs Vi Zi ZL VoAVi

ZoRs

T2

T1

Γ12 Γ11

++
+−

− −

Amplifier

+−

Figure 3. Transmission-line noise-matching network.

Vs Vi Zi ZL Vo

Zo

AVi

Rs

Zopt
jX1

jX2

Amplifier

+ +

−−

+− +−

Figure 4. Lumped-element noise-matching network.
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can be made large enough, this equation implies that
F ’ F1. However, increasing Ga1 may not make the second
term arbitrarily small. For example, consider the case
where Zo1¼Ro1þ j0. In this case, it can be shown that
Ga1 / Ro1. Thus the second term in Eq. (44) can be written

F2 � 1

Ga1
/

1

4kT0Df

v2
n2

R2
o1

þ
2vn2in2Re g2


 �

Ro1
þ i2

n2

� 	
ð45Þ

where v2
n2 and i2

n2; respectively, are the mean-square noise
voltage and current of the second stage and g2 is the
complex correlation coefficient between Vn2 and In2. By
increasing Ro1; Ga1 can be made arbitrarily large. How-
ever, the second term in the expression for F cannot be
made arbitrarily small by making Ro1 arbitrarily large
unless i2

n2 is negligible.
Let Tn be the noise temperature of the overall amplifier

and Tnj the noise temperature of the jth stage. It can be
shown that Tn is given by

Tn¼Tn1þ
Tn2

Ga1
þ � � � þ

TnN

Ga1Ga2 � � �Ga N�1ð Þ

ð46Þ

7. EFFECT OF A MATCHING NETWORK ON NOISE

Lossless matching networks are commonly used between
a source and the input to an amplifier to obtain either a
maximum power gain or a minimum noise factor. For
maximum power gain, the output impedance of the match-
ing network must be equal to the conjugate of the ampli-
fier input impedance. Such a network is called a conjugate
impedance-matching network. For minimum noise factor,
the output impedance of the matching network must be
equal to the optimum source impedance. Such a network
is called a noise-matching network.

Figure 5 shows a lossless matching network between
the input to an amplifier having an input impedance
Zi¼Riþ jXi and a Thévenin signal source having an out-
put impedance Zs¼Rsþ jXs. Denote the input impedance
of the matching network by Zim¼Rimþ jXim and its output
impedance by Zom¼Romþ jXom. It can be shown that the
mean-square equivalent noise input voltage in series with
Vs is

v2
ni¼ 4kTRsDf þ

Rs

Rom
½v2

nþ2vninReðgZ�omÞþ i2
njZomj

2
� ð47Þ

The noise factor is given by

F¼
v2

ni

4kTRsDf
¼ 1þ

v2
nþ 2vninReðgZ�omÞþ i2

njZomj
2

4kTRomDf
ð48Þ

This is the same as the noise factor calculated at the
output of the matching network.

The noise factors at the source and at the output of the
matching network are equal because a lossless matching
network cannot add noise. Thus it follows that the signal-
to-noise ratio is also the same at the input to the matching
network as at the input to the amplifier. However, these
conclusions do not hold for a lossy matching network.

Equation (48) can be used to predict the noise factor for
any arbitrary matching network. For example, Zom might
be chosen to be the optimum source impedance to mini-
mize F. Alternately, it can be chosen for a conjugate
impedance match to maximize the power gain. For a
conjugate match, Zom is replaced with Z�i in Eqs. (47)
and (48). Because v2

ni and F are then functions of Zi; it is
difficult to predict how changes in Zi affect the noise. This
is because Vn; In, and g in the noise model are, in general,
related to Zi. For example, Vn; In; g; and Zi may all be
functions of the bias current in the amplifier input stage.
A change in the bias current to vary Zi can cause a change
in Vn, In; and g. Thus the effects cannot be examined in
detail unless the relations between the variables are
known.

Example 3. An amplifier is driven from a source with a
resistive output impedance Rs¼50O. At the operating
frequency f¼ 10 MHz, the amplifier has a resistive input
impedance Ri¼ 25O and the noise parameters vn¼

0:447 nV=
ffiffiffiffiffiffiffi
Hz
p

; in¼ 31 pA=
ffiffiffiffiffiffiffi
Hz
p

; and g¼ 0.12–j0.44. Calcu-
late the noise figure (a) with a conjugate impedance-
matching network between the source and the amplifier
and (b) assuming that the matching network is designed
so that the amplifier sees its optimum source impedance.

Solution: (a) For a conjugate impedance match, the noise
figure is

NF¼ 10 log 1þ
v2

nþ 2vninReðgZiÞþ i2
njZ
�
i j

2

4kTRiDf

� 	
¼ 5:062 dB

(b) The optimum source impedance is given by Eq. (17):

Zopt¼ ½ð1� g2
i Þ

1=2
� jgi�

vn

in
¼ 13þ j6:35

Thus the minimum noise figure is

NFmin¼10 log 1þ
v2

nþ 2vninRe gZ�opt

� �
þ i2

n Zopt

�� ��2

4kTRe Zopt


 �
Df

2
4

3
5

¼4:414 dB

This is 0.648 dB lower than for part (a).

Vs Zim Zom In Vi Zi ZL Vo

Zo

AVi

VnZs
Vts

Lossless
matching
network Amplifier

+−

+− +−

+−
−

+ +

−

↑
Figure 5. Amplifier with a Thévenin source and an
input-matching network.
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Figure 6 shows a lossless matching network between
the input to an amplifier having an input admittance
Yi¼Giþ jBi and a Norton source having an output ad-
mittance Ys¼Gsþ jBs. Denote the input admittance of
the matching network by Yim¼Gimþ jBim and its output
admittance by Yom¼Gomþ jBom. It can be shown that the
mean-square equivalent noise input current in parallel
with Is is

i2
ni¼ 4kTGsDf þ

Gs

Gom
½v2

njYomj
2
þ 2vninReðgYomÞþ i2

n� ð49Þ

The noise factor is given by

F¼
i2
ni

4kTGsDf
¼ 1þ

v2
njYomj

2
þ 2vninReðgYomÞþ i2

n

4kTGomDf
ð50Þ

For a conjugate match, Yom is replaced with Y�i in these
equations.

8. NOISE CIRCLES

In RF design, the contours on the Smith chart for the
reflection coefficient seen looking out of an amplifier input
for constant F are important. These contours are circles.
Thus they are called noise circles. These are described in
this section for both the impedance and admittance Smith
charts.

Figure 7 shows an amplifier with a Thévenin source
and a lossless input matching network. Let the impedance
seen looking into the output of the matching network be
Zom¼Romþ jXom. Let us write Zom¼ZoptþDZ; where
DZ¼DRþ jDX represents the amount by which Zom de-
viates from the source impedance Zopt; which minimizes
the noise factor. Define the variable z as

z¼
j1� Goptj

2

4

jDZj2

ZcRom
ð51Þ

where Gopt is the reflection coefficient seen looking into the
output of the matching network for the case Zom¼Zopt and

Zc is the characteristic impedance of the transmission line
on which Gopt is calculated. It can be shown that the
contours of constant F on an impedance Smith chart are
circles of radius c centered at the point with rectangular
coordinates a; bð Þ where

a¼
ReðGoptÞ

1þ z
ð52Þ

b¼
ImðGoptÞ

1þ z
ð53Þ

c¼
z

1þ z
1�
jGoptj

2

1þ z

� �� 	1=2

ð54Þ

On any noise circle, the noise factor is constant and is
given by

F¼FminþGn
jDZj2

Rom
ð55Þ

Because b=a is independent of DZ; it follows that the
centers of the noise circles lie on a straight line passing
through the origin and the point Gopt on the Smith chart.
Figure 8a shows an example impedance Smith chart with
the point Gopt¼0:5ff� 135� and three surrounding noise
circles labeled G1; G2; and G3; corresponding to z¼ 0:3;
z¼ 0:5; and z¼ 0:7; respectively.

Figure 9 shows an amplifier with a Norton source and a
lossless input-matching network. Let the admittance seen
looking into the output of the matching network be
Yom¼Gomþ jBom. Let us write Yom¼YoptþDY ; where
DY ¼DGþ jDB represents the amount by which Yom de-
viates from the source admittance Yopt; which minimizes
the noise factor. Define the variable y as

y¼
j1þGoptj

2

4

jDYj2

YcGom
ð56Þ

where Gopt is the reflection coefficient seen looking into the
output of the matching network for the case Yom¼Yopt and
Yc is the characteristic admittance on the transmission
line on which Gopt is calculated. It can be shown that the
contours of constant F on an admittance Smith chart are
circles of radius c centered at the point with rectangular
coordinates a; bð Þ; where

a¼
ReðGoptÞ

1þ y
ð57Þ

b¼
ImðGoptÞ

1þ y
ð58Þ

Is Its InYim Yom Vi AVi ZL

Zo
Vn

Yi Vo
Ys

Lossless
matching
network Amplifier

++

+−

+−
− −

↑ ↑ ↑
Figure 6. Amplifier with a Norton source and
an input-matching network.
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Figure 7. Amplifier with a Thévenin source and a lossless input-
matching network.
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c¼
y

1þ y
1�
jGoptj

2

1þ y

� �� 	1=2

ð59Þ

On any circle, the noise factor is constant and is given
by

F¼FminþRn
jDYj2

Gom
ð60Þ

Because b=a is independent of DY ; it follows that the
centers of the noise circles lie on a straight line passing
through the origin and the point Gopt on the Smith
chart.

Figure 8b shows an example admittance Smith chart
with the point Gopt¼ 0:5ff� 135� and three surrounding
noise circles labeled G1; G2; and G3; corresponding to
y¼0:568; y¼ 0:983; and y¼ 1:33; respectively. These va-
lues are chosen to give the same radii of the corresponding
circles on the two charts. It follows from Eqs. (55) and (60),
however, that the value of F on corresponding circles is not
the same unless the following relation holds:

Gn
jDZj2

Rom
¼Rn

jDYj2

Gom
ð61Þ

9. GAIN CIRCLES

Compromises are often made in RF amplifier design
between lowest noise and highest gain. In this section,
the contours of constant gain on the Smith chart are
described. Like the noise factor contours, the constant
gain contours are circles. Thus they are called gain circles.
Given a Smith chart with both the noise circles and the
gain circles plotted for a particular amplifier, the effect of
the input-matching network on both noise and gain can be
visualized.

Consider the amplifier model of Fig. 7, where the source
is represented by a Thévenin equivalent. Let us write
Zom¼Z�i þDZ; where DZ¼DRþ jDX represents the
amount by which Zom deviates from Z�i . The relative
efficiency of Z of the input matching network can be

written

Z¼
1

1þh
ð62Þ

where h is given by

h¼
jDZj2

4RiðRiþDRÞ
ð63Þ

It can be shown that the contours on an impedance Smith
chart for which Z is constant are circles of radius c
centered at the point with rectangular coordinates a; bð Þ

where

a¼
jZi=Zcj

2 � 1

jZi=Zcj
2
þ 2ðRi=ZcÞð1þ 2hÞþ 1

ð64Þ

b¼
�2ðXi=ZcÞ

jZi=Zcj
2
þ 2ðRi=ZcÞð1þ 2hÞþ 1

ð65Þ

c¼
4ðRi=ZcÞ½hð1þhÞ�1=2

jZi=Zcj
2
þ 2ðRi=ZcÞð1þ 2hÞþ 1

ð66Þ

Because b=a is independent of h, it follows that the centers
of the gain circles lie on a straight line passing through the
origin of the Smith chart.

Consider the amplifier model of Fig. 9, where the source
is represented by a Norton equivalent. Let the relative
efficiency Z of the input matching network be given by

+

−
↑

Amplifier

+−Is Ys Yim Yom Vi Yi ZLAVi

ZoIi

Vo

+

−

Lossless
matching
network

Figure 9. Amplifier with a Norton source and a lossless input-
matching network.
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Figure 8. Smith charts showing the opti-
mum reflection coefficient G0 and three
noise circles: (a) impedance chart; (b) ad-
mittance chart.
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Eq. (62), where h is given by

h¼
jDYj2

4GiðGiþDGÞ
ð67Þ

It can be shown that the contours on an admittance Smith
chart for which Z is constant are circles of radius c
centered at the point a; bð Þ; where

a¼
1� jYi=Ycj

2

jYi=Ycj
2
þ 2ðGi=YcÞð1þ 2hÞþ 1

ð68Þ

b¼
2ðBi=YcÞ

jYi=Ycj
2
þ 2ðGi=YcÞð1þ 2hÞþ 1

ð69Þ

c¼
4ðGi=YcÞ½hð1þhÞ�1=2

jYi=Ycj
2
þ 2ðGi=YcÞð1þ 2hÞþ 1

ð70Þ

Because b=a is independent of h, it follows that the centers
of the gain circles lie on a straight line passing through the
origin of the Smith chart.

Example 4. An amplifier designed to operate at the fre-
quency f¼ 1.9 GHz from a source with an output impe-
dance Zs¼ 50O has the specifications: optimum source
reflection coefficient for minimum noise Gopt¼0:52ff68:8�;
minimum noise figure NFmin¼ 1:39 dB; noise resistance
Rn¼ 20:4O; input reflection coefficient Gi¼ 0:68ff� 86�.
The reflection coefficients are measured with a test fixture
having the characteristic impedance Zc¼ 50O. (a) A noise-
matching network is to be used between the source and
the amplifier. On an admittance Smith chart, plot the
point representing Gopt and the noise circle for which the
noise is 0.25 dB higher than its minimum value. (b) A
conjugate impedance matching network is to be used
between the source and the amplifier. On the same chart,
plot the point representing the reflection coefficient seen
looking out of the amplifier input and the gain circle for
which the gain is 1 dB lower than its maximum value.

Solution: (a) The point representing Gopt is shown on the
admittance Smith chart in Fig. 10. At this point, the
normalized source admittance is Yopt=Yc¼ 0:443� j0:589
and the noise factor is

Fmin¼ 10NFmin=10¼ 1:377

For 0.25-dB higher noise, the noise figure is NF1¼

NFminþ 0:25¼ 1:64. The corresponding noise factor is

F1¼ 10NF1=10¼ 1:459

Equations (56) and (60) can be combined to calculate y to
obtain

y¼
j1þGoptj

2

4

F1 � Fmin

RnYc
¼ 0:082

where Yc¼ 0.02 S. The coordinates a; bð Þ of the center of
the � 0.25-dB noise circle and its radius c are calculated
from Eqs. (57)–(59) as follows:

a¼
ReðGoptÞ

1þ y
¼ 0:174

b¼
ImðGoptÞ

1þ y
¼ 0:448

c¼
y

1þ y
1�
jGoptj

2

1þ y

� �� 	1=2

¼ 0:239

The noise circle is shown labeled G1 in Fig. 10.
(b) For a conjugate impedance-matching network, the

reflection coefficient seen looking out of the amplifier input
is Gom¼G�i ¼ 0:68ffþ 86� ¼ 0:047þ j0:678. This reflection
coefficient maximizes the normalized gain of the matching
network and is labeled Z0 in Fig. 10. On the gain circle for
which the normalized gain of the matching network is
� 1 dB, the value of Z in Eq. (62) is Z1¼ 10�1=10¼ 0:794.
The corresponding value of h is h1¼ 1=Z1 � 1¼ 0:259. The
normalized amplifier input admittance is given by

Yi

Yc
¼

Gi

Yc
þ j

Bi

Yc
¼

1� Gi

1þGi
¼ 0:345þ j0:871

The coordinates a; bð Þ of the center of the � 1-dB gain
circle and its radius c are calculated from Eqs. (68)–(70) as
follows:

a¼
1� jYi=Ycj

2

jYi=Ycj
2
þ 2ðGi=YcÞð1þ 2hÞþ 1

¼ 0:042

b¼
2Bi=Yc

jYi=Ycj
2
þ 2ðGi=YcÞð1þ 2hÞþ 1

¼ 0:595

B = −1

B = 1

G = 1

�1 �0

Γopt

Γ1

Figure 10. Admittance Smith chart for Example 3.
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c¼
4ðGi=YcÞ½hð1þhÞ�1=2

jYi=Ycj
2
þ 2ðGi=YcÞð1þ 2hÞþ 1

¼ 0:269

The gain circle is shown labeled Z1 in Fig. 10. If the source
admittance lies in the intersection of the noise circle and
the gain circle, the noise factor is within 0.25 dB of its
minimum value and the relative power gain of the input
matching network is within 1 dB of its maximum value.

10. MEASURING THE NOISE FACTOR

Consider the noise model of an amplifier given in Fig. 1.
Consider the source to be a white-noise source having the
spectral density Sv fð Þ¼ v2

s=Df V2=Hz and a real output
impedance Zs¼Rs. Let vo1 be the value of vo with the
input noise source set to zero: Sv fð Þ¼ 0. The temperature
of Rs is specified to be the standard temperature T0¼

290 K. Let Sv fð Þ be increased until the RMS output voltage
increases by a factor r : vo2¼ rvo1. It can be shown that the
noise factor is given by

F¼
Svðf Þ

ðr2 � 1Þ� 4kT0Rs
ð71Þ

In making measurements, a commonly used value for r is
r¼

ffiffiffi
2
p

. In this case, the output noise voltage increases by
3 dB when the source is activated. Note that the expres-
sion for F is independent of the amplifier noise bandwidth,
gain, and input impedance. However, the spectral density
of the white noise input source must be known.

11. DETERMINATION OF NOISE PARAMETERS

Let the noise factor F be measured for N values of source
admittance, where N � 4. Denote the noise factor values
by Fi and the source admittance values by Yi¼Giþ jBi. By
Eq. (25), we can write

Fi¼ 1þRn Giþ
B2

i

Gi

� �
þ 2RnGg � 2RnBg

Bi

Gi
þ

Gn

Gi
ð72Þ

where Yg¼Ggþ jBg is the correlation admittance given by
Eq. (14). The object is to use the measured values of F to
determine the noise resistance Rn; the noise conductance
Gn; and the correlation admittance Yg.

Define the mean-square error function

e2¼
X

Fi � 1ð Þ �Rn Giþ
B2

i

Gi

� ��

�2RnGgþ 2RnBg
Bi

Gi
�

Gn

Gi

	2
ð73Þ

where the summation extends over the range 1 � i � N.
The values of Rn; Gn; Gg; and Bg; which minimize e2;
represent a best estimate of the noise parameters. These
values can be obtained by simultaneous solution of the set
of equations @e2=@Rn¼ 0, @e2=@Gn¼ 0; @e2=@ðRnGgÞ ¼0, and

@e2=@ðRnBgÞ¼ 0; where RnGg and RnBg are considered
independent variables. This procedure leads to the follow-
ing solution

Rn

2RnGg

�2RnBg

Gn

2

666664

3

777775
¼A�1

P
Giþ

B2
i

Gi

� �
ðFi � 1Þ

P
ðFi � 1Þ

PBi

Gi
ðFi � 1Þ

P 1

Gi
ðFi � 1Þ

2
666666666664

3
777777777775

ð74Þ

where the matrix A is given by

A¼

P
Giþ

B2
i

Gi

� �2 P
Giþ

B2
i

Gi

P
Biþ

B3
i

G2
i

P
1þ

B2
i

G2
i

P
Giþ

B2
i

Gi
N

PBi

Gi

P 1

Gi

P
Biþ

B3
i

G2
i

PBi

Gi

PB2
i

G2
i

P Bi

G2
i

P
1þ

B2
i

G2
i

P 1

Gi

P Bi

G2
i

P 1

G2
i

2

6666666666666664

3

7777777777777775

ð75Þ

The matrix A is singular if the ratios am1 ;n=am2 ;n are equal
for all elements in any two rows. With 4 rows, there are six
combinations of two rows. It follows that the matrix is
singular if the values of Gi and Bi lie on one of the contours
defined by

G2þB2¼ k2
1 ð76Þ

ðG� k2Þ
2
þB2¼k2

2 ð77Þ

Gþ B� k3ð Þ
2
¼ k2

3 ð78Þ

B¼ k4G ð79Þ

G¼k5 ð80Þ

B¼k6 ð81Þ

where k1 through k6 are constants. Figure 11 shows
example plots of these equations on the G;Bð Þ plane. The
k values are chosen so that the curves intersect at two
common points. The curves labeled a–f correspond, in
order, to Eqs. (76)–(81). Two curves labeled c, d, and f
correspond to positive and negative values of k3, k4, and
k6; respectively.

Given the solution for Rn, Gn; Gg; and Bg; the solutions
for v2

n; i2
n; and g are

v2
n¼ 4kT0RnDf ð82Þ

i2
n¼ 4kT0GnDf ð83Þ

g¼
vn

in
ðGg � jBgÞ ð84Þ
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Because the quantity F � 1ð Þ is involved in the calcula-
tions, large percentage errors in F � 1ð Þ can be caused
by small percentage errors in F when F has a value close
to 1. Thus the solutions can be sensitive to experimental
errors. Another problem lies in the choice of the values
of Gi and Bi for which F is measured. If the values lie
on or near one of the curves that makes the A matrix
singular, the solutions can be unstable. To minimize
this problem, the values of Gi and Bi should be chosen
randomly.
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The demand for increasingly higher rates of data, voice,
and video and for the integration of various technologies
(digital, analog, RF, optical) has driven in emerging high-
performance applications such as personal communica-
tion networks, wireless local-area networks (WLAN),
‘‘last-mile’’ RF optical networks, and millimeter (mm)-
wave sensors. These RF/wireless applications have de-
fined a trend toward more flexible and reconfigurable sys-
tems, since they impose very stringent specifications
never reached before in terms of low noise, high lineari-
ty, low power consumption, small size and weight, and low
cost. The electronics packaging industry has proliferated
to a point where its technology is at least as, if not more,
important than, the semiconductor technology that it is
designed to serve. The increase in silicon complexity and
integration has imposed demanding requirements on
packaging technology for higher I/O counts, finer lead
pitch, enhanced heat dissipation, and high-speed, reliable
interconnects. This places a further strain on packaging
requirements. Microprocessor, RF and millimeter-wave
packaging are undergoing major changes driven by tech-
nical, business, and economic factors. In its early evolu-
tion, the influence of the package on performance was
limited; however, as the systems evolve to provide increas-
ing performance and operation frequencies, the package
must evolve to keep up, and packaging design must en-
sure that it can optimally enable the systems functional-
ity. From the traditional role of a protective mechanical
enclosure, the modern package has been transformed into
a sophisticated thermal and electrical management plat-
form. Furthermore, system architecture and design tech-
niques have had a significant impact on the complexity
and cost of packaging. The need to optimize the total so-
lution (chip, package, board, and assembly) has never
been more important to maximize performance and min-
imize cost.

More recent advances in high-frequency packaging in-
dicate a migration from wirebond (where the chip or die is
interconnected to the package only on the periphery of the
die) to flip-chip (where the die is interconnected to the
package using the entire die area); and from ceramic to
organic packages, with cartridge and multichip technolo-
gies emerging as key form factors. With the ‘‘segmenta-
tion’’ of the high-frequency computing market (mobile,
desktop, server, and associated subsegments), a signifi-
cant proliferation of packaging types tailoring functional-
ity and costs to the different applications specifications
can be seen.

The RF front-end module is the core of these systems,
and its integration poses a great challenge. Microelectron-
ics technology, since the invention of the transistor, has

B

c

a

f

b

f

dc

G

e d

Figure 11. Example contours on which the matrix A is singular.
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revolutionized many aspects of electronic products. The
integration and cost path has led the microelectronics in-
dustry to believe that this kind of progress can continue
forever, leading to the so-called system-on-chip (SoC) ap-
proach [1] for all applications. But it’s becoming clear that
it is still a dream to produce a complete on-chip solution
for the novel wireless communication front-ends. Consid-
ering the characteristics of the RF front-end modules, such
as high performance up to 100 GHz operating frequency,
large number of high performance discrete passive com-
ponents, design flexibility, reconfigurable architecture, low
power consumption, compactness, customized product,
short time to market, and low cost, the so-called system-
on-package (SoP) approach [2,3] has emerged as the most
effective means to provide a realistic integration solution.
The strength of SoP is based on multilayer technology us-
ing low-cost and high-performance materials. Using this
3D topology, high-density hybrid interconnect schemes, as
well as various compact passive structures, including in-
ductors, capacitors, antennas, and filters can be directly
integrated into the substrate. Thus, high-performance
modules can be implemented while achieving simulta-
neously cost and size reduction.

In Section 1, we will give some background information
on electronic packaging, including its evolution and the
key driving forces. In Section 2 we will give further details
on the current packaging technologies at the chip level
and the board level. In Section 3 we will describe the so-
called RF SoP concept and its application to the RF front-
end module integration. Examples of practical implemen-
tation and futures trends will also be given. The modeling
and the optimization techniques enabling fast and accu-
rate designs will also be described.

1. BACKGROUND

Electronic packaging has been one of the greatest chal-
lenges of the semiconductor industry. The primary func-
tion of a package is to provide a means for electrical
connectivity from the semiconductor device to a printed
wiring board (PWB), also known as a printed-circuit board
(PCB). It provides a path for power to be applied to the
chip as well as a way for the data signals to be transmitted
into and out of the chip. Its secondary function is to house
and protect the fragile chip from harsh environmental
conditions, such as moisture, light, and dust, that might
hinder its performance. Finally, the package provides a
pathway for dissipating the heat generated by the semi-
conductor device. This last function is becoming increas-
ingly important and significantly more difficult to achieve
at the beginning of this twenty-first century, as new ap-
plications require integrated circuit complexity, operating
frequencies, and power consumption to reach new height
[4]. Inherently, it is a synergy of various different factors
(electrical, mechanical, thermal, material) that have to be
considered during an accurate design and fabrication pro-
cess, as shown in Fig. 1.

The major driving forces for the RF and wireless pack-
aging technology are

* Material, Manufacturability and Cost
* Materials: ceramic versus organic
* Manufacturability depending on process control,

cycle time, reparability, equipment downtime,
design tolerances

* Costs from fabrication, testing, rework, tuning (if
required), yield loss

Interconnects Frequency

Packaging 
architecture

Reliability

Thermal

Materials

Packaging 
density 

RF package 

Figure 1. Critical factors along the design cycle of an RF package. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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* Electrical Design
* Connectors, which play a dominant role in deter-

mining performance limits (each connection has
parasitic capacitance, resistance, and inductance
that limit speed, potentially distort signals, and
add noise)

* Interconnect density, 2D or 3D routing, crosstalk,
transmission loss (resistive and radiation)

* Matched impedances
* Low ground resistance

* Thermal Design. The objective is to remove the heat
from the junctions of the ICs by (1) preventing
dopants from moving and (2) avoiding self-heating
effects

* How to remove heat (from the front or backside of
the IC)

* Thermal conductivity of the substrate
* Forced air, liquid cooling, monophase cooling,

dual-phase cooling
* Reliability / Mechanical Design

* Susceptibility to thermal stresses induced by CTE
mismatch

* Tensile modulus (‘‘stiffness’’)
* Hermeticity

* Testability. There are two types and two phases:
* On wafer: (1) in-process testing (nondestructive);

(2) stress/reliability testing (destructive)
* On MCMs: (1) substrate; (2) assembled module

1.1. 1970–1995

The original package devices were typically large. They
were connected to the outside world by means of long
leads, or pins that needed to be inserted through holes in
the printed-circuit boards (PCBs). These devices came to
be known as ‘‘through-hole’’ devices for that reason and
were made of metal, ceramic, and plastic. The most pre-
dominant of these packages in the 1970s and 1980s was
the dual-in-line package (DIP) [5], which is still in use to-
day. The DIP’s main limitation was the lead count with an
upper limit of 64 pins. After that point, the package simply
became too large for any practical applications. A solution
to this was the pin grid array (PGA) [6], which was using a
two-dimensional array of pins protruding from the bottom
of the package. The PGA package could have around 200
pins on average.

The main problem with through-hole devices was their
size. Furthermore, despite recent improvements [7], their
performance at high frequencies was quite limited. The
trend in PCB manufacturing was to increase density while
decreasing board area and increasing signal frequencies.
Through-hole devices did not easily allow this to happen.
In the 1980s, through-hole devices began to give way to a
new packaging technology called surface mount technolo-
gy (SMT) [8]. The leads from these packages were mount-
ed directly to rectangular pads on the surface of the PCBs
and did not require holes to be drilled into the PWBs. As a
result, the width of the leads could be smaller and the

spacing between the leads (lead pitch) could be decreased.
This allowed for a package with the same number of pins
as a traditional through-hole device to be significantly
smaller, despite the fact that both devices were made with
the same materials. Common surface mount devices in-
cluded the plastic leaded chip carrier (PLCC) and the
small outline integrated circuit (SOIC). More recently, the
quad flat pack (QFP) has become a predominant fine-
pitch, high-lead-count package solution. Figure 2 illus-
trates most of the previous topologies, and Fig. 3 shows
some popular packaging devices used through the 1980s
and 1990s.

Both through-hole and surface mount devices men-
tioned above were connecting the silicon chip to the ex-
ternal package leads by means of a process known as wire
bonding [9,10]. Very fine wires were attached directly to
the silicon chip at one end and connected to the package
leads at the other end. This process has been very well
understood in the semiconductor industry and can be per-
formed with very high yield for very low cost. It does,
however pose problems, as I/O count, density, and operat-
ing frequencies increase and package lead pitch decreases.
Another process for connecting to the outside world is
tape-automated bonding (TAB) [9].

1.2. 1995–Today

Today, as semiconductor technology continues the mini-
mization trend, the level of complexity on a single silicon
chip is becoming greater and greater. This leads to more
functionality in a smaller area, higher I/O counts, higher
frequencies, and higher heat dissipation requirements. All
the technologies listed up to this point have been inade-
quate and impractical to satisfy all of these requirements.
This is not to say that they do not still have a place in
modern integrated circuit design, but they will not meet
the needs of leading-edge technologies and, in particular,
in the case of very demanding high-frequency perfor-
mance, such as that of RF and millimeter-wave integrat-
ed systems. So, new packaging technologies have emerged
since the mid-1990s that are aimed at solving the I/O, fre-
quency and heat challenges.

The first generation of these solutions continue to use
the same wire bonding technology used in traditional
packages, while accommodating advances in interconnect
technology. Flip-chip technology [also called direct chip
attach (DCA)] has emerged as a possible alternative to
wire bonding [11]. Regardless of the interconnect technol-
ogy, the most promising packaging technology being pur-
sued at the present is the ball grid array (BGA) package,
which is a descendant of the pin grid array (PGA) package
discussed earlier. Instead of through-hole pins, the BGAs
have small conductive balls that are soldered directly to
the surface of printed-circuit boards. As the balls are lo-
cated on the bottom of the package, an obvious disadvan-
tage is the inability to visually inspect the connections
between the package and the PWB. As a result, the as-
sembly process for PWBs using BGA technology must be
very precise with very low tolerance for error. Its advan-
tages in I/O count, I/O density, and heat dissipation
easily outweigh this somewhat minor disadvantage [12].

4518 RF/WIRELESS PACKAGING



In 1999, the Semiconductor Industry Association (SIA)
released The National Technology Roadmap for Semicon-
ductors [13]. According to SIA, the increase in total I/O
and I/O density, as packaging has evolved from PGA
through QFP and now to BGA, has been quite dramatic,
but represents only a first step along the required growth
path. Growing at an average compound rate of 12.6%,
high-performance package I/O has reached 2800 by the
year 2004. Commodity products, while growing at a less
aggressive 8.2% rate, require over 400 I/O. In the future,
cost will be more than ever the driving factor. It is expect-
ed that packaging costs per pin will continue to decrease
in the coming years, but the overall packaging pin count is
expected to increase at a faster rate than the cost de-
crease. The increase in pin count is also expected to affect
the substrate and the system-level costs. Packaging
geometries are often classified in two independent areas
of focus: single-chip and multichip packages. It is expected
that devices such as QFPs will reach a maximum lead
count of 300 and lead pitch will reach a minimum of
0.5 mm [9]. After this point, the package body size and

the surface mount assembly complexity become cost inef-
fective and multichip solutions have to be investigated.

Also, these recent years have highlighted the thermal
management as a significant challenge. As a result, hand-
held or portable devices that do not use forced air and rely
on the operator’s hand to dissipate the heat from the unit
need new heatsink technologies and materials with better
thermal conductivity. On the other hand, the cost–perfor-
mance market (desktop processors) requires forced-air
cooling. Flip-chip could be a possible enhancement to the
forced-air cooling as the backside of the silicon chip pro-
vides a ‘‘direct, efficient heat path from the chip to the
heatsink.’’ Existing heatsink solutions are predicted to be
ineffective above 50 W in applications where forced air is
not a viable solution because of market requirements. A
reduction of internal thermal resistance and better air
cooling techniques are critical for thermal solutions. The
high-end market, with predicted power consumption be-
tween 110 and 120 W per chip, will pose an even greater
challenge necessitating a closed-loop cooling system that
meets market and customer requirements. In general,

Transistor-outline can Single-in-line package Plastic dual-in-line package

Plastic leaded chip carrierCeramic leadless chip carrierSmall-outline IC

Metal flatpack

Assortment of level 1 IC packages

Ceramic flatpack Ceramic pin-grid array

Figure 2. Various packaging topologies.
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flip-chip is predicted to become the predominant technol-
ogy for chip-to-next-level interconnect, since it enables the
reduction of a level of interconnect. Commodity products
will continue to use advanced forms of wire bonding until
the cost of flip-chip becomes affordable for that market.
Another important challenge is the matching of the coef-
ficient of thermal expansion (CTE) between the silicon
chip and the substrate. When using organic substrates,
underfills will be required with high reliability, ease of
manufacturability, stronger attachment at the interface,
and higher resistance to moisture. Liquid-crystal poly-
mers (LCPs) with engineered CTE could be a solution [14].

2. CURRENT PACKAGING TECHNOLOGIES

2.1. Chip Technology

2.1.1. Ball Grid Array (BGA). BGA packages allow for
PWB space savings since an array of solder bumps (or

balls) is used in place of traditional package pins. The
bumps have the advantage of shorter electrical patch to
the motherboard, which improves the electrical perfor-
mances at high frequencies. Also, they occupy a smaller
area on the board for the same I/O count, while providing
finer pitches and lower cost. Micro-BGA (mBGA) is a chip-
scale package that uses much smaller bumps than the
traditional BGA. A typical BGA solder ball is 500–750 mm
in diameter and has a 1000–1250 mm pitch, while a typical
mBGA NiAu ball is 50–100 mm in diameter and has a 500–
750 mm pitch. An example of a BGA package developed for
millimeter-wave application is presented in Fig. 4.

The BGA is made of an alumina substrate that acts as a
carrier for the chip. Through-hole vias (signal, ground,
and thermal) are realized by laser drilling and are filled
with a CuW alloy. Thin-film metal (copper or gold) are de-
posited and patterned on both sides. Then the substrate is
bumped with BGA or mBGA balls. The chip is directly
wired bonded on top of the substrate.
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Figure 3. Popular packaging devices used through the 1980s and 1990s [9].
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Side view
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Au balls
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DC bias
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Figure 4. BGA package for millimeter-wave applications. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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BGA and mBGA packages have become more increas-
ingly popular since the early 1990s for high-frequency
applications up to 20 GHz. For the growing wireless com-
munications systems operating at millimeter-wave fre-
quencies such as local multipoint distribution services,
BGA and mBGA packages have also exhibited, with a
proper transition design, excellent performance above
30 GHz. A single transition can exhibit an insertion loss
of 40.3 dB at 36 GHz as shown in Fig. 5a. A 20–40-GHz
wideband HP GaAs PHEMT MMIC amplifier mounted on
a BGA package using conductive epoxy is shown in
Fig. 5b. A comparison of performance (gain performance
is depicted in Fig. 5c) of bare die and the package amplifier
confirms that the BGA is a low-loss package and is appli-
cable for millimeter-wave frequencies.

An example of a BGA applied to a 3D integrated mod-
ule concept is presented in Fig. 6 [16]. In the proposed
module concept, two stacked LTCC substrates are used
and board-to-board vertical transition is insured by mBGA
balls [17,33]. Standard BGA balls ensure interconnection
of this high-density module with a motherboard such as
FR4 board. The top and the bottom substrates are dedi-
cated respectively to the receiver and transmitter building

blocks of the RF front-end module. The two parts are sep-
arated by the mBGA ‘‘layer’’ to improve the crosstalk per-
formance of the module.

Ball grid arrays are expected to be the solutions for
packages requiring over 200 pins and will be implemented
using wirebonding in the lower I/O density parts and flip-
chip in the higher-I/O-count and higher-power devices.
Ultra-fine-pitch (UFP) wirebond technology will allow for
a larger die to be placed on smaller substrates and effec-
tive pad pitches below 60 mm. It is expected that increasing
circuit density will enable the accommodation of more
than 1000 I/Os and die shrinkage (size reduction) by
20–50%. Placing a larger die with more functionality on
a smaller substrate results in significant cost savings, as
the substrate is a driving factor in the cost of the device.
Recent (as of 2004) trends indicate that I/O counts for
leading-edge devices grow at a rate of approximately 10
times every 14 years.

Liquid encapsulant underfills will likely be needed to
relieve the stress due to CTE differences between the chip
and the BGA package substrates. Chip-scale packages us-
ing fine-pitch mBGA with a size in the order of the chip size
will be the next level of advancement for applications
where low weight and small package size are required. As
the technology matures and processes become cheaper,
BGAs have the potential to become the workhorse of pack-
aging technologies, as the DIP was for the 1970s and
1980s.

2.1.2. Flip-Chip Technology (FCT). Flip-chip is a tech-
nology dating back to the 1970s that matured in the late
1990s as a widely accepted and cost-effective method for
the semiconductor industry, especially for high-frequency
applications [18]. The term ‘‘flip-chip’’ refers to flipping a
silicon die or chip and mounting it face down on a sub-
strate. A typical flip-chip bump is 25–50 mm in diameter
and has a 50–100 mm pitch. A schematic of a flip-chip tran-
sition from coplanar waveguide (CPW) to coplanar wave-
guide is presented in Fig. 7.

Of the 60 billion integrated circuits produced in 1998,
approximately 1.5% of them were manufactured using
flip-chip technology. From 1997 to 1998, the number of
flip-chip dies grew by 40%. An average annual growth rate
of 48% for flip-chip is expected in the near future. The flip-
chip capabilities have been extended up to 75 GHz [19,20]
and to optical applications using glass bumps that allow
for waveguiding of optical waves [21].
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An optimized transition for a CPW–CPW interconnect
on alumina substrate is presented in Fig. 8a. The stud
bumps on the die are soldered to the mounting substrate
as shown in Fig. 8b. The optimization of the transition
shows insertion loss of 42 dB and a return loss of 420 dB
at 75 GHz.

Other issues related to flip-chip design include the
presence of the resin underfill, for protecting the die
from the environment, alleviating the CTE mismatch be-
tween the two substrates and increasing the fatigue life of
joints. The resin changes the transition electrical perfor-
mance and must be taken into account by the IC designer
at the beginning of the design process. Also, a very im-
portant aspect is the development of scalable lumped-
element models for the flip-chip transition. Typical mod-
els are presented in Fig. 9.

The capacitor C1 represents the discontinuity capaci-
tance at the chip, while the capacitor C2 models the dis-
continuity capacitance at the motherboard. The inductor

L represents the inductance of the bump, and the resistors
model the loss mechanism in the interconnection. For the
T model, the capacitance C is due to the overlapping area
of the feedline and the flipped chip and L1 and L2 model
the inductance of the bump. The ultimate goal is to scale
the values of the circuit elements with the physical attri-
butes of the interconnection.

2.1.3. Flip-Chip versus Wirebond. Although new pack-
aging and interconnection technologies have been intro-
duced, wirebonding is still dominant in RF and wireless
products, especially in applications up to 10 GHz, since it
has strong benefits in cost and reliability. However, the
stringent specifications of emerging communication sys-
tems and the use of higher frequency bands accentuate
the drawbacks of the wirebonding, namely, parasitic ef-
fects and losses. When wirebonds are used as intercon-
nects in microwave and millimeter-wave modules, they

Bumps

CPW CPW Figure 7. Schematic of a CPW–CPW flip-chip
interconnection. (This figure is available in
full color at http://www.mrw.interscience.
wiley.com/erfme.)
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exhibit a high characteristic impedance due to the high
inductance of the thin wire and a small capacitance due to
the small dielectric constant of the airgap between the
wire and the ground plane. In addition, radiation loss re-
sulting from wire discontinuity becomes significant, par-
ticularly in the millimeter-wave frequency range.

Vertical interconnection solutions have gained a signif-
icant interest because they provide features that can elim-
inate the problems associated with wirebonding: poor
repeatability of the manufacturing process and a drastic
increase of the losses associated with increased frequency.
Along with showing better electrical performance, flip-
chip technology allows several chips to be mounted to-
gether on the motherboard to increase density, improve
system performance, and reduce cost. This packaging
technique also allows combination of passive and active
devices, Si and GaAs, analog, digital, and optical circuits
on the same motherboard [22]. Furthermore, the compat-
ibility with automatic manufacturing improves the reli-
ability and reduces the assembly cost.

In addition to these benefits, since the flip-chip die is
flipped upside down, all the chip area is available for in-
terconnect, eliminating the wirebond restriction of having
all the I/Os along the chip perimeter. This, along with the
short electrical path, which eliminates coupling issues, al-
lows true chip-scale packaging and therefore increased
integration levels.

Another important issue in RF packaging structures is
the transmission-line choice. The two most common choic-
es for the transmission lines to be used in a flipped, mono-
lithic microwave integrated circuit (MMIC) are microstrip
and coplanar waveguides (CPW). Coplanar MMICs are
more suited to flip-chip technology because of the imme-
diate availability of all the grounds on one surface. In ad-
dition, coplanar circuitry requires no backside processing,
eliminates the need for ground vias and allows the use of a
thicker, more physically robust chip. Easier matching can
be achieved because of the ground–signal–ground confi-
guration. The more recently developed finite-ground co-
planar waveguides (FG-CPWs) allow for a miniaturized
implementation of these planar lines [23]. On the other
hand, microstrip design tools are more mature, and MMIC
manufacturers prefer to make full use of their capabilities.

However, thermal performance of flip-chip packages is
poor compared to wirebond. Heatsinking is more efficient
when the chip is firmly in place on the vertical stackup
rather, with no contact with other components other than
the interconnecting bumps. The coplanar design of the
PCB eliminates the need for the vias, and shunt elements
can be easily removed or added if tuning is necessary.
From a mechanical reliability standpoint, flip-chip tech-
nology still needs to be improved. An underfill technolo-
gy—to fill the gap between the chip die and board with a
dielectric material—has been introduced to improve the
heat dissipation and the mechanical stability and to com-
pensate the CTE mismatch. However, it is difficult to
apply underfill technology to RF modules, since the addi-
tional dielectric loss generated from the underfill material
reduces the system efficiency. Moreover, the characteristic
impedance of the transmission lines on a MMIC chip is
significantly modified because of the higher dielectric con-
stant of the underfill material. To avoid this problem, all
MMIC circuits should be designed to compensate for the
expected impedance change.

Figure 10 presents a review of the published electrical
performance for wirebond, flip-chip and BGA [24]. The
test structures used in these analyses are not identical
and the individual characteristics are reflected in the S
(scattering) parameters. However, it can be observed that
flip-chip shows evidence of lower insertion loss over the
entire frequency range than the wirebond. On the other
hand, the BGA performance is poor compared with flip-
chip, as a result of the larger dimensions and the use of
more lossy substrates for the motherboard, especially for
frequencies above 40 GHz. Similar results have been
reported for return loss.

2.1.4. Chip-Scale Packaging (CSP). Chip-scale packag-
ing (CSP) is generally considered the fundamental
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evolution required to meet most of the electronic packag-
ing needs of the twenty-first century [25]. As defined by its
proponents, CSP ranges in size from die equivalent area
to, at its maximum, 120% of die area. Several configura-
tions now in development include, among others, perime-
ter pad and leadframe packages, area array interposers,
and mBGAs, with target market segments ranging from
low-cost consumer through high-end data processing, and
I/O ranges up to 1000.

2.2. Board Packaging: MCM Definitions and Classifications

The term ‘‘multichip module’’ (MCM) refers to the pack-
aging of multiple silicon dies into one device [26,27].
MCMs offer the ability to reduce package pin count by
combining two or more high-pin-count devices, that would
normally connect to each other at the board level, into one
package, where the interconnect is performed at the chip
level. The resulting packaged system needs only a reduced
set of pins to connect power and signals from the outside
world. It can also serve to reduce PWB real estate (an
expensive commodity) and exhibits the following advan-
tages:

* Improved performance, such as shorter interconnect
lengths between dies (resulting in reduced delay
time, lower RF parasitics and losses), lower power
supply inductance, lower capacitance loading, less
crosstalk, and lower off-chip driver power

* Miniaturization, since MCMs result in a smaller
overall package size when compared to separate
packaged components performing the same function,
hence resulting in significant reduction of I/O to the
system board

* Shorter time to market, making them attractive al-
ternatives to ASICs (application-specific integrated
circuits), especially for products with short lifecycles

* Low-cost silicon sweep, allowing integration of mixed
semiconductor technology, such as SiGe or GaAs

* Hybrid configurations, including surface mount de-
vices in the form of chip-scale or mBGA packages and
discrete chip capacitors and resistors

* Simplification of board complexity by integrating sev-
eral devices onto one package, thereby reducing total
opportunities for error at the board assembly level

* Capability of accommodating a variety of second-level
interconnects (while BGAs are the most popular ones,
leadframe solutions can be employed for plugability,
enabling reconfigurability and modularity for up-
grades)

The widespread use of MCMs has been hampered by a
few factors. It is a relatively high-cost process. Since not
all of the signals are connected to the outside world, pack-
age-level testing is difficult, so effort must be made to en-
sure that the die being put into the chip is good. Obtaining
such ‘‘known good die’’ (KGD) is still a challenge. Also, the
proliferation of flip-chip, BGA, and chip-scale packages for
single-chip package solutions has reduced the need for
chip-level system integration.

In the area of multichip packages, the SIA roadmap
[13] identifies advancements in the following enabling
technology solutions as requirements for the effective im-
plementation of MCM:

* Design tools/simulators (integrated design environ-
ment)

* Flip-chip interconnect optimization
* Low-cost high-density substrate manufacturing
* Low-cost known good die (KGD).

These enabling technologies are interdependent and must
be selected to be compatible to provide an integrated mul-
tichip solution. Bare chips must provide the same reliabil-
ity, quality, and performance as packaged chips to be
considered ‘‘known good.’’ Multichip packages containing
two to three chips are in volume production today, and
could evolve soon to include three to five chips. The evo-
lution of these multichip packages into multichip modules
with more than five chips will be driven by performance
and cost requirements at the subsystem and system level,
as well as improved chip reworkability and module testing
techniques. The implementation and proliferation of mul-
tichip packages and modules will continue to be con-
strained by the availability of high-density substrates
and ‘‘known good’’ die commensurate with the necessary
cost and performance. Multichip modules will be driven by
densification and cost reduction for low-end products and
densification and performance for high-end products.

As mentioned above, a key factor in the development of
MCM package is the availability of high-density sub-
strates. There exist three commonly used substrate
groups [9,26].:

1. Laminate MCMs (MCM-Ls). These are manufac-
tured through the lamination of sheet layers of organic
dielectric, and are very similar to traditional PCB tech-
nology; in fact, the dielectric layers and the interconnects
are developed in much the same way as for laminated
printed-circuit boards. The line geometries and via diam-
eters are typically half or less the size of those found in
traditional circuit boards. These MCM’s exhibit very low
line losses up to relatively high frequencies because the
lines are thick and wide; however, the vias are typically
quite tall and also much wider than the lines, thus causing
substantial impedance discontinuities and wavefront re-
flections for frequency components. A very special care has
to be given for designs above 500 MHz.

2. Ceramic MCMs (MCM-Cs). These MCMs are man-
ufactured by stacking unfired layers of ceramic dielectric
(i.e., in their flexible, unfired state), onto which liquid
metal lines are ‘‘silk screened’’ using a metal ink process.
The individual inked layers are then aligned, pressed to-
gether, and ‘‘cofired’’ at 800–9001C, or 1500–16001C (de-
pending on the composition of the ceramic material) into a
solid planar structure, onto which integrated circuits can
be installed. These MCMs can, if fabricated with excellent
dimensional tolerance control, exhibit low line losses.
They are for these reasons very popular for the integra-
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tion of high-frequency systems up to the millimeter-wave
frequency range [28,29].

3. Deposited (MCM-Ds). These components are manu-
factured through the deposition of organic or inorganic
dielectrics onto a silicon or alumina support substrate. Af-
ter each dielectric layer is deposited, one of several tech-
niques is used to pattern metal lines as well as metal
‘‘vias’’ that penetrate the dielectric layers to connect adja-
cent metal layers. The chips are then installed on the up-
per surface, and attached electrically through wirebonds
or other means such as tape-automated bond structures,
or even by mounting the chips face down on the surface,
with metal balls serving as the electrical connections be-
tween the chip and matching pads on the MCMs. The
MCM-D line cross sections are typically smaller than for
MCM-Cs or MCM-Ls, resulting in higher interconnect
density but also higher resistive line losses; however, their
via heights are typically quite small, and their via cross
sections are equivalent to the linewidth, resulting in low
levels of impedance discontinuity and wavefront reflec-
tions, in comparison to the MCM-Ls and MCM-Cs.

The different MCM line geometries and their respective
cost are compared in Table 1.

In order to optimize cost and performance tradeoffs, the
high performance of MCM-D at the low cost of MCM-L are
desirable, leading to a hybrid technology called MCM-L/D,
where substrate structures are formed as multiple layers
of metal separated by dielectric material. Georgia Tech’s
Packaging Research Center (PRC) ‘‘single-level-integrated
module’’ (SLIM) implementation of the MCM-L/D para-

digm is shown in Fig. 11 [30,31]. This technical vision in-
tegrates all the packaging levels into one, containing
layers for DC power distribution, high-density high-speed
digital circuitry, embedded decoupling capacitors and ter-
mination resistors, embedded multilayer RF passives (i.e.
inductors, filters, antennas), embedded optical wave-
guides, built-in MEMS devices, and built-in thermal man-
agement.

3. RF SoP MODULES

The dawn of the twenty-first century is witnessing a tre-
mendous demand for wireless (untethered) communica-
tions services such as paging, analog, and digital cellular
telephony, and emerging Personal Communications Ser-
vices (PCS). Current commercial cellular and PCS sys-
tems are concentrated at frequency bands around
900 MHz and 1.8 GHz (S band); future allocations for
PCS systems are expected around 2.4 and 5.8 GHz
(through C band). Beyond the arena of mobile communi-
cations, there are numerous wireless applications, includ-
ing RF identification (RFID), satellite communications,
local multipoint distribution systems (LMDS), and wire-
less local-area networks (WLANs) operating at frequen-
cies extending into the millimeter-wave regime (Ku to Q
bands). The move to higher frequencies has been motivat-
ed by the need for more and more bandwidth for multi-
media applications such as wireless real-time video
transmission and internet access, and by the increased
overcrowding of the lower frequency bands.

This rapid expansion of untethered communications
services, along with the need for low-cost, high-efficiency
system implementations, has led to an explosion in the
development of integrated circuit approaches in the RF/
microwave area. Highly integrated components such as
frequency converters, low-noise and power amplifiers
(LNAs and PAs), and frequency synthesizers are now com-
monplace, replacing hybrid circuits employing discrete
semiconductor devices. These radiofrequency integrated
circuits (RFICs) and monolithic microwave integrated

Table 1. Comparison of MCM Technologies

Characteristic MCM-L MCM-C MCM-D

Minimum linewidth (mm) 60–100 75–100 8–25
Line spacing (mm) 625–2250 125–450 25–75
Via diameter (mm) 300–500 100 8–25
Cost ($/cm2) 3–30 50–1000 800–8000
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Figure 11. Georgia Tech’s Packaging Re-
search Center (PRC) ‘‘single-level-integrated
module’’ (SLIM) implementation of the MCM-
L/D. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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circuits (MMICs) are generally packaged together with
VLSI digital signal processing (DSP) and microprocessor
(mP) control chips on multilayer printed-circuit boards
(PCBs). However, the system-on-chip movement has
been ambushed by the cost of additional mask layers
needed to marry digital logic with memory and analog
function on one specific and optimum substrate. There-
fore, many believe that the system-on-package (SoP) ap-
proach for the next-generation wireless solution is a more
feasible option than system-on-chip (SoC), considering the
obstacles faced today by SoC developers. The more recent
development of materials and processes in packaging ar-
eas makes it possible to bring the concept of SoP into the
RF world to meet the stringent needs in wireless commu-
nications. RF SoP is intended ‘‘to provide a complete pack-
aging solution for RF module by integrating embedded
passives components and MMIC at the package level.’’
SoP goes one step beyond MCM by enhancing overall per-
formance and adding more functionalities. Wireless devic-
es implementing complex functionality require a large
amount of circuitry and consequently require a large
conventional package or multichip-module (MCM) real es-
tate. 3D integration techniques using multilayer high-
density architectures in different technologies with verti-
cal interconnect and embedded component integration are
crucial for the design and development of a single package
to a MCM. SoP is the art of bringing together at the sys-
tem-level integrated circuits and embedded components
following a codesign philosophy.

A strong alternative to complete single-chip integration
is some advanced form of an MCM solution such as the one
proposed in Fig. 12. It integrates antenna, filters, resona-
tors, baluns, and other RF components. The multilayer 3D
architectures have the major benefit of high integration

and compactness, while adding another degree of freedom
in the module design. The materials suited for this tech-
nology include low-temperature cofired ceramic (LTCC)
and high-temperature cofired ceramic (HTCC) [32], mul-
tilayer organic and LCPs (liquid crystal polymers) [33].

The basic philosophy here is to fabricate devices and
circuits in the optimum available technology for their par-
ticular function (e.g., digital circuits in submicrometer
CMOS, analog components in BiCMOS, RF components
in GaAs or InP) and then integrate them into a system or
subsystem using MCM technology. High-Q passive struc-
tures could potentially be embedded directly into the MCM
structure. Multibeam antenna beamforming networks
have been demonstrated in MCM technology. For the ac-
tive analog/RF and digital/DSP functions, individual ICs
can be interconnected using flip-chip bonding to eliminate
bondwires (and their associated parasitic) and allow more
compact MCM floor planning. An additional benefit of this
approach is that complete system redesign is not neces-
sarily needed to change one part of the subsystem/module;
individual functional component dies could be upgraded as
long as their interconnection scheme and footprint were
kept the same to remain compatible with the MCM layout.
This approach is referred to as ‘‘system on a package’’
(SoP), in contrast to ‘‘system on a chip.’’ The incorporation
of MEMS, smart materials, smart antennas, and other
components with mixed-signal integrated circuits in such
an environment is now increasingly referred to as ‘‘mixed-
technology’’ or ‘‘heterogeneous’’ integration.

To explain further the SOP concept, a general system
configuration of a wireless transceiver is shown in Fig. 13.
The module is composed of an MMIC chipset: power am-
plifier (PA), low-noise amplifier (LNA), up/down mixer
(MIX), and voltage-controlled oscillator (VCO), and

Wireless transceiver front end

IF and baseband module

Capacitor

Vias

Resistor Flip-chip MMIC

Flip-chip IC

MS Line
Micromachined

structures

Inductor

Decoupling
capacitor

Bias resistor

Figure 12. Advanced MCM solution for gigabit wireless module.
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passive components such as a filter, antenna, and external
high-Q discrete passive elements for stringent blocks such
as PA and VCO. The RF SoP approach includes replacing
the discrete passives with embedded ones, adding more
functional blocks, such as baluns and antennas, to the
module and maximizing the performance of the MMIC
chipset by replacing the on-chip passives with high-Q pas-
sives embedded in the package.

Figure 14 shows the technical mapping for ongoing and
future RF SoP approach. It is important to note that the
choice of the on-chip or off-chip (on-package) passives is
dependent on the frequency band, modulation scheme,
available device and packaging technology, such as the
required linearity and efficiency of the PA. In VCO, the
need for high-Q inductors on package is determined by
the stringent phase noise specification that is coming from
the modulation scheme.

Briefly, the advantages of RF SoP are

* Lower cost by using embedded passives instead of
discrete components

* Flexibility for MMIC designers by embedding the
high-Q passives in the package

* Minimum loss and parasitic effects by reducing the
number of interconnections

* Size reduction by adopting multilayer packaging
* Easy-to-realize multifunctional RF modules in a

single package

* Better high-power-handling capability than MMIC
chip

However, the SOP approach has various problems that are
currently addressed by various research groups in the
world:

* Interference between the blocks in the package
* Too many degrees of freedom in multilayer packaging

to built design library
* Size constraint if antenna is included in the package

3.1. RF Front-End SoP Integration

3.1.1. SoP Integrated Passive. One of the key elements
to be integrated in the RF front-end is the bandpass filter.
An SoP integrated multilayer filter offers a more attrac-
tive implementation than do on-chip and discrete filters.
An RF image-reject filter can be implemented with six
layers of LTCC in a stripline configuration, whose three-
dimensional view is illustrated in Fig. 15 [34]. Layers 6
and 0 are the top and bottom metallization which serve as
the top and bottom ground planes. Two shunt inductors L1

and L2 were realized by the U-shaped strips fabricated on
layers 4 and 3, which are located two and three layers
underneath the top ground plane, respectively. The ends
of the strips are connected to both grounds through vias.
There is no metallization between layers 4 and 6; there-
fore, the top inductor strip on layer 4 is 180mm (two lay-
ers) away from the top ground plane while the bottom
strip is 270 (three layers) away from the bottom ground
plane. The required mutual inductive coupling is achieved
by overlapping the L1 and L2 strips, which are one layer
(90 mm) apart. MIM capacitors with electrodes on layers 4
and 3 laid out beside the inductor strips were utilized to
implement CI and CO. The VIC topology was utilized to
implement CS, which is realized by two series capacitors of
capacitance 2CS. Each of these capacitors is implemented
in VIC topology as a parallel combination of two capacitors
with a value of CS. Such implementation ensures the sym-
metry of the structure desirable for high frequency cir-
cuits. If CS were implemented in MIM topology, the entire
structure would not have been symmetric. The bottom
plates of CI and CO are used as the top plates of the VIC

extended to layer 2 through via connections. The ‘‘dumb-
bell’’-shaped trace is inserted on layer 2 between layers 3
and 1 as the bottom plates of the VIC. The extended top
plates of the VIC on layer 1 are used as the top MIM elec-
trodes for the shunt capacitor CR with the bottom ground
on layer 0 as the bottom electrode. The filter prototype is
given in the photograph in Fig. 16. Figure 16 also gives the
measured insertion loss of 3 dB at 2.4 GHz with 40 dB
rejection at 2 GHz.

3.1.2. RF SoP Integrated Module: 5.8-GHz OFDM. The
integration of the antenna with the RF front-end in com-
pact modules is one of the major challenges for the SoP
implementation [35,36]. The size of the conventional patch
antenna (&/2) is often too large to be integrated with the
rest of the module because it would unnecessarily increase
the size of the entire system. Various approaches have
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been proposed for the miniaturization, the suppresion of
parasitic backside radiation (crosstalk) and the realization
of multiband/multistandard antennas [37]. The concept
view of the 3D integrated transceiver module with an an-
tenna for 5.8 GHz is presented in Fig. 17. Three different
multilayer subsystems—specifically, the transceiver, the
filter, and the antenna—are vertically stacked and con-
nected through vertical vias. The antenna and filter can be
directly fabricated on the module using LTCC or LCP
technology in order to reduce size and interconnection
losses. The presented module has been designed for 20
LTCC layers. Before designing each of the embedded pas-
sives, the layers have been properly assigned. The anten-
na, filter, and transceiver utilize 8, 10, and 2 layers,
respectively. The total size of the module is 14� 19�
2 mm, including all the RF functional blocks. The grounds
are connected efficiently to suppress the unwanted para-
sitic modes. A photograph of the integrated module is
shown in Fig. 17 [2].

To utilize the space of the module effectively, the geom-
etries of the passive components are chosen very carefully.
Also, innovative shielding solutions are currently investi-
gated using metallized cavities [38] or electromagnetic
bandgap (EBG) structures [39] as well as advanced sim-
ulation platforms to predict and minimize electromagnetic

interference and crosstalk within the different compo-
nents of the module. In particular, electromagnetic band-
gap (EBG) topologies are also used to confine the radiating
field of antenna elements, therefore leading to more effi-
cient isolation of the rest of the module, while achieving a
reduction of size of the antenna, as was described in the
above paragraph. Also, new design approaches based on
optimization algorithms such as design of experiments
(DoE) [40], feedforward neural networks [41], and genetic
algorithms [42] are extensively studied and used to gen-
erate comprehensive models taking into account the fab-
rication and layout parameters and their impacts on
electrical performances in multilayer configurations.

The RF functional blocks, including PA, LNA, mixers,
and VCO, are attached on the top of the LTCC board. The
specifications of the functional blocks are determined and
verified through system simulations based on the IEEE
802.11a standard.

A two-section coupled stripline filter has been designed
to be embedded inside the LTCC package with its input
and output ports connected to the antenna and the du-
plexer switch through vias. A schematic view and mea-
sured performance are presented in Fig. 18. Coupled
lines have been bent to fit into the module shape and
via walls are used to connect ground planes and reduce
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Figure 15. Configuration and 3D SOP filter.
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Figure 16. Photograph and measured and simulated insertion losses of the 3D SoP filter. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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parallel-plate modes. Filter performances have been mea-
sured separately and exhibit a � 2.9 dB insertion loss,
� 20.8 dB return loss, and image rejection greater than
–20 dB as shown in Fig. 19b.

A cavity-backed stacked-patch antenna (CBPA) has
been designed for the module. Introduction of the ‘‘soft
and hard surfaces’’ idea has allowed for further miniatur-
ization of the antennas [43]. This antenna has been de-
signed for IEEE 802.11a 5.8 GHz band as shown in Fig. 19.
The heights of the lower and upper patches (400�
400 mils) are 8 and 32 mils, respectively. The 10 dB re-
turn-loss bandwidth of the antenna is about 4%, fully cov-
ering the required band (5.725–5.825 GHz). Also this
antenna has a desirable gain (near 6 dBi) and very low
cross-polarization (less than � 35 dBi).

Commercial GaAs MESFET processes have been used
to implement Rx and Tx chipsets. The Rx chipset consists
in LNA, downconverter mixer, and VCO as shown in
Fig. 20. The Tx chipset includes a double-balanced diode
ring mixer and RF amplifier as shown in Fig. 21.

The LNA gain is about 13 dB, and the LNA noise is
about 2.2 dB. Figure 22a shows the output spectrum of the
transmitter mixer demonstrating image signal rejection of
11 dBc, and LO-to-RF rejection of 40 dB, across the VCO
tuning range between 4.5 and 5.5 GHz. It also shows less
than 11 dB conversion loss between IF frequency from DC
to 1 GHz. The RF amplifier demonstrates a measured gain
of 7 dB as shown in Fig. 22b.

3.1.3. RF SoP Integrated Module: Ku-Band Transmitter.
The implementation of a compact transmitter module is
the key issue for higher data rates and broadband trans-
mission applications of satellite communication systems
in the Ku/Ka-band range. One obstacle for a compact
transceiver module is the large and heavy cavity filter
that cannot be easily integrated into the module. A highly
integrated LTCC-based transmitter module using GaAs
MESFET MMICs for Ku-band satellite communica-
tion applications is shown in Fig. 23. [44] The upconvert-
er MMIC integrated with a VCO exhibits a measured

Figure 17. 3D integrated LTCC RF front-end module for 802.11a WLAN. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 18. Embedded filter: (a) schematic; (b) performance chart. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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upconversion gain of 15 dB and an IIP3 (third-order input
intercept point) of 15 dBm, while the power amplifier (PA)
MMIC shows a measured gain of 31 dB and a 1 dB com-
pression output power of 26 dBm at 14 GHz. Both MMICs
were integrated on a compact LTCC module where an in-
tegrated front-end bandpass filter (BPF) with a measured
insertion loss of 1.8 dB at 14.5 GHz was integrated. The
bandpass filter for the transmitter module was imple-
mented in a coupled-line filter topology on a multilayer
LTCC substrate. The two stripline ground planes are
physically connected by vias, and the actual input and
output of the filter are connected to the RF amplifier and
driver amplifier of the transmitter. Three segment folded
edge coupled stripline filters, where the middle segment
was deployed perpendicular to the first and third seg-
ments for compactness, have been designed to suppress
the LO signal at 13 GHz as well as the harmonics and
spurious signals. This is a balanced stripline topology
where the coupled-line segments are sandwiched by two

ground planes at an equal distance of 17.5 mils (four LTCC
tape layers).

The entire transmitter chain exhibits a total gain of
32 dB and output power of 26 dBm incorporating the
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Figure 20. Photo of the Rx chipset used in the
module: (a) LNA; (b) mixer; (c) VCO. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Figure 21. Photo of the Tx chipset used in the module: (a) mixer;
(b) RF amplifier. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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wirebond loss from 14 to 15 GHz and image rejection of
more than 30 dBc at 12 GHz as shown in Fig. 24a. Figure
24b shows the overall system-level diagram of the entire
transmitter chain based on the measurement of each
transmitter blocks. The compact module was made possi-
ble by embedding the filter and thereby saving more than
40% of real estate compared to the module if it were im-
plemented on a typical alumina substrate.

3.2. Package Modeling and Optimization

The current drawbacks of most commercially available
microwave and millimeter-wave front-ends are their
relatively large size, heavy weight caused primarily by
discrete components such as the filters, and separately
located modules. Multilayer ceramic (i.e., LTCC) and
organic-based SoP implementation are capable of over-
coming this limitation by integrating components as part
of the module package that would have otherwise been
acquired in discrete form. On-package components not
only miniaturize the module but also eliminate or mini-
mize the need for discrete components and thereby reduce
the assembly time and cost as well. The optimization of

SoP structures requires the effective modeling of complex
structures that involve mechanical motion and wave
propagation. Because of computational constraints,
many commercial simulators utilize various approxima-
tions in order to provide fast and relatively accurate
results. Popular commercial EM simulation tools in-
clude HFSS (high-frequency structure simulator) [45],
SONNET [46], MicroStripes [47], and IE3D [48]. Often
the size or type of circuit that can be modeled is limited
by these simulators. Either the approximations used
limit the applicability to specific problems, or the simu-
lation time and/or memory is excessive. To solve numer-
ous innovative or 3D complex problems, custom
simulators employing full-wave techniques can be used.
Using a custom code, approximations can be made selec-
tively and the effect on accuracy can be determined.
Popular simulation techniques [49] include the method
of moments (MoM), finite-element method (FEM) in the
frequency domain and finite-difference time-domain
(FDTD) method, transmission-line matrix (TLM), and
multiresolution time-domain (MRTD) [50] in the time
domain. Frequency-domain methods are often used to
simulate complex structures and can naturally handle
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frequency-dependent parameters such as loss. Alterna-
tively, time-domain simulation techniques allow the use
of simple grids for complex structures, parallelize well
on inexpensive hardware, and, through the use of a
Fourier transform, can give the results for a wide fre-
quency band using a single simulation. Both types of
simulators can be used on most problems, although not
with the same complexity.

Modern RF 3D modules and packages demand a high
level of compactness and functionality. Full-wave EM nu-
merical tools require computational complexity, which
render this kind of design approach unpractical. Also,
the low-frequency RF packaging design process often re-
quires scalable equivalent circuits for the package itself.
As the problems associated with the integration involve
the consideration of an increasing number of factors,
the design and optimization of such systems require
more comprehensive and sophisticated tools. The current
design and optimization methods, using the commercially
available electromagnetic simulators, do not take into

account the specific effects of each of the factors involved
in the design process, and the degree to which these
factors interact with each other and their ranges of val-
ues. Only this type of thorough understanding of the en-
tire system can enable the optimization and synthesis of
any module or microsystem under different given condi-
tions. An example of successful application of a combina-
tion of DoE (design of experiments) and RSM (response
surface methods) is presented in Ref. 51. First, the factors
that affect the performance of the system and the output
figures of merit have to be identified. The next step in-
volves the design of a factorial experiment with center-
points based on a design space for these factors to
determine the effect of each parameter, identify interac-
tion between the parameters, and determine which ones
are significant for each of the outputs. The experiment is
run using electromagnetic simulations and/or microwave
measurements, and the outputs are recorded and inputed
into a statistical analysis software. After the statistical
analysis of the data, significant factors are identified for
all figures of merit, then RSM statistical methodology is
applied for optimization. The result is an explicit set of
equations that show how the outputs depend on the input
variables, which are used to simultaneously optimize the
figures of merit. Within the design space of the experi-
ment, the optimized figures of merit and the required
design parameters are identified.

The nonlinearity of the system, combined with the lack
of analytical input–output description, suggest the use of
soft computing algorithms also. Genetic algorithms (GAs)
can be utilized as an optimization method of this kind.
GAs search the parameter space stochastically, generating
solutions that are close to the optimal. They also turn
out to be very efficient for problems where small pertur-
bations in the optimal solution lead to abrupt increase of
the error.

An example of the EM/statistical hybrid method meth-
od was applied on a interdigitated coupled filter for 60-
GHz applications [52]. The benchmarking structure is
presented in Fig. 25. The filter is optimized for 60 GHz
center frequency and maximum quality factor Q. The
input variables are the linelength L and the three gaps
between the lines G1, G2 and G3.

The first-order statistical model validation showed cur-
vature, so a second-order model has been developed and
the equations describing the outputs as a function of
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The filter was optimized on the basis of these equations,
and the results were validated with a genetic algorithm
optimization. The optimized filter insertion loss using the
two methods is shown in Fig. 26.

These techniques are very flexible and can be applied to
any type of design, especially in complex RF microsystems
and packages where the number of factors increases and
optimization is extremely difficult using only electromag-
netic simulators. This gives a thorough understanding of
the system behavior and integrates geometric, material,
and functional parameters altogether. The approach is ge-
neric and independent of the choice of the electromagnetic
simulator and statistical analysis software.

This approach has also been applied for RF and micro-
wave flip-chip design rule development [53]. Previous
work identified the factors to be considered in the design
process and how they affect the assembly performance.
The structure and the geometric factors are presented in
Fig. 27. The design of the experimental method gave the
possibility to bring all these factors together, quantify
their significance, evaluate the interaction between
them, and eliminate the insignificant ones from the anal-
ysis. The significant factors in this case have been found to

be the bump diameter and height, the CPW width, and the
amount of transmission-line overlap around the transi-
tion. Also, the transition was optimized by considering not
only the individual effects of the variables but also the in-
teraction between them, which can be critical in deter-
mining the optimal factor combination. Finally, fully
scalable lumped element models with all these factors
were developed by applying regression models to the sta-
tistical data.

3.3. Testing

Such packages are tested and characterized using micro-
wave measurements, and various deembedding tech-
niques are used to extract the behavior of the device
under test (DUT) (see Fig. 28). Microwave measurements
require adapters of launches as interface between the
measurement system (coaxial cable or on-wafer probes)
and the DUT. The additional parasitics added to the mea-
surements by these adapters and launches have to be
deembedded to obtain the actual performance of the device
[54–56].

There are a wide variety of deembedding techniques,
some involving the calibration of the network analyzer
such that the parasitic effects are eliminated from the
measurement level, some involving separate measure-
ments of the parasitics and using the deembedding capa-
bilities of a circuit simulator such as Agilent’s Advanced
Design System (ADS) [57] or analytical approaches.

An example of the deembedding technique used for
electrically long adapters is the ‘‘through-line-line’’ cali-
bration [54]. This method obtains the effect of the launches
by analytically computing its S parameters. It utilizes
three deembedding components, one through and two
lines (lines 1 and 2) (Fig. 29), without any reflecting com-
ponents such as the TRL calibration technique. The mea-
surement reference plane is A0B0, as shown in Fig. 28.
After deembedding, the reference planes are moved back
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to the device under test, at the AB plane. Figure 28 shows
the application of this method to a BGA structure.

Figure 30a shows the S parameters of the BGA package
test structure from both original measurement and deem-
bedded data. In the deembedded data, the loss of the DUT
is smaller than in the original measurement. In Figure
30b, the deembedding method is verified with the simula-
tion of the BGA model and very good agreement is ob-
served.

When the circuit complexity increases, a careful cali-
bration design is sometimes not possible and more flexible
methods need to be used. If the structure to be deembed-

ded is measured or simulated (AA0 and BB0 in Fig. 28), its
effect can be subtracted from the overall measurement
(A0B0). First, two S-parameter measurements of the deem-
bedding structure and of the entire system are recorded.
Finally, the deembedding S-parameter block is cascaded
in ADS on each side of the measured overall S-parameter
block. All are simulated using the deembedding function
of ADS, and then the deembedded DUT S parameters are
obtained.

These deembedding techniques are also used for ex-
tracting the parasitic effects of the package itself for equiv-
alent circuit model extraction [58]. These models are
scalable and are very important to help the IC designer
predict the entire system performance at the beginning of
the design process.

3.4. Future Trends

More recent developments in advanced packaging tech-
nologies such as 3D multichip modules provide an oppor-
tunity for significant reduction in mass, volume, and
power consumption. Simultaneously, emerging wireless
communications applications in the RF/microwave/milli-
meter-wave regimes require miniaturization, portability,
cost, and performance as key driving forces in the elec-
tronics packaging evolution. The system-on-package (SoP)
approach [vs. the system-on-chip (SoC) technique] for
module development has been proven to be the best ap-
proach for systems integration due to the real estate effi-
ciency, cost-saving, size reduction, and performance
improvement potentially involved in this integral func-
tionality, and simultaneously satisfying the specifications
of the next-generation wireless communication systems.
However, current RF module integration is still based on
low-density hybrid assembly technologies. Embedded ICs
[59] and bumpless buildup layer (BBUL) [60] packaging
technology are targeted for low-cost applications and pro-
vide great opportunities for the multigigahertz processor
and ultracompact RF integrated system.

An example of this integration concept is illustrated in
Fig. 31. A multilayer interconnect structure is built using
modified MCM-D technology and advanced photosensitive
epoxy. A low-loss interconnect is fabricated using buildup
technology. Microvias with a minimum diameter of 40 mm
are used to connect the different metal layers. Thus, high-
density interconnect networks and integral passive com-
ponents such as high-performance embedded inductors,
filters, and antennas can be implemented within the mul-
tilayer wiring structure. Multigigahertz processor or RF
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Figure 29. Lines ‘‘Thru,’’ ‘‘Line1,’’ and ‘‘Line2’’ designed for
deembedding the coplanar waveguide launches.
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commercial chipset are placed into cavities created along
the MCM-D process and covered by a final dielectric layer.
Cavities provide self-alignment for the die with the inter-
connection structure. This approach avoids parasitics due
to wirebonding, flip-chip, or BGA-type interconnection
and parasitic interconnection length between the active
circuitry and the passives components are greatly re-
duced.

New challenges such as RF MEMS integration and
packaging are nowadays at the leading edge of the pack-
aging research. Various approaches have been developed
by universities or worldwide-leader packaging companies.
Currents techniques under investigations for the RF
MEMS packaging are

* Wafer-to-wafer anodic bonding or polymer bonding/
sealing at wafer scale [61]

* Thin-film encapsulation at wafer scale [62]
* Cavity in MCM-C, -L, or -D substrate combined with

the use of a sealing cap [63].

Nevertheless, there is still a lack of standardization lead-
ing to excessive cost for the development of final products.
Eventually, the ideal package technology will merge the
standard functions (i.e., environmental protection, her-
metical sealing, accelerated testing and vacuum encapsu-
lation skills, signal isolation, mechanical stability) with
design specific functions, such as the RF requirement for
minimized package resonance, reduced parasitic effects,
and so on.

4. CONCLUSION

Future RF and wireless communication and sensor sys-
tems will be increasingly complex, miniaturized, and re-
configurable enhancing the importance of packaging
structures. High-integration technology is expected to re-
duce the chip size, number of components, and total sys-
tem cost. Along with the migration of ICs to integrated
system-on-chip (SoC), IC packaging is moving toward wa-
fer-level packaging, and wafer-level test and burnin. The
rapid progress of scaled CMOS technology and the intro-
duction of SiGe technology since the late 1990s have im-
proved the performance of silicon RF devices and circuits
to meet the requirements. However, the difficulty in low-
ering the power consumption of RF and analog circuits
and the size of passive components and analog transistors
has diminished the appeal of the SoC approach. The SoP
method will be the way to address these issues and lead to
the successful transition from bulky board packaging to
the multilayer micro-, nano-, and multifunctional boards
for 2010 and beyond.
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1. INTRODUCTION

The microstrip ring resonator was first introduced by
P. Troughton in 1969 to measure the phase velocity and
dispersive characteristics of a microstrip line [1]. Com-
pared with the conventional half-wavelength resonator,
the major advantage of using a ring resonator for these
measurements is to avoid open-end effects. To understand
the operation of a ring circuit, some complicated field

analyses based on electromagnetic field theory were de-
veloped [2]. In addition, simple transmission-line analyses
were also proposed [3–5]. In the transmission-line
approaches, the ring is modeled as equivalent circuits
or equivalent lumped elements to overcome the field
theory limitation described by dimensions and mode
charts of the ring. Also, different types of rings such
as microstrip, coplanar waveguide, dielectric, and slot-
line rings were used to incorporate passive and active
devices in MIC and MMIC [6–8]. A waveguide ring
resonator is generally used for the applications need
higher Q values and higher power handling [9]. With the
advantages of compact size, low cost, easy fabrication, and
low radiation loss, the planar ring resonator was widely
used for the design of filters, oscillators, mixers, baluns,
hybrids, magic T, couplers, frequency-selective surfaces,
and antennas [10].

2. ANALYSIS AND MODELING OF RING RESONATORS

2.1. Field Analyses

The magnetic wall model introduced by Wolff and Knoppik
was the most commonly used field theory to explain the
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line rings were used to incorporate passive and active
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resonator is generally used for the applications need
higher Q values and higher power handling [9]. With the
advantages of compact size, low cost, easy fabrication, and
low radiation loss, the planar ring resonator was widely
used for the design of filters, oscillators, mixers, baluns,
hybrids, magic T, couplers, frequency-selective surfaces,
and antennas [10].

2. ANALYSIS AND MODELING OF RING RESONATORS

2.1. Field Analyses

The magnetic wall model introduced by Wolff and Knoppik
was the most commonly used field theory to explain the

rO

ri

Z

X

X

Y
r

Y

X

:

:

:

:

(a)

(b)

Substrate

Ground Plane

Ring 
Conductor

Φ

Φ

|V |max

|I |max

I = 0

V = 0

Figure 1. Ring resonator (a) configuration and (b) maximum and
minimum field points.

RING RESONATORS AND CIRCUITS 4537

Previous Page



operation of the ring resonator [2]. This model including
the curvature effects of the microstrip line can achieve an
accurate expression for the physical size of the ring reso-
nator corresponding to its electric characteristics. Also,
using this analysis, Wolff and Knoppik obtained a good
agreement for experiment and theoretical results in the
resonant frequencies of the ring.

The ring resonator shown in Fig. 1a can be treated as a
cavity resonator with electric walls on the top and bottom
and magnetic walls on its sides. The electromagnetic fields
are confined to the dielectric substrate between the
ground plane and the ring resonator conductors. Assum-
ing no z dependency (@/@z¼ 0), the fields are transverse
magnetic (TM) in the z direction.

A solution of Maxwell’s equations is

Ez¼ ½AJnðkrÞþBNnðkrÞ� cosðnFÞ ð1aÞ

Hr¼
n

jom0r
½AJnðkrÞþBNnðkrÞ� sinðnFÞ ð1bÞ

HF¼
k

jom0

½AJ0nðkrÞþBN0nðkrÞ� cosðnFÞ ð1cÞ

where A and B are constants, k is the wavenumber, o is
the angular frequency, Jn and Nn are the Bessel function
of the first and second kind of order n, and J0n and N0n are
derivatives of the Bessel function with respect to the ar-
gument kr. With the boundary conditions HFjr¼ ro

¼ 0 and
HFjr¼ ri

¼ 0, the eigenfunction derived from Eq. (1) is

J0nðkroÞN
0

nðkriÞ � J0nðkriÞN
0

nðkroÞ¼ 0 ð2Þ

where ro and ri are the outer and inner radii of the ring
and k¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffi
eoerm0
p

.
As ri approaches to ro, the eigenfunction in Eq. (2)

reduces to [11]

½ðkroÞ
2
� n2�½Jn�1ðkroÞNnðkroÞ � JnðkroÞNn�1ðkroÞ� ¼ 0 ð3Þ

The second term of Eq. (3) is nonzero, and thus

½ðkroÞ
2
� n2� ¼ 0 ð4Þ

Substituting k¼2p=lg into Eq. (4) yields the well-known
equation

nlg¼ 2pro ð5Þ

Furthermore, a planar waveguide mode considering the
fringe edge effects of the microstrip line was proposed to
improve the magnetic wall model [12]. Beyond the mag-
netic wall model, some rigorous solutions for the ring res-
onator were also reported [13].

Figure 1b shows the maximum and minimum field
points on the ring resonator that operates at its funda-
mental resonant frequency. These maximum and mini-
mum field points indicate how the standing waves operate
on the ring and can be simply derived by using a trans-
mission-line model [14].

2.2. Transmission-Line Models

The magnetic wall model describes the physical dimen-
sions of the ring resonator only with respect to its reso-
nant frequencies. In addition, the rigorous solutions are
limited because of their extensive computational time and
difficultly for the use in applications. To extend the studies
and applications, transmission-line models have been
proposed [3–5]. In these models, the ring resonator is rep-
resented as an equivalent circuit; equivalent lumped
elements in terms of G,L,C; or distributed piecewise trans-
mission lines.

Figure 2 shows a two-port ring and its equivalent
circuit [3]. The ring resonator is divided into parallel
transmission lines. Each line is modeled as a lossless T
network as shown in Fig. 2. The equivalent impedances
are given by

Za¼ jZ0 tan
bl

2
; Zb¼ � jZ0 cscðblÞ ð6Þ

where Z0 is the characteristic impedance of the ring res-
onator, b is the propagation constant, l¼ pr, and r is the
mean radius of the ring resonator.

The input impedance of the ring circuit obtained with
terminating any one of two ports is given as

Zin¼Rinþ jXin ð7Þ

Letting Xin¼ 0, we can find the resonant frequencies of the
ring.

Table 1 shows the resonant frequencies compared with
the magnetic wall model based on the RT/Duroid material
and dimensions designed for the ring resonators as shown
in Table 2. It can be seen that the transmission-line model
accurately predicts the resonant frequencies within 1%. In
addition, the coupling gaps between the feedlines and
the ring resonator as shown in Fig. 2 affect the resonant

r C1 C1 C1 C1

C2

Za Za

ZaZa

C2Zb

Zb

Figure 2. Ring resonator and its transmis-
sion-line model using a T network.
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frequency and insertion loss of the ring resonator [10]. The
smaller (wider) is the gap size, the lower (higher) are the
resonant frequency and insertion loss. Other coupling
mechanisms can be found in the literature [15,16].

Figure 3 shows the ring resonator and its equivalent
circuit in terms of G, L, and C, where a is the attenuation
constant and o0 is the resonant angular frequency. The
lumped elements G, L, and C are derived from ABCD, Y,
and S parameters [5]. The unloaded Q of the ring can be
directly calculated from G, L, and C. Table 3 shows a good
agreement between the measured and calculated G, L, C,
and unloaded Q of the ring resonator. The ring resonators
were designed at the fundamental frequency of 2 GHz and
fabricated on the dielectric constant (RT/Duroid 5870) of
er¼ 2:33, the substrate thickness of h¼ 10 mil, the copper
metallization thickness of t¼ 0.7 mil, and the width
of w¼ 0.74 mm.

The distributed transmission-line model for the ring
resonator is shown in Fig. 4 [4]. The whole ring resonator
is divided into many small transmission-line elements.
Therefore, the frequency response of the ring can be ob-
tained by cascading many individual ABCD matrices and
Y and S parameters. Also, the effects of incorporated pas-
sive and active devices between any two small transmis-
sion-line elements can be easily calculated and predicted
using this model. The model can also be used to study the
effect of any perturbations incorporated into a portion of
the ring.

3. MEASUREMENT USING RING RESONATORS

The ring resonator can be used to measure for dispersion,
dielectric constant, and Q factor. By measuring the reso-
nant frequencies of the ring resonator, the phase velocity
and dispersive characteristics of a microstrip line can be
obtained. The microstrip ring circuit shown in Fig. 2 con-
sists of two feedlines, one closed-loop ring with two cou-
pling gaps between the ring and the feedlines. The size of
the coupling gaps should be large enough so that the cou-
pling effects on the ring will not affect the resonant fre-
quency. Equation (8) demonstrates that the ring supports
waves with an integral multiple guided wavelengths equal

to the mean circumference of the ring

nlg¼ 2pr; n¼1; 2; 3 . . . ð8Þ

where n is the mode number and r is the mean radius. The
dispersion in a microstrip line can be examined by the ef-
fective permittivity eeff. The effective permittivity is defined
as the square of the ratio of the speed of light in free space
c to the phase velocity vp in a microstrip line:

eeff ðf Þ¼
c

flg

� �2

¼
l0

lg

� �2

ð9Þ

Substituting Eq. (8) into Eq. (9) gives

eeff ðf0Þ¼
nc

f02pr

� �2

ð10Þ

Table 3. Measured and Calculated G, L, C, and Unloaded Q

Measurement Calculation

G¼0.495 ms G¼0.508 ms
L¼1.55 nH L¼1.52 nH
C¼4.25 pF C¼4.17 pF
Unload Q¼105.78 Unload Q¼103.35

Small
transmission
line element

Figure 4. Distributed transmission-line model.

C = �G =
Z

0

α�g L =
C

1
	

0
2 Z

0
	

0

Figure 3. The ring resonator and its equivalent circuit in terms
of G, L, and C.

Table 1. Comparison between Transmission-Line and
Magnetic Wall Models

Transmission-Line
Model Resonant

Frequency Error (%)

Magnetic Wall
Model Resonant

Frequency Error (%)

Circuit n¼1 n¼2 n¼1 n¼2

1 0.79 0.6 0.78 0.89
2 0.56 0.28 0.63 0.38

Table 2. Material and Dimensions of the Ring Resonator

Circuit Substrate Relative Permittivity Thickness (mm) Width (mm) Mean Radius (mm) Gap Size (mm)

1 6010 10.5 0.635 0.602 6.984 0.077
2 5880 2.2 0.254 0.838 4.9 0.069
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where f0 is the resonant frequency. Thus, the dispersion of
the microstrip line can be calculated from Eq. (10). The
accuracy of the dispersion calculation depends on the ac-
curacy of the measurement of the frequency and the total
circumference of the ring.

A figure of merit for a ring resonator is its Q factor. The
loaded Q factor of the ring can be measured by
QL¼ f0=ðf2 � f1Þ, where f0 is the angular resonant frequen-
cy and f1–f2 is the 3 dB (half-power) bandwidth. The cor-
responding frequency response is shown in Fig. 5.
Moreover, the unloaded Q factor of the ring can be deter-
mined by measuring the loaded Q factor and the insertion
loss of the ring at the resonance. The unloaded Q factor is
calculated from

Qu¼
QL

ð1� 10�L=20Þ
ð11Þ

where L is the insertion loss in decibels at resonance of the
ring.

4. RING FILTERS

The dual-mode bandpass filter was proposed by Wolff us-
ing asymmetric coupling feedlines as shown in Fig. 6 [17].
The asymmetries perturb the fields of the ring and gen-
erate two separated modes. These two modes couple each
other and increase the passband of the ring resonator. The
dual-mode effects are introduced by skewing one of feed-
lines with respect to the other, and/or by introduction of a
discontinuity (notch, slit, patch, etc.) [10]. Later on, many
new configurations using orthogonal feedlines with patch

perturbation on a ring resonator were introduced [18–20].
The new configuration with orthogonal feedlines and a
patch perturbation provides a quasielliptic function that
has two transmission zeros close to the passband to reject
adjacent channel interferences as shown in Fig. 7 [19].
Also, by cascading several resonators in series, various
bandpass frequency responses can be designed [21].

4.1. Dual-Mode Bandpass Filters

Figure 8 shows a dual-mode bandpass filter. The square
ring resonator is fed by a pair of orthogonal feedlines, and
each feedline is connected to an L-shape coupling arm
[15]. Figure 8b displays the scheme of the coupling arm,
which consists of a coupling stub and a tuning stub. The
tuning stub attached to the end of the coupling stub ex-
tends the coupling stub to increase the coupling periphery.
In addition, the asymmetric structure perturbs the field of
the ring resonator and excites two degenerate modes [17].
Without the tuning stubs, there is no perturbation on the
ring resonator and only a single mode is excited [22].
Comparing the filter in Fig. 8 with conventional dual-
mode filters [10], the conventional filters provide only a
dual-mode characteristic without the benefits of enhanced
coupling strength and performance optimization.

To improve the passband performance and stopband
rejection, multiple-resonator filters are normally used.
Figure 9 shows the filter layout using three cascaded res-
onators with the same dimensions as in Fig. 8. The filter
was designed at the center frequency of 1.75 GHz and fab-
ricated on a 50-mil-thickness RT/Duroid 6010.2 substrate

S21

3-dB down

f1 f0 f2

Figure 5. Frequency response of a resonator.

Figure 6. Asymmetrically coupling ring resonator.

Output

Input

Figure 7. A dual-mode ring circuit with one single coupling gap
[19]. (Permission from Electronics Letters.)
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Figure 8. Dual-mode bandpass filter with enhanced coupling:
(a) layout; (b) L-shape coupling arm [15]. (Permission from IEEE.)
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with a relative dielectric constant of 10.2. The dimensions
of the filter were w¼ 1.191 mm, lf¼ 8 mm, g¼0.25 mm, s
¼ 0.8 mm, l¼ 17.648 mm, lt¼ 13.5 mm, lc¼ 19.64 mm, le¼

6.2 mm, and wl¼ 1.691 mm. Figure 10 shows the simula-
ted and measured results. The simulation was completed
using a IE3D electromagnetic simulator [23]. The filter
had an insertion loss of 2.39 dB in the passband with a
3 dB bandwidth of 145 MHz. The stopband rejection was
better than 30 dB within 1–1.62 GHz and 1.85–3 GHz, re-
spectively.

4.2. Microstrip Ring Bandpass Filters with Two
Transmission Zeros

By using asymmetrically feeding on the two open-loop
ring resonators, the filter shown in Fig. 11 also provides
two transmission zeros [24]. In comparison with the cross-
coupled structure of Ref. 25, this configuration using only
two resonators can also provide a sharp cutoff frequency

response but has lower insertion loss due to fewer con-
ductor losses.

In Fig. 11, the total length of the resonator is
l¼ l1þ l2¼ lg=2, and the input and output feeders divide
the resonators into two sections of l1 and l2, where lg is the
guided wavelength. By using ABCD, Y, and S parameter
operations, the locations of the transmission zeros corre-
sponding to the tapping position on the ring resonator are
given by [24]

f1 ffi
nc

4l1
ffiffiffiffiffiffiffi
eeff
p ; f2 ffi

nc

4l2
ffiffiffiffiffiffiffi
eeff
p ; n¼ 1; 3; 5 . . . ð12Þ

To verify the calculation from Eq. (5), a filter was designed
at the fundamental frequency of 2 GHz and fabricated on a
RT/Duroid 6010.2 substrate with a thickness h¼ 25 mil
and a relative dielectric constant er¼ 10:2. The dimensions
of the filter are g¼ 0.5 mm, s1¼ 0.35 mm, l1¼12.69 mm, w
¼ 0.563 mm, and l2¼ 16.16 mm. The measured results are
shown in Fig. 12. The calculated and measured results
shown in Table 4 agree well. The filter has an insertion
loss of 0.95 dB at 2.02 GHz, return loss of greater than
20 dB from 1.98 to 2.06 GHz, and two transmission zeros
at 1.69 GHz with � 50.7 dB rejection and 2.5 GHz with
� 45.5 dB rejection, respectively. The 3 dB fractional
bandwidth of the filter is 10.4%.
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Figure 9. Layout of the filter using three resonators with L-
shape coupling arms [15]. (Permission from IEEE.)
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5. RING COUPLERS AND HYBRIDS

Hybrid ring couplers are widely used in various micro-
wave integrated circuit (MIC) and monolithic microwave
integrated circuit (MMIC) applications such as balanced
amplifiers, balanced mixers, phase shifts, frequency dis-
criminators, and feeding networks in antenna arrays [26–
29]. The 1801 hybrid ring couplers and 901 branchline
couplers are commonly used in these applications. Ratrace
hybrid rings and reverse-phase hybrid rings are well
known for the 1801 hybrid ring couplers [30,31]. Different
types of hybrid couplers using slotline and coplanar wave-
guide structures have also been reported [6].

Figure 13 shows a microstrip hybrid ring coupler.
When a unit amplitude wave is incident at port 4 of the
coupler, the wave is divided into two components at the
ring junction. These two components arrive in phase at
ports 2 and 3, and 1801 out of phase at port 1. Further-
more, if a unit amplitude is incident at port 1 of the cou-
pler, the wave divides into two components that arrive at
ports 2 and 3 with a net phase difference of 1801, and 1801
out of phase at port 4.

According to the characteristics of the coupler, a bal-
anced mixer can be built. The single balanced mixer
shown in Fig. 14 consists of a hybrid ring coupler, two di-
odes, two RF chokes, two DC blocks, and one lowpass filter.
The local oscillator (LO) is 1801 out of phase at the RF
port, providing the isolation between the LO and RF ports.
The LO signal is split equally but is 1801 out of phase at
two diodes. The RF signal is split equally and in phase into
two diodes. The phase noise of LO is thus canceled. Both
RF and LO signals are mixed in the diodes to generate an
IF signal at the output of the lowpass filter. The RF chokes
provide a tuning mechanism and prevent the RF signal
from leaking into ground. Figure 15 shows the measured
results of a 94-GHz hybrid coupler mixer [29]. The mixer

has a conversion loss of less than 8 dB over a 3 GHz RF
bandwidth using LO pump power of 8 dBm and less than
6.5 dB with LO pump power of 10 dBm.

6. RING ANTENNAS

In mid-1970s, microstrip antennas drew widespread at-
tention because of their low cost and easy fabrication.
Also, they could be easily used to design circularly polar-
ized antennas, frequency-selective surface antennas, ac-
tive antennas, phased arrays, reflect arrays, and so on
[32–35]. New designs and applications of coplanar anten-
nas are expected in modern wireless and personal com-
munication systems.

6.1. Ring Antenna Circuit Models

The ring antenna shown in Fig. 16 consists of a close-loop
ring conductor on one side of the substrate with a ground
plane on the other side. The ring has an inside radius of ri

and an outside radius of ro. The feedpoint radius is rp. The
total length of the ring antenna can be calculated from
Eq. (8).

Since the thickness h is very small compared to the
wavelength l0, the variation of the electric field in the
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Table 4. Calculated and Measured Locations of Two
Transmission Zeros

Calculation Measurements

f1¼1.79 GHz, f2¼2.27 GHz f1¼1.83 GHz, f2¼2.24 GHz
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z direction can be ignored. Without the F dependence, the
TM modes of the electric and magnetic fields of the ring
antenna are given by [36]

EzðrÞ¼AnJnðkrÞþBnNnðkrÞ ð13Þ

HFðrÞ¼ �
jk

om0

½AnJ0nðkrÞþBnN0nðkrÞ� ð14Þ

These fields are used to define modal voltages and cur-
rents. The modal voltage is simply defined as Ez(r). The
modal current is rHF or �rHF for power propagation in
the r direction, respectively. The admittance at any point r
is expressed by

YðrÞ¼
rHFðrÞ

EzðrÞ
; rorp ð15Þ

YðrÞ¼ �
rHFðrÞ

EzðrÞ
; r > rp ð16Þ

6.2. Slot Ring Antennas

The slot antenna is a dual version of the microstrip ring
antenna; a comparison is given in Fig. 17 [37]. It has a

wider impedance bandwidth than does microstrip anten-
na. Therefore, the bandwidth of the slot antenna is greater
than that of the microstrip antenna. By introducing some
asymmetry to the slot antenna, a circular polarization
(CP) radiation can be obtained. The slot ring antenna in
the ground plane of a microstrip transmission line can be
readily made into a corporate-fed array by implementing
microstrip dividers.

To use the structure as an antenna, the first-order
mode is excited as shown in Fig. 18 [37]. Also, the imped-
ance seen by the voltage source is real at resonance. All
the power delivered to the ring will be radiated [37]. The
resonant frequency can be calculated using the transmis-
sion-line model [37].

Figure 19 shows a multifrequency annular slot anten-
na [38,39]. A 50-O microstrip feed is electromagnetically
coupled to the slot ring at point A and is extended to point
C. The circuit was etched on a Keene Corporation sub-
strate with relative dielectric constant of 2.45 and height
of 0.762 mm. The widths of the microstrip (wm) and slot
ring (ws) were 2.16 and 2.9 mm, respectively. The mean
circumference of the slot ring was 93.3 mm.

Ignoring the microstrip feed and treating the slot ring
antenna as a transmission line, one expects the operating
frequency to be the frequency at which the circumference

Ground Plane

Dielectric

(a) (b)

Figure 17. Comparison of (a) microstrip ring and (b) slot ring
structures.
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Figure 18. Slot ring feed method showing electric field.
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of the slot ring antenna becomes one guided wavelength of
the slot (lgs). A slot guided wavelength for the frequency
range of interest can be obtained from [40]

lgs¼ l0 1:045� 0:365 ln erþ
6:3ðws=hÞe0:945

r

ð238:64þ 100ws=hÞ

�

� 0:148�
8:81ðerþ 0:95Þ

100er

� 	
ln

h

l0

� �� ð17Þ

where l0 is the free-space wavelength and h is the thick-
ness of the substrate. At 2.97 GHz, lgs is equal to the mean
circumference of the antenna (93.3 mm). From this infor-
mation, as a first-order approximation, first-operating fre-
quency of the slot ring antenna is 2.97 GHz. The actual
operating frequency of the microstrip-fed slot ring anten-

na can be either above or below this approximate frequen-
cy depending on the length of the microstrip stub.

The return loss of the multifrequency antenna and
simulation results agree well and as shown in Fig. 20.
The simulation was carried out by electromagnetic simu-
lator [23]. Defining the operating frequency to be a fre-
quency at which return loss is less than 10 dB, these
experimental operating frequencies are centered at 2.58,
3.9, 5.03, and 7.52 GHz. The measured patterns of the
antenna at resonant frequency of 2.65 GHz are shown in
Fig. 21.

6.3. Active Ring Antennas

Active integrated antennas have the advantages of reduc-
ing the size, weight, and cost of many transmit and receive
systems. Solid-state devices can be incorporated into an
antenna to provide various functions. Two- and three-ter-
minal solid-state devices have been integrated with vari-
ous antennas to form switches, tuners, detectors, mixers,
amplifiers, oscillators, Doppler sensors, and receivers. The
choice between transistors and diodes is not clearcut. It
depends on the type of microwave component required,
operating frequency range, RF power output desired,
available DC power input, and other considerations.
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Figure 20. Measured and simulated return loss of the multifre-
quency antenna with AC¼46.85 mm [38]. (Permission from
IEEE.)
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with microstrip stub length AC¼46.85 mm at 2.65 GHz [38].
(Permission from IEEE.)
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Figure 22. Configuration of active antenna (a) Gunn diode active
notch antenna using a slotline ring resonator (the wire for DC
bias to the center of the ring is not shown) and (b) CPW-fed pas-
sive antenna (some dimensions in the figures are exaggerated to
enhance detail) [34].
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Unlike the design of a passive antenna, the design of an
integrated active antenna needs to include the effects of
device packages and bias lines. The effects often cause
changes in operating frequencies, lower conversion effi-
ciencies, and higher cross-polarization levels (CPLs).

As an example, the active antenna shown in Fig. 22
consists of a Gunn diode and a slotline notch antenna sta-
bilized with a slotline ring resonator [34]. The Gunn diode
is placed across the ring resonator at a low-impedance
point to meet the conditions for oscillation. The slotline
ring’s resonant wavelength can be determined from

2pr¼nlg; n¼ 1; 2; 3; . . . ð18Þ

where r is the mean radius of the slotline ring, lg is the
guided wavelength in the slotline ring, and n is the mode
number.

Figure 22a shows the circuit configuration of the active
antenna, while Fig. 22b shows the coplanar waveguide

(CPW)-fed passive antenna developed for radiation pat-
tern comparison. The antennas were etched on Duroid
5870 board with a relative dielectric constant of 2.33, sub-
strate thickness of 62 mils (1.575 mm), and 1-oz copper
metallization. The antennas are truly uniplanar, requir-
ing no backplane for excellent performance. The slotline
ring has a mean radius of 3.81 mm and a slot width of
0.18 mm. The CPW feedline in the passive antenna has a
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y
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0.4 mm

Gap: 0.28 mm

�

Ka-band horn

Figure 24. Configuration of Ka-band reflectarray (a) setup and
(b) ring antenna [35]. (Permission from Electronics Letters.)
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center strip width of 1.2 mm and symmetric side gaps of
0.08 mm. A thin-wire airbridge is used to operate the CPW
line in the even mode. The slotline notch antenna uses an
exponential taper to match the impedance of the ring to
free space. The antenna length is 6 cm, and the gap at the

feedpoint is 0.18 mm. The aluminum mount used in the
active antenna also serves as the heatsink for the Gunn
diode. The DC bias is provided directly to the center of the
slotline ring. The active antenna radiates a clean spec-
trum at 9.26 GHz with a bias voltage of 10.0 V and draws
410 mA. The active antenna produces an effective power
output of 27.1 mW and an effective isotropic radiated pow-
er (EIRP) of 720.0 mW. The spectrum has a phase noise of
–95.33 dBc/Hz at 100 kHz from the carrier, while the sec-
ond-harmonic radiation produced by the active antenna is
26.16 dB below the fundamental frequency. Figure 23
shows the radiation patterns of the active antenna.

The E-plane and H-plane patterns are smooth with
cross-polarization levels of 13.18 and 6.69 dB below copo-
larization. The radiation E plane and H plane are 331 and
471, respectively. The radiation pattern of the CPW-fed
passive antenna is essentially similar with the exception
that the cross-polarization levels are 18.74 and 16.51 or
the E and H planes, respectively.

6.4. Reflect Array Using Ring Resonators

Microstrip reflectarrays have been shown to be good can-
didates for replacing the conventional parabolic reflector
antennas. The technologies involve a flat printed array
integrated with a space-feeding horn and have the advan-
tages of low cost, low profile, easy fabrication, and flat
surface [41].

Figure 24 shows the configuration of the reflectarray
with a Ka-band feedhorn [35]. The reflectarray is con-
structed by ring resonators with two slits at the top and
the bottom. Compared with the reflectarray using square
patch antennas, this configuration using ring antennas
can increase the operating bandwidth and reduce
blockage when using in a dual-layer, dual-frequency ap-
plication.

Because of the nature of reflection, an incident right-
hand circularly polarized wave is reflected as a left-hand
circularly polarized wave. However, by using these
two slits on the ring, the reversal of polarization can be
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canceled out. Also, a simple trigonometric relation is used
to calculate the required additional pathlengths to create
a parabolic phase front across an array’s surface. Each
ring antenna is rotated counterclockwise by f radians at
each position when 2f radians are needed for compensat-
ing these additional pathlengths. For the whole reflectar-
ray with a diameter of 0.5 m, the repetitious behaviors of
array configurations are found to be more than 4 times
that of a 2p radian.

A 0.5-m reflectarray has been designed for broadside
radiation at a focal distance of 350 mm corresponding to

an f/D ratio of 0.7. The ring antennas are fabricated on RT/
Duroid 5870 substrate with er¼ 2:33 and 0.508 mm thick-
ness. The space between rings is 0.5 free-space wave-
length, which is selected to avoid grating lobes. The
measured results at 31.75 GHz are shown in Fig. 25. The
mainbeam has a beamwidth of 1.31. The cross-polarization
level is 40.71 dB down at broadside, and the sidelobe sup-
pression is greater than 19.47 dB, occurring at 21. This
cross-polarization level corresponds to an axial ration of
less than 0.5 dB. The relatively high peak sidelobe is due
to feedhorn blockage effects. The measured efficiency of
the reflectarray is shown in Fig. 26. The efficiency is better
than 40% from 31.5 to 32.5 GHz. The highest efficiency is
50% at 31.75 GHz.

7. RING OSCILLATORS

With the advantages of high Q factor, low radiation loss,
low cost, and easy fabrication, the ring resonator can be
used to design an oscillator. Moreover, comparing to di-
electric resonator oscillators, a varactor can be easily
mounted in a ring oscillator to tune the oscillation fre-
quency [42]. Several different types of oscillators using
ring resonator have been introduced [43–45].

Figure 27 shows a feedback oscillator that consists of a
feedback ring circuit and a two-port negative-resistance
oscillator with input and output matching networks [44].
The closed-loop ring resonator using a pair of orthogonal
feedlines suppresses odd resonant frequencies and oper-
ates at even resonant frequencies. This operation is char-
acterized by high operating resonant frequencies, similar
to those of push–push oscillators [45]. Also, the high-Q
ring resonator is used to reduce the noise of the two-port
negative-resistance oscillator.

The active device used is a NE32484A HEMT from
NEC. The dimensions of the oscillator are l3¼ 3 mm, l4¼

6.95 mm, l5¼ 15.19 mm, l6¼ 10.69 mm, l7¼ 7.3 mm, l8¼

9.47 mm, and l9¼ 21.19 mm. The two-port negative-resis-
tance oscillator uses the one open-end terminal as a
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Figure 29. Configuration of the tunable oscillator using a PET:
(a) top view; (b) 3D view [44]. (Permission from IEEE.)
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series-feedback element to obtain a potential instability.
Also, with input and output matching networks, the two-
port oscillator with an applied bias of Vgs¼ � 0.65 V and
Vds¼ 1 V has a negative resistance around 12 GHz.

Figure 28 shows a measured spectrum of the oscillator
with applied voltages of Vgs¼ � 0.65 V and Vds¼1 V. Also,
as shown in Fig. 28, the oscillator is operated at the second
resonant mode of the ring resonator. The oscillator has
the efficiency of 48.7% with output power of 3.41 mW
at 12.09 GHz. The phase noise of the oscillator is
� 96.17 dBc/Hz at offset frequency of 100 kHz.

Figure 29 shows a configuration of the ring resonator
oscillator integrated with a piezoelectric transducer (PET)
with an attached dielectric perturber. When a DC voltage
is applied to the PET, the PET moves the perturber up or
down vertically to change the effective dielectric constant
of the ring resonator, thus varying the resonant frequency
of the ring resonator [44].

Figure 30 shows the measured results of the oscillator
using the PET tuning. The perturber attached on the PET
has a dielectric constant of er¼ 10:8 and thickness of
h¼ 50 mil. The tuning range of the oscillator is from
11.49 GHz (at the applied voltage of þ 90 V to PET) with
a power output of 3.17 dBm to 12 GHz (0 V) with a power
output of 5.33 dBm.

8. CONCLUSIONS

A simple and useful ring resonator has been described.
Because of its advantages of high Q, low radiation loss, low
cost, and easy fabrication, it has been widely used in var-
ious applications such as dispersion measurement, filters,
couplers, balanced mixers, balanced amplifiers, antennas,
and oscillators. It is believed that many new applications
could emerge in the future.
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1. INTRODUCTION

There has been increasing interest in electromagnetic
scattering from rough surfaces in with applications in
active and passive remote sensing for soil, ocean, ice,
and so on. Satellite microwave measurements of soil and
ocean surface thermal emission and radar backscattering
can provide the means to predict soil moisture and ocean
properties. This interest has been fueled by satellites that
were recently (as of 2004) launched or are being planned
such as TRMM, EOS/AQUA, ADEOS II, Windsat,
NPOESS, SMOS, and HYDROS. The small-perturbation
method (SPM) and Kirchhoff approximation (KA) are
classical theories of wave scattering of rough surfaces.
They are limited in regimes of validity and do not give the
correct frequency and polarimetric dependence of electro-
magnetic wave scattering. New analytic methods such as
small-slope approximation (SSA) and the integral equa-
tion model (IEM) have also been developed to increase the
regime of validity of classical theories. With the advent of
modern computers, fast numerical simulations for rough-
surface scattering have become attractive. The most com-
mon methods are the fast multipole method (FMM) and
the sparse matrix canonical grid (SMCG) method. The
computational complexity and memory requirement of the
steepest-descent FMM (SDFMM) and SMCG are O(N) and
O(N log N), respectively, in these fast algorithms. Using
these numerical methods, we have been developing the 3D
numerical Maxwell model (NMM3D) for rough surface
scattering applications. Through the simulations, the
computed values of bistatic scattering and emissivities
based on the numerical solutions of Maxwell equations
will be tabulated and provided to the user’s community.
The goal is to have the tables for a variety of rough surface
types and parameters. In a recent text [1], we have
provided the details of numerical algorithms and applica-
tions in remote sensing. The SMCG method is limited by
the RMS height. A Taylor expansion is made about the flat
surface. The smallness parameter is the ratio of the height
to the near-field distance. We have used six terms Taylor
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expansion. If the height increases, then we need to use a
larger near-field distance or use more terms in the Taylor
expansion. Because of height limitations in the SMCG
method, thus we are presently developing the multilevel
UV method. In general the numerical simulations are
limited by the fact that the surface area of the sample
size must be much larger than both the correlation length
(to ensure that the sample has many peaks and valleys
and qualifies as a statistical sample) and the wavelength
(so that the tapered wave can be used to approximate a
plane wave). We expect that in the near future, with the
advent of computers and numerical methods, NMM3D
can replace all analytic theories when the RMS heights
are within 1–2l wavelengths and correlation lengths
within 10l.

This article deals with the forward problem, and dis-
cusses matching the theoretical simulations with mea-
sured data as an example of application of the theory.
However, matching of forward computations with data is
only a part of the picture. The real need or application is
for an inversion or retrieval of soil moisture, for example,
from backscatter or brightness temperature. Usually, a
spaceborne instrument (radar or radiometer) may have
one or two channels of measurements at L band as in the
upcoming HYDROS Mission. Based on the comparisons
with experimental data, we conclude that exponential
spectrum is presently the best assumption. The knowl-
edge of an accurate a priori roughness spectrum is not
needed. In the NMM3D, only two parameters are needed:
the RMS height and the correlation length. These two
parameters do not add additional unknowns to the pre-
sent inversion scheme [2–4] because the present inversion
scheme of AMSR also uses two empirical parameters: H
and Q. The advantages of a physically based NMM3D are
that the parameters are physical and also can be used for
both passive and active remote sensing. Furthermore the
same physical parameters can be used for a wide fre-
quency range rather than individual frequencies such as
H and Q. The present NMM3D can be readily incorporated
in the present inversion scheme by using the physical
parameters of RMS height and correlation length to re-
place H and Q.

In this article, we address the applications of remote
sensing of land and ocean. Land, applications include soil
and roughness effects at the interface between the snow
and the soil underneath. For such surfaces, the roughness
generally exhibits large slopes with fine-scale irregular
features. The RMS height is on the centimeter scale and is
small to moderate at microwave frequencies. The surface
scattering tends to be diffuse. Both coherent and incoher-
ent waves are important. For ocean surface, the RMS
slope is small; however, RMS height is large at microwave
frequencies. Huge ocean waves can have heights exceed-
ing 10 m. Thus the scattered wave is incoherent with
strong scattering in the specular direction.

In the present article, we will cover only a few of the
most recent research results pertain to the scope of the
text here. In Section 2 we describe developments in
numerical simulations methods and in Section 3, results
that can be applied to microwave remote sensing. In
Section 2, we describe the methods of computational

eletromagnetics in rough-surface simulations. We start
with the SMCG method, which has been extensively used
in simulations of real-life problems. Then we describe the
multilevel SMCG method and the multilevel UV method,
both of which were developed recently and have the
potential of drastically improving computational effi-
ciency. In Section 2.1, we describe the SMCG method
and the physics-based two-grid (PBTG) method for rough
surface simulations. In Section 2.2, we describe the use of
the Rao–Wilton–Glisson (RWG) basis functions and the
combination of the SMCG method. In Section 2.3, we
describe the method of using a single-integral equation
(SIE) and the combination with the multilevel SMCG. In
Section 2.4, we describe rough-surface scattering using
the UV method with multilevel partitioning.

In Section 3, we describe the simulation results of some
real-life problems using SMCG. In Section 3.1 we describe
NMM3D applications in active remote sensing and in
Section 3.2, in passive remote sensing.

2. METHODS OF NUMERICAL ALGORITHMS

This section introduces the readers to the state of the art
of using numerical methods to simulate roughness re-
sponse at microwave frequencies. Much work still needs to
be done in extensive real life simulations. What we will
show are simply the results at L and C bands at 1.4 GHz
for soils and at 14 GHz for ocean.

2.1. The SMCG Method and the PBTG Method for Rough
Surface Simulations

The scattering of electromagnetic waves by lossy dielectric
surfaces with large permittivity [5,6] has broad applica-
tions in natural media. For wet soil, the relative permit-
tivity can be as high as 17þ i2.0 at 1.4 GHz; for ocean
surfaces, the permittivity can be as high as 39.7þ i40.2 at
14 GHz. A common implementation of the method of
moments (MoM) is to use a grid of 8–10 points per
wavelength to discretize the surface. We shall call such a
gridding a single coarse grid (SCG). Two methods are used
to treat lossy dielectric surfaces. The first method is to use
impedance boundary conditions [7]. The impedance
boundary condition ignores the propagation from one
point to all other points through the dielectric medium.
For wave scattering from metallic surfaces with very large
permittivity, impedance boundary condition could be used
because the wave in the medium cannot propagate to the
other points. However, for lossy dielectric rough surfaces
with high permittivity and fine-scale irregular features,
there can be rapid spatial variations of the dielectric
medium Green function and surface fields. Thus the
impedance boundary method is not valid for such a case.
The second method is to use a dense grid with a large
number of points (say, 16–20 points) per wavelength. We
shall call such a gridding a single dense grid (SDG). The
disadvantage of this SDG is that there is a large increase
in central processing unit (CPU) and required memory. We
have developed the PBTG method [5,6], which is an
improvement over the previous two alternatives in that
it has the same accuracy as the SDG and yet has a CPU
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comparable with that of the SCG. The PBTG method can
calculate the emissivity accurately. In PBTG, two grids
are used: a dense grid and a sparse grid. The sparse grid
contains the usual 8–10 points per wavelength. The dense
grid ranges from 16 or a higher number of points per
wavelength depending on the relative permittivity of the
lossy dielectric medium. The surface fields are calculated
on the dense grid. In the formulation of the surface
integral equations, two Green functions are used: the
free space Green function and the Green function of the
lossy dielectric medium. The PBTG is based on two
observations: (1) the Green function of the lossy dielectric
is attenuative (spatially limited) and (2) the Green func-
tion of free space is slowly varying on the dense grid
(spatial frequency-limited). Because of the Kramer–Kro-
nig relation, a large real part of dielectric constant is
usually associated with a large imaginary part at high
frequency. The first observation results in a sparse matrix
for the Green function of the lossy dielectric. When this
Green function acts on the surface fields on the dense grid,
it will be just the product of a sparse matrix and a column
vector. The second observation allows us, when using the
free-space Green function to act on the surface fields of a
dense grid, to first average the values of surface unknowns
on the dense grid and then place them on the coarse grid.
Thus, the PBTG speeds up the CPU and yet preserves the
accuracy of the solution. It should be mentioned that the
PBTG is different from the multigrid method. The multi-
grid method [8,9] tries to facilitate the convergence of
iteration in iterative techniques. The present method is
based on scattering physics. The purpose of PBTG is to
speed up the matrix–vector product that corresponds to
the convolution of two Green functions with the surface
fields on the dense grid.

2.1.1. Formulation and Single-Grid Implementation. Con-
sider an electromagnetic wave E

*

iðr
*
Þ and H

*

iðr
*
Þ, with a

time dependence of e� iot impinging on a 2D dielectric
rough surface with a random height profile z¼ f (x, y).
It is tapered so that the illuminated rough surface can
be confined to the surface area Lx�Ly [10]. The direction
of incident wave is k̂ki¼ sin yi cos fix̂xþ sin yi sin fiŷy
� cos yiẑz. The incident fields are given as

EiðrÞ¼

Z 1

�1

dkx

Z 1

�1

dkyeikxxþ ikyy�ikzz

.Eðkx; kyÞ . êeð�kzÞ

ð1Þ
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�1
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for TE wave incidence

êeð�kzÞ¼
1

kr
ðx̂xky � ŷykxÞ ð3Þ

ĥhð�kzÞ¼
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kkr
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and for TM wave incidence
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with kz¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

1 � k2
r

q
and kr¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þ k2
y

q
, where k1 and Z1 are

the wavenumber and wave impedance of free space,
respectively. The spectrum of the incident wave E(kx,ky)
is given as

Eðkx; kyÞ¼
1

4p2
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�1

dx

Z 1

�1

dy e�ikxx�ikyy
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where t¼ txþ ty¼ ðx
2þ y2Þ=g2 and

tx¼
ðcos yi cos fixþ cos yi sin fiyÞ

2

g2 cos2 yi
ð8Þ

ty¼
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2

g2
ð9Þ

w¼
1

k2
1

2tx � 1
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þ

2ty � 1

g2

� �
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The parameter g controls the tapering of the incident
wave. We use the Green functions G1 and G2, which are
the 3D Green functions of free space and the lower di-
electric medium, respectively. They are given by

G1;2¼
eik1;2R

4pR
ð11Þ

where R¼fðx� x0Þ2þ ðy� y0Þ2þ ðf ðx; yÞ � f ðx0; y0Þ2g1=2 and
k1 and k2 are the wavenumbers of air and the lower
dielectric medium, respectively. The Stratton–Chu formu-
lation is used to derive the surface integral equation. Then

n̂n�Hð~rrÞ

2
� n̂n�

Z
ð�ioÞn̂n0 �Eðr0Þe1G1dS0

�

þP

Z
½ðn̂n0 �HðrÞÞ �r0G1

þ n̂n0 .HðrÞr0G1�dS0
�
¼ n̂n�H

inc
ðrÞ

ð12Þ
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The MoM is used to discretize the integral equation using
the pulse basis functions and the method of point match-
ing. The resulting matrix equations are

XN

n¼ 1

½Zp1
mnIð1Þn þZp2

mnIð2Þn þZp3
mnIð3Þn

þZp4
mnIð4Þn þZp5

mnIð5Þn þZp6
mnIð6Þn � ¼ IðpÞinc

m

ð16Þ

for p¼1,2,3, which correspond the surface integral equa-
tion when approaching the surface from free space and for
p¼ 4,5,6 when approaching the surface from the lower
medium. The quantities of IðpÞinc

m are zero for p¼ 4,5,6,
where

Ið1Þn ¼Fxð~rrÞ¼Sxyð~rrnÞ½n̂n�HðrnÞ�x̂x ð17Þ

Ið2Þn ¼Fyð~rrÞ¼Sxyð~rrnÞ½n̂n�HðrnÞ�ŷy ð18Þ

Ið3Þn ¼ Inð~rrÞ ¼Sxyð~rrnÞn̂n .EðrnÞ ð19Þ

Ið4Þn ¼ Ixð~rrÞ¼Sxyð~rrnÞ½n̂n�EðrnÞ�x̂x ð20Þ

Ið5Þn ¼ Iyð~rrÞ¼Sxyð~rrnÞ½n̂n�EðrnÞ�ŷy ð21Þ

Ið6Þn ¼Fnð~rrÞ¼Sxyð~rrnÞn̂n .HðrnÞ ð22Þ

are surface unknowns and

Sxy¼ 1þ
@f ðx; yÞ

@x

� 	2

þ
@f ðx; yÞ

@y

� 	2
( )1=2

The Zmn
pq is the impedance elements and are determined

by the free space Green function and the dielectric

medium Green function. The parameter N is the number
of points we use to discretize the rough surface.

2.1.2. Physics-Based Two-Grid Method. We assume that
the lower medium is lossy with large permittivity

e2¼ e
0

2ð1þ i tan dÞ ð23Þ

where tan d stands for loss tangent. Let l1 and l2 repre-
sent the wavelength of the wave in the free space and the
lower medium, respectively, and

n2¼ integerð
ffiffiffiffi
e 02

q
Þ ð24Þ

Then, the relationship between l1 and l2 can be ex-
pressed approximately by

l2 �
l1

n2
ð25Þ

The number of sampling points needed in the lower
medium should be n2 times that of the free space.

In the physics-based two-grid method, we use two grids
with samplings per wavelength of nscg (coarse grid) and
nsdg (dense grid), respectively. Let Nscg and Nsdg be,
respectively, the total number of points on the dense grid
and the coarse grid

Nsdg¼ nsdg
Lx

l1

� �
nsdg

Ly

l1

� �
ð26Þ

Nscg¼ nscg
Lx

l1

� �
nscg

Ly

l1

� �
ð27Þ

For example, nscg¼ 8 and nsdg¼ 8n2. We first write (16)
using the dense grid with N¼Nsdg

XNsdg

n¼ 1

½Zp1
mnIð1Þn þZp2

mnIð2Þn þZp3
mnIð3Þn

þZp4
mnIð4Þn þZp5

mnIð5Þn þZp6
mnIð6Þn � ¼ IðpÞinc

m

ð28Þ

where the integer subscripts m and n denote indexing
with the dense grid. Note that in the PBTG method, the
surface fields on the dense grid are calculated. To reduce
the calculation, we make the following three observations:

1. The Green function in the lower region is heavily
attenuative. A medium with a large real part of
dielectric constant is normally associated with a
large imaginary part at high frequency because of
the Kramer–Kronig relation. Let k2

00 be the imagin-
ary part of k2. If k2

00r4C, where C is a constant, then
the field interaction between the mth and the nth
points is vanishingly small. We can define a distance
limit as dictated by dissipative loss

rl¼
C

k002
ð29Þ
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outside of which the lower medium Green function
can be set equal to zero. Comparisons with the
results from SMCG, indicate that C is fixed at 1.5
in this article. Based on this observation, we calcu-
late the left-hand sides of (28) for p¼ 4,5,6 as follows
by approximating

Zpq
mm �

~ZZ
pq

mm¼
Zpq

mmr; rmn � rl

0; rmn � rl

(
ð30Þ

where rmn is the distance between the mth point and
the nth points on the dense grid. Thus, ~ZZpq

mn (p¼
4,5,6) are sparse matrices and (28) for p¼ 4,5,6
becomes

XNsdg

n¼ 1

½ ~ZZp1
mnIð1Þn þ

~ZZp2
mnIð2Þn þ

~ZZp3
mnIð3Þn

þ ~ZZp4
mnIð4Þn þ

~ZZp5
mnIð5Þn þ

~ZZp6
mnIð6Þn � ¼0

ð31Þ

2. For non-near-field interaction, the Green function
for the upper medium is slowly varying on the dense
grid. Thus, when performing matrix–column vector
multiplication on the dense grid, as indicated in (28),
the Green function of the upper medium is essen-
tially constant over an area of n2�n2 points on the
dense grid. Thus, we can write

Xn2
2

n¼ 1

Zpq
ðmþ l 0Þðnþ lÞI

ðqÞ
nþ l � ZpqðqÞ

mnpnnp

Xn2
2

l¼ 1
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¼n2
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mnpnnp

1

n2
2

Xn2
2

l¼ 1

Iq
nþ l

0
@

1
A

ð32Þ

where l0 ¼ 1,2,y, n2
2 and the points with indexes mmp

and nmp are the central point of the n2
2 dense grid

points of mþ 1, mþ 2,y, mþn2
2, and nþ 1, nþ 2,y,

nþn2
2, respectively. What is performed in (32) is that

the surface fields on the dense grid are first aver-
aged before being multiplied by the upper medium
Green function.

3. The slowly varying nature of the Green function of
the upper medium applies only to non-near-field
interaction. For near-field interaction, Green func-
tions G1 and G2 have similar variation rates. Thus
we separate out a distance, say, 1l, outside of which
G2 is much more rapidly varying than G1. On the
basis of the observations above, we decompose the
upper medium Green function into near-field and
non-near-field interactions

XNsdg

n¼ 1

Zpq
mnIðqÞn ¼

XNsdg

n¼ 1

ZpqðqÞ
mn IðqÞn þ

XNsdg

n¼ 1

ZpqðnsÞ
mn IðqÞn ð33Þ

where ZpqðsÞ
mn and ZpqðnsÞ

mn are determined by

ZpqðsÞ
mn ¼

Zpq
mn; rmn � rf

0; rmn � rf

(
ð34Þ

ZpqðnsÞ
mn ¼

0; rmn � rf

Zpq
mn; rmn � rf

(
ð35Þ

Thus, rf is the distance outside which the Green
function of the lower medium is rapidly varying
compared with that of free space Green function.
Let ~mm and ~nn denote the coarse grid indices. The
coarse grid has surface unknowns ~IIðqÞ~nn , which are
averages of the dense grid surface unknowns. Thus,
if r ~nn is centered in the group of the n2

2 dense grid-
points of nþ 1, nþ 2,y, nþn2

2, we have

~IIðqÞ~nn ¼
IðqÞ

nþ 1
þ IðqÞ

nþ 2
þ þ IðqÞ

nþn2
2

n2
2

ð36Þ

The Green function of the upper medium on the
coarse grid is represented by ~ZZpq

~mm ~nn. Then (28) for p¼
1,2,3 becomes

X6

q¼ 1

XNsdg

n¼ 1

ZpqðsÞ
mn IðqÞn

þ
X6

q¼ 1

XNscg

n¼ 1

~ZZpqðnsÞ
~mm ~nn

~IIðqÞn

" #

int p

¼ IðpÞinc
m

ð37Þ

Note in (37) that
PNsdg

n¼ 1 ZpqðsÞ
mn IðqÞn includes Nsdg values

of m¼ 1,2,y,Nsdg on the dense grid, while
PNscg

~nn¼ 1
~ZZpqðnsÞ
~mm ~nn

~IIðqÞ~nn only has Nscg values of n¼ 1,2,y,

Nscg on the coarse grid. Thus, we first compute
PNscg

~nn¼ 1
~ZZpqðnsÞ
~mm ~nn I

*ðqÞ

~nn . Then we use linear interpolation

of
PNscg

~nn¼ 1
~ZZpqðnsÞ
~mm ~nn

~IIðqÞ~nn on the coarse grid to find Nsdg

values on the dense grid. In (37), we use subscript
int p to represent that interpolation. Thus the com-
putational steps for matrix–vector multiplication
are associated with the number of surface unknowns
on the coarse grid. The algorithm is depict in Fig. 1.
Note that surface field is obtained with the dense
grid but the CPU time depends on the coarse grid.
The PBTG is also used in conjunction with the
SMCG used previously used in computing scattering

Coarse
grid Dense grid

Interpolate from coarse
grid to dense grid after 
convolution

Average from dense grid to coarse 
grid before convolution


  G0(k0 |rω −  rr | ) •  I  r . m =1,  2,   ... Nscg

Nscg

n=1

~

Figure 1. Illustration of physics-based two-grid method.

ROUGH-SURFACE SCATTERING: NUMERICAL SIMULATIONS AND APPLICATIONS IN MICROWAVE REMOTE SENSING 4553



from 2D rough surfaces. The computational com-
plexity of the combined algorithm of PBTG/SMCG is
O(Nscglog(Nscg)).

2.1.3. Bistatic Scattering Coefficient and Emissivity. The
numerical simulation results are presented in terms of the
bistatic scattering coefficients normalized by the incident
power. For an incident wave with a polarization Nsdg, we
have

gabðys;fs; yi;jiÞ¼
jEs

aj
2

2Z1Pinc
b

ð38Þ

The incident power is

Pinc
b ¼

2p2

Z

Z

krok

dkxdkyjEðkx; kyÞj
2 kz

k
ð39Þ

where kr¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

x þ k2
y

q
. The horizontal and vertical polarized

scattered components of are Ea
s, respectively

Es
h¼

ik

4p

Z

ds0
dx0dy0 expð�ikb0Þ

fIxðx
0; y0Þ cos ys cos fs

þ Iyðx
0; y0Þ cos ys sin fs

� Ixðx
0; y0Þ

@f ðx0; y0Þ

@x0
sin ys

� Iyðx
0; y0Þ

@f ðx0; y0Þ

@y0
sin ys

� Z½Fxðx
0; y0Þ sin fs

� Fyðx
0; y0Þ cos fs�g

ð40Þ

Es
v¼

ik

4p

Z

ds0
dx0dy0 expð�ikb0Þ

Ixðx
0; y0Þ sin fs � Iyðx

0; y0Þ cos fs

�

þ Z Fxðx
0; y0Þ cos ys cos fs



þFyðx
0; y0Þ cos ys sin fs

� Fxðx
0; y0Þ

@f ðx0; y0Þ

@x0
sin ys

�Fyðx
0; y0Þ

@f ðx0; y0Þ

@y0
sin ys

	�

ð41Þ

where b¼ x0 sin ys cos fsþ y0 sin ys sin fsþ f ðx0; y0Þ cos ys.
For scattering by a dielectric surface, the emissivity of
the rough surface at incident angle ðy;fiÞ based on energy
conservation and reciprocity is

ebðyi;fiÞ¼ 1�
1

4p

ZZ
½g

hb
ðys;fs; yi;fiÞ

þ g
vb
ðys;fs; yi;fiÞ� sin ysdysdfs

ð42Þ

The brightness temperature is

TBðyi;fiÞ¼ ebðyi;fiÞT ð43Þ

where T is the physical temperature of the medium in
degrees kelvin. In Section 3.1, we will present numerical
simulations using this approach for active and passive
microwave remote sensing.

2.2. The use of RWG Basis Functions and Combination with
the SMCG Method for Scattering from Rough-
Surface Simulation

As described in Section 2.1, using the pulse basis functions
and point matching, we have combined with SMCG
method for rough-surface scattering. Researchers have
applied the method to simulations of emissivities in
passive microwave remote sensing. Johnson et al. [11]
studied the case of ocean emissivity at nadir incidence
using 8 points per wavelength and attained the accuracy
of the impedance matrix elements by using a large order of
integration quadrature. The PBTG method in Section 2.1
was developed such that dense sampling could be used
and maintained comparable to the CPU and memory
requirements. The SMCG/PBTG method was used to
study a soil surface that was assumed to be a Gaussian
random process with a Gaussian correlation function
[1,11–13]. The results were compared with the second-
order SPM method, which give the same results as does
the SSA method for emissivity [14,15]. It was found that
the second-order SPM method gives poor results for cases
when the RMS slope is large. In the past, the numerical
solutions were restricted mostly to Gaussian random
surfaces with Gaussian correlation function [12]. But the
use of Gaussian correlation function is not appropriate for
soil surfaces because the backscattering coefficients based
on such surfaces are many decibels below that of measure-
ments. The exponential correlation function is a more
realistic choice for soil surface and can be used to match
active remote sensing experimental data. The exponential
correlation function gives a rough surface with much more
fine-scale features than a Gaussian correlation function of
the same RMS height and correlation length. However,
the use of pulse basis functions was not able to provide
accurate results of emissivity for the exponential correla-
tion functions although they provide adequate results for
backscattering coefficients in decibel scale [16]. For the
exponential correlation functions, we have tried using
pulse basis functions with 16 points per wavelength and
32 points per wavelength with a very high order of
integration quadrature to calculate the impedance matrix
elements. However, there was no convergence in emissiv-
ity and the energy conservation was poor. Recent em-
phases on microwave remote sensing of soil moistures are
moving toward combined active and passive remote sen-
sing, particularly in the planned HYDROS satellite mis-
sion. Thus it is important to have the same
characterization (i.e., exponential correlation functions)
in both active and passive remote sensing. In this section,
we show that by using RWG basis functions, the accuracy
of emissivities calculations are improved significantly for
the case of exponential correlation functions. We imple-
mented the SMCG method with the RWG basis functions
[17] by projecting the triangular elements into the cano-
nical grid. To implement the RWG basis functions, we use
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the PMCHW formulation [18] (after Poggio, Miller, Chang,
Harrington, and Wu). Energy conservation checks are
provided.

2.2.1. General Formulations. Consider a tapered plane
wave [1] E

inc
and H

inc
, with a time dependence of e� iot,

impinging on a 2D dielectric rough surface with a random
height profile z¼ f(x,y). Incident electric and magnetic
fields Einc and Hinc create equivalent electric and magnetic
surface currents J(r) and M(r) on the rough surface. In the
following, e1,2 and m1,2 represent the permittivity and the
permeability, respectively, of the upper and lower half-
spaces. Also, k1,2¼o(e1,2m1,2)1/2, and Z1,2¼ (m1,2/e1,2)1/2. To
implement the RWG basis functions, it is convenient to
use the PMCHW formulation, which is summarized below.
To obtain J and M, the PMCHW formulation enforces the
continuity of the tangential electric and magnetic field
components across S

E
inc
ðrÞjtan¼ ðL1þL2ÞJðrÞjtan � ðK1þK2ÞMðrÞjtan ð44Þ

H
inc
ðrÞjtan¼ ðK1þK2ÞJðrÞjtan

þð 1Z2
1

L1þ
1
Z2

2

L2ÞMðrÞjtan

ð45Þ

where the operators L1,2 and K1,2 are defined by

L1;2XðrÞ¼

Z

s

ds0½�iom1;2Xðr0Þ

þ
�i

oe1;2
rr0 .Xðr0Þ�g1;2ðr; r

0Þ

ð46Þ

K1;2XðrÞ¼

Z

s

ds0Xðr0Þ �rg1;2ðr; r
0Þ ð47Þ

and rg1;2ðr; r
0Þ is the scalar Green function in region 1 (air)

and region 2 (lossy dielectric medium)

g1;2ðr; r
0Þ ¼

expðik1;2jr� r0jÞ

4pjr� r0j
ð48Þ

2.2.1.1. Emissivity and Brightness Temperature. The so-
lution of the PMCHW yields the electric and magnetic
surface current densities J(r) and M(r). These current
densities can be used to evaluate the scattering field
required in the computation of the bistatic scattering
coefficient. The normalized bistatic scattering coefficient
defined by

gbaðys;fs; yi;jiÞ¼
jSbðk̂ksÞj

2

2Z1Pinc
a

ð49Þ

where a and b indicate the polarization of the incident
and scattered waves, respectively, Pa

inc is the incident
power, and the vertical and horizontal polarized scattered

components are, respectively

Svðk̂ksÞ¼
ik1

4p

Z

S

ds½ûus . Z1J

þ ĥhs .M� expð�ik1ks . r
0Þ

ð50Þ

Shðk̂ksÞ¼
ik1

4p

Z

S

ds½ĥhs . Z1J

� ûus .M� expð�ik1ks . r
0Þ

ð51Þ

with k̂ks¼ sin ys cos fsx̂xþ sin ys sin fiŷyþ cos ysẑz, ûus¼ cos ys

cos fsx̂xþ cos ys sin fiŷy� sin ysẑz, and ĥhs¼ � sin fsx̂xþ cos
fiŷy, for scattering by a dielectric surface.

2.2.1.2. Energy Conservation Verification. An energy
conservation check is essential because emissivity is based
on energy conservation. If the energy conservation check
is such that transmissivity plus scattering is not equal to
unity, then there is an ambiguity whether emissivity
should be equal to transmissivity or equal to one minus
scattering. For a penetrable medium, absorptivity a(yi) is
equal to transmissivity. The absorptivity and reflectivity
r(yi) can be calculated in terms of the surface fields

aðyiÞ¼
Pa

Pinc
¼

R
S dsn̂n . 1

2Re½E�H�

Pinc
ð52Þ

rðyiÞ¼
Ps

Pinc
¼

R
S dsn̂n . 1

2Re½Es�Hs�

Pinc
ð53Þ

where E and H are the total electrical and magnetic
surface fields, respectively, while Es and Hs are the sur-
face scattered fields. They are calculated as

Es¼E� n̂n�E
inc
¼ �M � n̂n�E

inc
ð54Þ

Hs¼H � n̂n�H
inc
¼ þJ � n̂n�H

inc
ð55Þ

Numerical energy conservation is carried out by calcu-
lating absorptivity a(yi) and reflectivity r(yi) using (52) and
(53), to determine whether a(yi)þ r(yi) is equal to unity.

2.2.2. Numerical SMCG/RWG Method. To solve the
PMCHW equation, the Galerkin procedure is used to
obtain the impedance matrix. Applying the RWG basis
to (44) and (45) produces the matrix equation

½Z�I¼V ð56Þ

In the SMCG method, the matrix equations (44) and
(45) are solved in an iterative manner (e.g., conjugate-
gradient method). The impedance matrix is decomposed
into the sum of a sparse matrix [Zw], denoting the strong
near interactions, and a dense matrix [Zw], denoting the
weak far interactions. For the near-field interactions, we
take the numerical integration over both the basis and
testing functions, using numerical quadrature of 7-point
rule. When the integral is evaluated for the self-term, an
analytic approach is employed [19]. Since the Green

ROUGH-SURFACE SCATTERING: NUMERICAL SIMULATIONS AND APPLICATIONS IN MICROWAVE REMOTE SENSING 4555



functions are smooth over the integration domains of the
impedance matrix elements integrals in the far-field inter-
actions, we use only the one-point approximation. We
choose a point (1

4,
1
4) in the triangle instead of the centroid

(1
3,

1
3), as depicted in Fig. 2.
The points at (1

4,
1
4) of triangles fall in the canonical grid,

as shown in Fig. 3 by cross-points. By using this judicious
procedure, we only need to make Taylor expansion verti-
cally and not horizontally to translate to the canonical grid
in the SMCG implementation [17]. Efficient evaluation of
the far-interaction contributions in matrix–vector multi-
plication is reduced to efficient convolution between the
Green function and current vector.

We choose rd as the neighborhood distance (e.g. rd¼ 2l).
Let

rR¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x0Þ2þ ðx� x0Þ2

q
ð57Þ

be the horizontal reparation between two points on
the rough surface x,y,f(x,y) and x0,y0,f(x0,y0). Since the

weak-matrix elements satisfy the condition rR > rd >>
jf ðx; yÞ � f ðx0; y0Þj, we can expand the Green function in a
Taylor series about the flat surface. Thus, the Taylor-
expanded Green function terms g1,2 is

g1;2ðr� r0Þ ¼
XM

m¼ 0

að1;2Þm ðrRÞ
z2

R

r2
R

 !m

ð58Þ

From rg¼ ðr� r0ÞG1;2, where G1;2ðr� r0Þ ¼ ½ðik1;2jr� r0j
�1Þ� expðik1;2jr� r0jÞ=4pjr� r0j3, G1,2 can be written as the
form of Taylor expansion series

G1;2ðr� r0Þ ¼
XM

m¼ 0

bð1;2Þm ðrRÞ
z2

R

r2
R

 !m

ð59Þ

where zd¼ f ðx; yÞ � f ðx0; y0Þ and am and bm are the coeffi-
cients of Taylor’s series. Due to the translational invari-
able kernels in the Green functions, the weak-matrix
vector multiplication can be efficiently performed via 2D
fast Fourier transform (FFT). In this work, we use six
terms of expansion series. Numerical results for passive
and active microwave remote sensing will be described in
Section 3.

2.3. An Efficient Algorithm for Electromagnetic Scattering
from Rough Surfaces Using Single-Integral Equation and
Multilevel SMCC Method

This is an algorithm presently being developed. The
purpose of this algorithm is to reduce the number of
surface unknowns by using the SIE. In this section, we
present the efficient algorithm based on the SIE formula-
tion in conjunction with a multilevel SMCG (MSMCG)
method. The SIE method [20] needs only one unknown at
each interior edge of the triangulated mesh, in contrast to
using two or three unknowns by the coupling equations
[21,22]. One advantage of using the SIE approach is the
faster convergence for an iterative solution as revealed in
Ref. 21. To extend the applicability of the original SMCG
scheme [22,23] to rougher surfaces by using 3D FFT
instead of 2D FFT, the MSMCG procedure [24,25] was
proposed. By adjusting the expansion levels, the MSMCG
scheme is applicable to surfaces with arbitrary roughness,
while the number of terms of the Taylor series and the
distance indicating whether the far interactions can be
changed.

This section is organized as follows. In Section 2.3.1,
formulations are provided for the method of moments
using a single magnetic field integral equation along
with the RWG basis functions. In Section 2.3.2, the solu-
tion procedure adopting the MSMCG method in solving
the moment equations is outlined. In Section 2.3.3, a
detailed description that the multiplication of the weak
impedance matrices with a column vector can be calcu-
lated by means of FFT is illustrated. In Section 2.3.4,
numerical examples are presented for bistatic scattering
coefficients from surfaces with the Gaussian spectrum as
well as wind-driven ocean spectrum. A short summary is
given at the end.

d/4

d

T+ T−

r+

r−

Figure 2. RWG basis function.

d

d/4

Figure 3. Projection of rough surface on the x–y plane and
canonical grid depicted by cross-points.
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2.3.1. Formulation by the Method of Moments. The time
dependence adopted in this section is ejot. A dielectric
random rough surface is depicted in Fig. 4. In the lower
region, the fields may be expressed by a single effective
surface current Jeff beneath the interface as

E2¼L2½J
eff
�; H2¼K2½J

eff
� ð60Þ

where the operators are defined as

L2½J
eff
� ¼ � jom0

Z

S

G2ðRÞJ
eff
ðr0Þ

h

þ
1

k2
2

rG2ðRÞr
0 .Jeff

ðr0Þ

	
dS0

ð61Þ

K2½J
eff
� ¼

Z

S

½rG2ðRÞ�Jeff
ðr0Þ�dS0 ð62Þ

where G2¼ e�jk2R=4pR is the Green function for the lower
medium characterized by ðe0er; m0Þ. As an observer ap-
proaches the interface from the lower region, a pair of
equivalent surface electric and magnetic currents can be
defined as

J¼ n̂n�H2¼ n̂n�K2½J
eff
�

¼ �
1

2
Jeff
þ n̂n� ðPVÞK2½J

eff
�

ð63Þ

�M¼ n̂n�E2¼ n̂n�L2½J
eff
� ð64Þ

where n̂n is the normal upward and (PV) means the
principal value integral with the singularity at R¼ 0
removed. The scattering field in the air region may be
found by

Hs
¼

1

Z2
0

L1½M� þK1½J�;

Z0¼
ffiffiffiffiffiffiffiffiffiffiffiffi
m0=e0

p
� 377O

ð65Þ

where the operators L1 and K1 are the same as L2 and K2

but replacing the medium parameters ðe0er; m0Þwith ðe0; m0Þ

and G2 by G1 (the air is seen as vacuum, and the perme-
ability is assumed to be m0 for both regions). The total field
in the air region is H1¼Hinc

þHs, where Hinc is the

incident magnetic field. The boundary condition demands
the continuity of the tangential magnetic field, that is,
n̂n�H2¼ n̂n�H1, which by (63) and (65) becomes

J¼Jinc
þ

1

Z2
0

n̂n�L1½M�

þ
1

2
Jþ n̂n� ðPVÞK1½J�

ð66Þ

where Jinc
¼ n̂n�Hinc represents the equivalent incident

electric current.
Using the method of moments with the RWG triangu-

lar basis functions [26], we can convert (63), (64), and (66)
into linear equation sets

½Ie� ¼ � ð
1

2
½U� � ½P2�Þ . ½I

eff �

�½Im� ¼ Z0½Q2� . ½I
eff �

9
=

; ð67Þ

½Ie� ¼ ½Iinc� þ
1

Z0

½Q1� . ½I
m� þ ð

1

2
½U� þ ½P1�Þ . ½I

e� ð68Þ

where [U] is an identity matrix. Column vectors [Ie], [Im],
[Ieff], [Iinc] are the expansion coefficients of their corre-
sponding vectors. For instance

J¼
XN

n¼ 1

Ie
nfnð~rrÞ;

Ie
n �

1

ln

Z

ln

ðn̂n� l̂lnÞ .J dl

ð69aÞ

M¼
XN

n¼ 1

Im
n fnð~rrÞ;

Im
n �

1

ln

Z

ln

ðn̂n� l̂lnÞ .M dl

ð69bÞ

where fn ðn¼ 1; 2; . . . ;NÞ are the RWG basis functions
associated with the N interior edges of the triangulated
patches. The direction of the nth edge is labeled with l̂ln,
and ðn̂n� l̂lnÞ defines the direction of the current flowing
across the edge. The elements of [P] and [Q] are

Piðm;nÞ¼
1

lm

Z

lm

Z

Gn

½l̂lm . ðrGi� fnÞ�dS0dl i¼ 1; 2 ð70Þ

Qiðm;nÞ¼ � jk1
1

lm

Z

lm

Z

Gn

ðl̂lm . fnÞGi

h

þ
1

k2
2

@Gi

@lm
ðr
0

s
. fnÞ

	
dS0dl i¼ 1; 2

ð71Þ

Substituting (67) into (68), one obtains

½Z� . ½Ieff � ¼ ½Iinc� ð72Þ

½Z� ¼ ½Q1� . ½Q2� � ð
1
2½U� � ½P1�Þð

1
2½U� � ½P2�Þ ð73Þ

RMJ

P′

P

r′ r

n

O

Jeff R′

P″

r ″

(1) �0, �0

(2) �0�r, �0

Figure 4. Configuration of a scattering problem from a random
rough surface using a single-integral equation.
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Solve (72) for [Ieff], then restore [Ie], [Im] via (67) and the
equivalent currents by (69). Finally, instead of calculating
the scattering fields by (65), we can compute the normal-
ized bistatic scattering coefficients using the equivalent
currents, which is defined by

gabðys;fsÞ¼ lim
r!1

r2 Es
a

�� ��2

2Z0Pinc
b

¼
jSaðk̂ksÞj

2

2Z0Pinc
b

ð74Þ

where a and b indicate the polarization states of the
scattering and incident waves, respectively, and Pinc

b is
the power impinged on the surface. The scattering inte-
gral functions are

Svðk̂ksÞ¼ �
jk1

4p

Z

S

ðv̂vs . Z0Jþ ĥhs .MÞe
jk1k̂ks . r 0dS0 ð75Þ

Shðk̂ksÞ¼ �
jk1

4p

Z

S

ðĥhs . Z0J� v̂vs .MÞe
jk1k̂ks 0 r

0

dS0 ð76Þ

where k̂ks¼ sin ys cos fsx̂xþ sin ys sin fsŷyþ cos ysẑz v̂vs¼

ĥhs� k̂ks¼ cos ys cos fsx̂xþ cos ys sin fsŷy� sin ysẑz ĥhs¼ ẑz�
k̂ks=jẑz� k̂ksj ¼ � sin fsx̂xþ cos fsŷy; where ðys;fsÞ is the scat-
tering direction in spherical coordinate system.

2.3.2. Solution by the MSMCG Method. The SMCG
method proved very successful in solving large-scale mo-
ment matrix equations encountered in analysis of rough-
surface scattering. To use the method, we write each
matrix as two parts, the strong part and the weak part:

½Pi� ¼ ½P
s
i � þ ½P

w
i �; ½Qi� ¼ ½Q

s
i � þ ½Q

w
i � i¼1; 2 ð77Þ

Because the diagonal elements of [Pi
s] are negligible with

the singularity removed, it is possible to set [Pi
s]¼ 0 as

long as the radius separating the far interactions is
sufficiently small and the number of expansion levels is
sufficiently large. Substituting (77) into (72), (73), one
arrives at

½Zs� . ½Ieff � ¼ ½Iinc� � ½Zw� . ½Ieff � ð78Þ

½Zs� ¼ ½Qs
1�
. ½Qs

2� � ð
1
2½U� � ½P

s
1�Þð

1
2½U� � ½P

s
2�Þ ð79Þ

½Zw� ¼ ½Z� � ½Zs� ð80Þ

Equation (78) will be solved by the conjugate-gradient
method (CGM) on updating the right-hand side. Specifi-
cally, we assign [Ieff]¼ [Ieff

0 ]¼ 0 to the right-hand side of
(78) and solve the equation using CGM for [Ieff] to get [Ieff]
¼ [Ieff

1 ]. Then we assign [Ieff]¼ [I1
eff] to the right-hand side

and solve for [Ieff] to get [Ieff]¼ [Ieff
2 ]. Convergence is

admitted after k iterations if
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jj½Ieff

k � � ½I
eff
k�1�jj=

q
jj½Iinc�jjo

1% is reached. For a small or mildly rough surface, the
process converges rapidly. However, for very large or very
rough surfaces, it may not converge through updating the
right-hand side if the radius is not large enough. In this
case, we move the last term back to the left-hand side. The
resulting equation is again solved by CGM but using the

solution obtained in the last step of the updating approach
as the initial solution.

In the SMCG method, the elements of the strong parts
are calculated by exact numerical integration and stored
in computer memory. However, the elements of the weak
parts are not calculated and stored in common ways.
Expand the Green function and its gradient as Taylor
series about a three-dimensional cubic grid as shown in
Fig. 5

G¼
XK

k¼ 0

1

k!

@kG
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¼
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kklx
l
ðx0Þk�l
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rG¼
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l
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where K truncates the number of terms of the Taylor
series; Ck and Dk are functions of the canonical grid
coordinates. For instance, the expressions of the zeroth-
and first-order terms are

C0¼GðRcÞ; C1¼
G0ðRcÞzc

Rc

D0¼G0ðRcÞR̂Rc; D1¼
zc

Rc

G0 0ðRcÞ �G0ðRcÞ

Rc
R̂Rcþ

1

Rc
G0ðRcÞẑz

Inserting (81), (82) into (70), (71) and approximating the
linear integration by the two-point rule (the endpoints of

P

R
zc

Rc
�c

level mz

level nz

P′

�

�′

Figure 5. Schematic diagram for the Taylor expansion of the
Green functions on a 3D grid system for the use of the MSMCG
method.
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an edge) and the surface integration over a triangle by
three-point rule (the midpoints of the three edges), we
can show that the weak elements, say, [Q2

w], have a form
such as

Qw
2 ðm;nÞ ¼

XK

k¼ 0

Xk

l¼ 0

fklðmÞUkðm� nÞgklðnÞ ð83Þ

where fkl(m) is associated with a testing edge and gkl(n),
with a source triangle. The matrix [Uk] has the Toeplitz
structure that may be stored as a column vector. In
Section 2.3.3, ½fkl�, ½gkl�, and [Uk] will be described in detail.
For a three-dimensional canonical grid system, the grid
indices in (83) should be understood as m¼ ðmx;my;mzÞ

and m� n¼ ðmx � nx;my � ny;mz � nzÞ. Note that (m,n) in
(83) refers to the grid indices, which in (71) refers to the
numbering of the edges. There exists a corresponding
relation between them through an index transform, say,
a grid coordinate ðmx;my;mzÞ corresponding to a determi-
native midpoint of the mth edge.

The reduction of memory storage requirement is
achieved as follows illustrated using [Q2]. The storage of
the matrix [Q2] is on the order of O(N2) in common sense.
However, the storage of [Q2

s] is proportional to O(N)
because at each observation point only a few nearby
source elements within a given distance are taken into
account; the storage of [Uk] is on the order of O(2N), and so
is ½fk‘� and ½gk‘� with N zeros padded to each of them to
make use of the FFT. Thus, the total storage of ([Q2

s]þ
[Q2

w]) is scaled down to O(CN), where C is a constant,
typically a few tens. Reduction of the memory storage
requirement is remarkable when we think that N could be
as big as several millions.

Using CGM to solve (72), the computing burden is
dominated by matrix–vector multiplications. Multiplica-
tions of the strong parts with a column vector takes a little
time, as the strong matrices are very sparse. Because of
the approximation (83), the multiplication of the weak
parts with a column vector [x] can be accelerated greatly
using the FFT technique such as

½Qw
2 �

. ½x� ¼
XK

k¼ 0

Xk

‘¼ 0

½fk‘� .FFT�1

fFFTf½Uk�g .FFTf½gk‘� . ½x�gg

ð84Þ

where the products between two column vectors are
affected between their corresponding elements. The com-
plexity directly computing the left-hand side of (84) is on
the order of O(N2) . Because the complexity of the three
FFTs is 3� (2N log 2N) and that of the three column vector
products is 3� (2N), the total manipulation of the right-
hand side is only O(bN), where b¼ 1

2ðK þ 1ÞðK þ 2Þ
ð6 log 2Nþ 6Þ, which may be seen as a constant as log 2N
varies very slowly with N. Thus, the saving in CPU
time for an iterative solution is substantial as b is typi-
cally several hundreds while N could be on the order of
millions.

2.3.3. Multiplication of Matrices with a Vector Using
FFT. In this subsection, we give a detailed description to
the form of (84) that favors the multiplication of (84) by
the FFT technique using FFTW software [27]. Refer to
Fig. 6, in which a pair of RWG triangles is depicted along
with an edge where the equation is tested. If the distance
between the triangle pair and the testing edge is suffi-
ciently large, we can approximate the linear integration
along the mth edge by a two-point rule (the endpoints) and
the surface integration over each triangle connecting to
the nth edge by a three-point rule (the midpoint of each
side). This allows us to write (71) as

Qw
i ðm;nÞ¼ �

jk1

12
½l̂lm .

X2

a¼ 1

X5

b¼ 1

Gab
~AAb

þ
4

k2
i lm

X2

a¼ 1

X5

b¼ 1

ð�1Þasignð3� bÞGab�ln

ð85Þ

where the subscript a¼ 1,2 indicates the endpoints of the
mth edge, while b¼1,2,3,4,5 indicates the midpoint of a
triangle pair connecting to the nth edge; Gab¼GðRabÞ with
Rab the distance between an endpoint of the testing edge
and a midpoint of the source triangle as indicated in the
figure; sign(3� b) equals 1 if bo3, 0 if b¼ 3, and � 1 if
b43; and Ab equals qcþ

n if bo3, qcþ
n þ qc�

n if b¼ 3, and qc�
n

if b43. The vectors of qcþ
n and qc�

n are also shown in the
figure.

Actually, (85) can be rewritten in a more compact
form

Qw
i ðm;nÞ¼

X

a;b

X4

q¼ 1

wa
qðmÞGabub

qðnÞ ð86Þ

where q¼ 1,2,3 counts the first term of (86) because of
three components involved, and q¼ 4 counts the last term
of (85); wa

qðmÞ is associated with the testing edge while
ub

qðnÞ is associated with the source triangle. Specifically,
wa

qðmÞ ¼ ð�jk1=12Þðq̂q . l̂lmÞ and ub
qðnÞ¼ ðq̂q .AbÞln, where

q̂q¼ x̂x; ŷy; ẑz for q¼ 1,2,3, respectively; wa
4ðmÞ¼ ð�jk1=12Þ

ð1=k2
i lmÞð�1Þa and ub

4ðnÞ ¼ signð3� bÞln. Substitution of
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Figure 6. Pair of triangular patches connecting to the nth edge
where the source is considered and the mth edge where the
equation is tested.
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the expansion (81) into (86) leads to

Qw
i ðm;nÞ¼

XK

k¼ 0

Xk

l¼ 0

X

a;b

X4

q¼ 1

wa
qðmÞðkklx

l
mÞ

Ckðmx � nxþDab
x ;my � ny

þDab
y ;mz � nzÞxk�l

n ub
qðnÞ

ð87Þ

where Dab
x and Dab

y are integer or half-integer numbers,
representing the displacements due to the integration
points over a triangle chosen to be the midpoint of each
side, which may not be the gridpoints. If we set

~ffklðmÞ¼wa
qðmÞðkklx

l
mÞ;

~ggklðnÞ¼ xk�l
n ub

qðnÞ

~UUkðm� nÞ¼Ckðmx � nxþDab
x ;my

� nyþDab
y ;mz � nzÞ

ð88Þ

then (87) would have the same form as (83) except for a
triple summation over the indices a, b, and q. Figure 7
shows the projection of a rough surface on the x–y plane
and the ordering of the edges. The currents crossing the
edges can be sorted into three types according their
directions—x, y, and 451 directions, which will be distin-
guished by introducing an index s¼ 1,2,3. The ranges of
mx and nx in (88) are chosen to range from 1 to Nx, and the
ranges of my and ny from 1 to Ny. It can also be shown that
�3

2 � Dab
x ;D

ab
x � 1. Thus, for a pair of (nx,ny) there are three

corresponding edges distinguished by s denoting the edge
type. Keeping this in mind, we use (88), recasting (87) as

Qw
i ðm;nÞ¼

XK

k¼0

Xk

l¼ 0

X4

q¼ 1

X

a;b

~ffklðmÞ ~UU

ðm� nÞ ~ggklðnÞ for s; s0 ¼ 1; 2; 3

ð89Þ

where s,s0 ¼ 1,2,3 means that given a field edge type such
as s¼ 1 and a source edge type such as s0 ¼ 2, the grid
indices on the right-hand side correspond to a unique edge
ordering index on the left-hand side. For instance, if s¼ 1
and s0 ¼ 2, and mx¼my¼nx¼ny¼ 1 for the right-hand
side, then m¼1 and n¼Nxxþ 1 for the left-hand side.
Because the matrix elements can be written as (89), which
is in the form of (83), matrix–column vector multiplication
can be performed using FFT for each set of a, b, and q. In
order to improve the computing efficiency, the triple
summations over a, b, and q may be lifted in some sense,
accomplished as follows. If we allow mx and nx to vary from
1 to Nxþ 1, and my and ny from 1 to Nyþ1, we will get an
extended version of ~UUkðm� nÞ to be denoted by Ukðm� nÞ.
This means that for any combination of (a,b) and (s,s0) in
(88), ~UUkðm� nÞ is a subset of Uk(m�n). Thus we need only
store Uk(m�n) and perform its own FFT, and do not need
to compute the FFT of ~UUkðm� nÞ for various (a,b) and (s,s0).
The storage requirement and computing complexity of
Uk(m�n) is on the same order as those of ~UUkðm� nÞ.
Because Uk(m�n) is not relevant to the index b, it can be
taken out of the summation over b, so that the summation
over b for ub

qðnÞ can be performed before FFT. This means
that we need not compute the FFT of ½ ~ggkl� . ½x� for each b,
where [x] is a column vector to be multiplied with the
matrix, but only the FFT of

P
b;s 0 ½ ~ggkl� . ½x�. Taking these

strategies into consideration, (89) eventually becomes
equivalent to (83), which means that both the storage
requirement and computing complexity for [fkl], [Uk], and
[gkl] in (83) are on the same orders as ½ ~ffkl�, ½ ~UUk�, and ½ ~ggkl� in
(89). We remind the reader that, because a column vector
[x] represents the surface currents, we may set
xðnx;ny;nzÞ¼ 0 except for nz¼hðnx;nyÞ, where hðnx;nyÞ is
the level closest to the surface. This implies that the
elements of the product column vector ½gkl� . ½x� are nonzero
only for nz¼hðnx;nyÞ. Similar calculation can be per-
formed for the multiplication of ½Pw

i � with a column vector.
Multiplication of the transposed conjugate matrices of ½Pw

i �

and ½Qw
i � with a column vector can also be performed using

the FFT technique.

2.3.4. Numerical Results and Discussion. To simulate
the scattering from a truncated area of a boundless sur-
face, an incident wave with limited beamwidth is neces-
sary to minimize the errors caused by the surface
boundaries. The Gaussian tapered incident wave adopted
in this section is [28]

Einc
B ¼

ZZ

k2
x þ k2

y�k2
1

SEðkx; kyÞFBðkx

� kix; ky � kiyÞe
�jðkxxþ kyy�kzzÞ dkx dky

ð90Þ

where kz¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

1 � k2
x � k2

y

q
, and SEðkx;kyÞ¼ p̂pi . ðv̂vv̂vþ ĥhĥhÞ,

where p̂pi is v̂vi for vertically polarized (TM waves) or ĥhi

for horizontally polarized (TE waves) incidences. The
definitions of ĥh and v̂v are ĥh¼ ẑz� k̂k=jẑz� k̂kj and v̂v¼ ĥh� k̂k,
respectively, so that (v̂v; ĥh; k̂k) forms an orthonormal system.
The incident magnetic field is obtained by replacing SE

with SH ¼ k̂k�SE=Z0¼ p̂pi . ðv̂vĥh� ĥhv̂vÞ=Z0. The function FB is

Nxx

Nxx+Nyy+Nxy

Nxx+Nyy+1

Nxx+1

Nxx+Nyy

Nxx=(Nx−1)Ny

Nyy=Nx(Ny−1)

Nxy=NxNy

Nx

Ny

Nx−1

1

1

1

20
0 2

2

Figure 7. Projection of the rough surface on the x–y plane, and
the ordering of the edges. The grid indices in the x and y directions
are from 0 to Nx and from 0 to Ny.
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a Gaussian tapered spectrum with center incident direc-
tion in ðkix;kiy; kizÞ, where kiz¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

1 � k2
ix � k2

iy

q

FBðkx � kix; ky � kiyÞ¼

BxBy

4p
expf�1

4½ðkx � kixÞ
2B2

x

þ ðky � kiyÞ
2B2

y �g

ð91Þ

where Bx and By control the tapering or the beamwidths
and are typically chosen to be Bx¼Lx/5 and By¼Ly/5,
where Lx and Ly are the sizes of a square area to be
simulated. This procedure consists of three steps:

1. As a first check, we use a Gaussian randomly rough
surface as an example to verify the correctness and
accuracy of the present method, comparing the
results with those obtained by the original SMCG
method. The surface size is 64l2, with RMS height
s¼ 0:2l ðk1s¼ 1:257Þ and correlation length 1l. The
relative permittivity of the lower space is chosen to
be 15�15j. Figure 8 compares the bistatic scatter-

ing coefficients of copolarized components for a wave
incident at –301. Good agreement of the results
demonstrates that both methods are reliable for
predicting the bistatic scattering coefficients. The
small discrepancy of the curves is understandable
because of the difference between the two methods.
The original SMCG method uses coupled equations
with six unknowns per surface points, collocation
method, and single-level expansion of the Green
functions. The present method uses a single equa-
tion with one unknown per interior edge of the
triangulated mesh representing the rough surface,
RWG basis, and multilevel expansion. For this size
and order of roughness surfaces, the overall itera-
tion time using the present approach is around half
that of the original SMCG method.

2. Next, to demonstrate the convergence of the pro-
posed method for the large-RMS-height case, a very
rough surface is analyzed. The simulated area is
256l2 with RMS height s¼ 0.8l ðk1s¼ 5:03Þ and
correlation lengths 1l, and the relative permittivity
of the lower region is set to be 8� 4j. The Green
functions are expanded with 64 levels, and four
Taylor series terms are retained. Figure 9 shows
the simulation results of the bistatic scattering
coefficients (BSCs) for a TE wave to z polarization
incident at � 301. This example confirms that the
present method converges to reasonable results as
long as either the number of Taylor series terms or
the number of expansion levels is sufficient. As a
rule of thumb, the grid size in the z direction may be
chosen to be Dz � 1=jk2j. If the number of Taylor
series terms is kept to be 4, the number of expansion
levels is set to be around ðzmax � zminÞ=Dz. If one
more term of the Taylor series is added, the number
of the expansion levels would be halved, and vice
versa.

3. We perform some Monte Carlo simulations for bare
soil surfaces over 50 realizations. A Gaussian spec-
trum is assumed, although an exponential spectrum
may be more realistic. The permittivity of the wet
soil is taken to be 25� 3j at 1.5 GHz. The sizes of
rough surfaces are 24� 24 square wavelengths, with
RMS height 0.25l and correlation length 1l. The
results are shown in Fig. 10 for incidences at � 301.

In the following, we provide some results for wind-
driven ocean surfaces. The ocean spectrum used is [29]

Wðk;fÞ¼
1

2pk
SðkÞFðk;fÞ ð92Þ

The spectral range used for simulations is
1 � k � 120 m�1, and the surface sizes is chosen to be
about 7.31 m by 7.31 m to sufficiently resolve the lower
limit of the selected spectral range. At windspeed 10 m/s,
the RMS height and slope are about 5 cm and 0.12,
respectively. At 1.5 GHz, the simulated area is about
36.6� 36.6l2 with RMS roughness 0.25l. The relative
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Figure 8. Comparison of the copolarized bistatic scattering
coefficients (BSCs) from a 64l2 surface area with RMS height
0.2l using the original SMCG method and the present SMFIE-
based MSMCG approach.
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permittivity of the seawater at the operating frequency is
taken to be 74�61j at 151C and 3.5% salinity.

First, it seems worth pointing out that (72) is a general
and rigorous form, and some approximations may be made
to speed up the computations within an acceptable loss of
accuracy. If we set [P2]¼ [Q2]¼ 0, then (67) would give
[Im
¼ 0] and ½Ieff � ¼ � 2½Ie�, and (72) would be reduced to

the PEC (perfectly electric conducting) case. If only the
diagonal elements are retained for [Q2] (the diagonal
elements of [P2] are negligible with the singularity ex-
tracted), (72) would be commensurate with the impedance
approximation method [30], and here we call it the
diagonal simplification method (DSM). For a lossy half-
space in which the Green function attenuates rapidly, it is
always possible to discard the weak interactions in using
the MSMCG scheme (i.e., letting ½Pw

2 � ¼ ½Q
w
2 � ¼0), as long

as the distance to distinguish the strong and weak inter-
actions is appropriately large. This simplification, which
would save nearly half of the CPU solution time, is
referred to as the neighborhood approximation method
(NAM). A comparison of the scattering coefficients for VV

components is shown in Fig. 11, which illustrates that
both DSM and NAM can well capture the features of the
scattering coefficients, although DSM is less accurate than
NAM and tends to overestimate the results in all of our
numerical experiments.

Next, some Monte Carlo simulations are performed over
50 realizations for incidences at � 201, and the results are
shown in Fig. 12 for three azimuth angles of incidences
relative to the wind direction. The peak in the specular
scattering direction for a wave incident in the crosswind
direction is slightly stronger than that in the down-
wind and deadwind directions. The peak is 8.1 dB for
crosswind incidence but only 6.7 dB for downwind and
deadwind cases. This implies that the anisotropy of a
wind-driven ocean surface is identifiable from the data of
scattering measurements. Compared with Fig. 10, it can be
seen that the scattering properties from Gaussian surfaces
and oceanlike surfaces are basically distinguishable.
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Finally, using the aforementioned NAM simplification,
a very big oceanlike surface with sizes 128� 64l2 is
analyzed for which a permittivity of 45� 30j has been
used for the lower space [30]. The surface is modeled using
4,194,304 triangular patches, which results in a total of
6,288,384 unknowns for the effective surface electric cur-
rents using the single integral equation with the RWG
basis functions. This number of unknowns would be
doubled if two coupling integral equations were used.
The results for incidence at �301 are shown in Fig. 13,
which seems quite reasonable. The purpose of this exam-
ple is to demonstrate the merits of our codes running on a
newly constructed supercomputer that has 256 Alpha 800-
MHz processors. The memory storage requirement for
each processor is around 110 MB, and the total time is
B5 h for both polarizations combined. This efficiency is
comparable with the Xia–Chan report [31] solving 10
million unknowns using 128 processors in 7 h.

2.4. Wave Scattering with UV Multilevel Partitioning
Method: 3D Problem of Surface Scattering

We note that the SMCG method is limited by the RMS
height. Also, when the RMS height is increased, the near-
field neighborhood distance must be increased so that the
number of terms in the Taylor series expansion can be
limited. Furthermore, the PBTG requires an interpolation
scheme. We have developed a multilevel UV method for
rough-surface scattering. The basic of this method is
described in this section.

Kapur and Long [32] proposed a QR decomposition
method by using the property of the smoothness of the
impedance matrix elements. The QR is applied to the
matrix blocks with recursive partitioning and merging.
The method has so far been demonstrated only for matrix
block of moderate size in terms of wavelengths.

In this section, a UV method with multilevel partition-
ing (UV MLP) is developed to solve the wave scattering
problem. The method consists of setting up a table of
transmitting and receiving blocks of different sizes and
separating them. For a specific scattering problem with
given geometry, the scattering structure is partitioned
into multilevel blocks. By looking up the rank in the static
problem, the impedance matrix for a given transmitting
and receiving block is expressed into a UV matrix product.
In the method, we also apply the multilevel matrix
partitioning (MLP) to partition the impedance matrix Z.
We demonstrate the technique for a 3D rough surface
scattering problem. The surface area of the rough surface
when projected onto the xy plane has a surface area up to
256 square wavelengths with the number of surface
unknowns of 65,536. The RMS height is 0.5 wavelengths.
In this case, the multilevel partitioning used is as done in
the multilevel fast multipole method. Because the UV is
applied independently to each level and each block, the
procedure facilitates parallel implementation.

In Section 2.4.1, we describe the problem of indepen-
dent rank determination. This is done for a flat surface
and volume scattering. In Section 2.4.2, the formulation of
the problem of wave impinging on a rough surface is given
in terms of the surface integral equation, which is con-
verted into a matrix equation using the method of mo-
ments (MoM). In Section 2.4.3, we describe the multilevel
partitioning process, and in Section 2.4.4 we describe the
UV method. In Section 2.4.5, the computational complex-
ity of the proposed algorithm is derived.

2.4.1. Problem of Determination Independent Rank.
Consider a matrix Z of dimension N�N, which represents
the interactions between two nonnear groups, each of
which has N scatterers in the group, where the rank of
Z is r. We can use single-value decomposition (SVD) to
determine rank. Let s1 be the largest singular value and
the singular values be arranged in decreasing magnitude.
Given a threshold e, the rank r is such that jsrþ 1=s1j � e.
The threshold used in the simulation is 1�10� 5 in this
article. Because of the smoothness of the matrix elements,
the rank r is much less than the number of scatterers N.
The rank r is determined mainly by the sizes of the
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transmitting and receiving blocks and the separation
distance between the two block centers.

Consider a transmitting block and a receiving block
with N points in each block. The points are labeled rm,
m¼ 1,2,y, N for the receiving block and rn, n¼ 1,2,y, N,
for the transmitting block. Then we have the matrix Z of
dimension N�N with elements

Zmn¼
expðik rm � rnj jÞ

4p rm � rnj j
ð93Þ

For N, we assume 10 points per wavelength, which
corresponds to 100 points per square wavelength and
1000 points per cubic wavelength.

The rank of the matrix can be determined. It is strongly
dependent on the size of the transmitting and receiving
blocks and the degree of separation between them.

2.4.1.1. Two Flat Sheets with Zero Vertical Separation.
Consider two flat sheets of sizes Lx and Ly placed on the
same horizontal plane. The centers of the two planes are
on the x axis, and R is the separation distance between the
two centers. These requirements can be met for the
problem of microstrip line and is usually assumed to be
the current sheet. In the traditional method for determin-
ing the rank for such a problem, area sampling has to be
used, which leads to a large number of sampling points
and requires extensive CPU time and computer memory
allocation. However, on the basis of Huygens principle, the
equivalent sources are the boundary lines, which are the
four sides of the sheet. Thus the radiation presumably
originates from the enclosing boundary lines of the trans-
mitting block to the boundary lines of the receiving block.
We can actually use the boundary line sampling in the
rank determination. Furthermore, due to the smoothness
of Green function, we know that the rank is much less
than the number of sampling points. Thus we can use
coarse boundary sampling to further reduce the computa-
tional cost for the rank determination. In the Table 1, we
list the ranks determined by these three methods, denoted
as Lz¼ 0. For the area sampling, 100 points per square
wavelength are used; for the boundary dense sampling, 10
points per wavelength are used. For the boundary coarse
sampling, 4 points per wavelength are used. The ranks
determined through them are comparable for the given
physical sizes of the problem. Note that the ranks are
substantially smaller than the block size N.

2.4.1.2. Volumetric Blocks and Enclosing Boundary
Radiation. Next we consider volumetric blocks of sizes Lx

�Ly�Lz. The centers of the blocks are placed on the x
axis and separated by a distance R.

We also used three methods to determine the ranks for
a given physical size of the problem: volume sampling,
boundary dense sampling, and boundary coarse sampling.
For the boundary sampling, the equivalent sources are
now the boundary surfaces, which are the six sides of the
block. Thus the radiation can be considered as radiation
from the enclosing boundary surface of the transmitting
block to the boundary surface of the receiving block. The

ranks are also given in Table 1. For volume sampling, 1000
points per cubic wavelength are used. For boundary dense
sampling, 100 points per square wavelength are used. For
boundary coarse sampling, 16 points per square wave-
length are used. Note that for the 4l� 4l� 4l, the number
of points for volume sampling is 64,000, while for bound-
ary coarse sampling the number of sampling points is only
1536. This will speed up the rank determination greatly
for this case. We note that for the case of the 4l� 4l�4l
with the R¼ 8l case, the number of points is n¼ 40� 40�
40¼ 64,000. The rank from this case is only 116, meaning
that significant matrix compression is possible. The table
also shows that coarse sampling gives essentially the
same rank as dense sampling. The rank can be deter-
mined quickly using coarse–coarse sampling.

2.4.1.3. Small Overestimation of Rank. In the SVD
method, the rank determination is based on a threshold.
Thus there is built in variation of rank due to variations in
threshold. Furthermore, in applications as illustrated in
this article, the exact rank is not required. Thus we
usually are on the safe side using 10–20% above the
‘‘actual’’ rank.

We note that the block selection is dependent on the
type of problem. However, once the static rank table is
determined, the rank table can be applied to all cases
within the same type of problem.

Table 1. Rank Table of Volume

Lx¼Ly (l) Points in Block Distance (l) LZ (l) Rank

1.0 100 2.00 0 14a, 13b, 12c

1.0 100 2.23 0 13, 13, 12
1.0 100 2.83 0 11, 9, 9
1.0 100 3.60 0 9, 9, 8
1.0 100 4.24 0 9, 8, 8
2.0 400 4.00 0 17, 15, 15
2.0 400 4.47 0 15, 14, 14
2.0 400 5.65 0 13, 12, 12
2.0 400 7.21 0 11, 11, 11
2.0 400 8.48 0 9, 10, 10
4.0 1,600 8.00 0 23, 20, 20
4.0 1,600 8.94 0 21, 18, 18
4.0 1,600 11.3 0 17, 16, 16
4.0 1,600 14.4 0 14, 13, 13
4.0 1,600 17.0 0 11, 12, 12
1.0 600 2.00 0.6 30d, 34e, 32f

1.0 800 2.00 0.8 35, 37, 36
1.0 1,000 2.00 1.0 38, 43, 41
2.0 3,200 4.00 0.8 37, 41, 41
2.0 4,800 4.00 1.2 NA, g49, 50
2.0 8,000 4.00 2.0 NA, g65, 67
4.0 12,800 8.00 0.8 NA, g49, 49
4.0 38,400 8.00 2.4 NA, gNA, g81
4.0 64,000 8.00 4.0 NA, gNA, g116

aArea sampling (100 points per square wavelength).
bBoundary (line) dense sampling (10 points per wavelength).
cBoundary (line) coarse sampling (4 points per wavelength).
dVolume sampling (1000 points per cubic wavelength).
eBoundary (surface) dense sampling (100 points per square wavelength).
fBoundary (surface) coarse sampling (16 points per square wavelength).
gNA¼not available because of the limitation of computer resource.
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2.4.2. Wave Scattering Formulation. Consider a tapered
scalar plane wave cincðx; y; zÞ (Eq. 6.1.1 in Ref. 15) imping-
ing on a 2D random rough surface with Dirichlet bound-
ary condition and a random height profile z¼ f(x,y). A
Fredholm integral equation of the first kind can be
formed. Let r0 ¼ x̂xx0 þ ŷyy0 þ ẑzf ðx0; y0Þ denote a field point
and r¼ x̂xxþ ŷyyþ ẑzf ðx; yÞ denote a source point on the rough
surface. Then the surface integral equation is [14]

0¼cincðrÞ �

ZZ
dx dyG0ðx; y; f ðx; yÞ;

x0; y0; f ðx0; y0ÞÞUðx; yÞ

ð94Þ

where G0¼ ½expðik r� r0j jÞ�=ð4p r� r0j jÞ is the free-space
Green function and the unknown surface field is U(x,y).

The method of moments (MoM) is used to discretize the
integral equation. We use the pulse basis function and
point matching method. The resulting matrix equation is

Z .u¼ b ð95Þ

2.4.3. Multilevel Partitioning Process. Assuming that we
have a square area as shown in Fig. 14a, we first split into
four blocks as shown in Fig. 14b. Each of these four blocks
is a subgroup at the Pth level, which has the maximum
group size. Then we split each subblock into another four
small groups as shown in Fig. 14c. This splitting process is
continued until we reach the smallest group size, which is
at the first level. We decompose the full impedance matrix
in Eq. (96) as the sum of P sparse matrixes as follows:

Z¼Z
ð0Þ
þZ

ð1Þ
þZ

ð2Þ
þ þZ

ðP�1Þ
ð96Þ

Matrix Z
ð0Þ

includes all the interactions among neigh-
boring groups (including the self-group) at the first level.
Matrix Z

ð1Þ
includes all the interactions among neighbor-

ing groups at the second level. It consists of blocks at the

first level. Similarly, matrix Z
ðiÞ

includes all the interac-
tions among neighboring groups at the (iþ 1)th level, but
these consist of blocks at the ith level.

To facilitate understanding of the multilevel partition-
ing process, we give an example that has 64 subgroups at
the first level. Assume that each group has M elements.
For this example, the highest level is P¼ 3. Thus

Z¼Z
ð0Þ
þZ

ð1Þ
þZ

ð2Þ
and the impedance matrix of Z is

64 M�64 M with 4096 M�M blocks.
In Fig. 15a, the 64 subgroups at the first level are

denoted 11, 21,y, 641. In Fig. 15b, the level 2 groups are
denoted as 12, 22,y,162. Each of the level 2 groups has
four level 1 groups. For example, group 32 has four groups
of 51, 61, 131, and 141. In Fig. 15c, the level 3 groups are
denoted as 13, 23, 33, and 43. Each of the level 3 groups has
four level 2 groups. For example, group 23 has four groups
of 32, 42, 72, and 82.

We use mi to represent the group m of the level i. Then
matrix Zmini

represents the interactions between the
receiving group m and the transmitting group n of the
ith level. Since the four level 1 groups form a level 2 group

(a) (b)

(c)

Figure 14. Illustration of multilevel partitioning process.

12 22 32 42

13 23

33 43

52 62 72 82

92 102 112 122

132 142 152 162

11 21 31 41 51 61 71 81

91 101 111 121 131 141 151 161

171 181 191 201 211 221 231 241

251 261 271 281 291 301 311 321

331 341 351 361 371 381 391 401

411 421 431 441 451 461 471 481

491 501 511 521 531 541 551 561

571 581 591 601 611 621 631 641

(b) (c)

(a)

Figure 15. Illustration of multilevel partitioning process with 64
subgroups at the first level.
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and four level 2 groups form a level 3 group, we have

Zm1n1 ¼dimension of M�M

Zm2n2
¼dimension of 4M� 4M

Examples are

Z3252
¼

Z51171
Z51181

Z51251
Z51261

Z61171 Z61181 Z61251 Z61261

Z131171 Z131181 Z131251 Z131261

Z141171 Z141181 Z141251 Z141261

2

66666664

3

77777775

ð97Þ

Z6252
¼

Z191171
Z191181

Z191251
Z191261

Z201171
Z201181

Z201251
Z201261

Z271171 Z271181 Z271251 Z271261

Z281171 Z281181 Z281251 Z281261

2

66666664

3

77777775

ð98Þ

Z1323 ¼

Z1232
Z1242

Z1272
Z1282

Z2232
Z2242

Z2272
Z2282

Z5232
Z5242

Z5272
Z5282

Z6232 Z6242 Z6272 Z6282

2

66666664

3

77777775

ð99Þ

There are three sets of blocks:

1. The Blocks in Z
ð0Þ

. ln Z
ð0Þ

, we select interactions of
the level 1 group with their nearest neighbors. For
example, 201 have eight neighbors of 111, 121, 131,

191, 211, 271, 281, and 291. Thus Z
ð0Þ

includes Z111201
,

Z121201
, Z131201

, Z191201
, Z201201

, Z211201
, Z271201

, Z281201
,

and Z291201
, a total of nine matrices. Note that self-

interaction is also included in here. We note that

(a) block size of Zm1n1
is M� M; (b) there are 36

interior level 1 groups of 9 blocks¼ 36*9¼ 324 (M�
M) blocks; (c) 24 edge level 1 groups of 6 blocks¼
24*6¼ 144 (M�M) blocks; (d) four corner level 1
groups of 4 blocks¼ 4*4¼16 (M�M) blocks. Thus

Z
ð0Þ

has a total of 324þ 144þ 16¼ 484 (M�M)
blocks.

2. The Blocks in Z
ð1Þ

. ln Z
ð1Þ

, we select the interactions
between level 2 groups and their nearest neighbors.
For example, we need to include Z6252

. However,
we need to exclude those that have been included

Z
ð0Þ

. We define the impedance matrix primes

Z
0

6252
¼

Z191171 01 Z191251 01

Z201171 Z201181 Z201251 Z201261

Z271171 01 Z271251 01

Z281171
Z281181

Z281251
Z281261

2
66666664

3
77777775

ð100Þ

where 01 is the zero matrix of dimension (M�M).

Thus the Z
ð1Þ

, include all the Z0m2n2
, where m2 and n2

are neighbors. As shown in Eq. (101), we note that

the matrix Z0m2n2
(a) consists of blocks with size of M

�M, (b) each block consists of a transmitting region
and a receiving region that are not neighbors of each

other (e.g., in Z191171
, the receiving region is 191 and

the transmitting region is 171 and the two are not
neighbors of each other), and (c) the separation R
between the transmitting and the receiving regions

is at a minimum of 2S for Z191171
, where S is the

block size. It is at a maximum of R¼ 3
ffiffiffi
2
p

S for

Z4411
171 , which is in Z010252

. Thus Z
ð1Þ

includes

3. Four interior level 2 groups that have eight neigh-
bors, four of which have 12 blocks and four of which
have 15 blocks. The total number of blocks is 4*(4*
12þ 4*15)¼ 432.

4. Eight edge level 2 groups that have five neighbors,
three of which have 12 blocks and two of which have
15 blocks. The total number of blocks is 8*(3*
12þ 2*15)¼ 528.

5. Four corner level 2 groups, that have three neigh-
bors, two of which have 12 blocks and one of which
has 15 blocks. The total number of blocks is 4*(2*12
þ 1*15)¼ 156.

6. Thus matrix Z
ð1Þ

includes 432þ 528þ 156¼ 1116 (M
�M) blocks.

7. The Blocks in Z
ð2Þ

. ln Z
ð2Þ

, we select the interactions
between level 3 groups and their nearest neighbors.
For example, we need to include Z1323 . However,
some of the interactions have already been included

in Z
ð0Þ

and Z
ð1Þ

and need to be excluded. We define
the prime impedance matrices

Z
0

1323
¼

Z1232
Z1242

Z1272
Z1282

02 Z2242
02 Z2282

Z5232
Z5242

Z5272
Z5282

02 Z6242 02 Z6282

2

66666664

3

77777775

ð101Þ

Note that the building blocks of Z01323
are level 2

blocks and are of size of (4 M�4 M)¼ 16 M�M. This
is important that as the level increases, there will be
a fourfold growth in block size as we go up each
level. We have four level 3 groups, each of which has
two neighbors with 12 level 2 blocks and one neigh-
bor with 15 level 2 blocks. Thus, we have 4*(2*12þ
1*15)¼ 156 level 2 blocks. Since each level 2 blocks
has 16 level 1 blocks. Thus we have a total of 16*

156¼ 2496 level 1 block in Z
ð2Þ

.

Thus the total count is 484þ 1116þ 2496¼ 4096, and all
the level 1 blocks are counted exactly once. To summarize,

the block size in Z
ð0Þ

is M�M, in Z
ð1Þ

is of M�M, and in

Z
ð2Þ

4 M� 4 M. In applying UV decomposition, the UV
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matrix is applied to each block for that level. Each block
consists of a transmitting region and a receiving region
that are not neighbors of each other. However, their sepa-
rations are within a restricted range as indicated before.

2.4.4. UV Method Based on Interpolation Technique.
The matrix Zmini

, which represents the interactions be-
tween two nonneighbor groups’ mi and ni, can be repre-

sented by UV decomposition. The matrix Zmini
is of

dimensions 4(i�1)M� 4(i� 1)M. The rank of Zmini
, r, is

much smaller than 4(i� 1)M. For simpler notation, we

denote Zmini
by A, which has dimension of N�N and

rank of r with r5N. Decomposition of A by the SVD and
Gram–Schmidt processes will consume CPU time because
N is large. Note that in Section 3, we apply the SVD to find
r. But because of coarse sampling, the selected matrices
are roughly of dimension r� r only.

Let the column of A be denoted by al, where l¼
1,2,y,N; then Amn¼ ðanÞm. The element Amn is the mth
element of the column vector an. However, there are only r
independent columns. In the transmitting region, we
select r points from the N points. The r points must be
uniformly distributed in the transmitting region.

We compute the r columns ul, l¼ 1,2,y,r. Each column
is of dimension of N and coincides with a column of A:

Uml¼ ðulÞm¼AmpðlÞ; m¼ 1; 2; . . . ;N ð102Þ

where p(l) is a column index of A that depends on l. Note
that to get Uml, we need to go through all the N points in
the receiving region. Thus the matrix U has N� r elements.

Because of linear independence, any general column am

of A is a linear combination of ul, that is

am¼
Xr

l¼1

vlmul; m¼ 1; 2; . . . ;N ð103Þ

where vlm are the coefficients to be determined.
We pick r rows of A which has total of N� r elements.

The r rows correspond to r points in the receiving group.
The r points must be uniformly distributed in the receiv-
ing group. We first put these rows in a matrix of R:

Rmap¼AmðmaÞp; p¼ 1; 2; . . . ;N and ma¼ 1;2; . . . ; r ð104Þ

We pick the ma rows in ul, l¼ 1,2,y,r. That will give us a r
� r matrix, which we will call ~UU, and we have
~UUmana

¼ ðuna
ÞmðmaÞ

. Then we set

Rmal¼
Xr

na ¼ 1

~UUmana
vnal; l¼ 1; 2; . . . ;N ð105Þ

In matrix notation, V¼ r�N, R¼ r�N, ~UU¼ r� r,

R¼ ~UUV, and V ¼ ð ~UUÞ�1R. This completes the UV decom-
position:

A¼UV ð106Þ

To summarize, we take r columns of A and then r rows of
N, which constitutes a total of 2r�N elements. We need to

take the inverse of an r� r matrix ~UU and a matrix multi-
plication of the r� r matrix times a r�N matrix. The
computational and memory efficiency is achieved when
r5N.

2.4.5. Computational Complexity Analysis
2.4.5.1. Multilevel Group Sizes and Number of Groups. A

rough surface is generated in a square area with
ffiffiffiffiffi
N
p

points in x direction and
ffiffiffiffiffi
N
p

points in y direction, so the
total number of patches is N. We use various subgroup
sizes at P level to partition the whole area as follows:

1. At Pth level, we split the whole area as four groups.
Each group has N/4 elements:

LP¼ 4¼ 22ðP�Pþ 1Þ ð107Þ

MP¼N=4¼
N

LP
ð108Þ

2. where LP is the number of groups and MP is the
number of elements of each group at Pth level.

3. We split each group into four subgroups and con-
tinue this partitioning; at ith level, we have

Li¼ 22ðP�iþ 1Þ ð109Þ

Mi¼
N

Li
ð110Þ

4. At the first level, we have

L1¼ 22P ð111Þ

M1¼
N

L1
ð112Þ

2.4.5.2. Cost Function at ith Level. In Z
ðiÞ

, we select the
interactions between level (iþ 1) groups and their nearest
neighbors. However, some of the interactions have already
been included in the lower-level groups and must be
excluded here. There are two kinds of neighboring groups:
(1) that sharing only one common point and (2) that
sharing one common edge.

1. Sharing Only One Common Point. For the neighbor-
ing groups of m(iþ 1) and n(iþ 1) shown in Fig. 16a,
only one common point is shared between them. The
impedance matrix that will be calculated is

Z
0

mðiþ 1Þnðiþ 1Þ
¼

Z
mð1Þ

i
nð1Þ

i

Z
mð1Þ

i
nð2Þ

i

Z
mð1Þ

i
nð3Þ

i

Z
mð1Þ

i
nð4Þ

i

Z
mð2Þ

i
nð1Þ

i

0i Z
mð2Þ

i
nð3Þ

i

Z
mð2Þ

i
nð4Þ

i

Z
mð3Þ

i
nð1Þ

i

Z
mð3Þ

i
nð2Þ

i

Z
mð3Þ

i
nð3Þ

i

Z
mð3Þ

i
nð4Þ

i

Z
mð4Þ

i
nð1Þ

i

Z
mð4Þ

i
nð2Þ

i

Z
mð4Þ

i
nð3Þ

i

Z
mð4Þ

i
nð4Þ

i

2
6666666664

3
7777777775

ð113Þ

The dimension of matrix Zmini
is Mi�Mi. The

computational steps for Zmini
. bMi

through the UV
is 2Miri, where ri is the rank of Zmini

. In here we
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assume that the rank ri of Zmini
is same for all block

interactions at the same level. There are 15 nonzero
matrices of Zmini

in the Z0mðiþ 1Þnðiþ 1Þ
. The total compu-

tational steps for Z0mðiþ1Þnðiþ 1Þ
. b0Mðiþ 1Þ

are 30Miri.

2. Sharing One Common Edge. For the neighboring
groups of m(iþ1) and n(iþ 1) shown in Fig. 16b, one
common edge is shared between them. The impe-
dance matrix that will be calculated is

Z
0

mðiþ 1Þnðiþ 1Þ
¼

Z
mð1Þ

i
nð1Þ

i

0i Z
mð1Þ

i
nð3Þ

i

0i

Z
mð2Þ

i
nð1Þ

i

Z
mð2Þ

i
nð2Þ

i

Z
mð2Þ

i
nð3Þ

i

Z
mð2Þ

i
nð4Þ

i

Z
mð3Þ

i
nð1Þ

i

0i Z
mð3Þ

i
nð3Þ

i

0i

Z
mð4Þ

i
nð1Þ

i

Z
mð4Þ

i
nð2Þ

i

Z
mð4Þ

i
nð3Þ

i

Z
mð4Þ

i
nð4Þ

i

2

6666666664

3

7777777775

ð114Þ

There are 12 nonzero matrices of Zmini
in the

Z0mðiþ 1Þnðiþ 1Þ
. The total computational steps for

Z0mðiþ 1Þnðiþ 1Þ
. b0Mðiþ 1Þ

are 24Miri.

3. Interior Groups. The interior groups have eight
neighbors, four of which share only one common
point and four of which share one common edge.
There are ðL

1=2
ðiþ 1Þ � 2Þ2 interior groups at the (iþ

1)th level. Thus the computational steps for the
interior groups at the ith level are

ðL
1=2
ðiþ 1Þ � 2Þ2ð4 � 30Miriþ 4 � 24MiriÞ

¼ 216ðL
1=2
ðiþ 1Þ � 2Þ2Miri

ð115Þ

4. Edge Groups. The edge groups have five neighbors,
two of which share only one common point and three
of which share one common edge. There are
4ðL

1=2
ðiþ 1Þ � 2Þ edge groups at the (iþ 1)th level. Thus

computational steps for the edge groups at the ith
level are

4ðL
1=2
ðiþ 1Þ � 2Þð2 � 30Miriþ 3 � 24MiriÞ

¼ 528ðL
1=2
ðiþ 1Þ � 2ÞMiri

ð116Þ

5. Corner Groups. The corner groups have three neigh-
bors. One of them shares only one common point,
and two of them share one common edge. There are
four corner groups at the (iþ 1)th level. Thus com-
putational steps for the corner groups at the ith level
are

4ð1 � 30Miriþ 2 � 24MiriÞ¼ 312Miri ð117Þ

6. Total Computational Steps at ith Level:

216ðL
1=2
ðiþ 1Þ � 2Þ2Miri

þ528ðL
1=2
ðiþ 1Þ � 2ÞMiriþ 312Miri

¼ 2Mirið108Lðiþ 1Þ

� 168L
1=2
ðiþ 1Þ þ 60Þ

ð118Þ

2.4.5.3. Cost Function for the Multilevel UV Method
(nonnear). The total computational steps for nonneighbor
block interactions through the multilevel UV decomposi-
tion are then

XP�1

i¼ 1

2riMi½108Lðiþ 1Þ � 168L
1=2
ðiþ 1Þ þ 60Þ� ð119Þ

Generally speaking, the rank of each block level will
increase with increase in block size. For simplicity, we
assume ri¼ constant¼ r here, and incorporating this r
into Eq. (119), we have

27rN log2

N

M1

� �
þ 60rN � 120rM1 ð120Þ

2.4.5.4. Cost Function for Near-Field Interactions in Z
ð0Þ

.
All the near-field interactions are included in the matrix

Z
ð0Þ

, which is computed directly as the original impedance

matrix. The block size in Z
ð0Þ

is of dimension of M1�M1.
The computational steps for the block and block interac-
tion are M1

2:

1. The interior group has nine blocks (including self-
interaction). There are ðL

1=2
1 � 2Þ2 interior groups at

the first level. Thus computational steps for the
interior groups at the first level are 9ðL

1=2
1 � 2Þ2M2

1.

2. The edge group has six blocks (including self-inter-
action). There are 4ðL

1=2
1 � 2Þ edge groups at the first

level. Thus computational steps for the edge groups
at the first level are 6ðL

1=2
1 � 2ÞM2

1.

3. The corner group has four blocks (including self-
interaction). There are four corner groups at the
first level. Thus the computational steps for the
corner groups at level 1 are 4M1

2.
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Figure 16. Illustration of block interactions at the ith level.
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4. The total number of computational steps for near-
field interaction is then

9ðL
1=2
1 � 2Þ2M2

1 þ 6ðL
1=2
1 � 2ÞM2

1 þ 4M2
1

¼ ð9NM1 � 12N1=2M
3=2
1 þ 4M2

1Þ

ð121Þ

2.4.6. Cost Function. The total computational steps for
multilevel partitioning UV is the sum of the near and
nonnear interactions and is given by

27rN log2

N

M1
þ 60rN

� 120rM1þ ð9NM1

� 12N1=2M
3=2
1 þ 4M2

1Þ

ð122Þ

2.4.7. Numerical Results and Discussion. The numerical
simulation results are presented in terms of the bistatic
scattering coefficients normalized by the incident power.
Simulations are based on Gaussian random rough sur-
faces with Gaussian correlation functions. The computer
used in the simulations is a Pentium single processor of
2.6 GHz with 2 GB memory. We have implemented both
the SVD-based QR method and the UV method. First, we
will illustrate the rank for the rough surface.

2.4.7.1. Rank Determination for Random Rough Surface.
For the rough-surface scattering problem, the difficulty is
that the vertical sizes of the blocks are always changed
because of the randomness of surface height. Thus we
have to use the coarse–coarse area sampling to determine
the rank. In the simulation, 16 (instead of 100) points per
square wavelength are used for rank determination. In
Table 2, we show the ranks as functions of the horizontal
size, vertical size, and distance between two group cen-
ters. The vertical size is defined as the maximum height of
the surface minus the minimum height of the surface in
the same block. The results are obtained through one
realization of rough-surface profiles with the given RMS
height of 0.5l and correlation length of 0.707l.

2.4.7.2. CPU for the UV. In Table 3, we list the CPU
time based on the UV method for different number of
surface unknowns. The RMS height and correlation

length of the rough surface for all cases is 0.5l and
0.707l, respectively. The preprocessing time of the UV
method is time used to find the rank on the basis of
coarse–coarse sampling and the time to construct the UV
matrix. The CPU time for CG means the CPU time spent
for solving the matrix equation after the matrix filling and
preprocessing is finished. For the case of 65,536 surface
unknowns, it takes about 34 min for the total CPU.

2.4.7.3. Comparison of Bistatic Scattering Coefficients
Simulated from Different Methods for Single Realization. In
Fig. 17, we plot the bistatic scattering coefficients as a
function of the scattering angles. The RMS height and
correlation length are 0.5l and 0.707l, respectively. The
incidence angle is 201. The surface lengths are 8� 8
wavelengths, and we use 64 points per square wavelength
to generate the rough surface. The results simulated from
three methods are shown, which are the exact solution of
the matrix equation, the solution based on the SVD-based
QR method, and the solution of the UV method. All of
them are in good agreement.

In Fig. 18a, we plot the same results except that the
surface lengths are extended to 16� 16 wavelengths.
Because of the limitation of computer memory, we cannot

Table 2. Rank Table of Rough Surfacea

Lx¼Ly (l) Points in Square Distance (l) LZ (l) Rank

1.0 64 2.00 1.402 15
2.0 256 4.00 1.824 25(29)
4.0 1,024 8.00 3.219 35(44)

aFrom one realization of rough surfaces with RMS height of 0.5 l and

correlation length of 0.707l. Surface area is 16� 16 square wavelengths,

64 points per square wavelength are used in generating the rough surface.

For rank determination, 16 points per square wavelength are taken

uniformly from the rough surfaces.

Table 3. CPU for the UV Method

Number of
Unknowns Preprocessing(s)

Conjugate
Gradient(s)

Total
CPU(s)

4,096 6a
þ5b 14 25

16,384 291þ54 170 515
65,536 291þ500 1220 2011

aCPU for rank determination with coarse–coarse sampling.
bCPU for building UV matrix.
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Figure 17. Comparisons of the bistatic scattering coefficients
between numerical simulations from three approaches of exact
solution, SVD-based QR method, and UV method. The RMS
height and correlation length of the rough surface are 0.5l and
0.707l, respectively. The surface area is 8�8 squared wave-
lengths. The incident angle is 201. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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solve the matrix equation with the exact solution. We only
show the simulation results from the SVD-based QR and
the UV method. The two results are in good agreement.

To demonstrate that the proposed algorithm can be
used also for a large number of surface unknowns, we plot
the simulation results for the case of RMS height of 0.5l
and correlation length of 0.707l at an incidence angle of
201 in Fig. 18b. The surface lengths are 16� 16 wave-
lengths, but we use 256 points per square wavelength to
sample the rough surface. Again, very good agreement is
observed at all scattering angles between the simulation
results from the SVD-based QR method and the UV.

3. APPLICATIONS IN MICROWAVE REMOTE SENSING

Soil surface roughness is a major problem in land
surface sensing. However, effects of vegetation cover are
equally, if not more, important since very few land sur-
faces are not vegetation-covered. This article addresses
roughness effects. We include both volume and surface
scattering by considering a volume scattering layer
above the rough surface; this is done using the NMM3D
rough-surface results as a boundary condition for radia-
tive transfer theory [33]. The model will be applied
to vegetation effects over rough soil surface in a future
paper.

Measurements of soil and ocean surface thermal emis-
sion at microwave frequency can provide the means to
predict soil moisture and ocean wind velocity. In active
microwave remote sensing, the radar backscattering re-
sponse of soil surface at microwave frequencies is mea-
sured to evaluate the soil moisture and surface roughness
parameters. The study of frequency, polarimetric, and
angular dependence of the backscattering coefficients of
rough surface is essential for retrieving soil moisture. In
this section, we illustrate the numerical results from the
NMM3D in active and passive remote sensing. In Section
3.1, NMM3D applications in active remote sensing will be
described; in Section 3.2, we describe applications in
passive remote sensing.

3.1. Application of NMM3D with Pulse Basis Function and
Point-Matching Method in Active Remote Sensing

The backscattering coefficients of wet soil surfaces are
studied with the three-dimensional Monte Carlo simula-
tions using the Stratton–Chu formulation, pulse basis
functions, and point matching. The method was described
earlier in this article. The simulation results are compared
with the experimental measurements for backscattering
coefficients at L and C frequency bands and at multi-
incidence angles. Fairly good agreements are obtained for
the same physical surface roughness parameters at both
frequency bands. The Monte Carlo simulation results of
bistatic scattering from random rough surface in this
section are averaged over 30 realizations.

The experimental data are taken from Oh et al. [34].
We choose these data because (1) they cover a wide range
of surface roughness from smooth to very rough, (2) the
RMS heights and correlation lengths of each field are
given, (3) measurements are made for both dry and wet
soils, and (4) the measurements are performed at three
frequency bands of L, C, and X and incidence angles of 10–
701. There are four total surface fields used in the mea-
surements. Fields 1 and 2 have similar surface roughness
parameters and soil moisture levels, and they are very
smooth. Field 3 is rough, and the field 4 is very rough. We
will show the simulation results and their comparisons
with the measurements for fields 1 and 3. For convenience,
we list the measured rough surface parameters and
relative permittivities of soil given by Oh et al. [34] and
in Table 4. It was reported that these two rough-surface
profiles are closer to an exponential correlation function
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Figure 18. Comparisons of the bistatic scattering coefficients
between the numerical simulations from two approaches of the
SVD-based QR method and the UV method. The RMS height and
correlation length of rough surface are 0.5l and 0.707l, respec-
tively. Surface area is 16�16 squared wavelengths, with 64
points per square wavelength (a) and 256 points per square
wavelength (b) used in the rough surface sampling. The incident
angle is 201. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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[34], so the numerical simulations of rough-surface scat-
tering are conducted for the Gaussian rough surface with
an exponential correlation function. The exponential cor-
relation function is given by

Cðx; yÞ¼h2 exp�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2þ y2

p

l
ð123Þ

and its corresponding spectrum is

WðkÞ¼
h2l2

2p½1þ ðklÞ2�3=2
ð124Þ

where parameter h is RMS height and l is correlation
length.
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Figure 19. Comparisons of backscattering coefficients between
numerical simulations and measurements for rough soil surface
with wet-soil moisture conditions: (a) f¼1.5 GHz; (b) f¼4.75 GHz.
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Table 4. Measured Surface Roughness Parameters and Relative Permittivities of Soil

Relative Permittivity

Wet Soil Dry Soil

Field RMS Height (cm) Correlation Length (cm) At 1.5 GHz At 4.75 GHz At 1.5 GHz At 4.75 GHz

1 0.4 8.4 15.57þ i3.71 15.42þ i2.15 7.99þ i2.02 8.77þ i1.04
3 1.12 8.4 15.34þ i3.66 15.23þ i2.12 7.70þ i1.95 8.50þ i1.00
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Figure 20. Comparisons of backscattering coefficients between
numerical simulations and measurements for rough soil surface
with dry-soil moisture conditions: (a) f¼1.5 GHz; (b) f¼4.75 GHz.
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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3.1.1. Comparison of Backscattering Coefficients for Wet
and Dry Soils for Rough Surface of Field 3. In Figs. 19 and
20, we illustrate the results respectively for wet and dry
soils. We show the backscattering coefficients obtained
from the Monte Carlo simulations as a function of in-
cidence angles and the comparisons with the experimental
measurements for field 3. The surface roughness para-
meters and permittivities of soil are taken from the
measurements given by Oh et al. [34]. The RMS height
and correlation length of the measured soil surface are
1.12 cm and 8.4 cm, respectively. The relative permittiv-
ities of wet and dry soils are 15.34þ i3.66 and 7.70þ i1.95
at L band and 15.23þ i2.12 and 8.50þ i1.0 at C band.
Figure 19 is simulated from wet-soil conditions and
Fig. 20, from dry-soil conditions. Figures 19a and 20a

are for L band and Figs. 19b and 20b, for C band. Figure
20a gives the best match between the simulations and
measurements; other figures (Figs. 19a,b, 20b) also show
the fairly good agreement between the simulations and
the measurements.

3.1.2. Comparison of Backscattering Coefficients for Wet
and Dry Soils for Slightly Rough Surface of Field 1. In Figs.
21 and 22, we illustrate the results respectively for wet
and dry soils of field 1. The field 1 is smoother than the
field 3. The physical RMS height and correlation length
are only 0.4 and 8.4 cm, respectively. There are also two
sets of soil moisture conditions, wet and dry, similar to
those for field 3. The relative permittivities of wet and dry
soils are 15.57þ i3.71 and 7.99þ i2.02 at L band and 15.42
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Figure 21. Comparisons of backscattering coefficients between
numerical simulations and measurements for slightly rough
soil surface with wet-soil moisture conditions: (a) f¼1.5 GHz;
(b) f¼4.75 GHz. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 22. Comparisons of backscattering coefficients between
numerical simulations and measurements for slightly rough
soil surface with dry-soil moisture conditions: (a) f¼1.5 GHz; (b)
f¼4.75 GHz. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Table 5. Comparison between Wet and Dry Soils

Polarization

Parameter HH (dB) VV(dB)

a. Measurement Data with Frequency¼1.5 GHz, RMS¼1.2 cm, cl¼8.4 cm

Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.34þ i3.66) �9.6 �11.0 �13.8 �16 �22.6 �7.0 �8.5 �8.9 �9.3 �13.2
Dry soil (7.7þ i1.95) �8.8 �12.4 �16.2 �19.5 �23.5 �9.8 �10.2 �12.5 �18.9 �21.3
Wet/dry-soil data difference 0.8 1.4 2.4 3.5 0.9 2.8 1.7 3.6 9.6 8.1
Average difference 1.8 5.16

b. Numerical Simulations with Frequency¼1.5 GHz, RMS¼1.12 cm, cl¼8.4 cm
Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.34þ i3.66) �7.3 �11.5 �14.6 �18.9 �23.2 �6.1 �8.4 �11.6 �14.5 �17.5
Dry soil (7.7þ i1.95) �9.1 �12.9 �16.1 �19.8 �23.8 �8.0 �11.1 �14.0 �17.3 �20.1
Wet/dry-soil data difference 1.8 1.4 1.9 0.9 0.3 1.9 2.7 2.4 2.8 2.6
Average difference 1.26 2.48

c. Measurement Data with Frequency¼4.75 GHz, RMS¼1.12 cm, cl¼8.4 cm

Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.23þ i2.12) �4.1 �6.2 �8.8 �10.8 �14.2 �4.0 �6.3 �7.4 �9.3 �11.2
Dry soil (8.5þ i1.00) �0.4 �6.2 �7.8 �11 �14.5 �0.5 �5.3 �6.8 �10.1 �12.5
Wet/dry-soil data difference 3.7 0 1 0.2 0.3 3.5 1.0 0.6 0.8 1.3
Average difference 1.04 1.44

d. Numerical Simulations with Frequency¼4.75 GHz, RMS¼1.12 cm, cl¼8.4 cm

Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.23þ i2.12) �1.1 �4.2 �9.8 �13.8 �18.2 �0.4 �3.6 �8.0 �11.3 �14.8
Dry soil (8.5þ i1.00) �1.2 �5.3 �10.3 �13.5 �18.9 �1.8 �4.2 �9.0 �11.8 �15.5
Wet/dry-soil data difference 0.1 1.1 0.5 0.3 0.7 1.4 0.6 1.0 0.5 0.7
Average difference 0.54 0.84

e. Measurement Data with Frequency¼1.5 GHz, RMS¼0.4 cm, cl¼8.4 cm

Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.57þ i3.71) �13.8 �20. �24. �26.3 �30.7 �12. �17.6 �20.3 �21.6 �25.0
Dry soil (7.99þ i2.02) �16.8 �21.6 �24.2 �28.3 �31.6 �14.3 �20. �20.2 �22.8 �25.3
Wet/dry-soil data difference 3.0 1.6 0.2 2.0 0.9 2.3 2.4 �0.1 1.2 0.3
Average difference 1.54 1.22

f. Numerical Simulations with Frequency¼1.5 GHz, RMS¼0.4 cm, cl¼8.4 cm

Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.57þ i3.71) �13.8 �18.8 �20.3 �22.1 �25.3 �13.8 �16.8 �20. �22.2 �23.3
Dry soil (7.99þ i2.02) �15.5 �20.1 �21.6 �23.2 �25.8 �15.6 �18.6 �22.3 �25. �26.1
Wet/dry-soil data difference 1.7 1.3 1.3 1.1 0.5 1.8 1.8 2.3 2.8 2.8
Average difference 1.18 2.3

g. Measurement Data with Frequency¼4.75 GHz, RMS¼0.4 cm, cl¼8.4 cm
Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.42þ i2.15) �9.1 �15. �17.9 �21. �24.3 �8.7 �13 �13.6 �15.5 �16.4
Dry soil (8.77þ i1.04) �11.7 �15.6 �19. �22.1. �24.9 �11.6 �14.8 �16.3 �19.2 �20.8
Wet/dry-soil data difference 2.6 0.6 1.1 1.1 0.6 2.9 1.8 2.7 3.7 4.4
Average difference 1.2 3.1

h. Numerical Simulations with Frequency¼4.75 GHz, RMS¼0.4 cm, cl¼8.4 cm

Incidence angle 20 30 40 50 60 20 30 40 50 60
Wet soil (15.42þ i2.15) �9.0 �14.3 �17.8 �20.8 �24.7 �8 �12 �15.2 �17.7 20.0
Dry soil (8.77þ i1.04) �10.3 �15.3 �18.8 �21.8 �25 �9.3 �13.7 �16.8 �20 �20.2
Wet/dry-soil data difference 1.3 1 1 1 0.3 1.3 1.7 1.6 2.3 0.2
Average difference 0.92 1.42



Table 6. Relative Permittivities of Soil Moisture in Weight at L Band

Moisture (%) 5 7.5 10.0 12.5 15.0 17.5 20.0 22.5 15.0

Permittivity 4.06þ i0.300 4.81þ i0.45 5.56þ i0.600 7.35þ i0.872 10.8þ i1.335 14.25þ i1.797 17.7þ i2.260 21.15þ i2.722 24.6þ i3.185

Table 7. Relative Permittivities of Soil Moisture in Volumetric Water Content (cm3/cm3) at L and C Bands

Moisture 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

Permittivity at L band 3.66þ i0.15 4.66þ i0.29 6.26þ i0.52 8.45þ i0.85 11.3þ i1.27 15.2þ i1.82 19.2þ i2.41 23.1þ i3.04
Permittivity at C band 3.62þ i0.19 4.52þ i0.44 5.94þ i0.85 7.90þ i1.42 10.4þ i2.17 13.9þ i3.22 17.4þ i4.30 20.8þ i5.30

Table 8. Calculated Emissivitiesa

Correlation Length (in Wavelengths), Horizontal Polarization

Moisture (%): 0.33 0.4 0.5 0.6 0.7 0.8 0.9 1.0

5.00 0.8060 0.8011 0.7918 0.7841 0.7777 0.7720 0.7671 0.7636
7.50 0.7758 0.7693 0.7591 0.7514 0.7442 0.7377 0.7330 0.7286
10.0 0.7464 0.7393 0.7290 0.7205 0.7133 0.7072 0.7017 0.6973
12.5 0.7092 0.6964 0.6855 0.6743 0.6676 0.6614 0.6569 0.6520
15.0 0.6385 0.6236 0.6088 0.5990 0.5919 0.5862 0.5758 0.5766
17.5 0.5819 0.5668 0.5504 0.5393 0.5365 0.5248 0.5193 0.5149
20.0 0.5453 0.5309 0.5149 0.5042 0.4961 0.4896 0.4840 0.4792
22.5 0.5220 0.5077 0.4925 0.4827 0.4755 0.4695 0.4642 0.4596
25.0 0.4986 0.4826 0.4678 0.4577 0.4508 0.4454 0.4409 0.4366

aParameters: RMS height¼ 0.1l, observation rangle¼ 501.

Table 9. Calculated Emissivitiesa

Correlation Length (in Wavelengths), Vertical Polarization

Moisture (%): 0.33 0.4 0.5 0.6 0.7 0.8 0.9 1.0

5.00 0.9565 0.9545 0.9541 0.9550 0.9563 0.9578 0.9592 0.9603
7.50 0.9437 0.9410 0.9400 0.9408 0.9423 0.9439 0.9454 0.9468
10.0 0.9308 0.9276 0.9261 0.9268 0.9284 0.9302 0.9318 0.9333
12.5 0.9081 0.9024 0.8995 0.8995 0.9006 0.9018 0.9031 0.9043
15.0 0.8568 0.8508 0.8469 0.8468 0.8480 0.8493 0.8510 0.8524
17.5 0.8202 0.8104 0.8036 0.8041 0.8054 0.8073 0.8091 0.8107
20.0 0.7841 0.7744 0.7684 0.7655 0.7696 0.7716 0.7734 0.7714
22.5 0.7535 0.7412 0.7361 0.7363 0.7382 0.7402 0.7423 0.7440
25.0 0.7272 0.7123 0.7048 0.7073 0.7092 0.7113 07134 0.7130

aParameters: RMS height¼ 0.1l, observation angle¼ 501.

Table 10. Calculated Emissivitiesa

Soil Moisutre in Weight (%)

Emissivity 5.00 7.50 10.0 12.5 15.0 17.5 20.0 22.5 25.0

H (case 1) 0.8060 0.7758 0.7464 0.7092 0.6385 0.5819 0.5453 0.5220 0.4986
H (case 2) 0.8392 0.8053 0.7946 0.7519 0.6868 0.6376 0.6054 0.5804 0.5535
H (case 3) 0.8107 0.7820 0.7686 0.7252 0.6593 0.6110 0.5802 0.5653 0.5333
V (case 1) 0.9565 0.9437 0.9308 0.9081 0.8568 0.8202 0.7841 0.7535 0.7272
V (case 2) 0.9289 0.9123 0.8990 0.8667 0.8143 0.7698 0.7345 0.7064 0.6806
V (case 3) 0.9302 0.9154 0.9052 0.8758 0.8266 0.7840 0.7503 0.7227 0.6961

aParameters

Case 1: RMS height¼ 0.1l, correlation length¼ 0.333l, observation angle¼501.

Case 2: RMS height¼ 0.3l, correlation length¼ 1.000l, observation angle¼501.

Case 3: RMS height¼ 0.3l, correlation length¼ 1.000l, observation angle¼551.
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þ i2.15, and 8.77þ i1.04 at C band. Figure 21 shows
numerical simulation results and their comparisons with
the measurements for wet soil, Fig. 22 is for dry soil
surface. Figures 21a and 22a are results at C band and
Figs. 21b and 22b, at L band. For C-band results, both
vertical and horizontal polarizations are in good agree-
ment with the measurements at both wet and dry soil
conditions. However, for L-band results, only those of
vertical polarization are comparable with the experimen-
tal measurements at the full range of incident angles. For
the horizontal polarization, the simulation results are
consistent with the measurements at small incident
angles, while at large incidence angle, some of the
backscattering coefficients of horizontal polarization ex-
ceed those of vertical polarization. This is because a higher
number of realizations is needed in the numerical simula-
tions for the horizontal polarization to converge.

However, a major limitation of the simulations listed in
Table 5 is that the surface has to be much larger than the
wavelength so that the tapered wave can be used to
approximate a plane wave. With limited computer re-
sources, the present surface area is 8� 8 wavelengths.
With a finite surface area, the incident wave is not a plane
wave in a single direction. It actually has an angular
spectrum about the direction with the angular width
roughly equal to the wavelength divided by the surface
length. This means an incident angle of 401 actually has
an angular spread of B401. Thus the simulations will not
be able to simulate the true results if there are large
angular variations of backscattering. We have put the
results of backscattering in tabulated form in Table 5. The
table shows that the simulations do reveal dependence on
soil moisture, although not as drastically as for the VV
polarization in the experimental measurements.

3.2. Application in Passive Remote Sensing

In the NMM3D of rough-surface scattering, we solve
Maxwell equations in three dimensions to calculate emis-

sivities for applications in passive microwave remote
sensing of soil and ocean surfaces.

3.2.1. Application of NMM with Pulse Basis Function and
Point Matching Method. In this section, we illustrate the
numerical simulation results of emissivities of wet soils
with a 2D rough surface (3D problem). Simulations are
based on Gaussian random rough surfaces with Gaussian
correlation functions. In the numerical results, the surface
area used is 64 square wavelengths. We use 64 points per
square wavelength as a coarse grid and 256 points per
square wavelength as a dense grid, which leads to totally
98,304 surface unknowns. In our experiences of simula-
tions for 1D lossy dielectric rough surfaces [6] within the
range of relative permittivity, we found that 16 points per
wavelength (256 points per square wavelength) can give
accurate results for the emissivity for each single realiza-
tion. For rough surfaces with an RMS height of 0.3l,
correlation length of 1.0l, and relative permittivity of 17,
the total CPUs for a single dense grid with SMCG are
B45 h for a TE wave and 49 h for a TM wave, respectively,
on a DEC 3000/700 workstation. By using the PBTG with
SMCG, the CPUs are about 8.5 h for TE and 9.0 h for TM,
respectively, for the same case. We have shown that the
SMCG is with the computational complexity of
O(N log(N)) in Refs. 35 and 36. The permittivities of wet
soil by weight of the soil moisture at L band (1.4 GHz) [37]
are listed in Table 6. The relative permittivity values of
soil moisture in volumetric water content (cm3/cm3)
[38,39] for L and C bands are given in Table 7. The C
band is at 5 GHz. All cases were computed at an observa-
tion angle of 501. In Tables 8–12, emissivities calculated
are tabulated for interested readers. We also illustrate the
brightness temperatures in Figs. 23 and 24. The physical
temperature is taken as 300 K for all cases.

The brightness temperatures in passive microwave
remote sensing are measured at L and C bands; thus it
is useful to compare the brightness temperatures of soils
at L and C bands using the same physical parameters of

Table 11. Calculated Emissivitiesa

Volumetric Water Content (cm3/cm3)

Emissivity 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

H (L band) 0.8434 0.8008 0.7490 0.6996 0.6446 0.5868 0.5553 0.5278
H (C band) 0.8626 0.8285 0.7900 0.7613 0.7160 0.6658 0.6313 0.6032
V (L band) 0.9615 0.9444 0.9181 0.8817 0.8424 0.7995 0.7593 0.7256
V (C band) 0.9393 0.9178 0.8867 0.8441 0.8045 0.7630 0.7284 0.6989

aParameters: RMS height¼ 2.45 cm, correlation length¼ 8.0 cm, observation angle¼ 501; L band—F¼ 1.4 GHz, C Band—F¼ 5.0 GHz.

Table 12. Calculated Emissivitiesa

Volumetric Water Content (cm3/cm3)

Emissivity 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40

H (L band) 0.7807 0.7258 0.6684 0.6198 0.5597 0.4915 0.4560 0.4354
H (C band) 0.8202 0.7793 0.7290 0.6778 0.6234 0.5656 0.5272 0.4990
V (L band) 0.9854 0.9747 0.9503 0.9132 0.8766 0.8426 0.8042 0.7633
V (C band) 0.9604 0.9430 0.9169 0.8820 0.8427 0.7968 0.7581 0.7254

aParameters: RMS height¼ 0.73 cm, correlation length¼ 35.5 cm, observation angle¼ 501; L band—F¼ 1.4 GHz, C Band—F¼ 5.0 GHz.
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roughness and soil moisture. In Fig. 23a, we plot the
brightness temperatures as a function of soil moisture in
volumetric water content at both L and C bands. The
corresponding permittivities are taken from Table 7. The
physical parameters are that the RMS height is 2.45 cm
and correlation length is 8.0 cm. We can see that the
brightness temperatures are higher at C band than at L
band for horizontal polarization and lower at C band than
at L band for vertical polarization. Since the permittivities
between L and C bands are comparable, the results
indicate that roughness has a greater effect on C band

than at L band. In Fig. 23b, the results are shown with
different rough-surface parameters. The RMS height is
0.73 cm, and the correlation length is 3.5 cm in this figure.
Comparing the results of Figs. 23a and 23b indicates that
as roughness decreases, the brightness temperatures of L
and C bands are closer to each other.

3.2.2. With RWG Basis Function and Galerkin Method.
In this section, we illustrate the numerical simulation
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Figure 24. Brightness temperature of Monte Carlo simulations
averaged over five realizations as a function of correlation length
and comparisons with those from the second-order small-pertur-
bation method, and from the PBTG/pulse. The case is for RMS
height 0.1l, relative permittivity 17þ2i, and physical tempera-
ture of 283 K at observation angle 501. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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between the SMCG/RWG and the SMCG/pulse for the TE wave
incidence of copolarization. The case is for RMS height 0.1l,
correlation length of 1.0l, and relative permittivity 17þ2i at
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Figure 23. Variation of brightness temperatures with the soil
moistures in volumetric water content at L and C bands using the
permittivities in Table 7. The physical rough surface parameters
are RMS height of 2.45 cm and correlation length of 8.0 cm (a) and
RMS height of 0.73 cm and correlation length of 3.5 cm (b). The
observation angle is 501. The solid and dashed lines represent
horizontal and vertical polarizations, respectively, at L band;
circles and stars indicate horizontal and vertical polarizations,
respectively, at C band.
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results using the RWG basis functions and SMCG. Three
types of random rough surfaces are studied: (1) Gaussian
rough surfaces with Gaussian correlation function, (2) the
exponential correlation function, and (3) the ocean spec-
trum. Surface area is 8� 8 square wavelengths. As many
as 96,266 current basis functions are used. Results are
computed using parallel computations with the near
interaction set at 2.1l. We use T¼ 283 K as the physical
temperature. Besides plotting the results, we also tabulate
the results of emissivities so that the accuracies can be
ascertained and to facilitate future comparisons for read-
ers. Energy conservation checks are given by adding a(yi)
and r(yi). We have gained extensive experience in our
course of numerical simulations. On one hand, passive
remote sensing requires great accuracy in energy conser-
vation, which is not required in active remote sensing. On
the other hand, passive remote sensing is easier than
active remote sensing in other ways. For example, in
active remote sensing, the results fluctuate from realiza-
tion to realization because of speckle. However, in passive
remote sensing, the emissivity requires an integration of
bistatic scattering cross sections over solid angles over the
hemisphere. The integration smooths out the fluctuations
that exist in the bistatic coefficients. Our experience
indicates that passive remote sensing requires for fewer
realizations than does active remote sensing. Tests of
convergence with realizations have also been done in the
past. Five realizations were used for the results reported
in this section. Checks have been used for selected cases
using five or more realizations.

In the past, extensive studies have also been done with
sample size varying from 8l� 8l to 16l� 16l, and so on.
The physical meaning is that the coherent interaction of
waves is limited in extent. Thus if coherent interaction is
limited to 8� 8 square wavelengths, then incoherent

superposition can be exercised beyond 8� 8 wavelengths.
Numerical solutions of Maxwell equations need to be done
for an area of 8� 8 square wavelengths. Because of our
previous experience in varying sample sizes, an 8l�8l
area was used in this section. The surface length of 8l is
much larger than the correlation lengths.

The results of emissivities are tabulated. Energy con-
servation test for each case is given. Thus the accuracy of
the emissivities values should be judged in relation to the
test of energy conservation.

3.2.2.1. Emissivities and Bistatic Scattering Cross Sections
of Gaussian Surfaces with Gaussian Correlation Function. We
compare the brightness temperature results of rough
surfaces with Gaussian correlation function using three
methods: SMCG with pulse basis functions (SMCG/pulse),
SMCG with RWG basis functions (SMCG/RWG), and
SPM. By SPM, we mean the common second-order SPM
result of emissivity, which is computing the coherent field
to second order and incoherent field to first order [40]. In
Fig. 24, the brightness temperatures are shown as func-
tions of correlation length from 0.3l to 1.2l with a fixed
value of RMS height at 0.1l, for both TE and TM waves.
The observation angle is 501, and the relative permittivity
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Figure 26. The profiles of surface side views
by exponential and Gaussian correlation func-
tions. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 27. The profiles of surface side views
by ocean spectrum with various values of
upward limit kU. (This figure is available in
full color at http://www.mrw.interscience.
wiley.com/erfme.)

Table 13. Measured Surface Roughness Parameters and
Relative Permittivities of Wet Soil

Relative Permittivity
RMS Height

(cm)
Correlation
Length (cm) At 1.5 GHz At 4.75 GHz

Field 1 0.4 8.4 15.57þ i3.71 15.42þ i2.15
Field 3 1.12 8.4 15.34þ i3.66 15.23þ i2.12

ROUGH-SURFACE SCATTERING: NUMERICAL SIMULATIONS AND APPLICATIONS IN MICROWAVE REMOTE SENSING 4577



Table 14. Emissivities of Soil Surfaces with RMS Height
0.40 cm, Correlation Length 8.4 cm, in L Band

(1) (2) (3) (4) (5) (6)

TE 30 0.5891 1.0065 0.5851 0.0040
TE 40 0.5465 0.9936 0.5413 0.0052
TE 50 0.4930 0.9926 0.4806 0.0124
TM 30 0.6951 1.0048 0.6893 0.0058
TM 40 0.7397 1.0040 0.7342 0.0055
TM 50 0.7997 1.0061 0.7969 0.0028

Columns: (1) polarization type (transverse electric or magnetic); (2)

incident angle (1); (3) emissivity (%); (4) energy conservation (%); (5)

emissivity of flat surface (%); (6) rough/flat-surface emissivity difference

(%).

Table 15. Emissivities of Soil Surfaces with RMS Height
0.40 cm, Correlation Length 8.4 cm, in C Band

(1) (2) (3) (4) (5) (6)

TE 30 0.6140 1.0078 0.5923 0.0217
TE 40 0.5752 0.9942 0.5485 0.0267
TE 50 0.5136 0.9936 0.4875 0.0261
TM 30 0.7219 0.9932 0.6964 0.0255
TM 40 0.7563 1.0034 0.7411 0.0152
TM 50 0.8086 1.0018 0.8035 0.0051

Columns: (1) polarization type (transverse electric or magnetic); (2)

incident angle (1); (3) emissivity (%); (4) energy conservation (%); (5)

emissivity of flat surface (%); (6) rough/flat-surface emissivity difference

(%).
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Figure 28. The brightness temperature of
Monte Carlo simulation averaged over five reali-
zations as a function of observation angles and
comparisons with those from the second-order
small-perturbation method for field I with RMS
height 0.40 cm, correlation length 8.4 cm, in L
band (a) and in C band (b). (This figure is avail-
able in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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is 17þ i2.0. It is shown that the results for the three
approaches agree very well for the case of TM wave
incidence. The exception for the TM case is the deviation
from the numerical solutions by SPM at a correlation
length of 0.3l. In the case of TE wave incidence, SMCG/
pulse gives lower results than does SMCG/RWG by about
5 K for a large RMS slope. SPM gives good comparison for
small slopes but becomes inaccurate by as much as 20 K
for large slopes.

In Fig. 25, the bistatic scattering coefficients of the
same surfaces are compared between the SMCG/RWG and
SMCG/pulse for the TE wave incidence at the incident
angle of 501. The RMS height and correlation length of
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Figure 29. The brightness temperature of
Monte Carlo simulation averaged over five reali-
zations as a function of observation angles and
comparisons with those from the second-order
small-perturbation method for field III with RMS
height 1.12 cm, correlation length 8.4 cm in L
band (a) and in C band (b). (This figure is avail-
able in full color at http://www.mrw.interscience.
wiley.com/erfme.)

Table 16. Emissivities of Soil Surfaces with RMS Height
1.12 cm, Correlation Length 8.4 cm, in L Band

(1) (2) (3) (4) (5) (6)

TE 30 0.6351 1.0031 0.5877 0.0474
TE 40 0.5944 0.9970 0.5439 0.0505
TE 50 0.5338 0.9968 0.4831 0.0507
TM 30 0.7380 1.0023 0.6919 0.0461
TM 40 0.7658 1.0045 0.7367 0.0291
TM 50 0.8140 1.0015 0.7992 0.0148

Columns: (1) polarization type (transverse electric or magnetic); (2) incident

angle (1); (3) emissivity (%); (4) energy conservation (%); (5) emissivity of flat

surface (%); (6) rough/flat-surface emissivity difference (%).
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Gaussian surface are 0.1l and 1.0l, and the relative
permittivity is 17þ2i. The results are for a single realiza-
tion. The comparison in Fig. 25 shows good agreement
between two approaches. This shows that pulse basis
functions can give accurate results for bistatic scattering
coefficients but less accurate results for passive remote
sensing. We plot the surface profiles with the exponential
correlation function, Gaussian correlation function, and
ocean spectrum in Figs. 26 and 27. Figure 26 shows the
fine irregular features that exist in exponential correla-
tion function. This is the cause of the large emissivity
differences between Gaussian correlation function and
exponential correlation function. Figure 27 shows those
new features of irregularity in the roughness profiles
when the upper limit of ocean spectrum is increased. It
is apparent that surfaces with exponential correlation
function and ocean spectrum can have fine-scale features
with large RMS slope. Although the Gaussian correlation
function is inappropriate for soil surface, soil surface
characterization remains an important problem. Expo-
nential correlation function is just one better choice than
the Gaussian correlation function. It is to be noted that
the exponential correlation function does not have RMS
slopes if the roughness spectrum upper limit is set at
infinity. However, in actual implementation in this sec-
tion, 16 points per wavelength is used to generate the
roughness profile. This corresponds to setting an upper
limit on the roughness spectrum.

3.2.2.2. Soil Surfaces. The experimental results are
from Oh et al. [34]. The physical surface parameters,
based on the exponential correlation function, are the
same for both L and C bands. Field I is smooth, and field
III is rough. The measured rough surface parameters and
relative permittivities of wet soil are listed in Table 13.
The upper limits of wavenumber in the spectrum are 3.55
and 11.24 cm� 1, respectively, in L and C bands. The
numerical results are presented with various incident
angles and compared with those from SPM.

In Figs. 28a and 28b, we illustrate the brightness
temperature results in L and C bands, respectively, for
the smooth field I with RMS height 0.4 cm and correlation
length 8.4 cm. The dashed–dotted curves are results of
calculations from the Fresnel equations. It is shown that
surface roughness increases the brightness temperature
over flat surfaces for both horizontal and vertical polar-
izations. The difference of brightness temperature be-
tween rough surface and flat surface is larger in C band
than in L band; this can be observed from both numerical
results and SPM. In this case, the results from SPM are
comparable to the numerical results. The numerical va-
lues of emissivities of field I are also tabulated in Tables 14
and 15, respectively, for L and C bands.

As the surface slope increases, the SPM cannot give
the correct results of brightness temperature. We can
see that from results for field III, which has RMS height
of 1.12 cm and correlation length of 8.4 cm. In Figs. 29a
and 29b, the brightness temperature results are illu-
strated for L and C bands, respectively. In this case, the
SPM results are much higher than the numerical results.
This means that the SPM is used beyond the limit of
validity. We also see that the deviation of SPM results
from numerical results is worse in C band than in L band.
The numerical values of emissivities of field III are also
tabulated in Tables 16 and 17, respectively, for L and
C bands.

3.2.2.2.1. Comparison with Experimental Data. Numeri-
cal results are compared with measurements of soil sur-
faces [41]. The measurements were conducted at Texas

Table 18. Comparison of Numerical Results (NMM) with Experimental Brightness Temperature Measurements (Surface
RMS Height r¼2.6 cm)

Dataset Correlation Length (cm) Relative Permittivity Physical Temperature (K) Flat Surface TB(K) NMM TB(K) Experiment

CM 37.0 29.4þ i3.86 296.0 160.45 217.0 216.8
CM 48.2 20.05þ i2.57 295.7 190.56 227.4 224.2
CM 87.6 23.57þ i3.05 303.7 177.68 223.6 221.1
CM 913.0 15.98þ i2.03 297.8 212.91 227.4 223.53

Table 19. Emissivities and Brightness Temperature with Various Values of kU and kL¼100 rad/m

Polarization kU (rad/m) Emissivity (%) Energy Conservation (%) Emissivity of Flat Surface (%) TB (K) rTB (Rough–Flat)

TE 400 0.3118 0.9921 0.2872 88.2 6.96
TE 1000 0.3207 0.9920 0.2872 90.8 9.48
TE 4000 0.3233 0.9915 0.2872 91.5 10.22
TM 400 0.5477 0.9967 0.5594 155.0 �3.31
TM 1000 0.5550 0.9961 0.5594 157.1 �1.25
TM 4000 0.5604 0.9925 0.5594 158.6 0.30

Table 17. Emissivities of Soil Surfaces with RMS Height
1.12 cm, Correlation Length 8.4 cm, in C Band

(1) (2) (3) (4) (5) (6)

TE 30 0.7388 1.0045 0.5947 0.1441
TE 40 0.7028 1.0062 0.5508 0.1520
TE 50 0.6535 1.0082 0.4898 0.1637
TM 30 0.7962 0.9912 0.6988 0.0974
TM 40 0.8058 0.9900 0.7434 0.0624
TM 50 0.8318 0.9869 0.8056 0.0262

Columns: (1) polarization type (transverse electric or magnetic); (2) incident

angle (1); (3) emissivity (%); (4) energy conservation (%); (5) emissivity of flat

surface (%); (6) rough/flat-surface emissivity difference (%).
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Table 20. Emissivities of Ocean Surfaces at Windspeed 10 m/s with kL¼100 rad/m and kU¼4000 rad/m

Polarization Incident Angle (1) Emissivity (%) Energy Conservation (%) Emissivity of Flat Surface (%) rTB (Rough–Flat)

TE 30 0.3723 1.0028 0.3662 1.72
TE 40 0.3427 0.9956 0.3319 3.06
TE 50 0.3056 0.9927 0.2872 5.21
TM 30 0.4744 0.9960 0.4555 5.35
TM 40 0.4991 1.0040 0.4971 0.57
TM 50 0.5534 0.9966 0.5594 �1.70
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Figure 30. The brightness temperature of
Monte Carlo simulation averaged over five reali-
zations as a function of observation angles and
comparisons with those from the second-order
small-perturbation method for ocean surfaces
with windspeeds of 10 m/s (a) and 20 m/s (b).
(This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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A&M University [42,43] for 16 profiles of soil moisture and
temperatures. The brightness temperatures were mea-
sured at nadir incidence of l¼ 21 cm. Ground truth mea-
surements of soil moisture and temperature were taken at
several depths down to 15 cm. The standard deviation of
height s was also measured and was 2.6 cm.The permit-
tivities are calculated by using the mixing formula at a
wavelength of 21 cm [44], based on soil moisture measure-
ments in each layer. Then, they are averaged from the soil
depth of 0–2 cm. The weighted physical temperature,
based on measurements, was used for each profile. Since
there was no measurement of the horizontal correlation
length, the correlation length within a reasonable range
was chosen to match the data. In Table 18 we list the
results for 4 of the 16 profiles; these 4 cases are with large
permittivities.

In performing numerical simulations, the exponential
correlation function with an upper wavenumber limit of
3.38/cm is employed to generate rough surfaces. The
correlation length l is the same as that used in Ref. 41.
As shown in Table 18, the numerical results are in
agreement with the experiments data. The difference
between them is no more than 3 K. Since the brightness
temperature of rough surfaces with high permittivities
can be more than 40 K higher than that of smooth
surfaces, the discrepancy of 3 K between numerical results
and measurements is acceptable.

3.2.3. Ocean Surfaces. To describe the wind-induced
ocean surfaces, we use the semiempirical Durden–Vesecky
spectrum [45], which was found to predict much of the
observed dependence of the radar cross section on fre-
quency, polarization, angle of incidence, and wind velocity
[46–48]. In the model, a0 is the absolute magnitude of the
spectrum. Since a parametric analysis has been carried
out showing that a0¼ 0.008 gives the best agreement with
experiment data [46], a0 of 0.008 is used for calculations in
this section. The wavenumber cutoffs kL and kU are the
key parameters in the spectrum, corresponding to the low
and high frequency limits of the ocean spectrum, respec-
tively. The quantities kL and kU can be selected to control
the RMS height and fine-scale structures [46]. The physi-
cal temperature is 283 K. The permittivities of the sea-
water at 19 GHz are 28.9541þ i36.8340.

For the sake of illustration, we show the results for
hypothetical situations of windspeed 10 m/s and 20 m/s. It
is to be noted that 20 m/s is closer to gale-force winds
under hurricane conditions. With such high winds the
ocean surface tends to have white capping and may not be
simply represented by an ocean spectrum. In Fig. 27, the

ocean surfaces are generated at a windspeed 20 m/s with
various kU values, while kL is equal to 100 rad/m. For
larger values of kU, there are more fine-scale structures.
The corresponding results of emissivities and brightness
temperature at incident angle of 501 are listed in Table 19,
where kU is chosen to be 400 rad/m, 1000 rad/m, and
4000 rad/m with fixed kL¼ 100 rad/m. The roughness
parameters ks for these three cases were 0.4263, 0.4415,
and 0.4715, respectively. It is shown that the difference in
brightness temperature between rough and flat surfaces
increases with increase in kU. This means that fine-scale
structure plays an important role in calculating emissiv-
ities. Figure 30a illustrates the case for windspeed 10 m/s
with corresponding ks¼0.3156, kL¼ 100 rad/m, and kU¼

4000 rad/m. Brightness temperature values are also tabu-
lated in Table 20. We can see that the numerical results
agree well with the results from SPM for both horizontal
and vertical polarizations. For windspeed of 20 m/s with
ks¼ 0.4715, the brightness temperatures are plotted in
Fig. 30b and listed in Table 21. The SPM results are in
good agreement with numerical results for horizontal
polarization, but are higher for vertical polarization.
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SATELLITE ANTENNAS

R. B. DYBDAL

The Aerospace Corporation

Antennas for satellite systems have developed and in-
creased in performance since the 1950s and greatly con-
tribute to satellite capabilities. The preponderance of this
antenna development has been for communication sys-
tems, and other development has been for remote sensing
applications. Early satellite systems provided not only
proof of concept but also a useful initial operating capa-
bility. The payload constraints of early satellites together
with primitive attitude control systems limited antennas
to simple narrow-bandwidth, broad-coverage designs, a
far cry from today’s sophisticated antenna systems with
substantial throughput capabilities. Similarly, early users
needed large ground terminal antennas to achieve the re-
quired link performance, and terrestrial links were pro-
vided to other system users. Today, systems are being
developed to communicate to individual users with hand-
held terminals [1].

Both spaceborne and user antenna systems have re-
quirements and development issues that are unique to
satellite systems. In addition, satellite system antennas
have testing requirements and objectives that differ from
other antenna applications. Antenna technology, require-
ments and development issues, and test methods and ob-
jectives are described.

1. SPACE SEGMENT ANTENNAS

Spaceborne antennas have unique requirements and de-
velopment issues. Like all satellite subsystems, much de-
sign attention is paid to three important parameters:
weight, power, and volume. Likewise, reliability is a key
requirement because an anticipated lifetime exceeding 10
years is expected without the possibility of repair or ser-
vicing. Spaceborne antenna designs must be sufficiently
rugged to survive the rigors of launch environments. In
addition to these physical requirements, the RF require-
ments differ from common antenna specifications. Space-
borne antennas provide performance over prescribed
coverage areas containing the user segment; the pattern
of the antenna projected on Earth’s surface is referred to
as its footprint. Antenna systems are specified by their
minimum performance within the specified coverage area
rather than their peak performance levels. This discussion
uses different coverage area requirements to describe
space segment antennas.

1.1. Earth Coverage Antennas

The simplest spaceborne antenna design is one that
matches its coverage area with the available field of
view from the satellite. These antennas are generally re-

ferred to as Earth coverage designs, and their beamwidth
subtends the field of view plus the angular uncertainties
of the satellite’s attitude stability. Early satellite attitude
control systems had both limited attitude control and un-
certain reliability, so simple antenna designs with broad
coverage were used. However, today’s attitude control sys-
tems provide stabilities on the order of one-tenth of a de-
gree, so that Earth coverage antennas can be essentially
matched to the field of view. Thus, for geosynchronous
satellites, an antenna with an 181 beamwidth is required;
lower altitude LEO and MEO satellites require a corre-
spondingly larger beamwidth for their larger field of view.

A typical Earth coverage design for geosynchronous al-
titudes is a corrugated horn antenna [2], which can be
easily constructed and has a rotationally symmetric, low-
sidelobe pattern for an efficient fit to the design coverage
area. These horns are typically wide-flare designs chosen
to maintain the same beamwidth and coverage over a wide
bandwidth. Thus, a single horn together with a diplexer to
isolate the receiver and transmitter can be used for both
uplink and downlink frequencies. A design alternative at
higher EHF frequencies is separate uplink and downlink
horn antennas because these horns are very small and
lightweight. Since the uplink and downlink frequencies
are widely separated at EHF, the transmit diplexing filter
is inherent because the transmit waveguide is cutoff at the
receive frequencies and a modest physical separation may
provide adequate isolation to meet the receive diplexing
filter requirement of avoiding receiver saturation at the
transmit frequency. Thus, the weight of a second horn an-
tenna is offset because a diplexer is not required and per-
formance is not degraded by the insertion loss of the
diplexer.

At lower LEO and MEO altitudes, the broader field of
view requirements can be met with an open-ended wave-
guide surrounded by corrugations to produce low sidelobes
and beam symmetry. At these lower altitudes, the range
differences between the subsatellite point and the edge of
the earth become more significant and thus users at the
edge of the coverage experience less sensitivity from the
satellite antenna. In these cases, a shaped beam that pro-
vides more gain at the edge of Earth than the subsatellite
point may be desired. Such shaped-beam antennas can be
realized by an array of horns with properly selected exci-
tation to meet the beamshaping requirement. However,
such shaped-beam designs have more design complexity
than a simple horn, and weight and volume are important
satellite parameters. A well-known example of shaped
beam designs is the array antenna used by the GPS sat-
ellites to broadcast navigational information. The GPS
satellites are in a 12-h orbit, and the antenna array [3] is
designed to deliver a uniform flux density to users within
the earth’s field of view.

1.2. Tracking, Telemetry, and Command Antennas

Every satellite requires a TT&C (tracking, telemetry, and
command) subsystem to assist in determining the
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satellite’s orbital position, reporting the satellite’s health
and status to the ground-based satellite control segment,
and providing a means to command and validate changes
to the satellite’s operation. The TT&C antennas have two
distinct coverage requirements. One requirement is to
provide complete spatial coverage during launch opera-
tions so that corrective commands or, in the worst case, a
command for destruction can be delivered irrespective of
the satellite’s orientation. The second requirement is to
provide coverage over Earth’s field of view once on-orbit so
that different terminals within the ground-control net-
work can access the satellite. TT&C antennas must be
both simple in design and highly reliable since the control
of satellite operation is critical.

The broad coverage requirements of the TT&C anten-
nas provide several design challenges. Aside from the im-
possibility of an ideal isotropic antenna with uniform
sensitivity in all directions, the presence of the spacecraft
blocks the antenna coverage. As a result, two antennas
that strive for hemispheric coverage are used with one
hemisphere being Earth facing and the other hemisphere
facing away from Earth. During launch operations, the
antenna having the higher signal strength is used and
once the satellite is stable in its orbital position, the Earth
facing antenna is used. In principle, somewhat better on-
orbit performance could be achieved with an Earth cover-
age antenna, but the additional antenna and required
switching increase weight and volume and add switch re-
liability risks. Since TT&C data rate requirements are
low, ample link performance is readily achieved by
ground-based control terminals.

Achieving and quantifying the performance of hemi-
spheric coverage antenna elements remain challenges.
Satellites have irregular shapes and appendages such as
solar arrays whose positions vary to sun-track and max-
imize their power output. The hemispheric coverage re-
quired by TT&C antennas is degraded by blockage and
diffraction effects from the satellite structure. Controlling
wide-angle sidelobes and backlobes of a simple, electrical-
ly and physically small antenna is difficult to do but is
needed to minimize antenna interactions with satellite
structure. Extending the antenna from the spacecraft to
reduce interactions results in deployment risk. Analytic
projections of the antenna coverage in the presence of the
spacecraft are challenged by the design complexity and
the wide variety of satellite designs. Measurements of the
antenna performance have all the problems of testing
broad coverage antenna designs. Certainly, measure-
ments using flight hardware not only have practical lim-
itations such as the inability to deploy solar arrays but
also moving and positioning flight hardware for the mea-
surements have unacceptable risks. Generally, these prob-
lems are addressed by a combination of selecting a
satellite antenna location with a clear field of view, ana-
lytic estimates of the effects of nearby satellite structure,
scale model measurements, and ample margin in the
ground segment.

Typically, TT&C systems operate at the lower micro-
wave frequencies. Generally, a single uplink/downlink an-
tenna is used to minimize weight and volume and avoid
mutual blockage. The difference between uplink and

downlink frequencies often spans a significant percentage
bandwidth. These considerations typically result in select-
ing a frequency independent antenna design such as a
spiral to achieve the broad coverage requirements.

1.3. Spot Coverage Antennas

Spot coverage antennas service only a portion of the avail-
able field of view. These antenna designs provide higher
gain levels than Earth coverage antennas because of their
narrower beamwidths. This higher gain performance may
be traded for higher data rate transfer, reduced user an-
tenna dimensions, or increased link margin. In addition,
spot beam antenna designs can provide coverage that is
confined to geographic areas [4] and avoid worldwide li-
censing requirements. Thus, these designs are widely
used to serve national or regional requirements. Several
different design implementations have been developed to
satisfy these needs.

The easiest design solution is to select a sufficiently
large antenna so that its beamwidth matches the required
coverage area and any variations caused by attitude un-
certainty. Such a design might consist of a reflector whose
size is selected to meet the desired beamwidth and a single
feed horn, a simple design approach. In such a design, any
variations in coverage requirements during the satellite
lifetime can be accomplished by mechanically reposition-
ing the antenna to serve a different coverage area. Such a
capability is commonly used in military satellites so that
coverage to different geographic areas within the field of
view can be provided to service changing political needs.

A wide variety of designs has been developed to service
more irregular coverage areas. These coverage areas may
be bounded by geopolitical borders, different time zones,
and other delineations. A standard means of providing
such coverage is to synthesize the coverage area by com-
bining different beams generated by a cluster of feed ele-
ments in the focal region of a reflector antenna. Each feed
has its own pointing direction, and the collection of beams
subtends the desired coverage area. The individual beams
being combined are required to have a common phase
center so that grating lobes do not degrade coverage char-
acteristics. Thus, the collection of beams is generated by a
common aperture. The arrangement of individual beams
and their corresponding feed elements mimic the desired
coverage area. The reflector antenna size is much larger
than that needed to provide coverage over the composite
area. When active devices are used in the feed elements
prior to combining, design attention must be paid to their
amplitude and phase tracking. The precision of fitting to
the design coverage area can be increased by using a larg-
er number of beams at the expense of design complexity
and a larger overall aperture size.

In addition to the complexity of the additional number
of feeds and the larger reflector required by this approach,
the design complexity also increases because the individ-
ual feeds are no longer located at the focal point of the
reflector but instead are distributed within the focal re-
gion. The off-axis feeds are not ideally focused, and suffer
gain loss and pattern degradation. These problems are
shared with multiple beam designs and, as will be
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discussed, result in dual reflector designs to limit beam
degradation when a large number of beam are combined.

Another design approach has developed to provide cov-
erage over irregular areas. This design uses a single feed,
and the irregular coverage area is generated by deforming
the reflector surface [5]. Synthesis procedures have been
developed [6] to specify the required deformation of the
reflector surface. This design approach has the advantage
of a simple feed design rather than a cluster of feed ele-
ments and combining, but requires developing and main-
taining controlled reflector surface distortion. If the
coverage requirements change, a new surface deforma-
tion is required. This approach also precludes changing
the coverage areas on-orbit by using beam switching
techniques.

A final design alternative for spot coverage is an adap-
tive uplink antenna. The pattern within the coverage area
is adaptively controlled to service desired users within the
design coverage area to the extent practical while reduc-
ing received interference by forming pattern nulls in the
direction of interference sources. This capability is princi-
pally required for military systems whose users desire
protection from intentional interference. When interfer-
ence is not present, a quiescent pattern provides coverage
over the design region. When interference is initiated, the
antenna responds under adaptive control to form pattern
nulls.

Adaptive antennas require a means to distinguish de-
sired signals from interference, to detect the initiation of
interference, and to determine a set of complex weighting
values that combine antenna elements to satisfy an opti-
mization criteria. Several different discriminates have
been employed to distinguish desired signals from inter-
ference: spectral characteristics, power levels, and signal
arrival directions. When systems also use spread spec-
trum modulation for additional interference protection,
the properties of the spread-spectrum codes provide a ba-
sis to distinguish interference from desired signals. Inter-
ference initiation can be detected by increased received
power levels that do not have spread spectrum modulation
components; correlation processes are normally used to
indicate interference power. An optimization criterion
such as maximum SINR (signal-to-interference-plus noise
ratio) is used to establish complex weighting coefficients to
combine antenna elements. Generally, a recursion relation
based on measured correlation values and the optimiza-
tion criteria is derived to form a control algorithm. The
combination of the complex weighted antenna elements
produces a pattern containing null in the direction of in-
terference, and equivalently, the received interference
power is minimized.

Two types of antenna designs have been investigated
for these adaptive systems [7,8]. One approach uses a
thinned array where the elements are combined to gen-
erate pattern nulls when interference is present and a set
of weighting coefficients for interference-free cases. The
potential advantage of this approach is that the resolution
between desired users and interference is enhanced by
increasing the array element spacing. However, the sep-
aration between array elements produces additional nulls
within the coverage area referred to as grating nulls that

degrade coverage characteristics. The separation of the
array elements results in the inherent frequency scanning
properties of an array creating dispersion that limits can-
cellation performance over the required bandwidth. In ad-
dition, the coverage of the array elements generally
extends beyond the desired coverage area, resulting in
susceptibility to interference beyond the coverage area.
Finally, the thinned array design generally results in re-
duced G/T performance within the coverage area.

The second design approach uses an offset reflector
with a cluster of feeds in the focal region. In interference-
free conditions, a set of quiescent weighting values for the
individual feeds maintains performance over the design
coverage area. The initiation of interference produces cor-
relation products associated with the interference that are
used to derive complex weighting values. The advantage
of this design approach is that all beams generated by the
feed cluster have the same phase center location so that
the dispersion inherent in array designs is not present and
broad bandwidth cancellation performance is achieved.
The resolution between interference and desired signals is
limited by the beamwidth of the individual beams. This
resolution depends on the amount of G/T margin that the
user can sacrifice and the interference source’s location on
the earth, as illustrated in Fig. 1. A comparison between
the performance of a thinned array design and a multiple
feed design is presented in Fig. 2. The grating nulls are
apparent in the thinned array contours, which reduces the
coverage available to users.

Several performance measures are used with adaptive
antenna designs. The threshold SNIR establishes a bound
for acceptable communication performance that can be
measured using BER (bit error rate) values by injecting
both desired signals and residual interference into the re-
ceiver. The null depth performance and its variation over
the required bandwidth as measured between the quies-
cent pattern and the pattern after adaption are sometimes
used to judge nulling performance. The amount of time
the adaptive process takes to convert the quiescent pat-
tern to the nulled pattern is referred to as the convergence
time and measures the transient performance of the sys-
tem. Finally, for this uplink application, the amount of the
design coverage area that exceeds the threshold SNIR
value is another measure for space segment antennas.
These performance measures depend on the number of
interference sources and their locations, and their power
levels and spectral characteristics; this description of the
interference is referred to as a scenario. Adaptive systems
are commonly developed using a simulation that varies
the scenario parameters on a Monte Carlo basis to provide
statistical measures of the performance parameters. The
simulation is then validated by using hardware measure-
ments on a limited number of scenario cases in order to
avoid the impractical amount of time required to test on a
Monte Carlo basis.

1.4. Multiple-Beam Antennas

Multiple-beam antenna systems (MBA) [9] greatly in-
crease the on-orbit satellite capabilities. These antennas
simultaneously produce more than one antenna beam
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from a single aperture. For space applications, a single
aperture is a significant savings in space required on the
satellite and the overall weight compared with multiple
aperture alternatives. When the coverage area is subdi-
vided by different beams, the gain available to users in-
creases, permitting higher data rates or reduced user
terminal performance. A further advantage of multiple
beam antennas is that beams directed to different geo-
graphic locations are isolated by their spatial separation.
Thus, the same frequency bands can be used simulta-
neously at both beam locations increasing the information
that can be transferred by a single satellite. These advan-
tages are the reasons for the wide application of multiple-
beam antennas.

The antenna design has several different requirements.
Independent beams must be efficiently generated with
high pattern fidelity and minimal gain degradation over
the required field of view. Isolation between different
beams must be maintained so that signals using the
same frequency subband are not degraded by cochannel
interference. Beamforming networks that combine signals
from the antenna beam outputs to and from the satellite
transponder must be developed. The transponder must
provide a means to map the uplink information in each
beam position to the downlink beam positions.

One design issue is to efficiently generate independent
beams with high pattern fidelity over the required field of
view. When optical designs (i.e., reflector and lens anten-
nas) are used, each feed produces an independent beam in
a different direction, but not all of the feeds are ideally
focused. As a consequence, some of the feeds experience
phase distortions that degrade the pattern characteristics
and reduce the gain compared to the feeds that are well
focused [10]. Several different techniques in the design of
the optics are used to minimize the degradation. One
technique is to select a long f/D ratio to reduce off-axis
phase distortions. The popularity of dual-reflector designs
in these applications results in part from their increase of

the effective f/D, and careful attention to the optics can
produce excellent results [11,12]. The dual-reflector de-
signs in an offset configuration also provide the ability to
achieve very good polarization purity. Other techniques
have been applied to selecting lens surface contours [13].

In addition to achieving good pattern and gain perfor-
mance over the required field of view for an individual
feed, another set of design challenges exists with the clus-
ter of feeds. The problem is a conflict among beam isola-
tion, the crossover level between adjacent beams, the
sidelobe levels of the beams, and the antenna efficiency.
On the one hand, low sidelobe patterns are desired to en-
hance the beam isolation, which requires the feed to pro-
duce an amplitude taper over the aperture, resulting in a
relatively large feed. The physical interference between
large adjacent feeds results in a relatively low tangential
crossover level (the pattern level relative to the beam
boresight at an equal distance between beam centers) be-
tween beams. The consequence of the low crossover level is
that the minimum gain within the field of view is reduced.
On the other hand, high beam crossover levels result a
higher minimum gain level within the field of view, but
beam patterns with high sidelobes having reduced beam
isolation. High beam crossover levels also result in beam
coupling loss [14], which degrades antenna efficiency.

These conflicts have resulted in several different design
approaches. One technique is to couple signal samples
from adjacent feed elements [15] to achieve high crossover
levels, low sidelobe patterns, and reasonable antenna ef-
ficiency. Another technique [16] uses a underilluminated
aperture with the feeds displaced from the focal region.
This approach requires a somewhat larger reflector than
in the focused case, but at EHF frequencies where com-
pact antennas result from the small wavelength, the size
increase may be unimportant.

The required isolation between beams depends on the
susceptibility of the signal modulation to cochannel inter-
ference and the dynamic range of the system users. Thus,
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the required isolation level must be derived for each ap-
plication. Isolation between adjacent beams can be
achieved in two ways. One way, referred to as frequency
reuse, divides the allotted bandwidth into subbands. A
frequency plan is devised to adequately separate the
beams using the same subband to meet the isolation re-
quirement. Since the same frequency subband is simulta-
neously used in different beam positions, the plan is
referred to as a frequency reuse plan.

A second way of increasing isolation referred to as po-
larization reuse uses orthogonal polarizations together
with frequency subbands in applications requiring high
isolation. Orthogonal polarization is also used in applica-
tions demanding as much capacity as possible because the
same beam position can transfer twice the information.

These techniques require antennas with high polarization
purity; a typical requirement is to suppress cross polar-
ization levels at least 27 dB lower than the principal po-
larization. Generally, satellite systems use circular
polarization so that the user does not have to align to a
linear polarization. However, inclement weather can
cause coupling between polarizations, reducing the isola-
tion. This effect is less severe for linear polarization, so
that orthogonal linear polarization is sometimes used.
This combination of polarization and frequency reuse is
commonly used by commercial systems to obtain as much
capacity as possible from a single satellite.

Multiple-beam antennas are generally considered as
designs covering the available field of view. As the beam-
width of the individual beams decreases, the required
number of beams greatly increases as shown in Fig. 3,
larger aperture sizes are required and the complexity of
beam routing increases. In some applications, multiple
beams are used in a limited geographical region [4,17].
The Ka-band multiple-beam system described in Ref. 17
has such small beamwidths that active tracking of a
ground beacon is required to compensate for satellite
attitude variations.
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The ability to process and direct the information on the
collection of multiple beams requires beamforming net-
works that separate information on the uplink beams and
combine information on the downlink beams. A wide va-
riety of beamforming networks have been developed. The
simplest design is a fixed beamformer network that simply
combines beams in a fixed pattern. This beamformer, to-
gether with transponder channelization, maps the uplink
beam patterns into the downlink patterns. Other beam-
former designs use cascaded networks on switches or vari-
able power dividers so that the beam patterns can be
changed on-orbit. Still other beamformers use adaptive
processing on the uplink beamformer to negate interfer-
ence. Yet other systems route the uplink information to a
terminal on the ground, referred to as a gateway, where
the uplink beams are mapped into the downlink collection.

The beamformers have different requirements for the
uplink beams and downlink beams. The system noise tem-
perature on the uplink can be established by preamplifiers
that are followed by the beamformers. In this way the
system sensitivity is not degraded by the insertion loss of
the beamformers, and lightweight networks and diode
switching can be used in the beamformer implementation.
The downlink beamformer network must be placed be-
tween the transmitters and the beam ports, so that
power handling and insertion loss are important design
parameters. In addition, switching for redundant trans-
mitters is also required. These requirements depend on
the application.

The development of multiple-beam antenna systems
has been pursued principally for geosynchronous satel-
lites, and future design challenges exist to develop
multiple-beam designs for LEO and MEO (low- and
medium-Earth orbit) satellites. While offset reflector an-
tennas are commonly used in geosynchronous satellites,
these antennas are examples of limited scan antennas
[14], which are not appropriate for the wider field of view
at the lower altitudes. These lower altitudes also need
wider beamwidths than geosynchronous designs to main-
tain reasonable footprint dimensions, and thus the overall
antenna size is electrically smaller. Array antennas are
commonly used to meet performance requirements for
these orbits. With their smaller electrical size compared
with geosynchronous designs, a reasonable number of
array elements is required.

The trend toward using digital technology in the trans-
ponder also naturally leads to considering digital beam-
forming techniques in the array design. On the uplink, the
received signal at each element is preamplified, downcon-
verted to baseband, and transformed into the digital do-
main by an analog-to-digital converter (ADC). Digital
samples from each array element are combined using a
complex matrix multiplier containing the complex coeffi-
cients that perform the beamsteering. Parallel complex
multipliers are required to form multiple beams. The same
constraints on beam isolation exist for multiple beam
operation. The downlink antenna follows the same
procedure in reverse. The input digital datastream is
complex-matrix-multiplied to obtain the properly weight-
ed samples for each array element for the beamsteer-
ing, and a digital-to-analog converter (DAC) provides

conversion to the analog domain. This analog baseband
is upconverted to the transmit frequency and suitably
amplified to the required element power level. Experience
with digital array designs is described in Ref. 18; an adap-
tive array using digital technology to increase beam iso-
lation is described in Ref. 19.

The downlink array designs for multiple-beam opera-
tion also present challenges in transmit power control.
The element transmit power is shared with each of the
beams transmitted by the array. The relative amplitude
and phase between the array elements must be main-
tained to achieve the desired downlink pattern. In addi-
tion, the total power in the array elements must be
maintained near saturation to achieve the design ERP
performance and maximum power efficiency. However, the
total power must not extend into the transmitter’s non-
linear region, which would degrade performance by pro-
ducing intermodulation products and signal suppression.
The challenge is to maintain the required amplitude and
phase excitation for each beam while allotting each beam
an equable share of the downlink transmit power.

1.5. Remote Sensing Antennas

Satellite antennas also include designs for remote sensing
applications. Two types of sensors are used: active, or ra-
dar, and passive, or radiometric, sensors. These systems
are used in low-orbiting satellites to provide both global
coverage and high resolution of terrain features.

Radar sensitivity is commonly measured by the power
aperture product of the design, and thus, in addition to
high peak power levels, a physically large aperture size is
required [20]. Antenna designs for active applications gen-
erally require deployment to achieve the required aper-
ture size. A conflict exists in these designs. Large
apertures can be obtained from low-frequency arrays
where a reasonable number of elements are required
and the mechanical tolerance is not overly stringent, but
the resolution of these systems is lower than higher-fre-
quency designs. The better resolution of the higher-fre-
quency designs is accompanied by the requirements of
additional array elements and more stringent mechanical
tolerance. The size, weight, and prime power require-
ments for these sensors make their development an am-
bitious effort, but future systems designs, particularly
those using synthetic aperture processing, can be antici-
pated.

Passive sensors are commonly used for both meteoro-
logical and terrain remote sensing [21]. Two types of an-
tenna designs are used in these applications. One type of
antenna, generally an offset reflector, is mechanically ro-
tated at a constant angle from the satellite’s nadir to gen-
erate a conical trace on the ground at a constant elevation
angle. As the satellite proceeds in its orbit, a swath on the
ground is swept out. The requirements for these antennas
include design attention to minimize insertion loss to
achieve high sensitivity, good polarization purity to dis-
cern the radiometric contrast for oblique incidence angles
used by these sensors, low sidelobes so that the emission
received by the mainbeam is not degraded by sidelobe re-
turns, and a narrow beamwidth to obtain good resolution
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of terrain features. Commonly, these antennas are speci-
fied by their solid beam efficiency performance. This pa-
rameter is defined by the power received for the specified
polarization over a required angular region to the total
power received from all space assuming the antenna is
uniformly illuminated from all directions. This parameter
is defined to provide a means to quantify the degree to
which the power received by the sensor is isolated to its
specified coverage area. This system design commonly op-
erates at several different frequency bands using the same
aperture.

A second type of antenna has a much simpler design
and is used in sensors referred to as sounders. In this de-
sign, the antenna boresight is aligned with the satellite
nadir. These designs operate at frequencies selected from
peak of molecular absorption resonances, which occur at
EHF frequencies. Several different IF bandwidths are
used in these designs. As the bandwidth straddles more
of the molecular resonance, the absorption toward the
bandwidth edges reduces from the peak value at the res-
onant frequency. This reduced absorption at the band-
width edges permits the sensor to view emission closer to
Earth’s surface. Thus, by examining the emission received
at different IF bandwidths, a profile for different altitudes
may be observed. The antennas used in these sounder de-
signs are generally corrugated horn designs selected for
their low insertion loss and rotationally symmetric, low
sidelobe patterns.

2. USER SEGMENT ANTENNAS

User segment antennas also have requirements specific to
satellite applications. In addition to meeting G/T and ERP
requirements for link closure, the user antennas generally
need to align their mainbeams with the appropriate sat-
ellite. Other design issues include the control of interfer-
ence to and the reduction of interference from other
systems. With the increased number of satellite users,
terminal costs including the antenna, transportability to
alternative locations, and in future personal communica-
tion systems, techniques to reduce interactions with the
surrounding environment form the principal development
issues.

2.1. Radiofrequency Issues

The most common user antenna is a reflector design ca-
pable of reasonable RF performance with a modest cost.
Other antenna technologies, such as phased arrays, have
more complexity which results in higher manufacturing
costs, and therefore are used when compelling reasons ex-
ist for their design. For example, aerodynamic constraints
for high-performance aircraft may dictate the develop-
ment of conformal array designs.

The trend toward increased numbers of users results in
the terminal costs having a significant fraction of the total
system costs. This trend in turn requires sufficient perfor-
mance from the satellite to minimize terminal perfor-
mance requirements. An excellent example is provided
by direct-broadcast satellite TV services where both the
user terminal size and costs have dramatically shrunk.

More generally, the present development of systems for
VSATs (very-small-aperture terminals) illustrates this
trend. A very important part of system planning is to in-
sure that adequate satellite performance is available to
minimize user performance requirements, and thereby
control the total system cost as well as provide a mini-
mum amount of equipment, particularly for those users
with mobility requirements.

The increased number of satellites in orbit has also re-
sulted in additional requirements for the antennas. Con-
cern regarding interference to and from satellites that are
closely spaced in orbit has resulted in sidelobe envelope
requirements to reduce interference levels. These require-
ments are mandated on antenna manufacturers. A typical
example of these requirements has been levied by the
CCIR [International Radio Consultative Committee, tech-
nical branch of International Telecommunication Union
(ITU)] [22], which results in a sidelobe envelope constraint
that depends on the electrical size of the antenna.

Sidelobe control is one antenna technique that reduces
interference for both reception and transmission. Another
technique for reducing received interference is to con-
struct an adaptive cancellation system. A typical design
for ground terminal applications called a sidelobe canceler
[23] assumes the desired signal is received by the main-
beam and that the interference arrives through the an-
tenna sidelobes. The antenna hardware consists of a main
reflector antenna and a set of auxiliary antenna elements
that are combined with complex weighting values with the
main reflector antenna to cancel interference. The princi-
pal issue for this design approach is the dispersion inher-
ent in the main reflector’s sidelobe response. The sidelobe
response of reflector antenna includes radiation from edge
diffraction, direct feed radiation and spillover, scattering
and blockage contributions, and leakage from the panels
composing the reflector surface. The complex sum of these
individual radiation mechanisms varies over the operat-
ing bandwidth so that effective cancellation requires
frequency-dependent weighting values. Such frequency-
independent weighting values can be achieved by
adaptive equalization circuitry using a transversal filter
with adaptive weighting coefficients at each time-delay
tap. An example of this interference reduction approach
may be found in Ref. 24, which describes the design and
the measured results of a demonstration of cancellation
capabilities.

The trend toward increased microwave users and sys-
tems extends beyond satellite applications. This trend also
increases the possibility of interference to user terminals
from nearby terrestrial systems. A particular concern is
the possibility of out-of-band receiver compression from
high-level pulse systems such as radars that suppresses
desired signal levels and creates intermodulation products
degrading receiver performance. Design attention must be
paid to the receiver’s dynamic range and RF filtering to
protect the receiver from high-level interference. Howev-
er, RF filtering, while necessary has insertion loss, which
degrades sensitivity by reducing the received signal and
increasing the system temperature.

Inexpensive, low noise receiver front ends and relatively
low sky temperature values [25] provide the potential of
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low system temperatures that increase system perfor-
mance and reduce the required antenna size. Controlling
antenna spillover and wide-angle sidelobe levels by both
efficient rotationally symmetric feed designs and reflector
geometry choice produces low antenna temperature val-
ues [26]. Low antenna temperature values also require
minimizing feed and transmission line losses. Filter loss
even in a high-Q medium becomes the dominant insertion
loss, but such receiver protection is necessary. These steps
permit development of terminals that meet the required
G/T with a minimum size antenna. These factors result in
the popularity of offset reflector antennas for user appli-
cations. The efficiency of offset reflectors is enhanced by
the absence of feed blockage; their high-level spillover
lobes are directed toward the lower sky temperature in-
stead of the ambient Earth temperature, and their low
sidelobe levels minimize the antenna temperature while
also complying with sidelobe envelope requirements.

User antennas for future personnel communication
systems face additional challenges. These antennas must
provide broad coverage so that antenna pointing is not
required, particularly since the LEO and MEO orbits used
in these systems produce ever-changing angular positions
between the user and the satellite. One problem inherent
in broad-coverage antennas, as previously discussed for
TT&C antennas, is the sensitivity of the antenna perfor-
mance to the environment surrounding the antenna. For
the personal communication application, there exists a
wide variety of environments with varying degrees of mul-
tipath (i.e., scattering from human-made and terrain fea-
tures). In addition, link performance can be degraded by
foliage attenuation and blockage from terrain features.
These development issues are being actively pursued for
both satellite systems and terrestrial cellular networks
that operate at somewhat lower frequencies. Development
of techniques to mitigate these degradations is also being
actively pursued; techniques such as RAKE receivers,
which provide adaptive diversity combining and equaliza-
tion are being evaluated.

2.2. Antenna Pointing Techniques

User antennas must also be aligned with the desired sat-
ellites for signal reception. The satellite’s orbital position
is specified by its ephemeris which describes the satellite’s
altitude, eccentricity of orbit, inclination, longitude of as-
cension, and time of epoch. The satellite ephemeris and
the user location are required to determine the antenna
pointing angles. Typically, this information is transferred
to the antenna control unit where the required pointing
angles are computed and the necessary commands to the
antenna positioner are issued. The requirements for an-
tenna pointing depend on the antenna beamwidth, the
uncertainty in the satellite’s location, and the orbital dy-
namics. For communication applications, a pointing accu-
racy of one-tenth of a beamwidth is typically specified to
minimize signal loss caused by pointing errors.

In some cases, antenna pointing is trivial. For example,
the antennas for personal communication systems are
purposely designed with broad coverage antennas, so
that the user has no pointing requirements. Another com-

mon example is a small user antenna for direct-broadcast
satellite reception from geosynchronous satellites. These
antennas are roughly aligned using the user’s geographic
location, verified by signal peaking techniques, and rigidly
secured. The combination of the relatively wide beam-
width from the small antenna and the stationary position
of the geosynchronous satellite and its station keeping re-
sults in a fixed pointing requirement.

In other applications where satellites have inclined or-
bits or orbits that are not geosynchronous, the satellite
undergoes dynamic motion with respect to the user, and a
means must be provided to follow the satellite in orbit. For
users with relatively broad beamwidths compared to the
orbital uncertainty, the knowledge of the satellite ephe-
meris and the user location may be adequate to simply
command the user’s antenna position. This open-loop pro-
cedure is commonly referred to as program tracking.

If some uncertainty exists in the antenna pointing,
such as ephemeris data that are not current, another
open-loop technique referred to as step track is common-
ly used to verify correct alignment with the satellite’s po-
sition. The user’s antenna is pointed at the nominal
position of the satellite as might be obtained from pro-
gram track. The antenna is then commanded to move in
equal and opposite angular positions from this nominal
pointing direction. If the antenna is correctly aligned with
the satellite, the received signal level should be reduced by
the same amount at both angular offsets. If the signal lev-
els at both positions are not identical, the difference in the
power level provides the angular correction to the nominal
position. This process is repeated in the orthogonal plane
to properly position the antenna in two angular coordi-
nates.

These two open-loop antenna pointing techniques are
commonly used together. The step track procedure is pe-
riodically exercised to validate the correctness of the pro-
gram track pointing. A significant advantage of these
techniques is that minimal equipment is required. The
antenna positioner is required and simple software com-
manding is needed to execute the angular offsets. The
power measurements at the different angular offsets may
be obtained from a simple measurement of the receiver’s
automatic gain control (AGC) voltage with the appropriate
calibration and linearity verification.

When user antennas have beamwidths that approach
10 times the uncertainty in satellite position or a signif-
icant amount of orbital dynamics exist, closed-loop track-
ing techniques are required. These techniques are
commonly used in radar systems to locate targets and
are referred to as monopulse designs. This term is derived
from radar applications because the tracking information
is obtained from each radar pulse. In radar applications,
the received signal level varies as the target changes as-
pect angle and typically has a significant dynamic range.
Thus, tracking information is derived from each radar
pulse so that the dynamics of the target return do not de-
grade antenna pointing performance. Monopulse systems
for communication applications have requirements easier
than those for radar systems. The received signal level has
a relatively constant amplitude, so that the monopulse
signals can be sequentially sampled, reducing hardware
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requirements. The antenna pointing accuracy depends on
aligning the antenna with sufficient accuracy to minimize
signal loss as compared to locating a radar target with the
maximum precision practical.

Monopulse systems operate by forming two types of
antenna beamshapes: a sum beam, which receives the de-
sired signal; and a difference beam, which has a null on
the antenna boresight axis. The signal power in the sum
beam is maximized by positioning the antenna to the null
of the difference pattern. The ratio of the signal levels in
the sum and difference beams is independent of the power
density of the received signal, and provides a measure of
the angular displacement from the antenna’s axis. This
ratio can be used in a closed loop system so that the an-
tenna will align to the received signal and will follow any
variations in the signal location.

Two different types of feed designs are commonly used
to generate the sum and difference beams. One feed design
[27] uses a conventional feed for the sum beam and an
additional four small feed elements to produce the differ-
ence beam. The second design [28] uses a higher-order
waveguide mode to produce the difference beam, which is
sampled by couplers. In both cases, the difference beam
outputs are coupled into the sum channel and switched
sequentially. The resulting AM modulation on the sum
signal is processed to derive the antenna pointing mea-
surements.

3. SATELLITE ANTENNA TESTING

While antenna testing is widely developed for many ap-
plications, satellite antenna systems pose some unique
testing challenges. Rigorous testing is required for space-
borne antenna systems because of their reliability require-
ments and the inability to service on-orbit antennas. This
discussion illustrates the trends toward increased inte-
gration of antennas with payload electronics, and testing
where the antenna performance depends on both the an-
tenna hardware and system electronics further increases
testing complexity. The user segment also follows the
trend of increased integration with terminal require-
ments. Finally, the demands for capacity also result in
more stringent than normal testing requirements, such as
validating the polarization purity requirements for sys-
tems using polarization reuse.

Spaceborne antenna testing generally has three dis-
tinct phases:

Development testing that demonstrates design compli-
ance with system specifications

Qualification testing that ensures flight hardware not
only meets the RF performance demonstrated in de-
velopment testing but also is capable of surviving
the launch and on-orbit environments and meets
weight and power requirements

On-orbit testing that validates system compliance
with system specifications and provides diagnostic
evaluation of system shortfalls during the orbital
lifetime

These three test phases have a scope that greatly exceeds
the normal testing to define the component level perfor-
mance of antennas. This situation is particularly true with
the trend toward incorporating payload electronics into
the antenna system, which results in antenna system per-
formance that depends on not only the antenna compo-
nents but also the electronics performance.

The development testing has the objective to demon-
strate the designs fully comply with the system specifica-
tions. The testing in this phase of the program is most
closely related to conventional antenna testing and quan-
tifies gain values, pattern characteristics, polarization pu-
rity, impedance properties, bandwidth variations, and so
on, as is typically performed. These RF characteristics can
generally be performed using conventional RF test facil-
ities and general-purpose instrumentation. The antenna
components are designed on a prototype or engineering
model basis, so that weight projections and compliance
with thermal and mechanical requirements for launch can
also be evaluated.

The qualification testing has the objective of determin-
ing whether the flight hardware is capable of the perfor-
mance established for the design whose compliance has
been demonstrated in the development testing. An impor-
tant part of the program test planning is a requirements’
flowdown that identifies the testing necessary to demon-
strate overall system compliance and assurance of flight-
worthiness. The principal concern in this phase of the
testing is how to perform the testing without risk to flight
hardware. Moving flight hardware to conventional anten-
na test facilities poses an unacceptable risk in many cases.
Testing very lightweight antenna designs may be preclud-
ed because they can be destroyed by wind or become con-
taminated and the effects of gravity can degrade the
ability to project on-orbit performance. The development
of portable near-field test facilities is viewed as a
need to permit detailed antenna testing in payload assem-
bly areas. Another important part of the test planning in
the early part of the program is the identification of
test ports for system evaluation and the required devel-
opment and calibration of any specialized test fixture.
Qualification testing must also evaluate performance vari-
ations in the thermal variations and vacuum conditions,
and the ability to survive the shock and vibration levels
experienced during launch. Other issues such as the
reliability of deployment mechanisms, if used, must be
demonstrated.

On-orbit testing is conducted using specialized test ter-
minals, which are often a part of the satellite control net-
works. The testing at this phase is generally conducted
shortly after the satellite arrives at its orbital location.
This testing generally concentrates on system-level per-
formance parameters, such as uplink G/T, downlink ERP,
and payload antenna pointing alignment, to establish
overall performance compliance. After this initial perfor-
mance evaluation, these test facilities are used to period-
ically assess on-orbit performance, and together with the
telemetry information provide a means for on-orbit diag-
nostics. An important part of the test planning is an
examination of the adquacy of the telemetry and test
terminal information for identifying failed components
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and their potential substitution with redundant compo-
nents.

Satellite systems also have some specialized testing re-
quirements peculiar to their environment. One problem
with satellite systems is the static charging of components
on-orbit. Typically, this charging occurs on dielectric ma-
terials used for thermal protection not only for the
antenna but also for other satellite subsystems. The
charge builds up on these components until discharge oc-
curs. This phenomenon is referred to as ESD (electrostatic
discharge), and the spectral components of the
discharge may have sufficient intensity to interfere
with payload receivers. The ESD spectral content is
typically measured by embedding a sample of the
material in an electron beam and using a pickup probe
antenna and a spectrum analyzer or very wide bandwidth
oscilloscope.

Another problem that results from high power opera-
tion in vacuum conditions is multipaction. In this case, the
RF energy may be sufficient to strip electrons from the
surfaces of materials exposed to the high power, which will
damage the component. The potential for multipaction is
typically evaluated by testing the components associated
with high power in an evacuated bell jar and using a spec-
trum analyzer to observe any RF noise associated with
multipaction. Such testing can also evaluate any power-
handling and microarcing limitations of the components
by examining the components after the test for damage.
Temperature increases from high-power operation can
also be measured.

A third problem is also associated with high-power op-
eration and is referred to as PIM (passive intermodula-
tion). This problem results from exposing junctions with
high power. Dissimilar metals or contamination forms
weak diode junctions whose nonlinearity generates inter-
modulation products. Such junctions can occur in trans-
missions-line components, filters and diplexers, and joints
within the antenna structure. Those components exposed
to high power are tested by injecting two tones at
high-power levels (higher-power transmitters than the
operational ones are sometimes used to insure the
observed intermodulation does not result from products
generated by a saturated transmitter) and observing any
intermodulation products generated by the components
under test with a spectrum analyzer.

User antenna testing also has some unique issues for
satellite systems [29]. One problem results from testing on
ground terminal antennas, where the physical size of the
antenna precludes testing in conventional antenna test
facilities. A test technique using the emission from astro-
nomical sources is used to measure the G/T [30]. The flux
density of these emissions has been well established, and a
variety of sources exist. The emission from the sun has a
high level, but the angular width of the solar disk limits
this technique to relatively wide beamwidths. Other
sources such as the moon and radio stars such as Cassi-
opeia A are used for narrower beamwidths. The positions
of these sources are also well known, and thus, the oppor-
tunity to validate the accuracy of the antenna positioning
systems is also available. The antenna gain in the trans-
mit bandwidth can also be established by connecting a

low-noise preamplifier in place of the transmitter, mea-
suring the G/T, separately measuring the system temper-
ature, and multiplying to obtain the transmit antenna
gain. While this technique was developed for large ground
terminal antennas [31] with the available low-noise pre-
amplifiers, useful measurements can be made on much
smaller antennas. This technique is particularly useful for
those antennas that follow the trend of integrating the
antenna feed and receiver front end without connectors
for test purposes.

Other electromagnetic measurements are required in
the development of both user and spaceborne systems to
validate EMI/EMC (electromagnetic interference/electro-
magnetic compatibility) issues. Part of the system plan-
ning for satellite systems involves frequency planning to
avoid such problems; measurements at the assembly level
are performed to ensure that on-orbit performance will not
be degraded by interference between subsystems. User
terminal designs are also evaluated to insure the design is
not susceptible to outside interference as well as not cre-
ating interference to other systems that may be located
nearby.

4. SUMMARY

Satellite antenna development is a significant part of
present-day antenna technology. Much progress in anten-
na systems for both the space and user segments has been
made. However, future requirements such as the develop-
ment of satellite systems for personal use provide a rich
opportunity for further development and challenges to
meet the increased performance levels demanded in fu-
ture systems and applications.
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SCHOTTKY BARRIER DIODES AND THEIR
APPLICATIONS
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Arlington

1. INTRODUCTION

The original point contact diodes were made by pressing a
tungsten wire onto a semiconductor such as Ge or Si.
These early forms of the Schottky barrier diode were used
as detectors and mixers in radar systems. Although times
have changed, the Schottky barrier diode remains an im-
portant component in many systems because of its unique
features. They act in some ways like the pn junction, but
they also have some important differences. In particular,
the Schottky barrier diode is a majority carrier device, so
they lack the diffusion capacitance associated with the
minority carrier storage effects, which makes them ideal
for fast switching and high-frequency mixer applications.
The discussion will first focus on the origin of the energy
bands and their relationship to the Fermi level. The sim-
ple theory is later modified by the barrier-lowering effect
and the presence of surface states. The reverse bias de-
pletion capacitance and, subsequently, the forward cur-
rent characteristics are determined. Equivalent circuit
models are discussed that are useful for circuit design.
Finally, some comments are made about recent progress in
wide bandgap Schottky barrier diodes. The applications
sections emphasize mixer design, as this seems to be the
predominant use of Schottky devices.

2. ENERGY LEVELS IN A METAL AND SEMICONDUCTOR

Conceptually, two materials, one a metal and the other a
semiconductor, can be initially far removed from one an-
other and then brought together into intimate contact.
The electrons in both materials obey the Pauli exclusion
principle, and hence their energy levels can be described
in terms of the Fermi–Dirac distribution function. For
both the metal and the semiconductor, these distributions
functions are:

fDmðEÞ¼
1

1þ exp½ðE� EFmÞ=kT�
ð1Þ

fDsðEÞ¼
1

1þ exp½ðE� EFsÞ=kT�
ð2Þ

Thus the probability that an electron is located either
above or below the Fermi level, EF, is 1=2 when E¼EF.

The total allowed energy states is gðEÞ, the total num-
ber of filled states is nðEÞ, and the total number of empty
states is vðEÞ. For both the metal and the semiconductor,
the number of filled states is the product of the total num-
ber of available states and the probability that it is full,
whereas the total number of vacant states is what is left
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over.

nðEÞ¼ gðEÞ . fDðEÞ ð3Þ

vðEÞ¼ gðEÞ . ½1� fDðEÞ� ð4Þ

Thus, at E¼EF, the energy state has equal probability of
being full or empty. In a metal, the Fermi level lies within
the conduction band, whereas for a typical semiconductor,
the Fermi level lies inside the forbidden energy gap.
Figure 1 shows the energy levels for a metal and a semi-
conductor when the two are separated far enough apart so
that their energy levels do not interact with one another.
Shown are diagrams for both n- and p-type semiconduc-
tors. Another energy level located above the conduction
band may be identified as the vacuum or free electron
energy level, E0, which is the minimum energy required to
remove an electron from the surface of the metal or semi-
conductor. The difference between this and the Fermi level
is called the work function, f.

qf¼E0 � EF ð5Þ

In a semiconductor, this is a function of the doping density,
because EF varies with doping density. For an n-type semi-
conductor, EF is closer to the conduction band, and for a
p-type semiconductor, EF is closer to the valence band.
However, the electron affinity, w, is the difference between
the vacuum energy, E0 and the conduction band energy,
EC, which does not vary with doping concentration.

qw¼E0 � EC ð6Þ

These parameters are useful in giving an explanation of
the behavior of a metal semiconductor junction described
in Section 3.

3. FUNDAMENTALS OF THE IDEAL METAL-
SEMICONDUCTOR JUNCTION

Assume that the metal and semiconductor materials are
brought into contact so that electrons can flow between
them [1]. The flow of charge from the metal to the semi-
conductor is proportional to the number of filled states in
the metal, nmðEÞ, and is also proportional to the number of
empty states in the semiconductor, vsðEÞ. On the other
hand, the amount of charge flowing from the semiconduc-
tor to the metal is proportional to the number of filled

states in the semiconductor, nsðEÞ, and the number of
empty states in the metal ready to receive the charge,
vmðEÞ. At equilibrium, the charge flow between the semi-
conductor and metal is equal in both directions.

nmðEÞvsðEÞ¼nsðEÞvmðEÞ ð7Þ

When this equation is written in terms of the Fermi–Dirac
distribution functions, it is found that the Fermi energies
of both materials are equal to one another. Substituting
Eqs. (3) and (4) into Eq. (7) demonstrates this statement.

gmfDm . gsð1� fDsÞ¼ gsfDs . gmð1� fDmÞ ð8Þ

gmfDmgs¼gsgmfDs ð9Þ

which is true if

EFm¼EFs ð10Þ

The Fermi levels of the two materials line up at their
junction.

Three principles can be used to draw the energy level
diagram for the metal semiconductor junction: (1) the
equality of the Fermi levels on both sides of the junction,
(2) the constancy of the electron affinity in all regions of
the materials, and (3) the continuity of the free electron
energy levels. In regard to the last principle, a disconti-
nuity of E0 would be a violation of energy conservation.
Figure 2 shows how the energy bands bend in the transi-
tion from metal to semiconductor. In the choice of mate-
rials illustrated in Fig. 2, the work function in the metal is
larger than that for the semiconductor.

qfm > qfs ð11Þ

EFs > EFm ð12Þ

The abrupt shift of the energy bands in the semicon-
ductor near the junction is the barrier potential. For an
n-type semiconductor, this is given by

qfBn¼ qðfm � wÞ ð13Þ

When fm > fs, as assumed in Fig. 2(a), the average energy
of the electrons is greater in the semiconductor than in the
metal. Electrons will flow from the semiconductor into the
metal. The higher values of EC and EV near the junction

�0

�F

�C

�V

�F

q�m

q�S q�

Metal n−type

(a)

�0

�F

�C

�V

�F

q�m
q�S

q�

Metal p−type

(b)

Figure 1. The energy bands of a metal and
semiconductor when separated: (a) n-type semi-
conductor, and (b) p-type semiconductor.
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are a result of the charge transfer to the metal. An electric
field is formed that increases the net energy of the elec-
trons in this vicinity. The electrons left behind in the
semiconductor have a higher average energy, and thus the
distance between the conduction band and the Fermi level
increases (Fig. 2(a)). The barrier height between a metal
and p-type semiconductor is illustrated in Fig 2(b). If the
energy gap between the conduction band and valence
band is EG, then the barrier height is

qfBp¼EG � qðfm � wÞ ð14Þ

The electric field, the potential, and finally the capaci-
tance resulting from this charge motion can now be de-
scribed. The approximation is made that all mobile
charges are removed from the region of the semiconduc-
tor near the junction up to a distance, xd, the depletion, or
space charge region. What is left is the bound charge as-
sociated with the ionized atoms. The maximum electric
field at the metal-semiconductor interface is found from
r .D¼ r.

Em¼
�qNDxd

es
ð15Þ

In this equation, es is the semiconductor permittivity, q
is the electron charge, and ND is the donor concentration
for the n-type semiconductor. The built-in potential, Vbi, is
the voltage across the depletion region. It is the amount
the conduction band goes up inside the n-type semicon-
ductor from the semiconductor bulk to the junction. In the
p-type semiconductor, it is the amount the conduction
band shifts downward between the semiconductor bulk
and the junction. The built-in potential is the integral of
the electric field between the junction and the edge of the
depletion region, xd, in the semiconductor bulk.

Vbi¼ �

Z xd

0

E dx¼
1

2

qNDx2
d

es
ð16Þ

The immobile space charge in this region with cross-sec-
tional area, A, is

Qs¼ANDqxd

¼A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qesNDVbi

p ð17Þ

or when an applied external voltage, Va, is applied,

Qs¼A
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qesNDðVbi � VaÞ

p
ð18Þ

The stored charge results in a depletion junction capaci-
tance.

C¼ �
@Qs

@Va
ð19Þ

¼A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
qesND

2ðVbi � VaÞ

s

ð20Þ

¼
C0

ð1� Va=VbiÞ
g ð21Þ

This equation is similar in form to that of an abrupt junc-
tion pn diode where g¼ 1=2. Sign confusion is reduced if
Eq. (21) is written the way it is shown above with a neg-
ative sign. If the diode is reverse biased at, for example,
Va¼ � 5 V, then the denominator of Eq. (21) is ð1þ 5=VbiÞ

g.

4. BARRIER LOWERING

The analysis in Section 3 assumed that the barrier poten-
tial, fB, is independent of an applied voltage. However,
there is some reduction in fB that is proportional to fourth
root of the applied voltage, which is known as the Schottky
effect. When a negative charge is placed a certain distance,
x, from a conducting plane, it will induce a positive charge
on that plane and be attracted to it. The forces on the
charge would be unchanged if the conducting plane were
replaced with a positive charge of the same magnitude but
a distance x on the opposite side of the plane. The force on
the actual charge in the semiconductor with a dielectric
constant, es, can easily be found from Coulomb’s law.

FðxÞ ¼
�q2

4pesð2xÞ2
ð22Þ

The energy required to bring the charge to a
distance x away from the metal is found by integrating

(a) (b)
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q�bn qVbi
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Figure 2. The energy bands of a metal and
semiconductor when brought into contact with
one another: (a) n-type semiconductor, and
(b) p-type semiconductor.
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from x¼N to x.

E¼

Z x

1

FðxÞdx¼
q2

16pesx
ð23Þ

which represents the energy of the charge associated with
its image force. In the presence of an electric field, E, the
total potential energy is measured downward relative to
the x-axis in Fig. 3 where the reference energy is
qfBðVa¼ 0Þ above the Fermi level.

PEðxÞ¼
q

16pesx
þ qEx ð24Þ

The position, xm, where the maximum potential occurs,
results from setting the derivative of Eq. (24) to zero.

xm¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q

16pesE

r
ð25Þ

The potential energy at this position is the amount the
potential barrier is reduced as a result of an applied elec-
tric field.

PEðxmÞ¼ qDf¼ q

ffiffiffiffiffiffiffiffiffi
qE

4pes

s

ð26Þ

when for example, in a metal-silicon interface, where
es¼ 11:7 . e0, E¼ 105 V/cm, the values for xm¼ 17.54 A
and Df¼ 3:51 . 10�2 V.

The variation of the current from the metal into the
semiconductor changes with the field-dependent value of
Df. The current, at room temperature, will obey the Max-
well–Boltzmann distribution.

J¼J0 exp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q3E=4pes

p

kT
ð27Þ

If xd is eliminated between Eq. (15) and Eq. (16) and the
built-in voltage, Vbi, is modified by the applied voltage,
Vbi�Va, then the field is seen to be proportional to the

square root of the applied voltage.

E¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qNDðVbi � VaÞ

es

s

ð28Þ

Consequently, the current under reverse bias depends
only on the fourth root of the applied voltage.

5. SURFACE STATES

The barrier height, as seen from Eq. (13), is determined by
the metal work function. In addition, surface states that
develop from imperfections and discontinuities at the
junction can play an important role. The interfacial states
cause a surface charge layer that is so thin that it does not
impede the flow of electrons, but they can modify the volt-
age drop across the junction. The analysis of the effect of
the surface states was carried out by Crowley and Sze [3].
The energy level at the surface of the semiconductor is
designated as qf0. Before joining the semiconductor with
the metal, it would be

qf0¼EF � EV ð29Þ

which specifies that all states below qf0 must be filled. As
a result of the presence of surface states when the metal
and semiconductor are joined (Fig. 2), qf0 reaches from EV

to somewhere below the Fermi level. If the density of sur-
face states is Ds states/cm2/eV, then the barrier potential
can be found for two extreme states [3]. When Ds !1,
the barrier height for an n-type semiconductor is

qfBn¼ ðEG � qf0Þ � qDf ð30Þ

and when Ds ! 0

qfBn¼ qðfm � wÞ � qDf ð31Þ

When there is a large number of surface states, the barrier
potential is independent of the metal work function. A
least squares fit for a variety of semiconductor-metal sys-
tems has been developed. A summary of these relations is
given in Table 1. The large scatter in data for CdS makes
the expression for this material less certain.

q∆�

q�B

xm x

Metal Semiconductor

Figure 3. The barrier lowering effect caused by the image force
on electrons in the semiconductor but close to the metal.

Table 1. Empirical Expressions for the Barrier Height [3]

Semiconductor fBn (eV) Slope Error
Intercept Error

(eV)

Si 0.27fm�0.55 70.05 70.22
GaP 0.27fm�0.01 70.05 70.13
GaAs 0.074fmþ0.49 70.05 70.24
CdS 0.38fm�1.20 70.16 70.77
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6. FORWARD BIAS CURRENT-VOLTAGE
CHARACTERISTICS

Two basic mechanisms exist for the flow of current when
the Schottky barrier is forward biased: thermionic emis-
sion and diffusion [2]. In both cases, the result is in the
form of the Shockley diode equation where the externally
applied voltage is Va.

J¼Jsðe
qVa=kT � 1Þ ð32Þ

Of the two theories, thermionic emission is seen to prevail
at room temperatures for Ge, Si, and GaAs with electric
fields in the 104 to 105 V/cm range. The thermionic emis-
sion theory shows that Js is especially dependent on the
temperature, and the diffusion theory shows that Js is
more strongly dependent on the applied voltage.

6.1. Thermionic Emission

The thermionic emission theory, which was first developed
by Bethe [4] and reviewed by Sze [2], was based on the
assumptions that (1) qfBnbkT, (2) thermal equilibrium
exists at the junction, and (3) superposition of forward and
reverse currents is accurate.

First, the current from the semiconductor to the metal,
Js!m, is found, which is the current that develops from the
electrons that have sufficient energy to overcome the bar-
rier potential.

Js!m¼

Z 1

EF þ qfBn

qvx dn ð33Þ

The carrier velocity in the semiconductor is vx, and the
number density of electrons is n. The incremental number
of electrons is the number of available states for the elec-
trons and the probability of them being filled [5].

dn¼NðEÞfDðEÞdE ð34Þ

¼
8pp2dp

h3
fDðEÞ ð35Þ

¼ 4p
2m�n
h2

� �3=2

ðE� ECÞ
1=2fDðEÞdE ð36Þ

The incremental momentum from p to pþdp is found by
determining the change in the spherical volume in mo-
mentum space and recognition that the crystal momen-
tum is px¼h=l. An extra factor of 2 is included to account
for electron spin. The kinetic energy expressed in terms of
momentum, p, is expressed in terms of energy in Eq. (36).
When E > 3kT above or below the Fermi level, the
Fermi–Dirac distribution can be approximated by the
Maxwell–Boltzmann distribution. Under this condition,
the incremental change in the electron density is

dn¼ 4p
2m�n
h2

� �3=2

ðE� ECÞ
1=2 exp½�ðE� EFÞ=kT�dE ð37Þ

If all the electron energy above the conduction band is ki-
netic energy, so that

E� EC¼
m�nv2

2
ð38Þ

dE¼m�nv dv ð39Þ

then

dn¼ 2
m�n
h

� �3

eðE�EF Þ=kT . em�nv2=2kT ð40Þ

The velocity is decomposed into its three Cartesian coor-
dinates.

v2¼ v2
x þ v2

y þ v2
z ð41Þ

dvxdvydvz¼ v2 sin ydv dydf¼ 4pv2 dv ð42Þ

which is used to integrate Eq. (33). It should be noted that
the integrals in the vy and vz directions are of the formR1
�1

re�ar2
dr¼

ffiffiffiffiffiffiffiffi
p=a

p
. The lower limit on the integral in the

x-directed velocity is vox, which is the minimum electron
velocity needed to overcome the barrier. As a result, the
current going from the semiconductor to the metal is given
below.

Js!m¼ 2q
m�n
h

� �3

eðEC�EF Þ=kT .
1

2

2kT

m�n

� �
e�m�nv2

ox=2kT

ffiffiffiffiffiffiffiffiffiffiffiffi
p2kT

m�n

s
.

ffiffiffiffiffiffiffiffiffiffiffiffi
p2kT

m�n

s ð43Þ

The minimum energy

m�nv2
ox

2
¼ qVbi � Va ð44Þ

and the barrier height

qfBn¼ qVbiþ ðEC � EFÞ ð45Þ

are substituted into Eq. (43). The thermionic current den-
sity is thus given in terms of the Richardson constant, A�,

Js!m¼A�T2eqfBn=kT . e�qVa=ZkT ð46Þ

where

A� ¼
4pqm�nk2

h3
ð47Þ

The only parameter in A� that will vary from one material
to another is the effective electron mass, m�n. Values for
these can be found in [6]. The ideality factor, Z, in a pn
junction is 1 when diffusion current dominates and is 2
when recombination current dominates. For many
Schottky barrier devices, Z � 1:08 for either Si or GaAs.
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When the applied voltage Va¼ 0, thermal equilibrium
occurs and

Jm!s¼Js!m¼ � A�T2e�qfBn=kT ð48Þ

As this does not change with applied voltage, the total
current with an applied voltage is the total electron
current.

Jn¼Js!mþJm!s

¼ A�T2e�qfBn=kT
� �

. eqVa=ZkT � 1
� � ð49Þ

6.2. Diffusion Theory

The diffusion theory is based on balancing the diffusion
current with the conduction current in the diode [1].

Jn¼
q2DnNc

kT

2qðVbi � VaÞND

es

� �1=2

� e�qfBn=kT . eqVa=kT � 1
� �

ð50Þ

The diffusion theory predicts that the saturation current
varies with the

ffiffiffiffiffiffi
Va

p
and is inversely proportional to tem-

perature, which is in contrast with the thermionic theory
where the saturation current is proportional to T2. Both
theories have been incorporated into one to highlight the
predominance of the thermionic mechanism at room tem-
perature [2]. The effective thermal velocity and the diffu-
sion velocity are respectively

vR¼
A�T2

qNC

1

vD
¼

Z W

xm

q

mkT
exp �

qcðxÞ
kT

� �
dx

ð51Þ

where c is the electron potential energy difference be-
tween the top of the barrier and the bottom of the con-
duction band in the semiconductor as a function of
position, x, xm is the point where the electron potential
energy is maximum, and m is the mobility. Neglecting op-
tical phonon scattering and quantum-mechanical reflec-
tion of electrons, the revised ‘‘Richardson constant’’ is
designated as A**.

A�� ¼
A�

1þ vR=vD
ð52Þ

7. SCHOTTKY BARRIER DEVICE CIRCUIT MODEL

The simplest model for a Schottky barrier diode is a volt-
age variable resistance. In addition, the depletion capac-
itance exists when the diode is in reverse or slightly

forward bias. The analysis in [7] shows the importance
of the parasitic inductance in predicting the waveshape
for the junction voltage, v (Fig. 4). One practical conse-
quence is the discovery that burnout is associated with an
over voltage rather than too much power, and this is only
obvious after including the parasitic inductance in the
calculations. As a reference point, the device parameters
used in [7] at 9 GHz are Rs¼ 8.5O, Co¼ 0.08 nF, Ls¼

1.7 nH, n¼ 1.1, Is¼ 10� 13A**, Vbi¼ 0.9 V, and Rg¼ 50O.
Applications for Schottky barrier diodes at millimeter

and sub-millimeter frequencies have required that the di-
ode model take into consideration skin effect, carrier in-
ertia, and displacement current [8]. If the device radius is
b and the contact radius is a, then clearly aob. When
a5b; the total diode impedance is the sum of the spread-
ing and skin effects.

Z¼ZspþZskin ð53Þ

Zsp¼
1

4sa

1

1þ jðo=os�
þ jðo=odÞ

� ��1

ð54Þ

Zskin¼
lnðb=aÞ

2p

� � ffiffiffiffiffiffiffiffiffiffi
jom0

s

r

�
1

1þ jðo=osÞ
þ jðo=odÞ

� ��1=2
ð55Þ

The definition of the dielectric relaxation frequency and
scattering frequency are defined as

od¼
s
e

ð56Þ

os¼
q

m�m
ð57Þ

In these expressions, s is the semiconductor conductivity,
q is the charge of an electron, m* is the effective mass of
the carrier in the semiconductor, and m is the carrier mo-
bility. The equivalent circuit for the impedance, Eq. (53), is
shown in Fig. 5 where the inertial inductance is

Rg

LS

RS

G(V)C(V)

VT

V

+

−

Figure 4. The Schottky diode circuit model with additional in-
ductance necessary to fit data [7].
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Ls¼Rs=os, the DC spreading resistance is Rs, and the
displacement capacitance is Cs¼ 1/Rsod. The classic defi-
nition for the cutoff frequency is

oc¼
1

RsCðvÞ

����
v¼ 0

ð58Þ

but should now be found from the expression.

0¼<fZskingþ<fZspðocÞg �
1

ocCðv¼ 0Þ
ð59Þ

The cutoff frequency for an n-type GaAs Schottky barrier
diode is as much as six times lower than what is predicted
by Eq. (58), whereas for n-type Si, the results from Eq. (58)
and Eq. (59) are quite close [8]. In any case, the theory
shows that the smaller the contact radius, a, the higher
the cutoff frequency.

The topology assumed by both [8,9] is a circular con-
tact. An attempt was made in [10] to determine if alter-
native contact geometries might produce higher cutoff
frequency devices. The finite element analysis of various
geometries showed that for a given constant contact area,
the skin effect resistance, Rskin, is minimized for a rectan-
gular shape.

The analytical understanding of mixer and multiplier
design will require simplification of the model described
above. If the Schottky diode can be expressed as a
nonlinear conductance based on Eq. (32), where Js is

independent of voltage, then the conductance is

GðVaÞ¼
dJA

dVa
¼

Js

VT
AeVa=VT

�
J Vað ÞA

VT

ð60Þ

For a sinusoidal excitation given by

Va¼VdcþV1 cos ot ð61Þ

the conductance can be expressed in terms of the modified
Bessel functions.

GðtÞ¼
JsA

VT
eVdc=VT I0ðV1=VTÞþ

X1

n¼ 1

InðV1=VTÞ cos not

" #

ð62Þ

In this expression, VT ¼kT=q. The assumed sinusoidal
excitation is a simplification of the analysis given in [7].

8. RECENT SiC SCHOTTKY BARRIER DESIGNS

The crystal structure of silicon carbide can take on a wide
variety of stacking sequences with the same chemical
composition. The stack can be viewed as alternating hex-
agonal planes of carbon and silicon atoms. Every silicon
atom is bonded to four nearest neighbor carbon atoms, and
each carbon atom is bonded to four nearest neighbor sil-
icon atoms. The number of layers of SiC couples in the
repeating sequence is designated by an integer. The most
important values for a periodic stacking sequence in SiC
are 3, 4, or 6. In addition, the crystal shapes of the mate-
rial is designated as C for cubic, H for hexagonal, and R for
rhombohedral. The published values for the number of
polytypes have ranged from 170 to 250. Technologically,
the most important polytypes of silicon carbide are desig-
nated as 3C-SiC, 4H-SiC, or 6H-SiC. Approximate values
for some important properties of these materials are com-
pared with those of Si in Table 2.

The wide bandgap of SiC ð� 3 eVÞ compared with that
of Si ð� 1:1 eVÞ and GaAs ð� 1:43 eVÞ makes this material
ideal for high-power, high-temperature, and radiation-
resistant applications. Silicon carbide also has high ther-
mal conductivity and high saturated electron velocities.
The most obvious difference between Si and SiC is the
value for the intrinsic carrier concentration. The lower
value for ni in SiC makes the thermally generated leakage
currents orders of magnitude smaller than that found
for Si, thereby allowing much higher operating tempera-
tures [12].

The choice of the metal used in the diode determines
the tradeoff between low forward voltage drop and low re-
verse saturation current. A low barrier Schottky diode
gives small forward voltage but a large reverse current. A
high barrier Schottky gives a large forward voltage drop
but a low reverse current. For mixer applications, a low
forward voltage drop improves conversion loss.

Rg

LS

RS

CS

G(V)C(V)

VT

Zskin

+

−

Figure 5. The Schottky diode circuit model incorporating
spreading resistance, displacement capacitance, and inertial in-
ductance [8].

SCHOTTKY BARRIER DIODES AND THEIR APPLICATIONS 4601



Nitrogen has been used for n-type doping in both the
4H- and 6H- materials with concentrations as high as
5 � 1018 cm–3. Both aluminum and boron have been used as
p-type dopants for SiC, but Al gives the lowest resistivity
and can have carrier concentrations as high as 1021 cm–3.
The design of a Schottky device not only involves deter-
mining the barrier potential at the Schottky junction, but
also the design of the Ohmic contact on the other side of
the semiconductor. The Ohmic contact for 6C-SiC is more
difficult to form than for 3C-SiC. Both the barrier height
and the Ohmic contact are heavily influenced by the poly-
type [11, p. 212].

A small-signal and large-signal model for a SiC micro-
wave Schottky barrier diode was given in [13] using the
basic topology given in Fig. 4, where Ls was not used.
The saturation current was found from Eq. (49) where
the Richardson constant was found to be A�¼
151 A � cm�2 K�2. Careful accounting of mobility, junction
reverse capacitance, forward current density, reverse bi-
ased tunneling current, and barrier-lowering effect caused
by the image force, resulted in a diode model that predict-
ed both forward and reverse current with reasonable ac-
curacy. The cutoff frequency available from SiC, however,
still falls short of what can be achieved with GaAs
Schottky barrier diodes [13].

Examination of the properties of SiC can be illustrated
by the requirements for a mixer design. The desired mixer
properties include achieving good linearity, high dynamic
range, low conversion loss, low noise (especially 1/f noise),
and low local oscillator power requirements. A measure of
the linearity is the third-order intercept point, IP3, which
is defined as the point on the IF output power vs. RF input
power curves where the desired IF power and the third-
order product intersect. Basically, the larger the IP3, the
better. Schottky barrier diodes made with SiC offer some
unique characteristics in regard to these parameters. Both
the linearity and the conversion loss of the mixer may be
enhanced by increasing the LO power. By sacrificing the
low local oscillator power, conversion loss can vary from 26
dB to 5.2 dB as the local oscillator power changes from
0 dBm to 30 dBm [13]. At the same time, the IP3 varied
from 13 dBm to 31 dBm as the local oscillator power varied
from 10 to 30 dBm. Similar results were obtained inde-
pendently for local oscillator power levels up to 19 dBm

[14]. The improved conversion loss of the mixer is quali-
tatively the same as found by Torrey and Whitmer [9, p.
157]. The increase in linearity and the decrease in con-
version loss comes at the cost of larger local oscillator
power requirements. In absolute terms, wide bandgap
Schottky barrier single ended mixer can achieve similar
values for intermodulation distortion than a more complex
resistance loaded, multiple device per branch double bal-
anced Si mixer [14].

Low frequency 1=f noise properties of the Schottky bar-
rier device become important in receiver designs. A variety
of mechanisms have been suggested for the existence of
this noise in Schottky barrier devices: Fluctuations in the
number of charge carriers associated generation–recom-
bination noise in the depletion region and trapping of car-
riers in a multistep tunneling process. However, for a Si
Schottky barrier the spectral short circuit current is

SI /
IbF

Agf d
ð63Þ

where IF is the forward current, A is the diode area, and f
is the frequency. Typically, b and d are near unity. How-
ever, the fluctuation in the number of charge carriers
model would give b � 2. For this to correlate with Eq.
(63), the low-frequency noise mechanism would have to be
caused by fluctuations in the mobilities of the free carriers
[15]. It was verified that the thermionic emission model for
Richardson’s equation was valid as given in Eqs. (46), (47).
However, these equations do not contain mobility, so that
1/f noise is not present in ideal diodes. However, the mod-
ified Richardson’s constant, A**, is dependent on mobility,
which does lead to the conclusion that mobility fluctua-
tions results in current fluctuations [15]. A similar expla-
nation for 1/f noise was found experimentally for 6H-SiC
Ti Schottky diodes. For a wide bandgap material, the gen-
eration–recombination of carriers is much lower than in a
Si device [16].

Other wide bandgap materials that have received con-
siderable interest are AlN, InN, GaN, and AlGaN, with the
most attention for high-frequency devices centered on the
latter two. The GaN material has an energy bandgap of
3.4 eV and a saturation velocity of 2 � 107 cm/s, which is

Table 2. Physical Properties of SiC [1,11]

Parameter Symbol Units Silicon 3C-SiC 4H-SiC 6H-SiC

Bandgap Energy EG eV 1.12 2.37 3.25 3.0
Intrinsic

carrier
concen.(300 K) ni cm� 3 1.45 . 1010 – 2 . 10–8 2 . 10–6

Breakdown Field EC V/cm 3 . 105 1.8 . 106 1.5 – 4 . 106 1.5 – 4 � 106

Electron mobility mn cm2/Vs 1350 900 – –
|| to c-axis – – 1050 100
> to c-axis – – 800 375

Saturation
velocity vs cm/s 1 . 107 2 . 107 2.2 . 107 1.9 . 107

Thermal
conductivity k W/(cm K) 1.412 3.3 3.3 3.3
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similar to that found in SiC. All three materials, SiC, GaN,
and AlGaN, will probably play a much greater role in high-
speed electronic devices in the near future.

9. MIXERS

Schottky diodes are the predominant diode type for mi-
crowave and millimeter wave mixers. Silicon diode ring
and star connections of four diodes are readily available
for use in double balanced mixers. GaAs offers improved
conversion loss and noise performance over what is possi-
ble for silicon [17]. The saturation current is much higher
in silicon than GaAs, and this leads to increased shot noise
in silicon. The nonlinear conductance given in Eq. (60) is
primarily responsible for the mixing properties of the
Schottky barrier diode.

The conversion loss of a mixer along with its noise fig-
ure are the primary figures-of-merit for a mixer. The mix-
er is usually placed in the first or second stage of a receiver
where it receives a low power signal. The theory on mixers
was first developed based on the assumption of a sinusoi-
dal voltage local oscillator waveform across the diode junc-
tion. As shown in [18], the waveform can be more
accurately taken as a rectangular pulse. Nevertheless,
the theory based on the sinusoidal waveform gives clearer
analytical insight into mixer design and will be used here
even though it may be less accurate.

9.1. Volt–Ampere Relationship for Mixing Frequencies

If the total voltage and current can be expressed as the
sum of local oscillator values (vp and ip) and all the rest of
the small signal components, then

vt¼ vpþ v0s ð64Þ

it¼ ipþ i0s ð65Þ

The v
0

s and i
0

s are the sum of the RF input signal and all the
rest of the sideband components. It is assumed from the
outset that the RF input signal voltage is much less than
the local oscillator pump voltage, so that the only frequen-
cies generated are mop � os. The pumped conductance
can be expressed in terms of a Fourier series.

GðvpÞ¼
X1

m¼�1

Gmejmopt ð66Þ

This equation multiplied by the small-signal sideband
voltages,

v
0

s¼
X1

m¼�1

Vnpþ se
jðnop þosÞtþ

X1

n¼�1

Vnp�se
jðnop�osÞt ð67Þ

will give the current sidebands.

i
0

s¼
X1

m¼�1

X1

n¼�1

Vnpþ se
jðnop þosÞtGmejmopt

þ
X1

m¼�1

X1

n¼�1

Vnp�se
jðnop�osÞtGmejmopt

ð68Þ

As each of the summations extend to�1, no change in the
sum occurs if a finite shift in m exists. Hence, with m re-
placed by m�n, the sideband currents can be found.

i
0

s¼
X1

m¼�1

X1

n¼�1

Vnpþ sGm�nejðmop þosÞt

þ
X1

m¼�1

X1

n¼�1

Vnp�sGm�nejðmop�osÞt

ð69Þ

The sideband current components can be expressed indi-
vidually for a given m.

Impþ s¼
X1

n¼�1

Vnpþ sGm�n ð70Þ

Imp�s¼
X1

n¼�1

Vnp�sGm�n ð71Þ

The goal now is to find an appropriate finite matrix that
will describe the current–voltage characteristics of the de-
vice based on Eqs. (70) and (71). For example, if m¼ 0, the
current at the signal frequency is seen to be the result of
voltages at a variety of sideband frequencies.

Is¼ � � � þV�3pþ sG3þV�2pþ sG2þV�pþ sG1þVsG0

þVpþ sG�1þV2pþ sG�2þV3pþ sG�3þ � � �
ð72Þ

I�s¼ � � � þV�3p�sG3þV�2p�sG2þV�p�sG1þV�sG0

þVp�sG�1þV2p�sG�2þV3p�sG�3þ � � �
ð73Þ

If the voltages and current in Eqs. (70) and (71) are ex-
pressed in trigonometric form, then clearly the coefficients
of the sine and cosine terms would be real, which implies
that the coefficients of the exponential series on either side
of zero are complex conjugates.

V�x¼V�x

I�x¼ I�x

ð74Þ

Furthermore, the Gm�n coefficients are real. As a result,
Eqs. (70) and (71) produce twice as many equations as
necessary because one can be written as the complex con-
jugate of the other. Equations (70) and (71) can be ex-
panded like Eqs. (72) and (73) for other values of m to give
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a truncated matrix representation of the mixer.

Is

I�p�s

Ipþ s

I�2p�s

..

.

2

666666666666666664

3

777777777777777775

¼

G0 G1 G�1 G2 � � �

G�1 G0 G�2 G1 � � �

G1 G2 G0 G3 � � �

G�2 G�1 G�3 G0 � � �

..

. ..
. ..

. ..
.

2
66666666666664

3
77777777777775

Vs

V�p�s

Vpþ s

V�2p�s

..

.

2

666666666666666664

3

777777777777777775

ð75Þ

This matrix relates currents to voltages at different
frequencies and thus differs from the usual conductance
matrix.

A similar matrix can be found for the current–voltage
relation resulting from the pumped capacitance.

Is

I�p�s

Ipþ s

I�2p�s

..

.

2
6666666666666664

3
7777777777777775

¼

josC0 jop�sC1 jopþ sC1 jo2p�sC2 � � �

josC�1 jop�sC0 jopþ sC�2 jo2p�sC1 � � �

josC1 jop�sG2 jopþ sC0 jo2p�sC3 � � �

josC�2 jop�sC�1 jopþ sC�3 jo2p�sC0 � � �

..

. ..
. ..

. ..
.

2
6666666666666664

3
7777777777777775

�

Vs

V�p�s

Vpþ s

V�2p�s

..

.

2
6666666666666664

3
7777777777777775

ð76Þ

The classic theory for the mixer is based on Eq. (75) and,
for parametric amplifiers and upconverters, on Eq. (76).
When both the nonlinear conductance and nonlinear ca-
pacitance are significant, the two effects can be added to-
gether. Physically, the generated frequencies are

nop � os, but only those frequencies shown in Fig. 6 are
used to arrive at Eq. (75).

9.2. Mixer Conversion Loss

The typical mixer (Fig. 7) will have an RF small signal
coming from the receive antenna, a large amplitude local
oscillator of frequency op, and the difference frequency
called the intermediate or IF frequency. The customary
notation for these frequencies, and other higher order
terms, is given by the relationship

on¼o0þnop ð77Þ

Figure 6 shows these frequencies where the RF signal,
o1 > op. The IF frequency is then o0. For synthesis pur-
poses, Eq. (75) is truncated to include only o0, o1, and the
image frequency o�1. Based on these three frequencies,
the conversion loss and the optimum input conductance
can be determined [9]. The conversion loss has been de-
fined by [9] as the ratio of the input and output available
powers. The theory based on this definition has been well
developed.

The available power from the signal generator and
from the IF output of the mixer is given below.

PG¼
I2

G

8GG
ð78Þ

P0¼
I2

0

8Gout
ð79Þ

In order to make the conversion loss a positive number
when expressed in dB, it is defined as the reciprocal of the
available gain.

La¼
PG

P0
ð80Þ

The different frequency terms can be expressed in the way
used in Eq. (70) and Eq. (71), or they can be expressed in
the more usual mixer notation of Eq. (77). Some simplify-
ing assumptions can now be made to the conductance ma-
trix representing the mixer diode. First, only the RF, IF,
and image voltages are nonzero. These correspond to the
currents (applying the notational shift) Ipþ s¼ I1; Is¼ I0,
and I�p�s¼ I��1, respectively. In the former notation, Is was
considered the low-frequency input, but in typical mixer
application, the lowest frequency is the IF. In short, the ‘‘s’’
does not really stand for the RF signal frequency anymore.

�−2 �−1 0 �0

I(�)

�1 �2

−2�p −�p �p 2�p

Figure 6. The spectrum of frequencies neces-
sary to analyze the nonlinear conductance of a
Schottky diode mixer.
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The effect of the local oscillator voltage is to pump the
diode, so this does not need to be further considered in
the small signal analysis of the mixer other than
through GðvpÞ.

Equation (75) can be truncated still further to retain
only the RF signal, IF output, and the image frequencies.
Using the above revised notation, Eq. (75) is written as

I1

I0

I��1

2

664

3

775¼

G0 G1 G2

G�1 G0 G1

G�2 G1 G0

2

664

3

775

V1

V0

V��1

2

664

3

775 ð81Þ

¼

y11 y12 y13

y21 y22 y23

y31 y32 y33

2

664

3

775

V1

V0

V��1

2

664

3

775 ð82Þ

Second, certain approximations can often be made in
Eq. (81) or Eq. (82) that makes the analysis simpler. As the
image and RF frequencies are typically close together, and
the mixer is typically a broad-band circuit, it can be as-
sumed that the external loads, Gimage¼GG, and that con-
version from the RF port to another port will be the same
as the conversion from the image port to that same port
(Fig. 7). Consequently,

y32¼ y�12¼G�1¼G1 ð83Þ

y23¼ y�21¼G1¼G�1 ð84Þ

y31¼ y�13¼G�2¼G2 ð85Þ

g33¼ y�11¼G0¼G0 ð86Þ

so that for real matrix elements

I1

I0

I��1

2

664

3

775¼

g11 g12 g13

g21 g22 g21

g13 g12 g11

2

664

3

775

V1

V0

V��1

2

664

3

775 ð87Þ

If I1 is replaced by �GGV1; I0 is replace by þGoutV0 and
I��1 is replaced by �GGV��1, then Eq. (88) becomes singular
and only can be solved when the determinate is 0, which
results in an equation that can be solved for Gout, the IF
output admittance.

Gout¼ g22þ
2g12g21 g13 � ðg11þGGÞ½ �

ðg11þGGÞ
2
� g2

13

¼ g22 �
2g12g21

g13þ g11þGG

ð88Þ

If in the IF port, GL¼1, then the IF voltage V0¼ 0. The
current entering the RF port is IG �GGV1, and the current
entering the image port (where Gimage¼GG) is �GGV��1.
Solution of Eq. (87) for this condition leads to an expres-
sion for IG and I0 in terms of the RF voltage V1.

IG¼ ðg11þGGÞV1 �
g13g31

g11þGG
V1 ð89Þ

I0¼ g21 �
g21g13

g11þGG

� �
V1 ð90Þ

By eliminating V1 between these two expressions, I0 can
be related to IG.

I0¼
g21IG

g11þGGþ g13
ð91Þ

The conversion loss can be found now from Eqs. (78)–(80).

La¼
PG

P0

¼
Goutðg11þGGþ g13Þ

2

GGg2
21

ð92Þ

The value for Gout in Eq. (88) is substituted into Eq. (92) to
give the conversion loss in terms of the mixer diode prop-
erties and GG only.

La¼
g12

g21

ðg11þ g13þGGÞ g22ðg11þ g13þGGÞ � 2g12g21½ �

GGg21g12

ð93Þ

At this point, Torrey and Whitmer [9] normalized con-
ductances in Eq. (93) with respect to g11. If

x¼
GG

g11

a¼ 1þ
g13

g11

b¼
2g12g21

g11g22

then

La¼
2g21g11

g12

. f ðxÞ ð94Þ

+

−

+

−

+

−

+ −

Vp

Gout

GLGGIG V1 V0

Gin

Gimage

V*
−1

Figure 7. Mixer circuit that includes terminations at the RF in-
put signal, the IF output signal, and the image frequency.
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where f(x) is defined as

f ðxÞ¼
ðaþ xÞðaþ x� bÞ

bx
ð95Þ

The value of x¼ xo that minimizes f(x) is found by taking
a derivative.

xo¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aða� bÞ

p
ð96Þ

Substituting this result back into Eq. (95) gives the value
for f(x) that minimizes the conversion loss.

La�min¼
2g21

g12

1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p ð97Þ

where

b

a
¼

2g12g21

g22ðg11þ g13Þ
ð98Þ

The optimum conductance for the RF port is found from
xog11.

GG�opt¼ g11a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p

¼ ðg11þ g13Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p ð99Þ

and the optimum conductance for the IF port is found from
Eq. (88).

Gout�opt¼ g22

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p
ð100Þ

Equations (97)–(100) can now be written in terms of the
pumped conductance parameters Eqs. (83)–(86).

b

a
¼

2G2
1

G0ðG0þG2Þ
ð101Þ

La�min¼ 2
1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p ð102Þ

GG�opt¼ ðG0þG2Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p
ð103Þ

Gout�opt¼G0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b=a

p
ð104Þ

Values for G0, G1, G2, etc., are best obtained experimen-
tally.

For a known mixer diode, Eqs. (103)–(105) and
Eq. (102) give the design procedure and a predicted
value for the minimum conversion loss. These are,
as mentioned earlier, based on the assumption of a sinu-
soidal pump voltage at the diode terminals.

An alternative definition for conversion loss is the re-
ciprocal of the transducer power gain, which is defined as
the power available from the source to the IF power de-
livered to the load [17]. The 3� 3 matrix Eq. (81) is con-
verted to a 2� 2 matrix, and the resulting matrix
elements are used in the standard transducer power
gain equation [18, p. 131].

Barber [19] determined the mixer conversion loss, noise
figure, optimum GG, and Gout as a function of the pulse
duty ratio for three conditions: Gimage¼GG; Gimage¼1;
and Gimage¼ 0. The pulse duty ratio is the ratio, t/T, where
t is the time the local oscillator pulse is on and T is the
total period of the local oscillator pulse generator, which is
seen to be more accurate than an assumed sinusoidal volt-
age on the diode junction. It was found that the conversion
loss was smallest when t=T! 0. The minimum theoreti-
cal conversion loss (and noise figure) was shown to be 3 dB
when Gimage¼GG and 0 dB when Gimage¼1 or 0.

9.3. Mixer Noise

The source of noise in a Schottky barrier diode can be
considered to be from 1/f flicker noise at low frequencies,
from shot noise at intermediate frequencies (which is es-
sentially white noise), and noise associated with electron
transit time effects at high frequencies. The transit time
noise component was the subject emphasized in [20] for Si
devices.

Achieving the lowest possible noise figure in a mixer
requires cooling the devices to cryogenic temperatures. A
double sideband (DSB) receiver noise temperature of 62 K
was achieved at 100 GHz when the mixer was cooled to
20 K [21]. Their data also show an average DSB noise
temperature of 75 K over the frequency range of 80 to 115
GHz. Single sideband noise temperature would be 124 K
because the input signal is twice as large in the DSB mea-
surement.

The shot noise component was addressed in [19] by as-
sociating the nonlinear conductance terms of the diode
with the current components that gives rise to the shot
noise, which implies that the mixer gain and noise are
functions of the single variable, the AC input signal am-
plitude. Formulas given in [19] show noise figure for the
three cases when the image conductance is infinite, is
zero, and is equal to the source conductance.

The noise characteristics of Schottky barrier diodes be-
come very important for mixer design for radio astronomy
applications or millimeter-wave sensors. High-frequency
devices require small areas to reduce capacitance, but
small areas have been known to exhibit noise tempera-
tures much greater than what would be predicted at cryo-
genic temperatures. The larger than expected noise has
been seen to be the result of interfacial stress between the
GaAs device and the SiO2, where the latter material is
used to define the location and size of the metal contact on
the GaAs [22]. The large difference in the expansion coef-
ficients of the materials seems to produce stress, which in
turn was responsible for higher than expected noise.

10. FREQUENCY MULTIPLIERS

The nonlinearity available in the Schottky barrier diode
can also be used in frequency multipliers. In the Schottky
barrier diode, both the forward conduction current, which
provides nonlinear conductance, and the reverse biased
charge storage in the depletion capacitance can contribute
to the frequency multiplication process, which is in
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contrast to the pn junction varactor that uses only the
nonlinear capacitance (but might include diffusion capac-
itance). The varactor multipliers are more efficient and
less noisy than Schottky diode resistive multipliers, but
they are more sensitive to circuit tuning. Schottky barrier
diodes used in broad-band frequency multipliers are more
easily tuned and have fewer unwanted frequencies than
their varactor counterpart. A discussion of combining
G(v) and C(v) is found in [23], with regard to a mixer
application.

The Manley–Rowe equations [24,25], which are basi-
cally a statement of energy conservation, show that the
lossless varactor multiplier output power is proportional
to the output to input frequency ratio, n, which is good
news when the output frequency is higher than the input
frequency, and bad news when the output frequency is
lower. In contrast, for the resistive multiplier, the power at
no1 is

Pn �
P1

n2
ð105Þ

and the remaining power is converted to DC.

PDC 	 ðn
2 � 1ÞP1 ð106Þ
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SCHOTTKY BARRIERS

S. ASHOK

The Pennsylvania State
University

University Park, Pennsylvania

The Schottky barrier, one of the earliest and simplest
semiconductor interfaces studied, consists of a metal in
contact with a semiconductor. It is named after Walter
Schottky, who in the 1930s developed a comprehensive
theory of such contacts, and traced their properties to the
electrical barrier that forms at the metal–semiconductor
(MS) interface. If the barrier height is relatively large, the
current–voltage (I–V) characteristics exhibit an asymmet-
ric rectifying behavior, while a symmetric linear I–V re-
sponse results from a low barrier. The rectifying MS
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contact is called the Schottky diode, whereas the nonrec-
tifying device is simply referred to as an ohmic contact.

The first observation of asymmetric conduction in sol-
ids was made by Ferdinand Braun in 1874, when he stud-
ied the properties of metal contacts to metallic sulfides
(later identified as semiconductors). The subsequent ad-
vent and rapid growth of radiocommunication led to wide-
spread use of these contacts as ‘‘point contact’’ diode
detectors. These naturally occurring semiconducting min-
erals suffered from high levels and variable distribution of
impurities, which made the devices rather unreliable. Re-
producible, high-quality MS interfaces had to await the
post–World War II development of synthesized semicon-
ductors of extremely high purity (such as Ge and Si) and
the use of vacuum deposition techniques. Exhaustive
studies of an enormous assortment of metal–semiconduc-
tor contacts have led to a better—although still incom-
plete—understanding of the mechanism of barrier
formation. Other phenomena (such as carrier transport)
are well understood, and Schottky contact technologies
may be considered mature for most semiconductors.

Because of its inherent high speed, the Schottky diode
is widely used in micro- and millimeter-wave detection
and mixing, while the Schottky interface itself is a key el-
ement in important amplifying devices such as the metal
semiconductor field-effect transistors (MESFETs) and the
more recent heterostructure FET (HFET), as well as in a
variety of radiation detectors. Commonly used metals gen-
erally form high barriers on n-type semiconductors, and
this is also the usually desired situation in devices because
of the higher mobility of electrons. The ohmic contact with
negligible voltage drop across itself is essential for all ex-
ternal and internal connections to the elements of semi-
conductor devices; the theory of the Schottky barrier is
also of relevance to the choice of metals for ohmic contacts.

1. THEORY OF SCHOTTKY BARRIER FORMATION

It is important to distinguish between two different types
of MS interfaces: (1) those prepared on semiconductor
surfaces freshly formed (by cleaving, or sputtering and
annealing, or in situ epitaxy) in ultrahigh vacuum (UHV,
with pressures o10� 10 torr) and, hence, unexposed to the
ambient; and (2) those prepared on chemically etched sur-
faces with the metallization done under simple high vac-
uum (pressure E10� 6 torr). The former are of great
importance in basic studies of Schottky barrier formation.
These involve mono- and submonolayer coverage of the
metal on freshly cleaved semiconductor surfaces and in
situ evaluation of the barrier height as well as microscopic
interactions between the metal and the semiconductor
through sophisticated surface analytical tools. All practi-
cal Schottky barriers are formed on chemically etched
surfaces and result in extremely reproducible electrical
characteristics. Regardless of the specific MS interface, it
turns out that the same physical models generally apply.
This is true even for the special case of reacted metal–
semiconductor contacts such as between metallic silicides
and silicon. The silicide Schottky barriers are of interest
from both fundamental and practical viewpoints, as the

MS interface here is buried inside the semiconductor bulk,
thus obviating the deleterious influence of surface oxides
and other contamination.

We will consider here two basic models, the earlier one
due to Schottky and the later one inspired by Bardeen’s
postulation of the surface states. Exhaustive reviews of
the physical models and experimental data on the
Schottky barrier may be found in Refs. 1–3.

2. THE INTIMATE SCHOTTKY CONTACT MODEL

This model, originally proposed by Schottky as well as
Mott, assumes an intimate interface between the metal
and the semiconductor with no interfacial layer between
the two. Consider a metal with workfunction fm greater
than the electron affinity ws of an n-type semiconductor.
Figure 1a shows the electron energy lineup in the metal
and the semiconductor before contact. When the contact is
made (Fig. 1b), the workfunction (or, equivalently, elec-
tronegativity) difference forces a momentary net flow of
electrons from the semiconductor to the metal until the
MS system as a whole reaches thermal equilibrium with a
single constant Fermi energy EF. The consequences of this
process are twofold: (1) an energy barrier fb separating
the electrons in the metal from the empty conduction band
states of the semiconductor at the interface and (2) a space

Evac

EFm

Ec

Eg

Ev

Ev

EcEF

Qm W

Qsc

EFs

mφ sφ

bφ

ξ

sχ

n-type scMetal

(a)

(b)

qVd

Figure 1. Electron energy band diagram of a metal and an
n-type semiconductor under thermal equilibrium before (a) and
after (b) contact. The workfunction of the metal fm is assumed to
be greater than the semiconductor electron affinity ws.

4608 SCHOTTKY BARRIERS



charge or depletion region of width W on the semiconduc-
tor side of the interface. The electrical properties of the
Schottky barrier arise principally from this space charge
layer. The positive charge in the latter (Qsc), consisting of
ionized donors, compensates the negative electron charge
in the metal (Qm). Correspondingly, the space charge re-
gion develops a band bending qVd in a manner similar to
that in a p-n junction. From Fig. 1, the Schottky barrier
height fn

b and (zero-bias) band bending qVd or diffusion
potential Vd are readily shown to be

fn
b ¼fm � ws ð1Þ

qVd¼fm � fs ð2Þ

The space region width W is given by

W¼
2esVd

qND

� �1=2

ð3Þ

where es is the dielectric permittivity of the semiconduc-
tor, q the electron charge, Vd the diffusion potential, and
ND the bulk donor concentration.

It is possible to form Schottky barriers on p-type semi-
conductors also, in which case we need fmofs, and the
Schottky barrier height fp

b (for holes, measured from EFm

to Ev at the interface) becomes

fp
b¼Egþ ws � fm ð4Þ

Equations (1) and (4) predict a linear dependence of bar-
rier height on metal workfunction, with a slope parameter
Sf¼|dfb/dfm| equal to unity. However, experimental
values of Sf are significantly less than unity for most
semiconductors, thus requiring a more elaborate model
postulating the presence of an interfacial layer and inter-
facial charge. The first proposal for the interfacial charge
was made by Bardeen, who recognized that the disconti-
nuity of the crystal lattice at the surface would give rise to
surface states or traps located physically at the semicon-
ductor surface and energetically within the bandgap.

Addition of Eqs. (1) and (4) yields the relation

fn
b þfp

b ¼Eg ð5Þ

for any metal–semiconductor combination. While Eqs. (1)
and (4) invariably fail to describe experimental results on
Schottky barriers, the Schottky barrier heights of similar-
ly prepared contacts on n-type and p-type semiconductors
often add up to the bandgap as given by Eq. (5) for a
variety of semiconductors and metals.

2.1. The MIS Schottky Contact Model

The MIS Schottky model incorporates the following
changes to the intimate Schottky contact model: (1) an
(ultrathin, tunnelable) interfacial layer (I) of thickness d
between the metal and the semiconductor and (2) inter-
face traps of density Dit (cm�2 eV�1) located at the IS in-
terface and with occupancy controlled by the metal Fermi
energy EFm. By Gauss’ law, a surface charge density Qit in

the interface traps would give rise to a potential (D/q)
across the I layer as shown in Fig. 2. The resulting re-
alignment of the semiconductor band bending then alters
the barrier height, making it less dependent on the metal
workfunction. In view of the electrical transparency of the
I layer, note that the Schottky barrier height is still given
by the difference between the semiconductor conduction
band edge at the surface and the Fermi energy in the
metal. With the additional source of charge, the charge
neutrality condition becomes

QmþQitþQsc¼ 0 ð6Þ

It is convenient to define a ‘‘neutral level’’ f0 for the in-
terface traps, such that the net interface trap charge Qit is
zero when EFm lies at f0. From the band diagram of Fig. 2,
using Gauss’ law and a few simplifying assumptions, it
can be shown (see Ref. 2, p. 20) that

fn
b ¼ g ðfm � wsÞþ ð1� gÞðEg � f0Þ ð7Þ

where g¼ ei=ðeiþ qdDitÞ. Now the slope parameter Sf¼

go1, and decreases monotonically with increase in the
interface trap density Dit and interface layer thickness d.
In the extreme case when (dDit)-N, fn

b ¼ ðEg � f0Þ¼ con-
stant, independent of the metal workfunction fm—the so-
called Bardeen limit. This situation is also referred to as
(surface) Fermi level pinning, because EFn is now pinned

δ
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Figure 2. Electron energy band diagram for the MIS Schottky
model under thermal equilibrium, with an ultrathin, tunnelable
interfacial layer I.
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to the neutral level f0 of the interface traps. If, on the
other hand, (dDit)-0, then Eq. (4) reduces to Eq. (1),
which applies to the (intimate) Schottky limit.

If we use an upper limit of d ¼ 20 Å for a good Schottky
diode and assume an e¼ 4e0, the Bardeen limit is ap-
proached for Dit\1013 cm�2 eV�1. Using a surface atomic
density of 1015 cm� 2 for a solid, this corresponds to about
one interface trap for every 100 surface atoms. Such a high
level of interface trap density contrasts with
Dito1010 cm� 2 eV� 1 obtained for the high-quality ther-
mal SiO2/Si interface used in Si MOS technology.

Experimental verification of Eq. (7) requires deposition
of metals of widely differing workfunction on identically
prepared samples, rather than compiling data reported by
different authors in the literature. Such studies on Si have
yielded a g in the range 0.15–0.22 depending, evidently, on
surface preparation [4]. However, phenomena such as
metal–semiconductor reaction, interfacial strain, and ag-
ing effects could profoundly influence the MS interface, so
strict adherence of relations such as Eq. (7) should not be
expected for all metal–semiconductor combinations. The
principal success of the model is in explaining semiquan-
titatively those trends observed in measurements.

An expression similar to that in Eq. (7) can be derived
for the MIS Schottky barrier on a p-type semiconductor,
and again fn

b and fp
b add up to the bandgap Eg of the

semiconductor as with the intimate Schottky model [see
Eq. (5)]. Experimental data on a number of semiconduc-
tors confirm this trend (Ref. 2, Sec. 2). Thus a high barrier
height on an n-type semiconductor implies a low barrier
on the p-type. A practical conclusion from the MIS
Schottky model, as with the intimate Schottky model, is
that high barrier heights require metals of large work-
function for n-type materials and small workfunction met-
als for p-type materials. Measured barrier heights are
typically in the range 0.6–0.8 eV for n-type Si, and 0.75–
0.95 eV for n-type GaAs. Clearly, the higher the bandgap
Eg, the higher will be the expected Schottky barrier
height.

The stipulation of the I layer in this model is a logical
one for Schottky barriers formed on chemically etched
semiconductor surfaces. Most semiconductors form a na-
tive insulating oxide, 10–20 Å thick, on inevitable expo-
sure to room ambient before the samples are introduced
into the vacuum chamber for metallization. The MIS mod-
el, however, could also be applied to UHV-prepared inti-
mate contacts because an atomic level separation between
Qm and Qit is all that is needed to simulate the I
layer; here the two sheet charges essentially constitute
an atomic dipole.

The origin of the interface traps has been a subject of
some controversy over the years, with at least two distinct
schools of thought: (1) the unified defect model, where the
surface Fermi level is pinned at discrete acceptor- and do-
norlike defect states induced by the metal deposition and
(2) the continuum metal-induced gap states (MIGSs) that
arise from the decay of the metal electron wavefunctions
into the semiconductor, as originally proposed by Heine in
1965. More recent studies of both UHV and chemically
etched samples appear to favor the MIGS theory although
some anomalies persist, requiring an additional secondary

mechanism of metal deposition-induced defect states.
These issues have been reviewed at length by Mönch [3,5].

The MIS Schottky model is most effective in giving a
qualitative explanation for the observed weak dependence
of barrier height on the metal workfunction. Quantitative,
predictive interpretations using Eq. (7) are beset not
merely by second-order phenomena, such as metal–semi-
conductor interdiffusion, but the more basic problem of
choosing the right value for the workfunction fm. The
workfunction of a solid contains surface as well as volume
contributions, and both the intimate and MIS Schottky
models tacitly assume that fm and ws do not change (at
least differentially) when the metal and the semiconductor
are brought into contact. This may not be true in practice,
so other parameters of the metal such as electronegativity
have been proposed over the years for correlating to bar-
rier height. Other empirical correlations studied include
the heat of formation of silicides, effective workfunction,
and the interfacial crystal structure. Detailed discussions
of these aspects can be found in an article by Werner and
Rao [4] on silicon, and in the review by Brillson [6] on
other types of semiconductors.

3. CARRIER TRANSPORT

The current flow across the Schottky barrier may be vi-
sualized as an extension of electron emission from a metal
to vacuum. As seen in Fig. 1a, the energy barrier for this
process is the metal workfunction fm, which constitutes
the activation energy for over-the-barrier thermionic
emission current [proportional to exp � (fm/kT)]. With
the metal in contact with the semiconductor (Fig. 1b or 2),
the effective barrier for electron emission changes to the
Schottky barrier height fb, as empty states are available
in the conduction band of the semiconductors to receive
the emitted electrons. Further, unlike vacuum, the semi-
conductor is also a source of electrons for emission back
into the metal. Most importantly, we can control this latter
flow by applying a voltage V of proper polarity—the so-
called forward bias where the n-type semiconductor is
negatively biased—that raises the conduction (and va-
lence) band edge upward by an amount qV relative to
thermal equilibrium. As shown in Fig. 3, the energy bar-
rier for electrons in the semiconductor reduces from qVd to
q(Vd�V), which results in an exponential increase of cur-
rent with the applied voltage. The path for this over-the-
barrier-thermionic emission is shown as (a) in Fig. 3.

The current–voltage (I�V) characteristics of a
Schottky barrier are then dominated by the thermionic
emission process, with the following expression for cur-
rent:

I¼ I0
exp qV

nkT
� 1

� �
ð8Þ

I0 is the so-called saturation current given by

I0¼A .A�� .T2 exp�
fb

kT
ð9Þ
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where A is the area of the Schottky contact; A** is the
modified Richardson constant, which is dependent on the
semiconductor band structure; k is Boltzmann’s constant;
and T is the temperature in kelvins. Equation (8) also
contains the so-called ideality factor n, which has a value
slightly greater than unity. This n factor is a consequence
of second-order effects such as the image force reduction of
the Schottky barrier height, and the presence of any in-
terfacial layer that drops part of the applied voltage and
thus reduces the voltage across the semiconductor. High-
quality, intimate Schottky barriers made on moderately
doped semiconductors can have nt1:01, while increased
doping and presence of I layers can raise the value to as
high as 1.1.

According to Eq. (8), the log I–V plot should be linear
for V\3 kT, with the zero-voltage extrapolation giving the
saturation current I0. Using Eq. (9) and assuming the
value of A** (112 A cm� 2 K� 2 for n-Si and 4.4 A cm�2 K� 2

for n-GaAs), one can then extract the value of the Schottky
barrier height fb. In the reverse direction, that is, for
Vo0, the current will remain constant at the saturation
value I0 (typical range 10� 10–10�6 A/cm2) until the junc-
tion breaks down under large reverse bias. It is evident
that Eq. (8) represents highly asymmetric I–V character-
istics, leading to the use of the Schottky barrier as a rec-
tifier in the Schottky diode.

Thermionic emission is the dominant transport mech-
anism at room temperature and above for Schottky barri-
ers formed on moderately doped, single-crystal
semiconductors, but a number of other mechanisms are
also simultaneously present. Most of these are parallel
processes and are illustrated in Fig. 3, where process b
represents the thermionic field emission or thermally as-
sisted tunneling process, where the electron climbs part
way up the barrier thermally and tunnels through the
rest; process c is field emission or direct tunneling across

the entire barrier; process d is recombination in the de-
pletion region; and process e is recombination in the semi-
conductor bulk of injected minority holes.

Thermionic field emission and field emission become
important as the dopant concentration is increased [with
corresponding reduction in depletion width W, Eq. (3)] or
temperature is reduced, and they have I–V relations sim-
ilar in form to Eq. (8), but with an n factor increasing
substantially above unity. In the extreme case of field
emission, the (nT) product becomes a constant, giving a
temperature-independent slope for the log I–V plots. In
highly defective or disordered materials such as amor-
phous and polycrystalline semiconductors, one sometimes
observes nonthermionic characteristics even at room tem-
perature and at doping levels where direct field or therm-
ionic field emission is impossible. These are attributed to
‘‘multistep’’ tunneling through impurity and defect levels
in the depletion region.

Recombination in the depletion region (process d) and
hole injection (process e) are identical to the phenomena
that occur in a p-n junction. The former gives an addi-
tional current component similar to Eq. (8), but with an
ideality factor n that is usually close to 2. If the corre-
sponding I0 is larger than that for thermionic emission,
this component will show up as a shoulder in the log I–V
plots under low forward bias. The (minority) hole injection
component has a form similar to that in Eq. (8), but with
n¼ 1. As the corresponding I0 is invariably orders of mag-
nitude lower than that for the majority electron therm-
ionic emission, minority carrier injection into the
semiconductor is only rarely observed in Schottky barri-
ers, corresponding to unusually large barrier heights and
high forward bias. Note that the electrons injected from
the n-type semiconductor into the metal are still majority
carriers in the metal, unlike those injected from the n- to
the p-side of a p-n junction. Thus there is no minority-
carrier storage in the Schottky diode, making it an ex-
tremely fast switching device.

All the current flow mechanisms identified in the pre-
ceding text are parallel processes. However, the therm-
ionic emission process itself is in series with diffusion of
majority electrons from the bulk towards the interface.
Nevertheless, except in some very low mobility semicon-
ductors, the rate-limiting step is thermionic emission, not
diffusion. Thermionic emission and diffusion limits in a
Schottky barrier are analogous to water flow in a pipe
limited by the orifice and internal bulk friction, respec-
tively. Further details of current flow in a semiconductor
may be found in Ref. 2.

4. BARRIER HEIGHT MEASUREMENTS

The most commonly used technique for measuring the
Schottky barrier height is the I–V measurement. As noted
earlier, extrapolation of the forward log I–V plot yields I0,
which is related to fb through Eq. (9). A simple room-
temperature I–V measurement will suffice here if the
value of A** is assumed. However, the barrier height mea-
sured includes the effect of image force, a reduction on
the order of 0.01–0.04 eV depending on the material and
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Figure 3. The band diagram of a metal/n-type semiconductor
interface under an applied forward bias voltage V, displaying the
various carrier transport mechanisms.
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doping. The error due to uncertainties in the value of A**

(due to the interfacial layer, etc.) is small (o0.02 eV for a
factor of 2 change in A**) due to its logarithmic influence
on fb. For any meaningful interpretation of the log I–V
data using the thermionic emission theory, it is important
to verify that the linear region extends over at least two
decades of current and that the n factor is less than 1.1.

An added degree of freedom in Schottky barrier mea-
surement can be gained if the I–V measurements are
made at different temperatures, typically at room temper-
ature and above where thermionic emission is likely to
dominate. Then an activation energy plot of log(I/T2) ver-
sus 1/T should yield a straight line, whose slope gives the
barrier height and the y-axis intercept yields the value of
A**. This approach hence does not require any knowledge
of the Richardson’s constant, and is particularly effective
for the assessment of Schottky barriers containing inten-
tionally introduced I layers for barrier height control.

Another frequently used electrical measurement is
based on the depletion capacitance C¼ es (A/W), which is
a function of applied voltage V through Eq. (3) [modified
by replacing Vd with (Vd�V) under bias]. To avert the in-
fluence of strong conduction under forward bias, the ca-
pacitance–voltage (C–V) measurement is usually done
under reverse bias (i.e., Vo0). Assuming that the dopant
concentration is constant, a plot of [1/C2] versus V will
then give a straight line with an x-axis intercept at Vd.
Figures 1 and 2 show the relation between Vd and fb;
however, by including the effect of carriers at the depletion
region edge through a correction term kT, one obtains the
relation

fb¼ qVdþ xþ kT ð10Þ

For intimate Schottky contacts on uniformly doped sub-
strates, the agreement between I–V- and C–V-determined
barrier height is quite close. However, the C–V technique
fails to yield the correct barrier height with I layers of
substantial thickness and interface traps that may re-
spond to the AC measurement signal. Incidentally, the
slope of the 1/C2 plot gives the doping concentration ND,
which turns out to be valid even for nonuniform doping. A
convenient way of obtaining the doping profile of a semi-
conductor wafer is to use a mercury contact as a temporary
Schottky barrier.

One of the most direct measurements of Schottky bar-
rier height involves photoexciting the electrons in the
metal over the barrier. This internal photoemission pro-
cess requires photons of energy hn laying between fb and
Eg to avert fundamental absorption in the semiconductor.
The photoyield Y (photoelectron per absorbed photon) is
given approximately by

Y ’ B½hn� fb�
2

where B is a constant. A plot of Y1/2 versus hn gives a
straight line with an x-axis intercept at fb. As with I–V
measurements, this barrier height includes the image
force reduction effect. The variable wavelength illumina-
tion needed for this measurement may be obtained using a

high-intensity white-light source and a monochromator. If
the illumination is on the metal side, the thickness of the
metal should be small (E100 Å) because otherwise the
photoexcited, hot electron with its limited mean free path
cannot reach the interface.

5. MATERIAL SYSTEMS

Schottky barriers may be formed on literally any semi-
conductor, and in most cases it is easier to obtain a high
barrier on n-type than on p-type material. There are ex-
ceptions such as InP, where the barrier height on n-type
material is very low, seriously limiting the application po-
tential of this important optoelectronic semiconductor in
MESFETs. Most practical applications of Schottky con-
tacts require a high barrier to minimize the leakage cur-
rent I0, and this, coupled with the higher electron mobility,
makes n-type semiconductors the preferred choice for
Schottky-based devices.

The choice of the metal is also based on metallurgical
considerations involving interfacial stability. Metal–semi-
conductor interdiffusion may occur at high operating tem-
peratures and current densities, so practical contacts may
involve multilayers, and refractory and other metals and
their alloys. Metallic silicides (e.g., PtSi, Co2Si) are par-
ticularly attractive Schottky contact materials for Si as
well as compound semiconductors and are widely used.

The technique of metal deposition is also crucial in de-
termining the barrier height. Thermal evaporation in high
vacuum (o10�6 torr) is the most innocuous method for
Schottky barrier formation, while sputtering and related
ion-beam/plasma techniques introduce defects close to
the MS interface and significantly modify the Schottky
barrier height [7].

6. SCHOTTKY BARRIER MODIFICATION

Modification and control of the Schottky interface have
been the subject of intense interest since the 1970s, from
both fundamental and practical viewpoints. The interest
in basic studies stems from the possibility of ‘‘passivating’’
the interface traps with suitable chemical treatment so
that one may achieve the Schottky limit. Studies have also
focused on introducing insulating as well as semiconduct-
ing nanoscale interlayers (e.g., Al/Si/GaInP, Metal/Si3N4/
Si) to form deliberate MIS structures for barrier modifi-
cation [8]. Interface doping can also be used to alter fb. An
elegant practical technique is that proposed by Shannon
[9]. By using a very shallow (E100 Å) implanted layer be-
tween the metal and the semiconductor, the shape of the
barrier is altered, thereby changing the effective barrier
height. If the implanted species are of the same conduc-
tivity type as the substrate, the increased electric field and
thinning of the barrier near the top causes carrier tun-
neling. This effectively reduces barrier height. With an
implant of the opposite conductivity type, the dopant com-
pensation causes electric field reversal near the top, there-
by increasing barrier height.

More recent contributions to the understanding of
Schottky barriers have come about from the study of
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epitaxial silicide/Si interfaces where the crystallographic
effects are very much in evidence. A very interesting result
is the difference in barrier height of 0.13 eV between NiSi2
and Si(111) depending on whether both have the same
orientation or are rotated 1801 about the /111S direction.

A closer inspection of the electrical and structural prop-
erties has also forced one to consider the inherent inho-
mogeneities at Schottky interfaces. The spatial potential
fluctuations effectively yield a distributed system of par-
allel Schottky barriers of varying barrier heights. Hence,
the net carrier transport can be profoundly influenced
through the exponential dependence of current on fb [see
Eqs. (8), (9)]. These issues are discussed at length in Ref. 4.
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1. INTRODUCTION

The characteristic properties of semiconductor materials
play a key role for the performance of the fabricated elec-
tronic devices. In this respect, silicon carbide (SiC) devices
offer great advantages to overcome the physical device
limitations in silicon (Si) devices set by the materials

properties in Si. The theoretical performances of SiC can
be compared to Si and other common semiconductors us-
ing appropriate figures of merit [1] (see Fig. 1).

Si devices are generally used below a maximum junc-
tion temperature of B2001C and confined to blocking volt-
ages of a few kilovolts. Because of its large bandgap, SiC
possesses a very high breakdown field and low intrinsic
carrier concentration, which consequently makes high
voltage and high temperature operation possible. SiC is
also suitable for high-frequency device applications, be-
cause of the high saturation drift velocity and low permit-
tivity. The material quality and the diameter of silicon
carbide wafers have steadily been improved and the mi-
cropipe densities have been reduced to B10 cm� 2 at pro-
duction level (B0.9 cm�2 for a 50-mm 4 H SiC wafer in
research stage) [2,3]. This is promising for future fabrica-
tion of larger than millimeter-sized devices. Presently, 6 H
and 4 H SiC wafers of n and p types with a diameter of
75 mm are commercially available, while wafers of
100 mm diameter are shown as viable demonstrators ex-
pected to be in production within a few years. Most of the
key SiC process technologies including doping, dry etch-
ing, oxide growth, and Schottky and Ohmic contacts, and
are relatively mature and compatible to those in Si pro-
cessing. However, some key processing issues that are
critical must still be overcome for device commercializa-
tion. In this article, the progress and the current status of
SiC device technologies are discussed.

2. PROCESS TECHNOLOGY

A good feature with SiC is the excellent behavior to be
thermally oxidized to form SiO2, which is crucial in both
fabricating devices with MOS structures as well as passi-
vation of surfaces. SiC is normally oxidized at higher
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Figure 1. Figures of merit for various semiconductors. All values
are normalized with respect to Si, including Johnson’s figure of
merit (FoM) (JFM in diagram) for basic limits on the device per-
formance (high power and frequency) and Keyes’ FoM (KFM in
diagram) for the switching speed of transistor. Quality factors
QF1–3 take thermal properties into consideration (QF1) for the
heatsink material and the active-device area in power devices.
QF2 assumes a perfect heatsink. QF3 is based on no heatsink nor
geometric factors. Baliga’s FoM (BFM in diagram) can be used for
evaluation of high-frequency application.
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temperatures (4B11501C) and at slower rate, due to the
stronger Si–C bonds compared to Si–Si bonds [4]. The in-
terface properties of SiO2/SiC have recently been im-
proved by H2 treatment prior to the oxidation or by
postoxidation annealing in NO or N2O [5]. A serious prob-
lem with oxidation of SiC is the low MOS channel mobility.
The highest values reported for the n-channel inversion
mobility in 6 H SiC is 70–100 cm2/V . s, whereas values of
1–20 cm2/V . s are commonly found for the inversion chan-
nel mobility in 4H SiC [6].

High-voltage termination technique is crucial to high
power devices. Most passivation techniques in Si devices
are also applicable to SiC, which includes guard rings,
field plate termination, and junction termination exten-
sions (JTEs). Other passivation techniques suggested are
the high-dose implantation of inert ions (either Ar or B)
forming a high-resistivity region or to create a beveled
surface region by etching. Power switching devices appear
to perform well with these passivation treatments even
though the inadequate passivation affects the subthresh-
old or the microwave characteristics of JFETs [7] and
MESFETs [8].

Whereas the large Si–C bonding energy makes silicon
carbide attractive for applications in harsh environments,
it becomes problematic in etching SiC. Because of the high
bond energies between silicon and carbon, the convention-
al wet chemical etching is not possible at practical process
temperatures. Hence plasma-based dry etching plays a
crucial role in SiC for the device pattern transfer process.
Plasma etching is used for junction termination in mesa
structures, devices with various structures such as U-
MOSFETs, buried-gate JFETs, BJTs, or via-hole etching
in SiC. Plasma etching of SiC in F-based chemistry has
been proved to work well [9]. Etch rates as high as
1.35 mm/min in helicon reactor and 970 nm/min by induc-
tively coupled plasma reactive ion etching in a SF6/O2

plasma have been reported. Electrical properties of
Schottky and Ohmic contacts on etch damaged surfaces
are of interest, and more recent studies show that the
damage from a low-energy etched 4H SiC can be recovered
by a sacrificial oxidation annealing [10].

All devices need good low-Ohmic contacts. They are
particularly important for applications using high current
densities that result in large voltage drops across even
small resistances. The specific contact resistance to n- and
p-type SiC is normally in the range of 10� 4–10�6O cm2

and 10� 3–10� 5O . cm2, respectively, and are highly de-
pendent on the surface doping concentration, choice of the
metal, sample preparation, and the postmetallization heat
treatment. The surface of SiC can be terminated by either
Si or C and will greatly affect the contact properties. Nor-
mally contacts are made to Si-surface-oriented device
structures, which has proved to yield reliable properties.
Ohmic contacts to n-type SiC seem to be acceptable for
device applications. However, because of the higher bar-
rier height, it is yet more difficult to obtain lower specific
contact resistance (rc) for p-type SiC. Generally, Ni-based
and aluminum-based contacts have been widely used for
n-type and p-type SiC, respectively. The lowest contact
resistivities yet reported for p-type SiC is in the
5� 10�6O . cm2 range using CoSi2 by sequential evaporation

of Co and Si on 6H SiC [11]. Various interesting approach-
es can be found in the literature. Epitaxially grown TiC
on 4H SiC has shown good Ohmic contact properties
(5� 10� 6 and 3 � 10� 5O . cm2 for n- and p-type 4H SiC
epilayers) by using coevaporation with an e-beam for Ti
and a Knudsen cell for C60 in a UHV system, which
required an annealing temperature of only B5001C [12].

3. DEVICE APPLICATIONS

3.1. High-Voltage Devices

SiC offers a high voltage capability that can be realized on
much thinner drift layers than in Si or GaAs. High break-
down voltage with lower ON-state resistance can be
achieved because of the high critical electric field of SiC.
Schottky diodes are approaching the unipolar limit of 4H
SiC and are today commercially produced by Infineon and
Cree Inc. with voltage ratings up to 600 V. The SiC
Schottky diodes are free from reverse recovery, and this
reduces switching power losses, thus allowing higher
switching frequencies in converter circuits. In the devel-
opment and research laboratories, several Schottky pro-
totypes approaching 2000 V have been demonstrated. SiC
junction barrier Schottky (JBS) diodes are interesting
candidates to Schottky diodes in the 600–3300 V blocking
voltage regime. JBS diodes [11] combine the excellent
switching behavior of Schottky diodes with a low leakage
current approaching that of PN diodes. The process tech-
nology of JBS diodes is, on the other hand, more complex
than for Schottky diodes. Figure 2 shows a performance
comparison between Schottky and JBS diodes [13].

PN diodes become advantageous for voltages above
B3–4 kV because of their lower ON resistance obtained
through conductivity modulation. Cree Inc. have reported
the highest breakdown voltage for a PN diode [14] to date
with B19.2.kV and a low forward voltage drop of 4.9 V at
100 A/cm� 2 that clearly indicates conductivity modula-
tion. This type of very-high-voltage diode has potential
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application with substantial system benefits, for instance,
in high-voltage DC power transmission. Very-high-voltage
diodes are, however, interesting mainly for applications
with high currents of 100 A and more. This requires chip
sizes in the range of 1 cm2, and a commercially viable pro-
duction of such diodes therefore requires significant im-
provements regarding crystal imperfections such as
micropipes, screw and edge dislocations, and low-angle
grain boundaries. Another problem that needs to be solved
is the long-term degradation of bipolar SiC devices caused
by recombination assisted defect generation and motion
discovered in 2002 [15].

Among switching power devices, MOSFETs, JFETs, bi-
polar junction transistors, and thyristors have been ex-
perimentally demonstrated. In 4H SiC MOSFETs, the
measured ON-state resistance is relatively poor due to a
low effective channel mobility. More recently, however,
MOSFETs fabricated on 6H and 15R SiC as well as on
the ð11 �220Þ or ð03 �338Þ surface of 4H SiC showed impressive
performances. Double-implanted MOSFETs in 6H SiC
showed properties exceeding 30 times the Si theoretical
limit with VB of 1.8 kV and RON of 46 mO . cm2 [16]. Static
channel expansion MOSFETs with 5.0 kV and RON of
88 mO . cm2 have been demonstrated in 4H SiC, using an
accumulated MOS gate and a pn-junction gate [17,18].
Additionally, the highest blocking voltage for a SiC switch-
ing device (6.5 kV) was obtained with an accumulation-
mode MOS gated device [19]. Technological challenges for
SiC MOSFETs are improvements regarding channel mo-
bility and oxide reliability.

JFETs, which are unipolar devices without any
Schottky or MOS interface, have advantages due to the
built in potential and inherent stability of the pn-junction
gate and do not suffer from the low channel mobility of the
MOSFETs. Thus they are suitable for applications in
which the normally ON characteristic is not a severe dis-
advantage. The best performance published to date in a
SiC majority-carrier active switch was in a vertical JFET
with RON of 26 mO . cm2 for devices with 3.5 kV breakdown
voltage [20]. Those types of JFETs are connected with Si
MOSFETs in a cascode configuration to obtain a module
with normally OFF characteristics. SiC JFETs combine low
ON-state resistance with fast switching and excellent
short-circuit withstand times in the range of milliseconds.

Progress has been made in development of SiC bipolar
junction transistors (BJTs) with an ON-state resistance of
only 10.8 mO . cm2 for a device blocking 1.8 kV [21]. The
BJTs combine a very low ON-state resistance with fast
switching, thanks to the thin drift layer needed for SiC
devices. Most of the reported SiC BJTs have epitaxially
grown emitter regions and common-emitter current gains
in the range of 10–50. Increased complexity in drive cir-
cuitry and the low current gains are drawbacks of BJTs
compared to FETs, whereas normally OFF characteristics
are an advantage compared to the JFET.

Promising results have been reported also for thy-
ristors with a gate turnoff GTO thyristor capable of block-
ing 2.6 kV and turning off 12 A [28]. Thyristors are,
however, like PN diodes, mainly interesting in large chip
sizes and therefore depend on improvements in material
quality for a potential commercialization.

The breakdown voltage squared over the ON-state re-
sistance ðV2

BD=RONÞ is compared in general, as shown in
Table 1. In Fig. 3, the results are plotted with the ideal ON-
state resistance of Si, 6H SiC, and 4H SiC devices. As can
be seen, diodes have been more successful so far, and are
very close to the ideal RON. To calculate the forward volt-
age drop, the RON should be multiplied by the current
density. For the bipolar devices there is an additional volt-
age drop because of the built-in voltage of the pn junction,
around 0.7 V for Si and 2.5 V for SiC. For the MOSFETs in
Table 1 and Fig. 3, the ON-state resistance is, to a large
extent, the channel resistance, since the mobility of the
inversion channel is still a problem.

3.2. RF Power Devices

SiC devices have shown considerable improvement and
superior RF power performance compared to those

Table 1. Summary of High-VoltageSiC Devices

Device (Polytype)
VBD

(kV)
RON

(mO . cm2)
V2

BD/RON

(MW/cm2) Ref.

PIN diode
(4 H)

19.5 65 5850 14

PIN diode (4 H) 4.5 42 482 20
JBS diode (4 H) 2.8 8 980 11
Schottky diode (4 H) 4.9 43 558 22
DMOSFET (4 H) 2.4 42 137 23
SIAFET (4 H) 6.1 732 51 19
SEMOSFET (4 H) 5 88 284 17
ACCUFET (4 H) 1.4 15.7 125 24
DMOSFET (6 H) 1.8 46 70 16
JFET (4 H) 5.5 218 139 25
VJFET (4 H) 2 70 57 26
VJFET (4 H) 3.5 25 490 20
VJFET (4 H) 1.7 3.6 802 47
BJT (4 H) 1.8 10.8 300 21
BJT (4 H) 1 17 59 27
BJT (4 H) 1.3 8 211 29
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available from Si or GaAs devices. Better high frequency
figures of merits are attributed to improved materials
properties such as bandgap, critical electric field, and
thermal conductivity as well as the saturation electron
velocity, and also to a reduced capacitance from decreased
device area. The most recent results demonstrated on SiC
RF power devices are listed in Table 2. The RF power
available from an impact ionization avalanche transit
time (IMPATT) diode in SiC is B100 times higher than
in Si or GaAs. Promising devices have been demonstrated
for IMPATT diodes with X-band operation and microwave
power of 300 mW [30].

SiC MESFETs are developed as power transistors for
operating frequencies in the 1–10 GHz range (from UHF
through X band). Cree Inc. is marketing MESFETs with a
best performance of 5.2 W/mm at 3.5 GHz and 63% power-
added efficiency (PAE) for a 0.7 mm � 48-mm device and
monolithic microwave IC (MMIC) amplifiers based on
these devices are also demonstrated with a power
36.3 W, associated gain of 0.5 dB, and PAE of 20.6% [33].

Static induction transistors (SITs) are also unipolar de-
vices with a pn junction or a Schottky controlled gate. Nor-
mally, a SIT has a vertical channel structure for higher
power density but is restricted to lower frequencies (UHF
to C band) compared to MESFET with a lateral channel.

High-electron-mobility transistors (HEMTs) based on
the AlGaN/GaN heterostructure show very promising de-
vice operation at frequencies of 10 GHz and higher. In this
structure, a 5-times-higher two-dimensional electron gas
(2DEG) than in the AlGaAs/GaAs structures allows a
higher current capability. However, conventional GaN de-
vices on sapphire substrates are not well suited because of
a poor lattice match between GaN and sapphire (B13%)
and thus high defect density (B108/cm2). By using a SiC
substrate, the lattice mismatch can be decreased and the
efficient heatsink is considerably better because of higher
thermal conductivity in SiC.

There are several figures for comparing high-frequency
devices, such as maximum operating frequency (fT) or
maximum frequency of oscillation (fmax). It is common to
scale the output power with the gate width when compar-

ing devices with different dimensions at the operating fre-
quency. Any device used in a circuit to measure the output
power needs an fT and fmax about 5–10 times higher than
the operating frequency as a rule of thumb (see Fig. 4).

There are other aspects to consider when designing
high-frequency devices. One is impedance matching,
which influences linearity and bandwidth of an amplifier.
The RF power devices in silicon today have output imped-
ances in the order of 2O, requiring complicated frequency-
dependent matching circuits. The wide-bandgap materials
have an advantage here in terms of breakdown voltage.
Due to high critical fields, the devices in the GHz range
can have breakdown voltages in the order of 200 V, which
is necessary for high power delivery directly to a 50-O
load. For example, 30 W of power delivered to such a
load requires a voltage swing of 55 V, and a device
with a breakdown voltage safely above twice this value.
However, in order to utilize this advantage the parasitic

Table 2. Summary of High-Frequency SiC Devices

Device (Polytype) Frequency (GHz) Power Density (W/mm) Ref.

IMPATT diode (4 H) 9.9 300 mW (pulsed) 30
IMPATT diode (4 H) 7.2 9 kA/cm2 (pulsed) 31
MESFET (4 H) 3.5 5.2 (pulsed, total 62 W) 32,33
MESFET (4 H) 10 4.5 (pulsed, total 54 W) 32
MESFET (4 H) 2 4 (CW, total 8 W) 34
MESFET (4 H) 3 1.9 (CW, total 27 W) 35
MESFET (4 H) 3.5 3.8 (CW) 36
SIT (4 H) 1.3 1.67 (pulsed, total 400 W) 37
SIT (4 H) 2.9 1.51 (pulsed, total 78 W) 38
SIT (4 H) 1.3 1.55 (pulsed, total 35 W) 39
GaN HEMT 3.5 12.1 (pulsed, total 145 W) 33
AlGaN HEMT 10 4.2 (pulsed, total 50.1 W) 33
AlGaN HEMT 20 6.6 (CW, total 1.32 W) 40
MOSFET (Si) 1.9 0.32 (CW, total 2.4 W) 41
LDMOSFET (Si) 3.2 1 (pulsed) 42
MODFET (GaAs) 2.16 2.22 (pulsed, total 200 W) 43
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elements have to be controlled, since higher output im-
pedances are more sensitive to parasitics. Output imped-
ances for 1-mm2-sized 4H SiC MESFETs are between 20
and 40O.

3.3. Other Application Areas

A SiC application very close to commercial use is catalytic
gas sensors. The basic principle is to use a catalytic metal
(Pt, Pa, Ir, etc.) as gate on a metal–oxide–semiconductor
(MOS) structure. Some gases will crack or decompose on
the catalytic metal, and hydrogen ions can be sensed on
the gate by the shift in flatband voltage that the extra
charge incurs. Several devices based on this principle have
been demonstrated in several different sensor applications
for combustion processes [44].

More recently, the structural and electrical properties
of ferroelectric PZT/Al2O3/4H SiC diode structures are
proved to be promising for device applications [45], and
the experimental results in the ferroelectric FETs (FeFET)
in SiC showed nonvolatile operations (see Fig. 5). As
shown in Fig. 6, it can be clearly seen that ID–VG charac-
teristics exhibited memory effect; depending on the sweep
direction, two different values of ID can be measured for
the same gate voltage [46]. The results are promising for
other smart sensing applications utilizing high-tempera-
ture and high-frequency properties of ferroelectrics.

4. SUMMARY

A discussion of the advantageous physical material prop-
erties of SiC that allows for high power, high frequency,
and high temperature applications was presented. An up-
dated review of the state-of-the-art performance was given
for high-voltage as well as RF power devices. Although
serious defect problems still remain to be overcome before
large-area devices can be economically viable, the devel-
opment of fabrication processes for SiC is at a relatively
advanced stage and superior to most other wide-bandgap
semiconductors. New emerging device applications such
as the FeFET were presented.
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SIGNAL FADING IN
RADIOCOMMUNICATIONS

RAMAKRISHNA JANASWAMY

University of Massachusetts
Amherst, Massachusetts

1. INTRODUCTION

THE term fading generally refers to the fluctuation of a
radiofrequency (RF) signal with respect to time due to
wave interference associated with time-varying propaga-
tion multipath. Multipath may be caused by reflections,
refractions, diffractions, or scattering of the radio signals
by obstacles dispersed around the transmitter and receiv-
er. Time variation is caused by the motion of the trans-
mitter, or the receiver, or the multipath environment, or
combinations thereof. Depending on the time scales of
variation, fading is characterized either as short-term
(also referred to as fast fading) or long-term (also referred
to as slow fading). Long-term variations are usually asso-
ciated with obstacles causing shadowing and blockage of
signals, and these influence the attenuation of the mean
signal level. Examples are large buildings, trees, and solar
or meteorological influences, all extending over at least a
few tens of wavelengths of the RF signal. In terrestrial
mobile communications, the long-term timescales can
vary from few tenths of a second to a few seconds depend-
ing on the mobile speed and the angle of arrival of the
multipath waves. In HF communications, timescales can
range from a few minutes to a even a few hours depending
on solar activity and meteorological influences; in many
cases the long-term variation includes components that
are diurnal, seasonal, or annual, or even involve the 11-
year sunspot cycle. The availability of a channel in a wire-
less communication system is determined by long-term
fading, whereas short-term fading variations affect the
details of received waveform structure and system perfor-
mance parameters such as the error rate. Because of the
complexity and variety of the multipath environment, one
often resorts to a statistical description of long-term and
short-term fading. In most wireless systems, long-term
fading and short-term fading coexist, and these variations

are superimposed on the gross variation of signal strength
resulting from wave spreading in space. However, it is
reasonable to assume that the long-term variability is suf-
ficiently slow such that the short-term fading statistics are
locally stationary; thus the channel statistics of the latter
can be regarded fixed over an interval of interest. This
assumption facilitates independent handling of the two
statistics and greatly simplifies system analysis. Section 5
of this article describes short-term fading and the param-
eters of interest in a system design. Section 5 describes
long-term fading and its effect on the determination of a
cell size in a cellular type of system. Section 5 discusses
current work and research topics in the area.

2. SHORT-TERM FADING

Short-term fading is a direct consequence of multipath
and motion. When the radio environment consists of many
scatterers, multiple copies of the transmitted signal wave-
form appear at the receiver, and this phenomenon is
termed multipath. In addition, if there is motion at the
transmitter or receiver, or in the environment, the re-
ceived signal time and frequency characteristics are al-
tered as a result of constructive and destructive
interference of the multipath wave components. In the
general case, the propagation channel can be conveniently
treated as a time-varying linear system. However, it is in-
structive to discuss the narrowband case and the wide-
band case separately to gain a better understanding of the
fading phenomena.

When a pure tone of frequency fc and amplitude Ac is
transmitted through a time-varying discrete multipath
channel, the latter imposes amplitude and phase fluctua-
tions on the carrier. One consequence of this is that the
frequency of the carrier experiences a Doppler shift, whose
maximum value, fdM, depends on the transmitted wave-
length l and the maximum speed of motion v0:

fdM¼
v0

l
¼ 1:4815 fGHzv0mph ð1Þ

where the frequency fGHz in the latter is expressed in GHz
(gigahertz) and the speed of motion v0mph is expressed in
miles per hour. For example, if the frequency of operation
is 1 GHz and the receiver moves at a speed of 100 mph, the
maximum Doppler shift is 148.15 Hz. The reciprocal of the
maximum Doppler shift defines a timescale of variation of
short time fading. In the example above, we say that radio
channel has a variability over timescales of the order of
6.75 ms. More precise parameters such as the Doppler
spread BD, the level crossing rate NA, and the average fade
duration tA will be defined later. When a pure tone expe-
riences fading, signal fluctuations of 40 dB or more about
the mean level are not uncommon, with successive mini-
ma occurring every half-wavelength or so at the carrier
frequency. In the design of digital systems, the data rate
must be chosen so that there is no loss of coherence over
the symbol as received. A rule of thumb is to choose the
symbol rate to be at least two orders of magnitude greater
than the maximum Doppler frequency.
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When an electromagnetic wave of certain polarization
enters a medium consisting of arbitrarily oriented scat-
terers, its polarization gets altered as a result of multiple
scattering. One may expect to receive power from all po-
larizations even though it may be dominant in one polar-
ization. For the sake of simplicity, we ignore polarization
aspects and treat only scalar wave propagation here. As-
suming a discrete multipath model, the complex envelope1

of the total received signal could be written as

zðtÞ¼Ac

XN

n¼ 1

anejð2pnntþjnÞ ð2Þ

The time-varying equivalent lowpass transfer function
H(t) of the channel is thus

HðtÞ ¼
XN

n¼ 1

anejð2pnntþjnÞ9aðtÞejjðtÞ9XðtÞþ jYðtÞ ð3Þ

The Doppler frequency nn depends not only on v0 and l,
but also on the angles of arrival (yn, fn) of the nth mul-
tipath wave relative to the direction of motion. Also, the
amplitude an, the phase jn, and the number of indepen-
dently varying multipath components N can all be treated
as random numbers changing from location to location. It
is seen from (2) that the time variation of the channel is a
consequence of the Doppler shift experienced by the car-
rier. If the number of multipath components is large
enough (typically NZ5, ), then, by the central-limit theo-
rem, H(t) will converge to a complex Gaussian random
process, namely, the in-phase component X(t) and the
quadrature phase component Y(t) of the complex envelope
H(t) will be independently distributed Gaussian random
processes, or equivalently, the actual envelope
aðtÞ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2ðtÞ þY2ðtÞ

p
will be Rayleigh distributed and the

phase j(t)¼ atan(Y(t)/X(t)) will be uniformly distributed.
Denoting the instantaneous signal power received with
Ac¼ 1 as S¼ 1

2jHðtÞj
2 and its mean as s2

S¼ Sh i, where angle
brackets denote statistical expectation, the probability
density functions (pdf ’s) for the phase envelope, and pow-
er are given by

pðjÞ¼
1

2p
; 0 � j � 2p ðuniform distributionÞ ð4Þ

pðaÞ¼
a

s2
S

e�a2=2s2
S ; 0 � ao1

ðRayleigh distributionÞ

ð5Þ

pðSÞ¼
1

s2
S

e�S=2s2
S ; 0 � So1

ðexponential distributionÞ

ð6Þ

For the Rayleigh distribution, the mean envelope level
is �aa¼

ffiffiffiffiffiffiffiffi
p=2

p
sS. Other distributions have been proposed in

the literature, which purportedly match better with mea-
sured results around the mean or median signal level. For
example, the Nakagami-m distribution for the envelope a
given by

pmðaÞ¼
2

GðmÞ
m

2s2
S

 !m

a2m�1e�ma2=2s2
S ; a > 0;

m 	
1

2
ðNakagami�m distributionÞ

ð7Þ

pmðaÞ¼
2

GðmÞ
m

2s2
S

 !m

a2m�1e�ma2=2s2
S ; ao0;

m 	
1

2
ðNakagami�m distributionÞ

where G( � ) is the gamma function, has been suggested by
some researchers as a better model for describing the fluc-
tuating signal. Note that m¼ 1 recovers the Rayleigh
distribution. The corresponding distribution for power
S¼a2/2 transforms to a gamma distribution:

pmðSÞ¼
mmSm�1e�ðmS=s2

S
Þ

GðmÞs2m
S

ðgamma distributionÞ: ð8Þ

Once again m¼ 1 recovers the exponential power dis-
tribution (6) corresponding to the Rayleigh envelope (5).

Note that the characterizations in (2) and (3) assume
that all the multipath components are random and
that there is no steady component. If a steady component
with mean power S0 exists along with the random com-
ponents, the distribution of the phase and envelope will be
modified to

pðjÞ¼
e�K 1þ

ffiffiffiffiffiffiffi
pK
p

cosj eK cos2 j
h i

1þ erf
ffiffiffiffi
K
p

cosj
� �h i

2p
;

0 � j � 2p

ð9Þ

pðaÞ¼
a

s2
S

e�a2=2s2
S e�KI0 a

ffiffiffiffiffiffiffi
2K
p

=sS

� �
;

0 � ao1 ðRicean distributionÞ

ð10Þ

where I0( . ) is the modified Bessel function of the first kind
of order zero and K ¼S0=s2

S, known as the Ricean K factor,
is the ratio of the power contained in the steady compo-
nent to that contained in the random part. It is seen that
the phase of the signal will no longer be uniformly dis-
tributed, but will peak around the phase of the steady
component. Furthermore, the amount of fluctuations ex-
perienced under Rayleigh fading will be more severe than
that under Ricean fading; consequently most system de-
signers are concerned with evaluating system perfor-
mance under Rayleigh fading.

1The complex envelope u(t) of a real signal s(t) relative to a nom-
inal frequency fc is defined as sðtÞ¼<½uðtÞej2pfct�, where < denotes
real part. For a linear filter the impulse response g(t) is related to
the equivalent lowpass complex impulse response h(t) as
gðtÞ ¼2<½hðtÞej2pfct�.
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Second-order statistical functions such as the autocor-
relation and the autocovariance functions define the rate
of variation of the fading signal. Assuming that the short-
term fading is wide-sense stationary , the autocorrelation
and the autocovariance functions of the envelope are
defined as ma(t)¼/a(tþ t)a(t)S and na(t)¼ ma(t)�/a(t)S
/a(tþ t)S, respectively. The normalized envelope correla-
tion coefficient is defined as

raðtÞ¼
naðtÞ

½ha2ðtÞi � jhaðtÞij2�
� jhe�j½odMt cosðg0�fÞ sin y�ij2 ð11Þ

where odM¼ 2pfdM, (y, f) are the angles of arrival (ran-
dom) of the incoming waves, and g0 is the azimuth angle of
motion of the receiver. It is seen that the correlation prop-
erties of the signal will depend on the angular spectrum of
arriving waves and are proportional to the Fourier trans-
form of the angular spectrum. The signals received at two
different time instants will be more correlated in the case
when waves arrive through a narrower angular extent
than when they arrive through wider angles. Using x¼
v0t, Eq. (11) can also be used to describe the spatial cor-
relation of the received envelope as a function of distance
x. From the distribution of angles of arrival, related pa-
rameters such as the mean angle (first moment of the an-
gular pdf) and rms angular spread (variance of the
angular pdf) can be defined both for the azimuth angle
and the elevation angle. A simple model, known as
Clarke’s 2D model, is where the waves are assumed to
propagate in a two-dimensional plane (azimuth plane)
and arrive with equal likelihood from all angles. For
the Clarke’s 2D model, the envelope correlation can be
found as

raðtÞ¼J2
0 ðodMtÞ¼J2

0ðk0xÞ9reðxÞ ð12Þ

where k0¼ 2p/l is the wavenumber and J0( � ) is the zeroth-
order Bessel function of the first kind. In general, the en-
velope correlation will decrease as t or x are increased. As
a rule of thumb, the signals at 2 times separated by time
lag fdMt (or spatial points separated by k0x) are considered
to be correlated if re(t)r0.7. For the Clarke’s 2D model,
the demarcation between correlated and uncorrelated sig-
nal occurs at fdMt¼ k0x¼ 0.825. Thus signals at two points
separated by more than 0.13l will be uncorrelated. Con-
versely, the correlation between two points separated
more than 0.13l will be less than 0.7. For example, the
spatial correlation coefficient between two points separat-
ed by l/2 is equal to J2

0ðpÞ � 0:1. If waves arrive uniformly
from all angles in three dimensions (Clarke’s 3D model),
then the envelope correlation can be found using the
second of (11) as

raðtÞ¼
sinðodMtÞ

odMt

� �2

ð13Þ

To indicate the rate and severity of the fading signal,
system parameters such as the level crossing rate and the
average fade duration can also be extracted from the sec-
ond-order statistics of the received signal. The level cross-

ing rate NA (in Hertz) is the expected rate at which the
envelope of the received signal crosses a specified level A
in the positive-going (or negative-going) direction. The av-
erage fade duration tA (in seconds) below a specified level
a¼A is the average of all durations for which the envelope
is below that level. For Clarke’s 2D model, the level cross-
ing rate and the average fade duration can be shown to be

NA ¼

ffiffiffi
p
p

fdMA

sS
e�A2=2s2

S ð14Þ

tA ¼
1

NA
½1� e�A2=2s2

S � ð15Þ

The level crossing rate is small at small and large values
of A. Its maximum value occurs at A¼ sS and is equal toffiffiffiffiffiffiffiffi
p=e

p
fdM � 1:075fdM. The average fade duration increases

with increasing values of A. Since the time taken to travel
one wavelength is l/v0¼ 1/fdM, dividing NA by fdM and
multiplying tA by fdM gives, respectively, the number of
crossings per wavelength and the average fade duration in
wavelengths. As an example, using f¼ 1 GHz, v0¼ 60 mph,
A¼ sS yields NA¼ 96.75 per second or 1.075 positive-going
crossings per wavelength, and tAE4.1 ms or 0.37 wave-
length. In order to capture fades at the level A¼ sS, the
envelope must be sampled every 4.1 ms or every 0.37
wavelength. In actual wireless systems, the correlation
properties of the received signal will also be influenced by
electromagnetic mutual coupling, and this needs to be
considered as well in system design.

For a general time-varying linear system representing
the radio channel, the impulse response g(t; t) is related to
the equivalent lowpass impulse response h(t; t) as

gðt; tÞ¼ 2<½hðt; tÞ ej2pfctÞ� ð16Þ

where the variable t represents the time variation of the
channel due to Doppler frequency and the variable t rep-
resents the propagation delay variable. The impulse re-
sponse h(t;t) represents the complex response of the
channel at time t for an impulse applied t seconds in the
past. For a channel comprised of discrete multipath waves,
the complex impulse response can be written as

hðt; tÞ¼
XN

n¼ 1

andðt� tnÞ e
j2p½nnt�fctn � þ jcn ð17Þ

where the random quantities (an, nn, cn, tn) respectively
are the amplitude, Doppler shift, phase, and delay associ-
ated with the nth multipath wave. The phase 2pfctn could
be combined with cn to define a new phase jn¼

cn� 2pfctn. A Fourier transformation of (17) with respect
to the delay variable Ft results in the frequency-selective
channel transfer function H(f; t)

Hðf ; tÞ¼

Z 1

�1

hðt; tÞ e�j2pf t dt9Ft½hðt; tÞ� ð18Þ

where the frequency f represents translation relative to
the nominal frequency fc. At each frequency denoted by f,
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H(f ; t) represents the time-varying envelope and phase
received with a single tone transmitted at that frequency.
As described previously, as a result of the central-limit
theorem, this is characterized by a zero-mean complex
Gaussian random process. If the transmitted signal has a
complex envelope u(t) and a corresponding frequency spec-
trum U(f), the received signal will have a complex enve-
lope

zðtÞ¼

Z 1

�1

hðt� t; tÞuðtÞdt¼
Z 1

�1

Hðf ; tÞUðf Þ ej2pftdf ð19Þ

where it has been assumed that multipath returns at all
delays will be observed. For the discrete multipath model
of (17), the received complex envelope could be written as

zðtÞ¼
XN

n¼ 1

anuðt� tnÞ e
j½2pnntþjn� ð20Þ

For a bandlimited transmitted signal u(t), the multipath
components cannot be resolved with infinite precision as
can be done with impulse type of signals. All those delays
arriving within a time duration much less than the recip-
rocal of the bandwidth W of u(t) will appear together. The
set of tns can be partitioned into L disjoint sets A‘,
‘¼1; 2; . . . ;L and a representative delay t‘ is associated
with each set A‘ such that tn 2 A‘ if uðt� tnÞ � uðt� t‘Þ.
This will be true if the differences t‘ � tn are much smaller
than the reciprocal bandwidth of u(t). Assuming single-
bounce scattering, multipath components with a fixed de-
lay t‘ will appear to arrive from points distributed on an
ellipsoid drawn in space such that the total pathlength
traveled from the transmitter to the receiver via the el-
lipsoid is equal to ct‘, where c is the speed of light. The
thickness of the sheath around the ellipsoid is of the order
of the reciprocal bandwidth of u(t) and will contribute to
the set A‘. With this approximation

zðtÞ¼
XL

‘¼ 1

uðt� t‘Þ
X

n‘

anej½2pnntþjn � ð21Þ

where n‘ is the set of integers such that tn 2 A‘. WritingP
n‘

an expðj½2pnntþjn�Þ ¼ a‘ðtÞ and taking the Fourier
transform on both sides of (21) with respect to the delay
variable while treating an(t) terms as constants, the fre-
quency-selective multipath description of fading channels

Zðf ; tÞ¼Uðf Þ
XL

‘¼ 1

a‘ðtÞ ej2pf t‘ ð22Þ

with the transfer function

Hðf ; tÞ¼
XL

‘¼ 1

a‘ðtÞ ej2pf t‘ ð23Þ

is obtained. The coefficient a‘ðtÞ is a complex random quan-
tity, and if n‘ is a sufficiently large, the sum defining it will
contain different random terms. Moreover, note that we

have treated them as being constants while taking the
Consequently, from the central-limit theorem, the a‘ (t)
terms, ‘¼ 1; . . . ;L can be regarded as i.i.d. (independent,
identically distributed) complex, zero-mean, Gaussian
random variables. The phase of a‘ðtÞ will be uniformly dis-
tributed in [0, 2p], and the envelope ja‘ðtÞj will be Rayleigh
distributed. A tapped delay-line model derived from (22) is
frequently employed for a frequency-selective channel and
is shown in Fig. 1. When only a single tone is transmitted,
then u(t) ¼Ac and (20) reduces to (2). In situations where
the duration of the symbol transmitted is very small in
comparison to the inverse of fdM, there will be negligible
change in the structure of the transfer function over one
symbol duration, and one may regard the spectrum of the
received signal to be Z(f; t)¼U(f)H(f; t). Thus the channel
imposes multiplicative fading on the transmitted spec-
trum at each frequency.

To characterize the behavior of the transfer function at
different frequencies and at different times, we define the
following correlation functions

Rhðt1; t2; t1; t2Þ¼ hhðt1; t1Þh
�ðt2; t2Þi ð24Þ

RHðf1; f2; t1; t2Þ¼ hHðf1; t1ÞH
�ðf2; t2Þi ð25Þ

RTðf1; f2; n1; n2Þ¼ hTðf1; n1ÞT
�ðf2; n2Þi ð26Þ

RSðt1; t2; n1; n2Þ¼ hSðt1; n1ÞS
�ðt2; n2Þi ð27Þ

where T(f;n) and S(t;n) are the Fourier transform of H(f;t)
and h(t;t), respectively, with respect to t. The relationships
between the various system functions are shown in Fig. 2
and between the various correlation functions, in Fig. 3.

For a wide-sense stationary (WSS) random process, the
correlation functions depend only on the timelag Dt¼
t2� t1. This also implies that the returns at different Dopp-
ler frequencies will be uncorrelated. Likewise, if the chan-
nel is wide-sense stationary in the frequency variable, the
correlation functions will depend only on the frequency
difference Df¼f2� f1. This assumption is also known as
uncorrelated scattering (US) for it implies that the returns
arriving from different delays will be uncorrelated. The

u (t )

z(t )


1 (t ) 
2 (t ) 
n (t ) 
L (t )

1
W

1
W

1
W

1
W

Σ

…

… …

…

Figure 1. Tapped delay-line model for a frequency-selective
channel. Note that t‘þ1 � t‘ ’ 1=W.
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US assumption has been derived for tropospheric scatter-
ing where multiple scattering phenomena are negligible.
For terrestrial wireless multipath channels, the wave can
be multiply scattered before arriving at the receiver. How-
ever, the US assumption has continued to be adopted by
the wireless community owing to its simplicity. For a
WSSUS channel, then, the various correlation functions
simplify to

Rhðt1; t2; t1; t2Þ¼ dðt2 � t1ÞPhðt1;DtÞ ð28Þ

RHðf1; f2; t1; t2Þ¼RHðDf ;DtÞ ð29Þ

RTðf1; f2; n1; n2Þ¼ dðn2 � n1Þ PTðDf ; n1Þ ð30Þ

RSðt1; t2; n1; n2Þ¼ dðt2 � t1Þdðn2 � n1ÞPSðt1; n1Þ ð31Þ

where d ( � ) is the delta function. The US assumption in
the model is evident from the presence of d(t2� t1) in Eqs.
(28) and (31). The quantity PS(t1;n1) is known as the de-
lay–Doppler channel scattering function and describes the
power spectral density of scattered waves arriving from
delay t1 and Doppler shift n1. The frequency selectivity of
fading is characterized by RH(Df;0). In general, a wireless
channel is frequency-selective. However, over a transmis-
sion bandwidth B for which RH(Df;0)ERH(0;0), all signal
components fade together and H(f;t) in effect acts like an
allpass filter with a transfer function approximately equal

to H(0;t). Such a case is termed frequency-nonselective
fading or flat fading. From Eq. (19), it is seen that the re-
ceived complex envelope in such a case reduces to z(t)¼
u(t)H(0;t), in a form similar to fading of a pure tone with a
multiplicative channel gain. The relationships between
the various correlation functions in a WSSUS channel are
shown in Fig. 4.

It is useful to characterize the timescales over which
fading can be treated as being essentially nonvarying. To
determine this, we express the autocorrelation function of
the received signal in terms of the transmitted signal u(t)
and PS(t, n) :

Rzðt1; t2Þ¼ zðt1Þ z
�ðt2Þ

	 

¼

Z 1

�1

Z 1

�1

uðt1 � tÞu�

� ðt2 � tÞPSðt; nÞ e�j2pnðt2�t1Þdtdn

ð32Þ

If a pure tone with unit amplitude is transmitted, then
u(t)¼ 1, and writing Dt¼ t2� t1, we get

RzðDtÞ¼

Z 1

�1

Z 1

�1

PSðt; nÞdt
� �

e�j2pnDtdn

9
Z 1

�1

P0ðnÞe�j2pnDtdn

ð33Þ

where P0(n), known as the Doppler spectrum, is the ob-
served power spectrum, equal to the sum of spectra con-
tributed by all delays. The nominal width of this power
spectrum is termed the Doppler spread BD and is defined as

BD¼

Z 1

�1

n2P0ðnÞdn
Z 1

�1

P0ðnÞdn

2

664

3

775

1=2

ð34Þ

The fade rate at the median envelope level can be shown
to be equal to 1.475 BD. For Clarke’s 2D model, whose
Doppler spectrum is the Fourier transform of J0(odMt), it
can be shown that BD¼ fdM=

ffiffiffi
2
p

. Thus, as mentioned ear-
lier, the maximum Doppler shift fdM is a measure of the
fading rate of the channel. For a pure tone transmitted, we
can also show that Rz(Dt)¼RH(0;Dt). Hence, for a pure
tone transmitted, coherent integration in reception is

h(�;t)

S(�;�) H(f ;t )

T(f ;�)

F� Ft

F�Ft

Figure 2. Relationships between the various system functions.
Fx denotes Fourier transformation with respect to the variable x.

Rh (�1,�2;t1,t2)

Rs (�1,�2;�1,�2) RH (f1,f2;t1,t2)

RT (f1,f2;�1,�2)

DFt1t2

DFt1t2

DF�1�2

DF�1�2

Figure 3. Relationships between the various correlation func-
tions. DFxy denotes double Fourier transformation with respect
to the variables x and y.

Ps(�;�) RH(∆f ;∆t)

Ph(�;∆t)

PT (∆f ;�)

F� Ft

F�Ft

Figure 4. Relationships between the various correlation func-
tions in a WSSUS channel.
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possible only over timespans Dt for which the autocorre-
lation function RH(0;Dt) remains constant. The width Dt of
RH(0;Dt) is known as the channel coherence time and is
approximately equal to the reciprocal of the Doppler
spread BD. The channel Doppler spread is an important
parameter and plays a key role in system design. In co-
herent systems the channel must be estimated at least one
order of magnitude faster than the symbol rate, and we
assert that the symbol duration Tz1=BD. In adaptive sys-
tems (filters or antennas), the adaptive weights must be
updated at least two orders of magnitude faster than the
Doppler spread.

The value Ph(t;0)¼Ph(t) is the mean intensity of the
channel in the delay variable and describes the dispersive
behavior of the channel. This is known as the power delay
profile. In terms of the function Ph(t), the correlation func-
tion of the received complex envelope for zero timelag can
be expressed as

Rzðt; tÞ¼

Z 1

�1

juðt� tÞj2PhðtÞdt � PhðtÞ ð35Þ

where the latter approximation is valid when the time
duration of the transmitted symbol is much smaller than
the spread of Ph(t) and when its energy has been normal-
ized to unity. The parameters of practical interest are the
mean delay �tt and the root-mean-square (RMS) delay
spread tRMS:

�tt¼

R
tPhðtÞdtR
PhðtÞdt

ð36Þ

t2
RMS¼

R
ðt� �ttÞ2PhðtÞdtR

PhðtÞdt
ð37Þ

For frequency-nonselective fading we require the delay
spread to be a small fraction of the symbol duration:
tRMSzT. This is also the requirement to avoid intersym-
bol interference. The requirement for coherent detection of
symbols using matched filters is that tRMSzTz1=BD )

tRMS BDzTBDz1. A reasonable symbol time that satisfies
both limits is to pick it to be the geometric mean of the two
limits: T ’

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tRMS=BD

p
or a symbol rate of

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BD=tRMS

p
. The

quantity tRMS BD is known as the spread factor of the
wireless channel, and it is desirable to keep it less than
unity for coherent detection. The spread factor depends on
the RF frequency, speed of motion, angular spectrum of
arriving waves, and buildup of the multipath environ-
ment.

Typical values of RMS delay spread vary from a few
hundred nanoseconds for rural environments to few tens
of microseconds for hilly terrain in terrestrial mobile com-
munications. In HF skywave communication, delay
spread arises due to multiple hops, electron density vari-
ation with height, from magnetoionic effects causing po-
larization-dependent paths (ordinary and extraordinary
waves) and from inhomogeneities of the ionosphere . Typ-
ical values of tRMS due to multiple hops are 20–40 ms, and
those due to electron density variation and magnetoionic
effects vary from 100–200 ms. Typical values of Doppler

spread are less than 1–2 Hz, resulting in a spread factor of
about 0.1 or less. In troposcatter links, the delay spread
remains below 100–200 ns and the Doppler spread is in
the range 0.1–10 Hz. In Earth–satellite links, fading (also
referred to as scintillation) depends on the orbital radius
as well as whether the terrestrial link is fixed or mobile on
an airplane. Typical delay spreads are less than 10 ns,
while the fade rates are in the range of fractional hertz to a
few hertz. In underwater acoustic communication links
with ranges within 10–100 mi, delay spreads range from a
few seconds, while the Doppler spread often exceeds 1 Hz.
Thus the channel is generally overspread, requiring non-
coherent waveform processing.

For a WSSUS radio channel, the autocorrelation func-
tion RH(Df;Dt) and Ph(t;Dt) are related through the Fourier
transform relationship as indicated in Fig. 4. As in the
case of power delay profile, it is customary to consider zero
timelag Dt¼ 0 and drop the second argument from the
autocorrelation function. The resulting function, RH(Df), is
known as the frequency correlation function and is related
to the power density profile through

RHðDf Þ¼

Z 1

�1

PhðtÞ e�j2pDf t dt ð38Þ

The coherence bandwidth Bcoh is the nominal width of
this function about Df¼ 0. A common definition is to take
Bcoh as the smallest value for which the correlation falls to
a prescribed value, say, � 5 dB below the peak. The co-
herence bandwidth will be inversely proportional to the
RMS delay spread and it is usual to assume BcohE
0.5/tRMS.

Having described the statistics of short term fading, we
can easily ascertain its effects on the performance of a
communication system. As an example, the bit error rate
of BPSK in the presence of additive white Gaussian noise
is equal to

PeðgÞ¼
1

2
erfc

ffiffiffi
g
p� �

ð39Þ

where erfc( � ) is the complementary error function and g is
the SNR per bit. In the presence of Rayleigh fading, g will
vary randomly, and the probability of error Pb(G) will be
obtained by considering (39) as a conditional probability,
conditioned on the instantaneous SNR g and writing

PbðGÞ¼
Z 1

0
PeðgÞpðgÞdg¼

1

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffi
G

1þG

r !
ð40Þ

where p(g) is the pdf of g and equal to [following from
Eq. (6)]

pðgÞ¼
1

G
e�g=G ð41Þ

and G is the mean SNR per bit. The effect of fading is to
drastically increase the bit error rates relative to those
achieved in free space.
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3. LONG-TERM FADING

Long-term fading generally occurs over spatial scales of
the order of tens of wavelengths at the RF frequency and
is attributed to blocking or shadowing by large obstacles.
It is also known as shadow fading. It is obtained from the
received signal by removing short-term fading after per-
forming an average over spatial scales of the order of a few
wavelengths or so. In terrestrial mobile communications,
shadow fading is typically found to exhibit lognormal dis-
tribution; specifically, the sector averaged received signal
power expressed on a decibel (dB) scale follows a Gaussian
distribution. A lognormal distribution in built-up areas
can be conceived from the central-limit theorem if the sig-
nal sequentially passes features of the environment that
impart independent random fluctuations to its amplitude.
Such features include random variation in building
heights, gaps between buildings, variation in building de-
sign and construction material, and the presence of trees.
In mobile communications, the standard deviation
sd¼ 20 logð �ssÞ of lognormal distribution has been found
to lie in the range 6rsdr12 dB . If �aad¼ 20 logð �aaÞ is the
mean envelope level in dB, where �aa is the mean envelope
level as a fraction, and �mmd¼ 20 logð �mmÞ is the area mean in
dB, then the lognormal distribution can be expressed as

pð �aadÞ¼
1ffiffiffiffiffiffi

2p
p

sd

exp �
ð �aad � �mmdÞ

2

2s2
d

" #

¼
1ffiffiffiffiffiffi

2p
p

sd

exp �
1

2

ln½ �aa= �mm�
lnð �ssÞ

� �2
" #

ðlognormal distributionÞ

ð42Þ

The instantaneous power received at a distance r from
the transmitter for a signal undergoing lognormal fading
with standard deviation sd (dB) can be expressed as

PrðrÞ¼ �PPrðrÞþ ~XX ðdBWÞ ð43Þ

where �PPrðrÞ is the mean power received at r and ~XX is a zero
mean, Gaussian random variable with standard deviation
sd. The mean signal power �PPrðrÞ generally obeys the
relation

�PPrðrÞ¼ �PPrðr0Þ � 10g log
r

r0
ð44Þ

where �PPrðr0Þ is the mean power received at some reference
distance r0 from the transmitter and g is known as the
path loss exponent. In terrestrial mobile communications,
its value can range from 1.5 to 6. Given that the instan-
taneous power received can vary about the mean power, it
is apt to ask the question ‘‘What is the probability PX0

ðrÞ
that the signal received at r falls below some threshold
power X0 [dBW]?’’ Using the pdf for a Gaussian random

variable, it is easy to see that

PX0
ðrÞ¼

Z X0

�1

1ffiffiffiffiffiffi
2p
p

sd

e�½x�
�PPrðrÞ�

2=2s2
d dx

¼
1

2
erfc

�PPrðr0Þ � 10g logðr=r0Þ � X0ffiffiffi
2
p

sd

 ! ð45Þ

Given the parameters g, sd, X0, �PPrðr0Þ, and r0, Eq. (45)
can be used to determine the radius of a cell r¼R about
the transmitter such that the signal level on its boundary
falls below the threshold for only a fraction b of the time.
Hence

log
R

r0
¼

�PPrðr0Þ � X0 �
ffiffiffi
2
p

sderfc�1
ð2bÞ

10g
ð46Þ

As an example, if b¼ 0.25, X0¼ �100 dBm, sd¼9 dB,
g¼ 4.8, r0¼ 1 mi, �PPrðr0Þ¼ � 77 dBm (at 850 MHz), then
R¼ 3.6 km.

4. COMBINED SHORT- AND LONG-TERM FADINGS

It is possible to combine the short-term distributions with
long-term distributions and come up with a single model
for the composite variation of the signal. For example, the
statistics of a non-line-of-sight (NLoS) signal can be treat-
ed as a mixture of Rayleigh distribution whose mean pow-
er varies lognormally, resulting in what is known as
Suzuki distribution for the envelope:

Psða; sd; mdÞ¼

Z 1

0

a

s2
e�a2=2s2

s¼ �aa
ffiffiffiffi
2=p
p :

1ffiffiffiffiffiffi
2p
p

sd

����

� exp �
1

2

ln½ �aa= �mm�
lnð �ssÞ

� �2
" #

d �aa

ð47Þ

Although Suzuki distribution is sound on physical
grounds, it has limited practical utility as no closed-form
expression is available for the integral given above. A
similar mixture can also be defined for LoS situations
where Ricean distribution is used instead of the Rayleigh
distribution for short-termfading.

5. CURRENT WORK AND RESEARCH TOPICS

With the advent of antenna arrays for interference reduc-
tion (smart antennas), mitigation of fading (spatial or po-
larization diversity antennas), exploitation of multipath
fading itself to increase system capacity [multiple-input/
multiple-output (MIMO) systems], and position location
(direction finding systems), it becomes necessary to devel-
op more advanced models than the ones based on uniform
angles of arrival in 2D or 3D space as were assumed in the
previous sections. It has already been demonstrated in
(11) that even though the statistics of fluctuation (i.e., pdf
of fluctuations) may remain the same, the temporal or
spatial correlation of the signal in a dynamic multipath
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environment depends on the angular spectrum of the ar-
riving waves at the receiver. Furthermore, when electro-
magnetic waves strike arbitrarily oriented, finite
obstacles, there will be transfer of power from copolar
components to the cross-polar components. Geometric
scattering models, introduced during the era of troposcat-
ter communications, are now being used to simulate var-
ious wireless environments. In these models, waves are
singly scattered from point scatterers and arrive at the
receiver. Various models exist that all differ in the distri-
bution of scatter density to simulate either multipath
around base stations, multipath around mobile stations,
or combinations of both. Using these models it is possible
to get the PDF in the angles and times of arrival as well as
the power spectra in angles and delay. Other quantities
such as the envelope correlation can be obtained from
these statistics. Janaswamy compares the various geomet-
ric models with each other as well as with measurements.
As an example, the Gaussian scatter density model gives
the following expression for the spatial correlation, r,
between two points separated by a distance d

r � exp jk0d cos �ff
� �

exp �
1

2

k0dss sin �ff
D

 !2
2

4

3

5;

ss5D;

ð48Þ

where D is the distance between the mobile station (MS)
and the base station (BS), �ff is the angle between the line
joining the two spatial points and the line joining BS and
MS, and ss is a measure of the effective radius of scatterers
about the MS. The envelope correlation is equal to jrj2. All
the existing geometric scattering models are scalar in na-
ture. An empirical polarimetric model for fixed wireless
applications is described by Oestges et al. With the intro-
duction of MIMO systems, there is certainly a need to de-
velop full polarimetric models that also take into account
multiple scattering of waves. Jensen and Wallace give a
good summary of the antenna and propagation issues for
MIMO systems.

6. CONCLUSION

In this article we have described the mathematical models
of short-term and long-term fading. Statistical distribu-
tions for signal fading such as Rayleigh distribution, Ricean
distribution, lognormal distribution, and models for wide-
band channel characterization have been introduced. Var-
ious propagation parameters, including Doppler spread,
delay spread, angular spread, spatial correlation, have
been discussed. The effect of short-term fading on system
performance and the effect of long-term fading on the de-
sign of a wireless cell size has been demonstrated. Finally,
topics of current research in fading have been discussed.
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1. INTRODUCTION

By a wide margin, Silicon is the most used semiconductor
material in electronics today. Its main advantages are its
abundant supply (it is fabricated from SiO2, which is as
abundant as sand on a beach), its mechanical robustness
(which allows very large wafers to be fabricated, currently
up to 300 mm in diameter), its high thermal conductivity
(which not only allows power semiconductor devices to be
fabricated, but also is a prerequisite for the integration of
millions of transistors on one chip), and most importantly,
its highly stable native oxide, SiO2. The most common
transistor device technology in use today, the metal-oxide-
semiconductor field-effect transistor, or MOSFET, uses
this native oxide extensively both in the fabrication pro-
cess and in the completed device.

Compared with other semiconductor materials—Sili-
con (Si), Germanium (Ge), or Gallium-Arsenide ()—the
semiconducting alloy Silicon-Germanium (SiGe) has been
a late arrival on the stage of high-speed electronics. SiGe
layers are never used alone, but always in combination
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with Si layers, and they allow significant enhancement of
electronic device performance in a variety of ways.

* Si/SiGe heterostructure bipolar transistors (HBTs)
have been commercially available since 1998. SiGe
is being used in the base layer in two different ways.

* A graded Si1� xGex layer with a low Ge content x
near the emitter and a higher Ge content near the
collector of a bipolar transistor creates a strong
electric field in the base and significantly increas-
es the speed of electrons traversing the base, in-
creasing the current-gain cutoff frequency fT.

* In another concept, the Ge content is already sub-
stantial at the emitter-base junction, creating an
energy barrier for the unwanted injection of holes
from the base into the emitter, which allows sig-
nificant increase of the base doping concentration,
leading to a much reduced base resistance, and
increases primarily the microwave power gain of
these transistors.

* Si/SiGe heterostructures can also be advantageously
used to confine charge carriers in the channel of a
field-effect transistor (FET). The primary goal of this
confinement (forming a two-dimensional electron or
hole gas) is an improvement in the charge carriers’
mobility, which in turn increases the device speed. At
the time of this writing (2004), no Si/SiGe hetero-
structure FET processes are commercially available,
but the area is experiencing intense research.

* The fact that the introduction of Ge into the Silicon
crystal lattice also increases the lattice constant can
be used to fabricate Silicon films with a built-in ten-
sile strain, which can equally increase the charge
carrier mobility. Such ‘‘strained-Si’’ channels are one
of the options for next-generation metal-oxide-
semiconductor field-effect transistors (MOSFETs),
holding great promise for an increase in the speed
of operation of highly integrated digital and analog
integrated circuits.

The large interest in Si/SiGe heterostructure devices is
caused by the fact that they fully exploit the vast body of
technological advances in Silicon semiconductor process-
ing in general. The concept of ‘‘bandgap engineering,’’ the
modification of the semiconductor energy band structure,
introduces new degrees of freedom in the design of ad-
vanced devices, yet requires only minor modifications to
existing processes.

By combining bandgap engineering for the vertical lay-
er sequence of a semiconductor device with the deep sub-
mm lateral scaling made possible by advances in Silicon
processing, SiGe HBTs (the most mature Si/SiGe device
concept) have shown dramatic improvements in their cut-
off frequencies: a record transit frequency fT¼ 350 GHz
characterizes the state-of-the-art today in laboratory ex-
periments [1], whereas more readily available devices
show both fT and the maximum frequency of oscillation
fmax in the 100–200 GHz range. The demonstrated Si/SiGe
HBT performance enables monolithic microwave integrat-
ed circuits (MMICs) with good performance well into the

upper microwave and lower millimeter-wave range. The
mature Silicon fabrication processes into which the SiGe
devices are being embedded allow for high-complexity de-
signs. Device cutoff frequencies have progressed to a point
where raw device speed is no longer the bottleneck in the
design of Si-based MMICs, but rather passive circuit ele-
ment performance and layout issues. Additionally, break-
down voltages of Si/SiGe HBTs optimized for high cutoff
frequencies are too low for some higher power applica-
tions.

Although circuits using Si/SiGe heterostructure devic-
es are making inroads into areas traditionally held by
GaAs technologies, such as short-range radar sensors, it is
evident that they will not replace these technologies en-
tirely. Demanding applications in terms of either low re-
ceiver noise figure or significant radio frequency (RF)
output power at elevated frequencies will continue to
use GaAs-based heterostructure technologies.

Si/SiGe ICs are best when

* large market volumes can be expected
* the specific application benefits from multifunctional,

high-complexity monolithic ICs
* optimum RF performance is not required, but rather

low cost.

2. A CLOSER LOOK

Commonly, electronic devices are fabricated in a crystal
lattice that consists of one semiconductor only—Silicon,
which has a chemical composition made up from only one
atom. Other mono-element semiconductors are Ge, or C in
its crystalline form—diamond.

2.1. Compound Semiconductors and Bandgap Engineering

Other semiconductor materials, such as GaAs, are com-
posed of two or more chemical elements—they are com-
pound semiconductors. Semiconducting alloys may have
several advantages over mono-element semiconductors,
like strong electro-luminescence (conversion of an electric
current into light), or high electron mobility.

Most important, however, is the added degree of free-
dom in device design obtained by the ability to change the
chemical composition of the lattice within a single crystal.
Such a structure with varied stoichiometry within a single
semiconducting crystal is called a semiconductor hetero-
structure.

In solid-state physics terms, the most striking feature
of any semiconductor is the band structure, characterized
by a valence band energy EV (which is the highest energy
of bound electrons at absolute temperature T¼ 0 K), a
conduction band energy EC (which is the lowest energy of
a free electron—free to move about in the lattice), and the
forbidden energy range in between, which does not con-
tain any allowed energy states an electron can occupy.
This forbidden energy region is called the bandgap.

The exact band structure depends strongly on the
chemical composition of the semiconductor material: By
modifying the chemical structure, we can tailor the band
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structure according to our needs—we perform bandgap
engineering. In 1982, Herbert Kroemer formulated the
central design principle of semiconductor heterostruc-
tures, saying; ‘‘Heterostructures modify the distribution
and flow of charge carriers in semiconductors’’ [2].

Most compound semiconductor materials are formed by
combining elements of the third and fourth column of the
periodic table of elements, like Gallium (3rd column) and
Arsenic (5th column). These compounds are called ‘‘three-
five semiconductors.’’

2.1.1. The Silicon-Germanium Compound Heterostruc-
ture. Silicon and Germanium are both elements from the
fourth column of the periodic table of elements. Their
alloy, Si1� xGex, is also a semiconductor whose properties
can be modified by changing the Germanium mole
fraction x.

An important observation is that when we modify the
chemical composition of a semiconducting crystal, we not
only modify the energy band structure, but also the ge-
ometry of the lattice, characterized by the lattice constant.
Both effects are typically represented in a graph similar to
Fig. 1. Note that for the ternary compound semiconductor
formed by the alloy of GaAs and AlAs—AlxGa1� xAs—the
bandgap can be varied in a wide range by an appropriate
Al mole fraction x, whreas the lattice constant remains
essentially unchanged. In Si1� xGex, not only the bandgap
but also the lattice constant is being significantly modified
by the Ge mole fraction. The corresponding change in the
geometry of the lattice will lead to strong mechanical
strain in the crystal, which will eventually cause crystal-
lographic defects, which restricts the modification of
chemical composition to very thin layers where the me-
chanical energy can be stored by elastic deformation of the
lattice; the strained layer has to be thinner than a critical
layer thickness, which is a function of the material com-
position of the layers forming the heterostructure.

Current semiconductor devices employing Si/Si1� xGex

heterostructures exploit the ability to modify the bandgap.
The change in lattice constant is a complicating side effect.
SiGe heterostructures are being used in two different
ways.

1. Abrupt Si/SiGe junctions can be used to construct
energy barriers, e.g., for holes in the valence band,
see Fig. 2. The situation shown is found in the ‘‘wide-
gap emitter’’ concept of heterostructure bipolar tran-
sistors (HBTs) and will be described in more detail
below. Another application of abrupt Si/SiGe hetero-
junctions is the formation of confining energy barri-
ers for the channel region of field-effect transistors.
Figure 3 shows the concept for the case of a hole
channel.

2. Graded Si/SiGe heterostructures can be used to cre-
ate a built-in electric field through a variation of the
bandedge, for one carrier species only, see Fig. 4.
This concept is being used in Si/SiGe drift transis-
tors, where electrons in the base of an npn bipolar
transistors experience a significant reduction in
base transit time by the additional drift field.

In all of these applications, the effect of mechanical strain
has to be carefully observed. Crystallographic defects have
to be avoided by choosing the thickness of the strained
layer to be lower than a critical thickness dcrit. Figure 5
shows the most common case, a thin strained Si1� xGex

layer on relaxed Si [3]. Note that two different definitions
of the critical thickness exist: The lower curve is the
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equilibrium limit. Layers with combinations of Ge content
and layer thickness below this line can be considered sta-
ble even at elevated processing temperatures. The upper
line is an empirical fit to published data on strained SiGe
layers. Layers with Ge content and layer thickness com-
binations above this line will most likely result in plastic
deformation of the lattice and crystallographic defect for-
mation. The medium range is called the metastable re-
gime. Layers in the metastable regime can be defect-free,
provided that the thermal budget of process steps after the
SiGe film deposition is being carefully monitored.

In an elastically strained SiGe film, the strain will af-
fect the band structure. Here, we need to take a closer look
at the three fundamentally different ways in which the
conduction and valence bands in a semiconductor hetero-
structure can line up.

* In a ‘‘type I’’ heterostructure, the valence band of
the material with the wider gap is below, and the

conduction band is above, the respective band in the
material with the smaller bandgap, or in other words,
the forbidden gap of the material with the smaller
bandgap is completely within the forbidden gap of the
material with the larger bandgap.

* In a ‘‘type II’’ heterostructure, both the valence band
and the conduction band of one material are below
the respective bands in the other material, leading to
a staircase-like impression.

* In a ‘‘type III’’ heterostructure, the conduction band
of one material is energetically below the valence
band of the other material.

Elastically deformed Si/SiGe heterostructures can have a
type I or a type II band lineup, depending on the strain
built into the lattice. Figure 6 shows a chart, published by
Schäffler [4], which allows determination of the conduc-
tion band (DEC) and valence band (DEV) discontinuities of
abrupt SiGe/Si heterostructures.

2.2. The Si/SiGe/Si Heterostructure Bipolar Transistor

To understand the central design dilemma of the bipolar
transistor, addressed by the introduction of heterostruc-
tures, consider the way in which the collector current is
controlled by the base-emitter voltage. We will restrict
our discussion to npn-type transistors, where the emitter
is n-doped, the base p-doped, and the collector again
n-doped. Equal arguments can be found for the pnp-type
transistor by considering holes instead of electrons.

The base of a bipolar transistor is hence bordered by
two pn-junctions: one, the emitter-base diode, is forward
biased in active operation, whereas the other, the base-
collector diode, is reverse biased. Through the forward
bias VBE40 across the emitter-base diode, the minority
carrier density (here, the electron density in the p-doped
base, np) in the base layer at y¼ 0 (the base-side edge of
the emitter-base space charge region) is increased.

npðy¼ 0Þ¼np0 exp
VBE

VT

� �
¼

n2
i;B

NAB
exp

VBE

VT

� �
ð1Þ

where ni,B is the intrinsic carrier concentration in the base
layer, NAB is the acceptor doping concentration, and VT¼

kT/q is the thermal voltage (approximately 26 meV at
room temperature). We are assuming that all acceptors
have been ionized.

The reverse bias VCB40 across the collector-base junc-
tion lowers the minority carrier concentration at y¼WB,
the base-side edge of the collector-base space charge re-
gion

np y¼WBð Þ¼np0 exp
�VBC

VT

� �
¼

n2
i;B

NAB
exp

�VBC

VT

� �
� 0 ð2Þ

in the active forward regime, as np(WB) can be neglected
vs. np(0).

The base layer is so thin that recombination can be ne-
glected across the base (short-base diode). In this case, the
minority carrier concentration is a linear function of the
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Si Si0.8Ge0.2

150 meV
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+

−

Figure 4. Creation of a built-in drift field acting on electrons
only, through a gradual variation of the Ge concentration x in a p-
doped Si1� x Gex layer.
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coordinate y

npðyÞ¼npð0Þ �
npð0Þ � npðWBÞ

WB
y � npð0Þ

� 1�
y

WB

� �
for 0oyoWB

ð3Þ

Neglecting any potential difference across the neutral
base layer (the voltages drop across the space charge re-
gions), the electrons move across the base driven by dif-
fusion only and the collector current density JC is
proportional to the minority carrier gradient

JC¼ qDn;B
dnpðyÞ

dy
� �qnp0

Dn;B

WB

¼ � q
Dn;Bn2

i;B

WBNAB
exp

VBE

VT

� �
for 0oyoWB

ð4Þ

Here, q is the electron charge and Dn,B is the diffusion
constant of electrons in the base.

Likewise, we consider the emitter region as a short-
base diode bordered by the base emitter at y¼ �dBE and
an ideal recombination contact at y¼ �WE, which forces
pn(�WE)¼ 0. We further assume that the thickness of the
base-emitter space charge region dBE is much smaller
than the emitter width WE. The forward-biased emitter-
base junction injects holes from the base to the emitter,
leading to a base current density JB

JB¼ � qDp;E
dpn

dy
¼ � q

Dp;En2
i;E

WENDE

exp �
VBE

VT

� �
for �WEoyo� dBE

ð5Þ

where ni,E is the intrinsic carrier concentration in the
emitter layer and NDE the donor doping concentration
there. Equations (4) and (5) allow us to find the common

emitter current gain of the bipolar transistor

B¼
JC

JB
¼

Dn;B

Dp;E

WE

WB

NDE

NAB

n2
i;B

n2
i;E

ð6Þ

In a conventional homojunction bipolar transistor, where
emitter and base layers are composed of the same mate-
rial, the intrinsic carrier concentrations in the emitter ni,E

and the base ni,B will be identical (neglecting small differ-
ences because of doping-dependent bandgap narrowing
effects), so the last term in Eq. (6) is close to one. The ratio
of diffusion constants in the base and the emitter (the first
term) reflects the ratio of electron and hole mobilities,
which in Silicon is a little less than three. The emitter and
base width (the layer thicknesses, in the third term) will
be comparable, as the emitter width cannot be increased
without a significant increase in emitter resistance.
Hence, a current gain Bb1 will require NDEbNAB.

This requirement now constitutes the central design
dilemma of the bipolar transistor. The base resistance RB

is an important element in the high-frequency perfor-
mance of the bipolar transistor—an increased RB:

* lowers the maximum frequency of oscillation accord-
ing to the approximation

fmax¼
fT

8pRBCBC

� �1
2

ð7Þ

where fT is the transit frequency and CBC the base-collec-
tor capacitance

* increases the noise figure F and the equivalent noise
resistance Rn, see, e.g., [5]

* leads to an inhomogeneous current density distribu-
tion over the emitter-base junction area (displace-
ment of the current toward the emitter edge, see,
e.g., [6])
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The base resistance scales with base width and base dop-
ing concentration as

RB 
 ðWBNABÞ
�1

ð8Þ

On the other hand, the base transit time, a crucial factor
determining fT, scales with the square of the base width.
In a homogeneously doped base, the electrons will move
across the neutral base by diffusion only

tB¼
W2

B

Dn;B
ð9Þ

Optimizing a bipolar transistor for fT by lowering WB will
hence come at the price of an increased RB, deteriorating
fmax and noise performance, while trying to avoid the RB

increase by increasing NAB will lower the current gain B.
Possible solutions can be found by examining Eqs. (6)

and (9) again.
In Eq. (6), the last term, the ratio of intrinsic carrier

concentrations in the base and the emitter, ni,E could be
made much smaller than ni,B if a material with a higher
bandgap energy EG was chosen, because

ni¼ ðNCNV Þ
1
2 exp

�EG

2kT

� �
ð10Þ

where NC and NV are the conduction and valence band
densities of states, k is Boltzmann’s constant, and T is the
absolute temperature.

Equation (6) can now be rewritten as

B¼
JC

JB
¼

Dn;B

Dp;E

WE

WB

NDE

NAB

NC;B

NC;E

NV ;B

NV ;E
exp

EG;E

EG;B

� �
ð11Þ

The important term here is the exponential one. The pos-
sible vast improvement in current gain B will be used to
drastically increase NAB (and lower NDE), opening the way
to reduced RB despite thinner base layers WB.

This approach, the ‘‘wide-gap emitter structure’’ has
already been described shortly after the invention of the
bipolar transistor [7], yet technological problems prevent-
ed the creation of the necessary semiconductor hetero-
structures at the time.

A different optimization strategy can be found by ex-
amining the assumptions leading to Eq. (9). We assumed
that the minority carriers in the neutral base move by
virtue of diffusion only, without the assistance of an elec-
trical field. If we now allow a built-in drift field Ebi in the
neutral base, the base transit time expression becomes [8]

tB¼
W2

B

2 1þ q
EbiWB

kT

� �3=2
 !

Dn;B

ð12Þ

The built-in field can be realized through a doping varia-
tion in the base (higher NA at the base-emitter junctions
than at the base-collector junction), but it is much more
efficiently implemented using a bandgap variation across

the base (larger bandgap at the base-emitter junction than
at the base-collector junction), and without the otherwise
inevitable reduction in the average base doping concen-
tration.

Both strategies can be pursued using a Silicon-Germa-
nium alloy in the base layer.

2.2.1. The Si/SiGe/Si Wide-Gap Emitter Structure. The
concept of the Si/SiGe/Si wide-gap emitter HBT is identi-
cal to that of HBTs fabricated from compound semicon-
ductors of the third and fifth column of the periodic table
of elements and has been pursued primarily by Daim-
lerChysler [9] and, more recently, Atmel [10].

The base is fabricated from a Si1� xGex alloy with a
fixed Ge mole fraction x, with typically x¼ 0.2. The SiGe
layer is elastically strained between unstrained Si layers
(emitter and collector), so turning to Fig. 6, we find that for
x¼ 0.2, the conduction band discontinuity is negligible at
slightly less than �20 meV, whereas the valence band
discontinuity is substantial at 150 meV. The large valence
band and negligible conduction band discontinuity is ideal
for npn-type transistors, as it avoids the conduction band
parasitic barrier found, for example, in abrupt AlGaAs/
GaAs heterojunctions. Figure 7 shows a qualitative rep-
resentation of the band structure at thermodynamic equi-
librium. Note that a valence band discontinuity exists
both at the emitter-base and base-collector junction; the
first is desired. The latter is because of the fact that the
SiGe layer has to be thin because of the lattice mismatch,
and hence the collector has to fabricated from Si, leading
necessarily to a double heterostructure. It will have a det-
rimental effect on high-current operation, as will be ex-
plained later.

The exponential factor in Eq. (11) is 1.18� 104 at room
temperature and allows the emitter and base doping con-
centration ratio to be reversed, i.e., the higher doping con-
centration is now in the base, whereas the emitter doping
concentration immediately adjacent to the emitter-base
junction is lowered to prevent tunneling. To control the
emitter series resistance, the low-doped emitter region is
narrow and the doping is increased in the top part of the
emitter, see Fig. 8.

E

EC

EF

EV

XGe=0.2 ∆EC=25 meV ∆EV=150 meV

B C

Figure 7. Qualitative band diagram of a Si/SiGe/Si wide-gap
emitter bipolar transistor.
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The combination of xGe¼ 0.2 and typical base thick-
nesses of 30–50 nm places these structures into the meta-
stable regime of Fig. 5. The built-in strain of the base is
substantial, precluding high-temperature processing
steps after deposition of the SiGe layer. Still, both dedi-
cated bipolar and BiCMOS processes have been realized
using this concept and are commercially available. Its
prime advantage is the very low base sheet resistance
possible using this concept, which allows high cutoff fre-
quencies without aggressive lateral scaling of the emitter,
e.g., 80 GHz fT and fmax with 0.5mm minimum feature size
[11]. There are no known reliability concerns in normal
mode of operation stemming from the high built-in strain
in the base.

2.2.2. The Si/SiGe/Si Graded Base Structure. Full com-
patibility with CMOS processing temperatures, even after
the deposition of the SiGe layer, requires a substantially
lower Ge concentration in the base; the combination of Ge
mole fraction and layer thickness needs to be below the
equilibrium limit in Fig. 5. As this simultaneously de-
creases the valence band discontinuity, see again Fig. 6,
the wide-gap emitter concept becomes less powerful.

Instead, the optimization strategy suggested by Eq.
(12) is being pursued; the Ge mole fraction at the emitter-
base junction is zero or very low and gradually increases
toward the base-collector junction, where it is reduced to
zero again for the collector layer. As Fig. 9 shows, the con-
duction band in the neutral base is tilted toward the col-
lector now and creates a very strong built-in field for
electrons only, whereas the conduction band is essential-
ly unchanged (except for the effect of the changing density
of states in the valence band with the Ge mole fraction,
neglected here for simplicity).

This concept has been introduced by IBM [12]. Typical
maximum Ge mole fractions (at the base-collector inter-

face) are x¼0.15–0.20, leading to an average mole fraction
of 7.5–10%, resulting in a substantially lower built-in
strain in the base.

Note that here, too, a valence band discontinuity exists
at the base-collector junction.

Figure 10 shows the doping and Ge mole fraction pro-
file for the graded-base structure. The lack of an emitter-
base bandgap difference requires a emitter-base doping
ratio that is similar to a conventional bipolar transistor.
The base sheet resistance is thus higher than in the wide-
gap emitter concept; the required low-base resistance has
to be realized here by a more aggressive lateral scaling
of the emitter width, e.g., a production technology with
fT¼ 72 GHz and fmax¼ 75 GHz has a feature size of
0.35 mm [13].
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Figure 8. Schematic representation of Ge mole fraction and dop-
ing concentrations in a Si/SiGe/Si wide-gap emitter HBT.
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2.2.3. The Base-Collector Heterostructure Effect. As
pointed out, the severe lattice mismatch between practi-
cal SiGe layers and the embedding Si forces SiGe hetero-
structure bipolar transistors to have a second
heterostructure at or near the base-collector junction.

Generally, this heterostructure is undesirable as it
might introduce a conduction band energy barrier
(‘‘spike’’) that negatively affects the collection of base mi-
nority carriers (electrons in npn transistors) by the collec-
tor. In the special case of S/SiGe/Si HBTs, no noticeable
conduction band spike will occur as the conduction band
discontinuity for strained SiGe layers versus unstrained
Si is negligible (see again Fig. 6).

The situation changes when higher collector current
densities are present, but shows an onset prior to that of
the Kirk effect. In the classic Kirk effect, the injected mi-
nority carriers from the base have a sufficient density to
effectively neutralize the fixed charge in the collector
space-charge region. The space charge will disappear at
the base-collector junction, the neutral base will extend
into the base (‘‘base push-out’’). As a consequence, the ef-
fective base width will increase, the current gain decrease
[see Eq. (6)], and the base transit time will increase dras-
tically, see Eq. (9).

In the case of the double heterostructure, as pointed out
by Tiwari in 1988 [14], partial compensation of the collec-
tor space charge will lead to the appearance of an electron
barrier in the conduction band, which can be intuitively
understood when considering that in a conventional bipo-
lar transistor, the weakening of the space charge will lead
to a decreased potential barrier not only for electrons, but
also for holes. If the base-collector junction is replaced by a
heterojunction with a significant valence band disconti-
nuity, the increasing injection of holes from the base into
the collector is blocked. Holes will instead accumulate
against the barrier, their increased density pushes the va-
lence and conduction bands upward, leading to the ob-
served decrease in current gain B and transit frequency fT,
which is much more pronounced than what is observed in
homojunction bipolar transistors. It is significant because
in high-speed operation, bipolar transistors need to be op-
erated at or close to the collector current density for max-
imum fT. Large-signal CAD models for SiGe HBTs will
hence have to predict the high-current rolloff very accu-
rately, which will occur immediately beyond the optimum
fT bias point.

In SiGe HBTs, the effect of this base-collector hetero-
structure effect can be lessened by introducing a retro-
grade SiGe profile extending into the collector layer, by
slightly displacing the SiGe/Si heterojunction into the col-
lector, or by increasing the collector doping concentration
immediately adjacent to the base [15]. In the first two
cases, the increased strain because of the lattice mismatch
has to be observed, whereas the latter solution will com-
promise the maximum frequency of oscillation (through
an increase in the base-collector capacitance) and the col-
lector-base breakdown voltage.

2.2.4. Carbon Codoping in the SiGe Base Layer. As point-
ed out, the main attractions of introducing an SiGe he-
terostructure into Si bipolar transistors is the possible

decrease in the base resistance by increasing the base
doping concentration. Simultaneously, the vertical base
thickness is decreased to reduce the base transit time.
This technological development leads invariably to very
steep doping profiles in the base layer.

Very steep doping gradients, in turn, increase the risk
of dopant outdiffusion from the base layer into the emitter
and collector regions, with very detrimental effects.

* Especially in wide-gap emitter structures, outdiffu-
sion into the emitter places the emitter-base pn junc-
tion into the emitter and the heterojunction into the
base. The hole-blocking valence band discontinuity is
no longer effective, whereas the heterostructure in-
side the p-doped region will lead to a conduction band
barrier decreasing electron injection from the emitter
into the base. As a result, the current gain B will be
dramatically decreased.

* The base-collector heterostructure will be placed into
the base layer as the p-dopant diffuses into the col-
lector, displacing the pn junction. Again, this will
cause a conduction band barrier for electrons and
particularly worsen the high-current base-collector
heterostructure effect discussed in Section 2.2.3.

Traditionally, base dopant outdiffusion has been anticipat-
ed through the introduction of undoped setback layers in
the base, which absorbed the outdiffusing base dopant and
placed the pn junctions in the proper place [16]. However,
as the vertical base width is decreased, these setback lay-
ers have to be scaled down or eliminated. Also, the neces-
sity to accurately predict the amount of outdiffusion
makes the processing windows for the epitaxial growth
much smaller.

As the lateral transistor sizes are scaled down, the fact
that the dopant not only diffuses vertically, but also later-
ally, becomes visible. The problem is that in many pro-
cesses, the extrinsic base is doped highly by ion
implantation (usually with BF2). The resulting crystallo-
graphic damage creates a significant density of interstitial
defects that enhances the outdiffusion of the predominant
base dopant, Boron. Similar defect-induced enhanced dif-
fusion effects can occur because of high-level emitter im-
plant doses.

Rather than anticipating dopant outdiffusion through
setback layers and relaxed lateral scaling rules, it is better
to reduce the diffusivity of the dopant. A very efficient way
of doing this is the use of Carbon codoping [17]. Codoping
denotes the incorporation of low (o1020 cm�3) concentra-
tions of Carbon, as opposed to ternary SiGeC compounds,
which are under investigation to reduce the lattice mis-
match toward Si. The codoped Carbon atoms are electri-
cally inactive, but dramatically reduce the transient
enhanced diffusion (TED) of Boron [18], enabling steep
Boron gradients without doping setbacks, and simulta-
neously enabling the aggressive lateral scaling that has
made transit frequencies in excess of 300 GHz possible in
SiGe HBTs.

2.2.5. State of the Art. The performance of Si/SiGe
HBTs rivals that of its competitors from III-V compound
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semiconductors. The combination of bandgap engineering
in the base and drastic reductions in base and collector
layer thicknesses with aggressive lateral scaling made
possible by advances in modern CMOS processing result-
ed in record transit frequencies of fT¼350 GHz in 2002
[19], or a total emitter-to-collector transit time tEC¼

0.45 ps. The base has a Ge mole fraction of 25%, with a
Boron sheet concentration of 5� 1013 cm� 3. The lateral
emitter width has been scaled down to 120 nm. Although
the intrinsic base resistance benefits from the high Boron
dose, the extrinsic base resistance has been lowered using
raised base contact layers, which have been grown in a
self-aligned fashion.

The box-like transistor cross section, shown in Fig. 11,
reduces particularly the base-collector capacitance. For
the fT-optimized design, the authors reported a maximum
frequency of oscillation, determined from Mason’s unilat-
eral gain, of 170 GHz. In this design, the radical reduction
of base and collector layer thicknesses increases RB and
CBC, respectively, leading to the rather low fmax compared
with fT.

Optimizing the device in a more practical way, for sim-
ilar fT and fmax, the authors obtained fT¼ 270 GHz and
fmax¼ 260 GHz. The peak fT in these transistors occurs at
a high collector current density of 17 mA/mm2.

The negative aspect of the lateral scaling, especially of
the collector layer, is the reduction in breakdown voltage.
For the record device, the open-base collector-emitter
breakdown voltage BVCEO is only 1.4 V, in part because
of the very high current gain of 2300. The more practical
device design with 260 GHz fT has BVCEO¼ 1.6 V. As the
authors point out, the product of breakdown voltage and fT
is 490 V GHz and 416 V GHz, respectively, and much be-
yond the commonly assumed Johnson limit of 200 V GHz,
and the breakdown voltages for short-circuited base ter-
minal (BVCBO) are 5 V and 5.5 V, respectively, but still the
low breakdown voltages present significant challenges in
practical micro- and millimeter-wave applications of ad-

vanced SiGe HBTs. The general trend in breakdown volt-
ages in HBTs using Si/SiGe can be found in Fig. 12.

The inferiority of Si/SiGe HBTs versus its III-V com-
petitors in terms of breakdown voltage for a given fT is
because of

* the higher electric field at the onset of avalanche
breakdown in GaAs and InP

* the lower average carrier velocity in Si at moderate
electric fields

In essence, devices with an Si collector will pay a higher
price in breakdown voltage reduction when the collector is
being scaled for a given collector transit time tC.

It can be argued that for practical micro- and millime-
ter-wave applications requiring at least moderate power
levels (1 Vp-p amplitude corresponds to only 4 dBm into a
50O load), the low breakdown voltage is now the most

In-situ phosphorus-doped emitter

Dielectric spacer
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Raised extrinsic base

SiGe:B base layer

Shallow+deep
trench isolation

Buried layer (subcollector)

Selectively implanted collector
Figure 11. Cross-section of a state-of-the-art
box-shaped SiGe HBT, after [19].
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Figure 12. Comparison of breakdown voltage trends in Si-,
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curve is the often-quoted ‘‘Johnson limit’’ of 200 GHz V for the
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significant challenge in the development of SiGe HBTs,
not the cutoff frequencies.

2.3. The Si/SiGe/Si Heterostructure Field-Effect Transistor

2.3.1. Quantum-Well Channels for Electrons and Holes.
The use of Si/SiGe heterostructures in field-effect transis-
tors has not yet (in 2004) reached the commercialization
stage, but is, after slow beginnings, gaining momentum in
research, as it holds promise for advances in high-speed
CMOS beyond those offered by geometry scaling. The rea-
sons for the slower market introduction of SiGe hetero-
structure field-effect transistors, compared with SiGe
HBTs, is not only the significant performance improve-
ment that has been experienced in scaled Si CMOS, but
also the fact that, as we will see, high-performance SiGe
HFETs need strain-relaxed SiGe buffer layers (‘‘quasisub-
strates’’ with a larger lattice constant than Si), making
process integration not as straightforward as in SiGe
HBTs.

When comparing Silicon with III-V compound semicon-
ductors, it cannot be overlooked that III-V semiconduc-
tors, like GaAs and especially InGaAs, have significant
advantages in terms of the low-field electron mobility mn.
The hole low-field mobility mp in Si is larger than in GaAs
or InGaAs, but still significantly lower than mn. The fol-
lowing challenges therefore develop, for which SiGe he-
terostructures promise potential solutions:

* Increase the electron mobility mn–in III-V semicon-
ductors, an often used solution is the reduction of
electrostatic interaction (Coulomb scattering) be-
tween free charge carriers (here, electrons) and fixed
charge stemming from ionized doping atoms (here,
positively charged donors), which is the concept of the
high electron mobility transistor, or HEMT, and re-
quires the physical separation of dopants and free
charge. The physical separation can be created by
confining the free charge to a quantum well apart
from the fully depleted supply layer and requires a
heterostructure.

* Increase the hole mobility mp; here, reduction of Cou-
lomb scattering will help as well, but the observation
of a significantly higher hole mobility in Ge as com-
pared with Si points into a different direction: In-
crease the Ge mole fraction in a SiGe hole channel.

The formation of a quantum-well channel with separation
of free holes and fixed ionized acceptors, useful for p-chan-
nel FETs, is quite straightforward and can use the hetero-
structure system discussed for Si/SiGe HBTs. Figure 13
(a) shows a suitable layer structure. The supply layers are
20 nm thick Si, doped with Boron to p¼ 1019 cm�3. The
quantum well is formed in a Si0.85Ge0.15 layer of 40 nm
thickness. Two 2 nm wide undoped Si spacer layers create
the physical separation of free holes and fixed ionized ac-
ceptor charge. Two two-dimension hole gas channels form
at the Si/SiGe heterointerfaces in this structure [20].
Figure 13 (b) demonstrates the difference in low-field
hole mobility between the cases of doped and undoped
SiGe well; a factor of 2 at room temperature, increasing to

a factor of almost 12 at 77 K, where the limitation because
of phonon scattering is less pronounced.

Even higher gains in hole mobility are possible if the Ge
concentration in the well is increased. Figure 14 provides
a survey of literature values [21]; the index x demotes the
Ge mole fraction in the Si1� xGex channel, whereas y is the
Ge mole fraction in the underlying Si1� yGey quasisub-
strate, which will be explained below. Almost a factor of 10
can be gained when moving from Si0.85Ge0.15 to a pure Ge
channel (x¼ 1).

Also note that the hole mobility can even be improved
when straining a pure Si channel (x¼ 0) by an underlying
SiGe film (here, y¼ 0.25), which has a larger lattice con-
stant and hence provides a tensile strain to the Si layer,
which is the concept pursued in ‘‘strained-Si’’ CMOS,
which will not be treated here any further.
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Figure 13. (a) Si/SiGe/Si heterostructure with formation of a
two-dimensional hole gas (2DHG). (b) Low-field hole mobility mp

for doped and undoped wells (after [20]).

SILICON-GERMANIUM 4635



Referring back to Fig. 5, we readily notice that high Ge
mole fractions will lead to extremely small critical thick-
ness values. The resulting very thin quantum wells will no
longer provide an effective confinement to the holes and
lead to an increase of Coulomb scattering. Practical high-
Ge channels therefore need an SiGe substrate with sig-
nificant Ge content.

Such SiGe quasisubstrates are realized on Si sub-
strates by growing layers that are deliberately unstrained
(relaxed). The challenge is to provide strain-relaxed buffer
layers that are ideally free of defects at the top (where the
device structure will be grown) and as thin as possible.

First experiments to produce strain-relaxed virtual
substrate layers involved the growth of thick (2–5 mm)
graded Si1� xGex layers, starting with x¼ 0–0.05 at the
the Si substrate and ending in typically x¼ 0.3–0.4 at the
top of the layer.

A reduced thickness will improve the integrability of
the technology, but even more importantly, it will reduce
the overall thermal resistance. It has been reported [22]
that Si0.6Ge0.4 has an 18-fold lower thermal resistance
than Si. A reduction of the relaxed buffer thickness from
5 mm to 0.5mm led to a reduction of the overall thermal
resistance seen by the FET structure by a factor of 3.

The growth of thin strain-relaxed quasisubstrates with
low defect density generally requires the restriction of
dislocations to certain parts of the layer, using various
growth methods, e.g., low-energy plasma-enhanced chem-
ical vapor deposition (LEPECVD, [23]), very low temper-

ature epitaxy (VLTE, [24]), or by postdeposition relaxation
through He implantation and annealing (HELAX, [25]).

An example for a SiGe-channel p-MOSFET is shown in
Fig. 15. A strain-relaxed Si0.7Ge0.3 buffer is grown onto Si
and forms the quasisubstrate. The channel region itself
has a Ge concentration of 0.7 and is therefore experiencing
tensile strain. Figure 6 predicts a negligible conduction
band discontinuity of 5 meV and a significant valence band
discontinuity of 300 meV, the desired situation. Figure 15
also provides the qualitative band diagram of the struc-
ture, indicating the location of the buried hole channel.
The Silicon cap layer between the Si0.3Ge0.7 well and the
oxide servers two purposes.

1. It improves the quality of the gate oxide; a direct
oxidation of the SiGe compound should be avoided.

2. It removes the free carriers from the oxide interface,
which further improves the mobility.

Note the second valence band maximum at the oxide-Si
interface. A parasitic surface channel with lower mobility
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may form here if the device is strongly forward biased,
which has to be avoided by proper device design.

Aside from MOSFET structures with charge control
through an MOS diode, MODFET structures with channel
control through a Schottky gate (as in III-V HEMTs) have
also been realized, see, e.g., [27].

The use of SiGe heterostructures for n-channel FETs is
less obvious; the heterostructures considered so far all had
significant valence band offsets, yet negligible conduction
band discontinuities and were therefore unable to provide
confinement in a conduction band well. However, consider
the case of a strained Si film on unstrained Si1� xGex (e.g.,
for x¼ 0.3). Figure 6 gives a valence band offset of
� 55 meV and a conduction band offset of � 160 meV.
The negative sign denotes that the conduction band in
the strained Si is below the conduction band in the un-
strained SiGe; this is a type II heterostructure. An effi-
cient electron confinement is now possible in the strained
Si layer.

Figure 16 provides a synopsis of low-field mobility data.
The significant improvement over the universal electron
mobility curve is clearly visible, especially for buried chan-
nel structures, where an up to eight-fold improvement is
observed.

Figure 17 shows the layer structure of an n-channel
SiGe MODFET [28]. The electron channel forms in the
9 nm thick Si layer, which is sandwiched between two
Si0.6Ge0.4 spacer layers (undoped, 3 resp. 4 nm thick). A
double-doped MODFET structure is adopted here, with
5 nm thick Sb-doped supply layers above (2� 1019 cm�3)
and below (2� 1018 cm�3) the channel. The Schottky gate
sits on top of a 3.5 nm thick Si cap layer; the authors re-
port that an increased gate leakage current was noticed,
which is likely because of the bandgap lowering in the
strained Si. The quasisubstrate is provided by a 240 nm
thick strain-relaxed buffer (Si0.6Ge0.4) grown by VLTE.
With a T-gate and a gate length of LG¼ 0.1mm, the devices
showed peak fT¼ 43 GHz and fmax¼ 95 GHz.

It is interesting to note that p-channel devices (channel
in SiGe) and n-channel devices (channel in Si) can use the

same SiGe quasisubstrate, opening the way to comple-
mentary Si/SiGe MOSFET technologies [29].

As SiGe heterostructure MOSFETs and MODFETs all
provide significantly increased low-field mobilities
through the combination of strain, high Ge content in
the channel (for p-channel devices), reduction of Coulomb
scattering (in MODFET structures), and suppression of
oxide interface scattering (in MOSFET structures,
through the buried channel), they will be particularly
suitable in providing low-noise amplification at microwave
frequencies [30].

2.3.2. SiGe HFETs: State of the Art. Using gate lengths
down to 90 nm, transit frequencies up to 90 GHz have been
demonstrated in n-channel Si/SiGe MODFETs [31]. The fT

still scaled well with the inverse gate length. A techno-
logical problem that remains to be solved is the high
source access resistance, which lowers the extrinsic trans-
conductance and hence the fT. With this problem solved,
and with gate lengths comparable with experimental Si
NMOS technologies (down to 40 nm), fT values significant-
ly in excess of 200 GHz can be predicted.

Owing to the metal gates and also a low output con-
ductance, Si/SiGe HFETs already show impressive maxi-
mum frequencies of oscillation, reported up to 188 GHz
[32]. Figure 18 shows a comparison of values reported in
the literature. It is obvious that Si/SiGe HFET structures
have most pronounced advantages for p-channel devices,
where they now have comparable properties with current
Si NMOS, holding great promise for high-speed fully com-
plementary circuits.

Also obvious, however, is that SiGe HBTs offer 100 GHz
fmax values at much relaxed lateral scaling requirements.

2.3.3. Microwave and Millimeter-Wave Circuits Using
SiGe HBTs and HFETs. The motivation to use Si/SiGe he-
terostructure devices lies not in their properties as dis-
crete devices, but in their ability to be easily integrated
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into mature Silicon IC processes. A brief look at micro-
wave and millimeter-wave ICs (MMICs) realized using
Si/SiGe heterostructures shall therefore conclude this
chapter.

Significant differences exist between Si-based MMICs
and their counterparts realized from III-V compound
semiconductors, in terms of circuit complexity, the densi-
ty of active elements on chip, and in the total chip size.

Traditionally, MMICs have been borrowing heavily
from hybrid microwave circuit design, using transmission
line segments to realize reactances and for impedance
transformations. GaAs substrates in MMIC fabrication
are semiinsulating, with resistivities 4107Ocm, and
hence suitable for circuit design techniques originally con-
ceived for non-semiconducting substrates such as al-
umina, sapphire, or PTFE. Si-based MMICs may use
high-resistivity substrates (e.g., 1000Ocm), but are more
often realized on medium-to-low resistivity substrates
(e.g., 20Ocm).

Distributed passive structures are hence in danger
of suffering from prohibitive substrate losses and have
to be avoided in Si MMIC design. Instead, quasilumped
passive circuit elements are being used even at milli-
meter-wave frequencies, such as spiral inductors and
metal-insulator-metal (MIM) capacitors. The necessary
compact layout techniques have the added benefit of
resulting in very compact chips, adding to the cost bene-
fit of Si/SiGe ICs.

The lossy nature of the Silicon substrates will have to
be accounted for in various ways. Transmission line seg-
ments can be described as lossy-backplane thin film mi-
crostrip lines or coplanar waveguides backed by a lossy
backplane [33], depending on the geometry. Such lines
show pronounced dispersion in the form of slow-wave ef-
fects at low frequencies, which disappear at higher fre-
quencies (typically above 2–3 GHz), see Fig. 19. Thin film
microstrip lines can also be placed in higher metalization
layers, using the first metalization layer as a backplane,
providing shielding from the substrate. Such lines no
longer suffer from substrate effects, but the thin dielectric

layer makes signal lines very narrow, leading to nonneg-
ligible Ohmic metalization losses.

Spiral inductor models on conducting substrates need
to take Eddy currents in the substrate into account, at
least at lower frequencies where necessary self-inductance
and hence geometric size are large [34]. Eddy currents will
lower the inductance of the planar coil and reduce the
quality factor. At millimeter-wave frequencies, with typi-
cal inductances of less than 1 nH, the modeling of spiral
inductors simplifies as the skin-effect metalization losses
dominate over substrate effects. Ground shields (either in
the lowest metalization layer or using a buried highly
doped semiconductor layer) are sometimes used to reduce
substrate losses, but under inductors they have to be slot-
ted to avoid excessive Eddy current effects. Ground-cou-
pled noise can be a significant problem in applications
such as low-noise amplifiers and can be addressed equally
by ground shields.

Integration density and the high yield of mature Silicon
processes make MMICs with a high number of integrated
functions possible. As an example, refer to Fig. 20, which
shows a fully integrated downconverter IC for the 24 GHz
ISM band [35]. The IC contains all necessary circuit
blocks: a three-stage preamplifier (lower left), a voltage-
controlled oscillator using an active inductance concept, a
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Gilbert cell mixer, and IF output buffers (lower right). The
circuit has been realized in the Atmel SiGe1 technology,
which, as a first-generation SiGe HBT technology, has fT
and fmax of 50 GHz and is at its limits at 24 GHz. Still, the
receiver is fully functional and provides a conversion gain
of 16 dB. Circuits for the 24 GHz ISM band have also been
realized in Si/SiGe BiCMOS processes, where they can
take advantage of the excellent microwave properties of
the npn Si/SiGe HBTs and realize lower frequency high-
complexity circuit blocks in CMOS. Hashemi et al. [36]
realized the highly complex 8 channel receiver chip for
24 GHz phased-array systems shown in Fig. 21. An inter-
esting research topic will be the efficient testing of such RF
systems-on-a-chip in production lines, however.

Using state-of-the-art SiGe HBT technologies, ICs can
be realized with frequencies of operation in excess of
100 GHz. Figure cc shows the concept and the sensitivity
of a dynamic frequency divider realized using an SiGe
HBT technology with fT¼ 200 GHz [37]. In a dynamic di-
vider, whose concept is shown in Fig. 22 (a), any spectral
component at one-half f1 at port 1 of the mixer is sufficient
to produce f17one-half f1 at port 3. The active mixer has a
low-pass characteristic that suppresses the higher fre-
quency component and passes the one-half f1 spectral com-
ponent, which is amplified and fed back to the mixer in a
regenerative fashion. The useful input sensitivity in this
circuit extended beyond 110 GHz, the highest measure-
ment frequency, see Fig. 22 (b). The circuit consumed
310 mW from a 5 V power supply.

Micro- and millimeter-wave circuit applications of Si/
SiGe HFETs are still quite rare as of this writing (2004),
reflecting the fact that most of the research is still in fun-
damental issues such as optimized thin quasisubstrate
layers. A first ultra-wideband MMIC amplifier structure
has been realized using an n-channel MODFET technol-
ogy described in [38].

The transistors are characterized by a transconduc-
tance gm¼ 175 mS/mm, a transit frequency fT of 52 GHz,
and a maximum frequency of oscillation fmax¼ 148 GHz
extracted from Mason’s unilateral gain U. The transistors
used in the circuit design had a gate length of 0.1 mm and a

total gate width of 100mm. Models for the coplanar trans-
mission lines on the virtual SiGe substrate were developed
using test structures on similar wafers and fitting the pa-
rameter set for coplanar transmission lines in Agilent
ADS, which was also used for the complete circuit design.

The distributed amplifier realized in this technology
has six identical stages [39]. The gate transmission line
has segments of 450 mm length with a center conductor
width of 20 mm and signal-to-ground gaps of 60 mm, where-
as the drain transmission line has segments of 530 mm
length, with a center conductor width of 20 mm and gaps of
40 mm. Figure 23 shows a chip photograph.

The distributed amplifier realized in this technology
has six identical stages. The gate transmission line has
segments of 450mm length with a center conductor width
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of 20 mm and signal-to-ground gaps of 60 mm, whereas the
drain transmission line has segments of 530mm length,
with a center conductor width of 20 mm and gaps of 40 mm.
The circuit draws 45.7 mA from a 2.3 V supply, the gate
bias is held at VGS¼ � 0.16 V. At this bias point, the am-
plifier exhibits a power gain of 5.5 dB70.8 dB up to
32 GHz.

3. CONCLUSIONS

Si/SiGe heterostructure devices introduce the advantages
of bandgap engineering to Si-based microelectronics and
open up options for the optimization of RF performance
that go beyond lateral and vertical geometric scaling. The
significant lattice mismatch between Si and Ge introduces
a high mechanical strain into Si/SiGe heterostructures
that needs to be carefully observed. As a consequence,
SiGe alloy layers need to be very thin, or strain-relaxed
buffer layers (quasisubstrates with a larger lattice con-
stant than Si) need to be used.

SiGe heterojunction bipolar transistors are firmly es-
tablished in commercial production and have provided
impressive circuit results, both in terms of circuit com-
plexity and in terms of frequency of operation, which sur-
passes 100 GHz in special cases.

SiGe heterostructure field-effect transistors are still at
a research stage, but demonstrate an equally impressive
performance potential.

The most significant challenge in the design of Si-based
micro- and millimeter-wave circuits is no longer the raw
speed of the active devices, but rather the control of sub-
strate losses, and the very low breakdown voltages of
high-fT SiGe HBTs.
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1. INTRODUCTION

A software-defined radio (SDR) is a radio in which the op-
erating parameters, including the frequency range, mod-
ulation type, and maximum radiated or conducted output
power can be altered by making a change in software
without making any hardware changes.

The essence of an SDR is the ability, without introduc-
ing new hardware, to change operating characteristics by
changing software programs executing in processing re-
sources. In SDR, operating parameters are determined for
the most part by software. This enables a single wireless
device to be reprogrammed to allow different modulation
schemes, coding, and access protocols. SDR allows more
efficient use of spectrum by facilitating spectrum sharing
and allowing equipment to be reprogrammed for various
modulation schemes. The ability of SDR to be pro-
grammed also enhances interoperability between differ-
ent radio services. Figure 1 shows a block diagram of an
ideal SDR. Broadband RF signals are converted to base-
band and fed to high-speed A/D converter (ADC) and pro-
grammable digital filter or channel decoder to select the
desired channel signal such that demodulation means of
RF signals with various bandwidths, transmission rates
and modulation schemes are readily programmed. The
hardware for this procedure requires downconversion to
baseband of the entire bandwidth for various mobile stan-
dards and different frequency bands. This baseband signal
is digitized, and all the subsequent processing is imple-
mented in software [1–4].

SDR has been identified as a potential method to en-
hance flexible wireless communication systems. The oper-
ation speed of an analog/digital converter (ADC) and
processing ability of digital signal processors (DSPs) and
chips are key factors in the development of SDR for useful
commercial applications. More recent advances in semi-
conductor processing technology and the development of
reconfigurable devices such as digital signal processors
(DSP) and field-programmable gate arrays (FPGA) reduce
the development time of commercial products. SDR
in conjunction with six-port receivers has promising
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applications for use in wireless LANs, audio and television
broadcasting, and interoperability between different radio
services, as seen by new studies on the use of six-port
technology [5] in various design aspects of a new SDR re-
ceiver. The objective is to realize an application of SDR to
provide a multichannel, multimode wireless direct digital
receiver. The combination of SDR and six-port technology
provides great flexibility in system configuration, signifi-
cant reduction in hardware cost, particularly at millime-
ter-wave frequencies, and potential for software reuse.
Different types of six-port circuits have been designed,
with center frequencies at 2.4, 5.8, 24, and 28 GHz [6–9],
operating over large frequency bands. Some six-port cir-
cuits are based on microstrip structures, fabricated with
hybrid microwave integrated circuit (MHMIC) or mono-
lithic microwave integrated circuit (MMIC) technology at
both microwave and millimeter-wave frequencies. Other
circuits use a novel substrate-integrated waveguide (SIW)
structure [10], which allows integration of planar inte-
grated circuit structure with waveguide structure. The
performances of these six-port circuits in digital receivers
are reported in relation to signal modulation schemes,
noise performance analysis calibration, and coding. Bit
error rate simulation and measurement results obtained
with demodulation algorithms are given for QPSK and
QAM-16 signals under a variety of operating conditions
[11]. It is shown that this type of receiver can provide bit
error rates as low as 1�10�6 for Eb/N0 of 11 dB (for
QPSK) and 15 dB (for QAM-16). Initial results show prom-
ising applications of six-port technology for direct digital
conversion demodulation reception, needed in future low-
cost SDR communication systems [11]. Measurement and

simulated demodulation results obtained with coding
algorithms are also given in Section 7.

The six-port receiver approach offers wideband accommo-
dation to ever-changing communication specifications re-
quired in a SDR as much of its functionality is defined in
software and it can offer widebands from 2 to 2200 MHz [12].

SDR can be considered to be an information transfer
system (ITS) combining technology from historically
separate fields of computers and radios. Emerging from
military applications, SDR has received much attention
by researchers investigating wireless communications,
and several Websites are providing detailed information
[13–15]. An SDR is a radio in which the operating param-
eters, including the frequency range, modulation type,
and maximum radiated or conducted output power can
be altered by changes in software without need to make
hardware changes [1]. Taking advantage of state-of-the-
art digital signal processing technology, the performances
of SDR systems depend more on DSPs with low-cost
RF hardware. Of course, this goal can be achieved by
less stringent requirements for expensive RF circuit
fabrication and more flexibility for diverse communication
systems.

The ideal SDR receivers must be wideband with high-
speed ADCs and effective operating algorithms. Data sig-
nals from antenna are converted from analog to digital,
and remaining tasks are processed in the DSP. Limited by
the ability of current ADC and reprogramming device,
present SDR receiver systems convert signals from analog
to digital after downconversion to baseband. A block dia-
gram of a typical superheterodyne receiver with double-
stage downconversion is shown in Fig. 2; a typical direct
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digital receiver is shown in Fig. 3, and a typical six-port
receiver is shown in Fig. 4.

In all three receiver types the phases and amplitudes
are measured to determine I,Q data by signal processing
means. However, the conversion of data from RF signal to
baseband signal is quite different and more simple by us-
ing six-port circuit approach (Fig. 4) in conjunction with
integrated circuits, SIW, and wideband operational six-
port circuits.

In general, digital receivers used in RF communication
systems can be divided into two categories: superhetero-
dyne receivers and direct-conversion receivers. Figure 2,
as mentioned, illustrates a simplified block diagram of a
typical superheterodyne digital receiver. The received RF
signal is amplified first and then converted into a lower
frequency (intermediate frequency). The desired signal is
filtered to eliminate noise and interference and a succeed-
ing high-gain AGC amplifier stabilizes the output signal
level as the input RF signal level may vary because of a
fading transmission channel. The superheterodyne receiv-
er offers advantages such as high sensitivity and high fre-
quency selectivity, and it has been the de facto standard
configuration in most communication systems. However,
this receiver uses many components, including several
bandpass filters and IF amplifiers, and it is less suited for
high-level circuit integration fabrication means needed to
satisfy SDR mass production markets.

On the other hand, Fig. 3 shows the block diagram of a
typical direct digital receiver. The received RF signal is
converted with a mixer directly from RF to baseband. The
direct-conversion receiver offers several advantages; it is
simpler and less costly than superheterodyne receiver,
since there is no IF amplifier, IF bandpass filter, or IF local
oscillator required for final downconversion. Therefore,

the overall configuration of the direct receiver is expected
to be much simpler than superheterodyne receiver, lead-
ing to a potentially cost-effective solution. Another impor-
tant advantage of direct conversion is that there is no
image frequency. Since the mixer difference frequency is
effectively zero, and the sum frequency, equal to twice the
local-oscillator (LO) frequency, is easily filtered. However,
one important disadvantage of direct receivers is that the
LO must be very stable, and it is hence costly, especially
for millimeter-wave frequencies. In addition, wideband
downconverters are not readily available at millimeter-
wave frequencies. An alternative method is the use of six-
port based direct digital receiver architecture (Fig. 4).
More recent results [16,17] with carrier recovery from
QPSK signals offer an interesting approach used in six-
port-type receivers to reduce LO costs without imposing
serious limits on wideband operation.

The six-port-based SDR receiver shown in Fig. 4 also
uses a direct conversion scheme, and the baseband signal
is digitized at four output terminals of the six-port circuit.
The six-port-based digital receiver in SDR targets multi-
modulation and multiband wireless communication sys-
tems at low cost for mass-market millimeter-wave
applications.

The concept of the six-port-based receiver is derived
from six-port technology, developed as an amplitude and
phase measurement methodology for high-frequency sig-
nals [18]. In 1994, a paper proposed application of six-
ports for direct receivers [5]. Several six-port receivers
have been developed since then for microwave and milli-
meter-wave communications. The carrier recovery method
for six-port receiver has advanced, and LO frequency can
be retrieved from the RF input by carrier recovery means
[7,19]. Six-port receivers have been proposed for being
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robust and offering low manufacturing cost and low power
consumption. More investigations are needed, however,
and present studies indicate that a six-port receiver has a
strong potential to solve a number of current communica-
tion and marketing problems, including multiuser modu-
lation, seamless radio reception, low cost, and wideband
operation.

2. DSP IN SOFTWARE-DEFINED RADIO

Figure 5 is a photograph of a typical DSP board with two
A/Ds and D/As (12 bit sampling rate of 65 MHz), an FPGA
chip (EP20K1500EBC652-1X) and two digital input/out-
put ports, configuration ports, and an external clock con-
nector. Several DSP boards may be operated in parallel by
cabling digital I/O ports.

Today the evolution toward practical software radios is
accelerating through a combination of techniques. These
include smart antennas, multiband antennas, and wide-
band RF devices. Nowadays wideband analog-to-digital
converters (ADCs) and digital-to-analog converters
(DACs) can access gigahertz range of spectra instanta-
neously. Intermediate frequency (IF), baseband, and bit-
stream processing is implemented in increasingly general-
purpose programmable processors with application-spe-
cific integrated circuits (ASICs), Field-programmable gate
arrays (FPGAs), digital signal processors (DSPs), and gen-
eral-purpose (GP) processor technologies are being intro-
duced in SDR designs. SDR is becoming practical as costs
per millions of instructions per second (mips) of DSPs, and
general-purpose central processor units (CPUs) have
dropped below $10 per mips. The economics of software
radios become increasingly compelling as demands for
flexibility increase while numerical processing costs con-
tinue to drop by a factor of 2 every few years, but RF parts
and subassembly costs tend to remain high, particularly
at millimeter-wave frequencies. At the same time, abso-
lute processing capacities continue to climb into the

hundreds of millions of floating-point operations per sec-
ond (mflops) to billions of flops (gflops) per chip. At present
time, software radio technology can be cost-effectively im-
plemented for commercial first-generation (1G) analog
and second-generation (2G) digital mobile cellular radio
air interfaces. Over time, wideband third-generation (3G)
air interfaces will also yield to software techniques on
wideband RF platforms possibly at millimeter-wave fre-
quencies. The resulting software-defined radio extends the
evolution of programmable hardware, increasing flexi-
bility via increased programmability. The ideal software
radio represents the point of maximum flexible program-
mability in this evolution. In addition, ADCs and DACs
are available as low-cost chips and single-board open-ar-
chitecture configurations offer bandwidths of tens of
megahertz with the dynamic range required for software
radio applications. Multimedia requirements for desktop
and wireless personal digital assistants (PDAs) continue
to exert downward pressure on parts count and on power
consumption of such chipsets. This trend will push the
ideal software radio technology from the base station to
the mobile terminal. Although the tradeoffs among analog
devices, low-power ASICs, DSP cores, and embedded mi-
croprocessors in handsets remain fluid, cutting-edge base
stations are beginning to employ software radio architec-
tures. New designs for high-end mobile radio nodes such
as military vehicular radios are now largely based on some
type of software radio approach. Finally, the multiband,
multimode, and multiuser flexibility of software radios
appears central to the goal of seamless integration of
personal communications systems (PCS) and land mobile
and satellite mobile services (including truly nomadic
computing).

Compared to the traditional hardware radio, the main
advantage of software radio is the fact that it can support
various modulation schemes with a unique hardware. On
the other hand, its main disadvantage is still the present
high cost of digital programmable devices. This situation
can change with the rapid development in semiconductor
processing technology and the development of reconfigur-
able devices in combination with six-port receiver tech-
nology.

2.1. Combination of SDR and Six-Port Technology

One key point of SDR is to possess a digital processing
kernel with almost infinite processing ability. Although
DSP and semiconductor technology have developed rap-
idly since the early 1990s, it is still difficult for the oper-
ating speed level of current DSP chip to completely
support a high-speed multichannel multimodulation
SDR at IF level. In the interim, SDR implementations
will require a mix of hardware-intensive techniques such
as ASICs. Certain software radio systems adopt multichip
architecture and parallel algorithms, thereby increasing
the design complexity and potential cost.

Instead of digitizing signals at IF, microwave/millime-
ter-wave signals can be digitized at baseband with six-port
technology, and hence reduce the processing require-
ment for DSP chips. This new solution to SDR design is
based on direct demodulation with ‘‘six-port technology,’’Figure 5. Photograph of a typical DSP board.
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downconverting RF signal to baseband directly with a six-
port module. This work presents more recent results ob-
tained on the six-port receiver suitable for SDR use in
multimode microwave/millimeter-wave wireless mass-
market communications.

2.2. Broader Implications of the Software Radio

The prospect of a new technology for multiband, multi-
mode software radio handsets and infrastructure has so-
cial and political implications, particularly for type
certification authorities charged with administering the
equitable use of the radio spectrum. Among other factors,
these authorities certify that radio equipment meets le-
gally imposed constraints. The software radio introduces
new levels of complexity in the communication hardware
certification process.

In addition, software radios may operate on any RF
band that is within the capabilities of the underlying radio
platform, and with any mode for which a software load
image is available. This raises the possibility of truly novel
approaches to spectrum management. One of the more
interesting is the possibility that software radios could use
a spectrum rental protocol to autonomously share the
spectrum. Another is that by incorporating advanced tech-
nology such as neural networks [20–22]. SDR can develop
its own protocols to achieve a radio system called ‘‘cogni-
tive radio.’’ Cognitive radio is an advanced research topic
based on the software radio concept.

3. ARCHITECTURE AND OPERATING PRINCIPLE OF
SIX-PORT RECEIVER

Six-port technology has been under development since the
early 1970s starting with microwave and millimeter-wave
measurement applications; in 1994 a six-port receiver was
first proposed as a direct digital receivers [5]. In principle,
the six-port consists of linear circuits with dividers and
combiners interconnected in such a way that four or ‘N’
different vectorial additions of reference signal and signal
to be measured (receiver signal) are obtained. The use of
different phase shifts and attenuation between the com-
ponents such that the two RF input signals generate dif-
ferent phases at four output ports by vector addition of the
input phasors. The signal levels of the four baseband out-
put signals are detected using Schottky diode detectors or
another RF quadratic detector including a power detector.
By applying suitable baseband signal processing algo-
rithms, the magnitude and phase of the unknown received
signal can be determined for given modulation and coding
scheme [5,23].

3.1. Six-Port Circuit Reflectometer and Six-Port Receiver

The block diagram of a conventional six-port reflectometer
is shown in Fig. 6. RF signal a1 is normally connected to
port 1 as reference signal and RF signal a2 to port 2 as
unknown signal. The other four output ports are connect-
ed to RF quadratic detectors or power detectors. The un-
known signal of the six-port circuits can be obtained from

four output power level readings [24–26]:

p3¼ jb3j
2¼ jAa2þBb2j

2 ð1Þ

p4¼ jb4j
2¼ jCa2þDb2j

2 ð2Þ

p5¼ jb5j
2¼ jEa2þFb2j

2 ð3Þ

p6¼ jb6j
2¼ jGa2þHb2j

2 ð4Þ

where A ? H are eight complex constants, to be known by
physical calibration procedures, described below

jb2j
2¼

X6

i¼ 3

biPi

and bi are real coefficients, functions of A?H complex co-
efficients.

The measurement of |b2| in the reflectometer shown in
Fig. 6 determines one measurement of interest. The six-
port reflectometer is usually designed in such a way that
the response of one of the power detectors is proportional
to |b2|2. The fourth port is chosen for normalization. Re-
ferring to Eq. (2), the first design objective is for C¼ 0.
Hence

p4¼ jDj
2jb2j

2 ð5Þ

In order to explicitly display the measurements of in-
terest, (1), (3), and (4) may be written as follows:

p3¼ jAj
2jb2j

2jG2 � q3j
2 ð6Þ

p5¼ jEj
2jb2j

2jG2 � q5j
2 ð7Þ

p6¼ jGj
2jb2j

2jG2 � q6j
2 ð8Þ

When A, E, and G are known by calibration procedures,
then |b2| and G2 can be determined from Eqs. (6)–(8).

Consider the case of a six-port receiver at a reference
plan 2-20. The ‘‘incident wave’’ a2 and the ‘‘reflected wave’’
b2 have frequencies fRF, fLO and have arbitrary relative
relationships j1, j2, so that

a2¼ jaje
jð2pfRFtþj1Þ ð9Þ

b2¼ jbje
jð2pfLOtþj2Þ ð10Þ

1 2

 

Γ2

SIX-PORT 

P6P5P4P3

a2b2

Figure 6. Block diagram of six-port reflectometer.
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If their frequency difference is small, the S parameters
of the six-port to be calibrated can be regarded as being
constant at each frequency and the equivalent reflection
coefficient becomes

G2¼
b2

a2
¼

b

a

����

����e
jð2pDftþDjÞ ð11Þ

where Df¼fLO� fRF and Dj¼j2�j1

The frequency difference Df can be readily obtained
from the derivative of y(t)

Df ¼
yðt2Þ � yðt1Þ

t2 � t1
ð12Þ

where the time interval between two samples Dt¼ t2� t1 is
properly chosen for best accuracy. It is to be noted that the
sign of Df is direct indication of relative position of fRF and
fLO. In this way, we can determine the ratio of amplitude,
frequency and phase between LO signal (port 1) and RF
signal (port 2) from the power levels at the four output
ports. Thus

G2¼

P6

i¼ 3

XiPi

P6

i¼3

YiPi

ð13Þ

where Xi,Yi are complex constants that can be obtained
by calibration procedures. However I,Q data for a given
channel can be determined directly from output signals
on six-port circuit by use of digital or analog decoder
circuit [27].

3.2. Architecture of Six-Port SDR Receiver

The structure of a software six-port receiver was shown
in Fig. 3. The six-port junction works as a direct RF
downconverter in the proposed receiver. Port 2 connects
to RF signal and port 1 connects to LO signal; the other
four ports are connected to power detectors. RF signals
from port 1 and port 2 are directly downconverted from
radiofrequency to baseband frequency from the output
levels of the power detectors. The baseband signal levels
from power detectors are digitized and sent to DSP.
The DSP stage is in charge with suitable algorithms of
baseband signal processing such as demodulation and
decoding. Six-port receivers were designed at CRP to
operate at a center frequency of 24 GHz for SIW, 28, 24,
5.8, and 2.4 GHz for MMIC or MHMIC technology six-port
circuits.

3.3. Analysis of Six-Port Circuit

One of the design criteria for an ideal six-port junction as
suggested by Engen [26] is as follows. For the ideal situ-
ation, a six-port circuit can obtain highest accuracy for all
ranges of operation if the six-port circuit q points (complex
numbers) correspond to the condition |q3|¼|q5|¼|q6|
and their arguments differ by 1201.

Suppose that ports 1 and 2 are completely isolated, and
then the equivalent qi point can be expressed as

qi¼
Si1

Si2
ð14Þ

In practical circumstances, it is difficult to find such a
circuit, especially if extremely broadband operation is re-
quired. In general, the more the magnitudes of qi are
equal and the greater the differences between arguments
of qi, the better is the performance of the circuit. According
to Stumper [31], the six-port can yield good results even
when the ratios of the magnitudes of qi exceed 4 and the
angles between qi are smaller than 251. For QPSK hard
receivers, the angle separation of qi points is 901 and their
amplitudes are equal.

A typical six-port junction presented below consists
of a Wilkinson power divider and a number of 901 hybrid
couplers. Figure 7 shows the symbols of these two
components.

The scattering parameters of the Wilkinson power
divider and 901 coupler are

Wilkinson power divider ½S�

¼

0 �
jffiffiffi
2
p �

jffiffiffi
2
p

�
jffiffiffi
2
p 0 �

jffiffiffi
2
p

�
jffiffiffi
2
p 0 �

jffiffiffi
2
p

2
666666666664

3
777777777775

ð15Þ

90� hybrid coupler ½S�

¼

0
jffiffiffi
2
p

1ffiffiffi
2
p 0

jffiffiffi
2
p 0 0

1ffiffiffi
2
p

1ffiffiffi
2
p 0 0

jffiffiffi
2
p

0
1ffiffiffi
2
p

jffiffiffi
2
p 0

2

6666666666666666664

3

7777777777777777775

ð16Þ

1

2 1 2

34
3

(b)(a)

Figure 7. (a) Wilkinson power divider; (b) 901 hybrid coupler.
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A block diagram of six-port circuit architecture is shown
in Fig. 8. The circuit consists of one power divider and
three 901 hybrid couplers.

From (15) and (16), the reflected wave at ports 3–6 can
be expressed as follows:

b3¼ �
a1

2
þ

a2

2
j

b4¼ �
a1

2
jþ

a2

2
j

b5¼
a1

2
jþ

a2

2

b6¼ �
a1

2
�

a2

2

ð17Þ

Assuming that all six ports are perfectly matched, then
b1¼ b2¼ b3¼ b4¼ b5¼ b6¼ 0; and

½b� ¼ ½S� � ½a� ð18Þ

The scattering parameters for an ideal six-port junction
are as follows:

b1

b2

b3

b4

b5

b6

2
6666666666666664

3
7777777777777775

¼

0 0
1

2
ej180� 1

2
e�j90� 1

2
e�j90� 1

2
ej180�

0 0
1

2
ej90� 1

2
ej90� 1

2
ej0� 1

2
ej180�

1

2
ej180� 1

2
ej90� 0 0 0 0

1

2
e�j90� 1

2
ej90� 0 0 0 0

1

2
e�j90� 1

2
ej0� 0 0 0 0

1

2
ej180� 1

2
ej180� 0 0 0 0

2
66666666666666666666666664

3
77777777777777777777777775

.

a1

a2

a3

a4

a5

a6

2
6666666666666664

3
7777777777777775

ð19Þ

where a1 and a2 represent the incoming signal and the
reference LO signal, respectively.

4. SIX-PORT DESIGNS

Based on the analysis of an ideal six-port junction, we now
provide various six-port circuit designs. One objective is to
design a six-port circuit that is to be used in an SDR
receiver operated at a center frequency of 24 GHz with
good receiver stability and high sensitivity. This leads to
the following design objectives:

* Minimum of insertion loss between the RF input port
and power detector ports such as to increase power
levels at output ports

* Maximum isolation between RF input port and LO
port to reduce leakage to antenna

The qi points of the six-port circuit should be equal in
magnitude and 1201 apart in phase. When RF input port
and LO ports are completely isolated, the equivalent qi

points of the six-port circuit can be expressed as

q3¼
S31

S32
; q4¼

S41

S42
; q5¼

S51

S52
; q6¼

S61

S62

Different six-port circuits were designed and fabricated
at 24 and 28 GHz. Circuit designs are based on microstrip
structure (MHMIC) and substrate–integrated waveguide
(SIW) structure [10]. Circuit simulations of these two
six-port circuits were made using ADS and HFSS soft-
ware of Agilent Technologies. In addition, an MMIC
six-port circuit was designed at 28 GHz and fabricated
using a pseudomorphic high-electron-mobility transistor
(PHEMT) process on a GaAs compound semiconductor
[17]. Other six-port circuits for six-port receivers were
designed at much lower frequencies [7,28].

4.1. Microstrip Six-Port Circuit

Microstrip six-port circuits were designed at 24 and
28 GHz. The 24-GHz circuit was fabricated in MHMIC
technology (on a 250-mm ceramic substrate with a relative
permittivity er¼9.9) with the layout shown in Fig. 9 and
photographed in Fig. 10. The circuit at 28 GHz was
fabricated in MMIC technology using PHMET process
on GaAs and (See Fig. 11). The MHMIC chip measures
9.5� 8.4 mm and the MMIC chip, 2� 3 mm. Simulated
and measured S parameters of the MHMIC six-port
circuit are summarized in Table 1, with center frequency
at 24 GHz. The reflection coefficients S11,S22 are lower
than –19.8 dB and the isolation between the RF port and
LO port S12 is lower than –23.8 dB at center frequency.
The transmission coefficients are close to the theoretical
predicted value (–6 dB). Similar agreement between mea-
surement and simulated S parameters was found for the
MMIC six-port operating from 24 to 30 GHz.

The simulated and measured operating bandwidth
results for the microstrip structure six-port MHMIC are
shown in Fig. 12. The simulated and measured results
agree well over the operating bandwidth. The isolation
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between RF and LO ports is found to be at least 15 dB, and
the transmission coefficients are within 70.5 dB of the
theoretical predicted value (�6 dB).

4.2. Substrate-Integrated Waveguide (SIW) Structure
Six-Port Circuit

Rectangular waveguide components have been widely
used in millimeter-wave systems, but their high cost
and difficult integration to planar circuits prevent these
components from being used in low-cost high-volume
applications. The recently proposed substrate-integrated
waveguide (SIW) scheme (Fig. 13) provides an interesting
alternative. In this case, the rectangular waveguide com-
ponents are synthesized using arrays of metallic vias and

convenient transitions to planar structures (microstrip,
CPW) are designed and integrated on a single substrate.
Hence, high-Q rectangular waveguide components and
planar circuits can be integrated together on the same
planar platform at low cost using standard PCB or com-
pound semiconductor substrates.

SIW is fabricated with a periodic via structure to
realize bilateral waveguide edge walls. This periodic
structure is much more complex for analysis than the
conventional rectangular waveguide. A simulation of the
integrated waveguide using a finite-element method that

LO RF
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Figure 8. Six-port circuit block diagram.
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Figure 9. Design layout of the MHMIC six-port circuit. Figure 10. Photograph of MHMIC six-port circuit.
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requires abundant resources and its design is not straight-
forward. To improve the design efficiency, the SIW is
transformed to an equivalent rectangular waveguide. It
is shown [10] that a TE10-like mode in the SIW has
dispersion characteristics almost identical to those of the
TE10 mode of a dielectric-filled rectangular waveguide of
an equivalent width.

For a six-port circuit, it is necessary to match the SIW
to a microstrip or CPW transmission line. It is well known
that a three-port matched network must be lossy. For a
microstrip based six-port circuit, a Wilkinson power di-
vider containing a 100-O resistance is used. For the SIW
structure, it is difficult to realize impedance inside a wave-
guide. Therefore, a Wilkinson power divider structure
cannot be used in SIW. In the proposed SIW six-port cir-
cuit, the power divider is replaced with a coupler to ensure
that its output 14 ports are well matched.

The SIW six-port circuit layout is shown in Fig. 6. The
circuit was designed on a 0.508-mm substrate with rela-
tive permittivity er¼ 2.2, the via diameter is d¼0.75 mm,
and the distance between the bilateral via sidewalls is a¼
6.682 mm. The equivalent width aeqv of the waveguide for
HFSS simulation is 6.20 mm to operate in desired fre-
quency band. Simulated S parameters of the SIW six-port
circuit are summarized in Table 2 at a center frequency of
24 GHz. The reflection coefficients S11 and S22 are less
than �27 dB and the isolation between RF port and LO
port S12 is less than �37 dB. The transmission coefficients
are close to the theoretical predicted value (� 6 dB).

The simulated operating bandwidth results for the SIW
structure six-port circuit are shown in Fig. 15. The return
loss at output ports is less than � 20 dB and the isolation
between RF and LO ports is �33 dB at center frequency
of 24 GHz. Over the operating bandwidth, the isolation

between RF and LO ports is at least � 20 dB and the
transmission coefficients are very close (70.05 dB) to the
theoretical predicted value (� 6 dB).

4.3. Comparison between Microstrip Structures and SIW
Circuit Structure for Six-Port Circuit

Compared to microstrip structure, SIW structure can
achieve higher Q value, which means smaller energy
loss of the whole circuit. Simulation results show that
the SIW structure can achieve smaller insertion loss be-
tween the RF input port and the power detector ports and
more isolation between the RF input port and the LO port.
In addition, the SIW structure can work at frequencies
above 30 GHz, whereas the high loss of planar microstrip
circuit makes this structure unacceptable above 30 GHz.
However, the MMIC structure has definite dimensional
advantages in the frequency ranges below 10 GHz and be-
tween 15 and 35 GHz.

An SIW structure can be effectively converted to an
equivalent conventional rectangular waveguide. The SIW
can then be modeled by conventional waveguide tech-
niques, and all the existing design methods for the rect-
angular waveguide can be applied. With an appropriate
choice of diameter, the radiation loss can be decreased to a
negligible level. These characteristics make the SIW six-
port structure a good choice for an SDR working at mil-
limeter-wave frequencies above 40 GHz.

However, the SIW six-port circuit is much larger than
the MMIC microstrip six-port circuit operated at 30 GHz.
The SIW structure is not suited to low-frequency commu-
nications, and at typical microwave frequencies below
10 GHz, microstrip MHMIC or MMIC structure six-port
is a better choice.

5. CALIBRATION

It is possible to calculate the ratio of amplitude, frequency,
and phase between LO signal (port 1) and RF signal (port
2) from the four output power levels determining the com-
plex constants Xi,Yi by calibration procedures. We now
examine the six-port calibration method and the six-port
receiver demodulation results obtained with calibration.
Among the many algorithms that have been proposed for
the physical calibration of six-port reflectometers (SPRs)
[18], Engen’s six-port-to-four-port reduction [26,30] seems
to be the most attractive. This procedure determines the
dependencies between the different power meter readings,
yielding five real-valued reduction parameters that permit
transformation of the SPR into a virtual four-port. No

POLY CHRGES
RESEARCH CENTER
SIXPORT NO .1

Figure 11. Photograph of MHMIC six-port circuit.

Table 1. Measured and Simulated S Parameters of Microstrip Structure MHMIC Six-Port (f¼24 GHz)

S Parameters Simulations (dB) Measurements (dB) S Parameters Simulations (dB) Measurements (dB)

S11 �25.8 �20.5 S16 �6.5 �6.3
S22 �22.7 �19.8 S23 �6.5 �6.5
S12 �26.4 �23.8 S24 �6.3 �6.4
S13 �6.3 �6.4 S25 �6.5 �6.6
S14 �6.3 �6.4 S26 �6.0 �6.3
S15 �6.4 �6.5 — — —
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known standards are required for this reduction. The val-
ue measured by the virtual four-port is related to the re-
flection coefficient of the device under test by an ‘‘error
box’’ transformation. The three complex parameters of
this transformation may be found by using one of the
many existing methods for the calibration of traditional
network analyzers.

More recently, some real-time six-port calibration
algorithms have been proposed. These calibration algo-
rithms are designed for six-port direct receivers, a
brief description of these calibration methods are given
here.

5.1. Physical Six-Port Calibration Method

5.1.1. W-Plane Calibration of Six-Port Circuit. Using the
same annotation as Stumper [31], the six-port to four-port
reduction is given by the equations

p1¼ jwj
2 ð20Þ

Zp2¼ jw�w1j
2 ð21Þ

Rp3¼ jw�w2j
2 ð22Þ

where w is the complex reflection coefficient at the input of
the imaginary ideal four-port reflectometer and the pi de-
note the power levels from p1 to p3, measured with the
SPR significantly. However, good initial estimates of the

five parameters are needed for measured at the ports
labeled 1–3, normalized with respect to the power value
measured at the reference port 4 of the SPR. The five re-
duction parameters to be determined by the calibration are
the values of the real positive variables Z, R, and w1, and
the real and imaginary parts of the complex variable w2.

The variable may be eliminated from (9) to (11), yield-
ing the nonlinear constraint equation

Ap2
1þBZ2P2

2þCR2P2
3þ ðC� A� BÞZP1P2

þ ðB� C� AÞRP1P3þAðA� B� CÞZRP2P3

þAðA� B� CÞP1þBðB� C� AÞZP2

þCðC� A� BÞRP3þABC¼ 0

ð23Þ

where

A¼ jw1 �w2j
2 ð24Þ

B¼ jw2j
2 ð25Þ

Equation (9) can be solved by measuring at least 9 (usu-
ally 13 in practice) arbitrary different terminations. The
solution of (9) [A,B,C,Z,R] allows transformation of six-
port to a perfect four-port reflectometer in a notional W
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Figure 12. Simulated and measured scattering parameters of the MHMIC six-port circuit.
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complex plane. The W-plane reflection coefficient is

W¼
p1 � Z2p2þC

2
ffiffiffiffi
C
p

þ j
½CðAþB� CÞþ ðA� BþCÞp1 � ðA� B� CÞZ2p2 � 2CR2p3

�2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cð2ABþ2BCþ2AC� A2 � B2 � C2

p

ð26Þ

5.1.2. Error-Box Calibration. A two-port error box is in-
serted between the notional four-port and the DUT (device
under test) such that the virtual reflection reading from
the notional perfect reflectometer obtained by W-plane
calibration are transferred to the real reflection coeffi-
cients G. This is done through a bilinear transformation

G¼
e�W

cW � d
ð27Þ

where c, d, and e are complex constants related to the S
parameters of the error box

c¼ � S22

d¼S12S21 � S11S22

e¼S11

W-planet–G-plane bilinear transformation is shown in
Fig. 16.

After six-port-to-four-port reduction and error box cal-
ibration, |b2| and G can be determined. Therefore the
phase difference and amplitude ratio of a1 and a2 can be
obtained.

5.2. Real-Time Calibration Method for Six-Port Receiver [32]

The physical six-port calibration method uses external
physical standard terminals to its input port. However, for
a six-port receiver, it would be entirely impractical. It is
therefore necessary to develop a calibration method free
from any external connection. To accomplish this goal, a
new six-port calibration methods is achieved by feeding a
RF signal other than the reference source into DUT port of
the six-port. This signal can be either a unmodulated sig-
nal carrier with a frequency adjacent to the six-port local
source frequency, or a digital modulated signal with a fre-
quency equal to or close to the local source frequency. The
resulting output waveforms of the diode detectors of the
six-port are actually beat signals of the two RF signals.
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Figure 13. Topology of a substrate-integrated waveguide (SIW).
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Figure 14. Design layout of the SIW six-port circuit [29].

Table 2. Simulated S Parameters of SIW Structure
Six-Port (f¼24 GHz)

S Parameters
Simulations

(dB) S Parameters
Simulations

(dB)

S11 �27.5 S16 �6.05
S22 �30.2 S23 �6.04
S12 �36.9 S24 �6.04
S13 �6.01 S25 �6.02
S14 �6.05 S26 �6.05
S15 �6.03 — —
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The voltage readings corresponding to a group of widely
distributed terminations are acquired by properly sam-
pling these waveforms.

As we know, the leakage of the received signal to the
local-oscillator reference port is small, and may be ne-
glected. In this case, the relationship between the output
data of SPR and the three power ratios of the detectors of
the six-port become linear, and can be expressed as follows

Gr¼Ar1p1þAr2p2þAr3p3þCr ð28Þ

Gi¼Ai1p1þAi2p2þAi3p3þCi ð29Þ

where Gr , Gi are the calculated output data, whereas Arj,
Aij (j¼ 1,2,3) and Cr, Ci are calibration parameters to be
determined. Power ratios at the output detectors of the
six-port are p1, p2, p3.

It is clear that from the equations above that a total
of eight parameters should be determined from the cali-
bration procedure. Therefore, four known sets of I,Q
values or signal spread-spectrum (SS) standards should
be used to obtain eight linear equations for solution of
the preceding eight parameters of calibration Arj, Aij and
Cr, Ci. These four known sets of I,Q values are ideally
selected as being the four different states in QPSK. How-
ever, simulation shows that the calculation diverges when
the four known sets of I,Q values have the same ampli-
tude. Hence, at least the amplitude of one signal standard
should be different from the remaining three. Therefore,
we choose three sets of I,Q values from the four states
of a QPSK signal and a zero signal at the input of the
receiver as the fourth known I,Q set. The zero signal
input can be achieved by applying a large bias to drive
the low-noise amplifier (LNA) in the receiver front end far
beyond cutoff. An alternative method is to insert an at-
tenuation for example, 3 or 6 dB in the fourth set of QPSK
signals.

From the four sets of I,Q values above or signal stan-
dards, we have four sets of detector output power ratios of
the six-port, namely, Q with k¼ 1,2,3,4 and j¼ 1,2,3. Sub-
stituting Qk,j into Eq. (12) and equating the left-hand k, j
side of these equations to the standard I,Q values, (1,1),
(� 1,1), (� 1,� 1), and (0,0) we have two systems of four
linear equations. One of them corresponds to Eq. (13), and
the other to Eq. (14). Solving these systems of linear equa-
tions, we obtain the parameters Arj,Aij j¼ (1,2,3) and Cr, Ci

from which the calculations of the receiver output I,Q data
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are made using the ratios of the output readings of the
power detectors in Eq. (12).

6. DEMODULATION ALGORITHM RESULTS

The complex constants related to six-port circuit Xi,Yi that
are obtained from calibration to arrive at required receiv-
er demodulation. Table 3 and 4 show the simulated de-
modulation results for virtual six-port circuit for QPSK
and QAM16 modulations 17 when using suitable algo-
rithms.

The simulated demodulation results show that the re-
ceiver has an accuracy of 751 in phase and 70.4 dB in
amplitude. It is found that actual six-port circuits do in-
deed comply with above resolution in phase and ampli-
tude.

Within the operating frequency band of the SIW six-
port circuit based receiver (22–26 GHz), two modulation
schemes (QPSK and QAM-16) are selected to test the per-
formance of algorithms in SDR.

6.1. QPSK demodulation

The input and output waveform and phase of QPSK are
shown in Fig. 18. The INPUT is a pseudorandom bit se-
quence QPSK signal. The OUTPUT signal is obtained at
the output port of the receiver. It is seen that the output
signals (demodulation signals) are the same as input sig-
nals, and this confirms the operating principle of the re-
ceiver algorithm. Figure 19 shows the simulated output
QPSK signal constellations for various signal-to-noise ra-
tios (SNRs). A white noise is added to the input signal and
the output constellations are presented in Figs. 19a–19c
for QPSK signal with SNR equal 30, 10, and 4 dB, respec-
tively. Demodulation results are presented in Fig. 19d.

Figure 20 shows the simulated output signal constel-
lations for QPSK with different RF and LO power levels;
the power level of RF and LO is changed from �10 to
� 30 dBm. By defining the demodulation error as follows

Error¼
joutput signal� input signalj

jinput signalj
ð30Þ

it is seen that when the LO power level exceeds the RF
power level, the highest error is under 5%, and when the
LO power level is the same as the RF power level, the
highest error is about 15%. To reduce the error of QPSK
demodulation, the LO power level should exceed the RF
input power level.

Simulated and theoretical BER versus Eb/N0 for QPSK
modulation is presented in Fig. 21 where Eb is the average
energy of a modulated bit and N0 is the noise power spec-
tral density. For carrier power PRF is (�21 dBm) and local-
oscillator power PLO is (� 16 dBm) and the bit rate of
QPSK signals is 1 Mbps (megabits per second), it is seen
that the simulated BER curve matches the theoretical
BER curve very well, as the BER is found to be less than
1�10� 3 for Eb/N0 higher than 7 dB over the frequency
range within the operating band.

6.2. QAM-16 Demodulation Algorithm

Results on input and output waveforms and phase of
QAM-16 are shown in Fig. 22. The INPUT is a pseudo-
random bit sequence QAM-16 signal. The OUTPUT is the
signal obtained at the output port of the receiver. It can be
seen the output signals (demodulation signals) are the
same as input signals.

Figure 23 shows the simulated output QAM-16 signal
constellations for various signal-to-noise ratios (SNRs).
A white noise is added to the input signal, and the
output constellations are presented in Figs. 23a–23c
for a QAM-16 signal with SNR equal 30-, 15-, and 8 dB,
respectively. Targeted demodulation results are presented
in Fig. 23d.

Figure 24 shows the algorithm simulated output signal
constellations for QAM-16 with different RF and LO power
levels; the power level of RF and LO is changed from � 10

Table 4. Demodulation Data Results for QAM-16 Signal

Input Output Input Output

4.2426+451 4.1636+47.461 1.4142+2251 1.5123+227.201
3.1623+18.431 3.1548+18.901 3.1623+251.561 3.1305+249.711
1.4142+451 1.2892+43.181 4.2426+2251 4.2693+224.021
3.1623+71.561 2.9562+43.151 3.1623+198.431 3.1952+201.291
3.1623+341.571 3.2395+341.251 3.1623+108.441 2.9198+111.521
4.2426+3151 4.3099+341.821 1.4142+1451 1.2758+143.241
3.1623+288.441 3.1222+287.171 3.1426+161.571 3.0527+166.601
1.4142+3151 1.4511+311.641 4.2426+1451 3.9331+141.671

Table 3. Demodulation Data Results for QPSK Signal

Input Output Input Output

1+451 1.0205+46.661 1+2251 1.0000+224.681
1+1351 0.9595+139.421 1+3151 1.0365+315.451

(a) (b)

Figure 17. Input signal constellations for QPSK (a) and QAM-16
(b) modulation.
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to � 30 dBm. We can see that when the LO power level is
bigger than RF power level, the highest error is under 5%,
and when the LO power level is same as RF power level,
the highest error is about 17%. It is seen that the to reduce

the error of QAM-16 demodulation, power level of LO
should exceed the power level of RF input.

Simulated and theoretical BER versus Eb/N0 for QAM-
16 algorithm demodulation is presented in Fig. 25. The
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Figure 18. Receiver simulation results of
QPSK: input/output waveform (a) and phase
(b) as functions of time.
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(a)

Figure 19. Simulated output signal constellations for QPSK
with different SNR values: (a) SNR¼30 dB; (b) SNR¼10 dB; (c)
SNR¼4 dB; (d) demodulation result.

(a) (b)

(c) (d)

Figure 20. Simulated output signal constellations for QPSK with
different RF and LO power levels: (a) RF¼ �20 dBm, LO¼
�10 dBm; (b) RF¼ �20 dBm, LO¼ �20 dBm; (c) RF¼
�30 dBm; LO¼ �10 dBm; (d) RF¼ �30 dBm; LO¼ �20 dBm.
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carrier power PRF is � 21 dBm and local oscillator power
PLO is �16 dBm. The signal bit rate is 1 Mbps. It is seen
that the simulated BER curve matches the theoretical
BER curve very well; the BER is less than 1�10�3 for Eb/
N0 higher than 11 dB (QAM-16) over the frequency range
within the operating band.

7. CODING AND CDMA TECHNOLOGY

7.1. Channel Coding

Channel coding [33–35] refers to the class of signal trans-
formations designed to improve communications perfor-
mance by enabling the transmitted signals to better
withstand the effects of various channel impairments,
such as noise, interference, and fading. These signal
processing techniques can be thought of as a means for
accomplishing desirable system tradeoffs (e.g., error per-
formance vs. bandwidth, power vs. bandwidth). The use of
very large-scale integrated circuits (VLSI) and high-speed
signal processing (DSP) techniques have made it possible
to provide as much as 10 dB performance improvement
through these methods, at much less cost than by the use
of other methods such as high-power transmitters or larger
antennas.

According to information theory and the Shannon lim-
it, coding theory has developed rapidly. Many kinds of
error control codes such as block code, cyclic code, convo-
lutional code, and turbo code are available. Many early
codes were developed for deep-space and satellite commu-
nication systems. With the emergence of digital cellular
telephony, HDTV, high-density storage, coding techno-
logy promises to predominate not only in scientific
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and military applications but also in numerous commer-
cial applications [36–38].

7.2. Convolutional Encoder [33,34]

A convolutional code is described by three integers, n, k,
and K, where the ratio k/n is the coding rate, and the in-
teger K is a parameter known as constraint length, rep-
resenting the number of k-tuple stages in the encoding

shift register. An important characteristic of convolutional
codes, different from block codes, is that the encoder has
memory—the n-tuple emitted by the convolutional encod-
ing procedure is a function not only of an input k-tuple but
is also of the previous K� 1 input k tuples. In practice, n
and k are small integers and K is varied to control the
capability and complexity of the code.

Convolutional code can be used in the six-port receiver
as in any other receivers because this coding is done in
baseband immediately available in proposed receiver as
shown in Fig. 26, where convolutional code is used as the
channel code. Figure 27 is a convolutional code encoder
diagram. The code rate is set to R¼ 1

2, and the constraint
length K¼7, g[0,0]¼ 1þ zþ z2

þ z3
þ z6 with octal number

171, g[0,1]¼ 1þ z2
þ z3
þ z5
þ z6 with octal number 133.

7.3. Turbo Code Encoder [39]

The component encoders are recursive systematic convo-
lutional (RSC) encoders, specifically, systematic convolu-
tional encoders with feedback. Figure 28 is a schematic
diagram of a constituent encoder. The constraint memory
length is 2. The generator polynomials are 1þ zþ z2 and
1þ z2.

For systematic codes, the information sequence is part
of the codeword, which corresponds to the direct connec-
tion from the input to one of outputs. For each input bits,
the encoder generates two codeword bits.

The turbo encoder uses two parallel-concatenated RSC
(recursive systematic convolutional) encoders with an in-
terleaver before the second RSC encoder shown in Fig. 29.
The two recursive convolutional codes are termed the con-
stituent codes of the turbo code. The outputs of the con-
stituent encoders are punctured and repeated to achieve

(a) (b) 

(c) (d) 

Figure 23. Simulated output signal constellations for QAM-16
with different SNR values: (a) SNR¼30 dB; (b) SNR¼15 dB;
(c) SNR¼4 dB; (d) targeted demodulation result.

(a) (b)

(d)(c)

Figure 24. Algorithm-simulated output signal constellations for
QAM-16 with different RF and LO power levels: (a) RF¼
�20 dBm, LO¼ �10 dBm; (b) RF¼ �20 dBm, LO¼ �20 dBm;
(c) RF¼ �30 dBm, LO¼ �10 dBm; (d) RF¼ �30 dBm, LO¼
�20 dBm.
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the (Nturboþ 6)/R output symbols. A common constituent
code (RSC code) is used for turbo codes of rates 1

2,
1
3, and 1

4.
Initially, the states of the constituent encoder registers are
set to 0. In our system, the overall rate of the encoder is 1

2.

7.4. CDMA Application In Six-Port Receiver [38]

The initial application of spread-spectrum (SS) techniques
was in the development of military guidance and commu-
nication systems. The techniques are called spread spec-
trum because the transmission bandwidth employed is
much greater than the minimum bandwidth required
transmitting the information. With the wide-bandwidth
characteristics of six-port receiver, the CDMA technology
can be readily applied. A system is defined as a SS system
if it fulfills the following requirements:

1. The signal occupies a bandwidth much in excess of
the minimum bandwidth necessary to send the in-
formation.

2. Spreading is accomplished by means of a spreading
signal, often called a code signal, which is indepen-
dent of the data.

3. At the receiver, despreading (recovering the original
data) is accomplished by the correlation of the re-
ceiver spread signal with a synchronized replica of
the spreading signal used to spread the information.

Spread-spectrum multiple-access techniques allow
multiple signals occupying the same RF bandwidth to be
transmitted simultaneously without interfering with one
another. For the CDMA there are two schemes of spread
spectrum: (1) frequency-hopped code-division multiple ac-
cess (FH/CDMA), and (2) direct sequence code-division
multiple access (DS/CDMA).

7.5. Six-Port Circuits for Multiuser CDMA Technology [38]

The six-port circuits are able to receive any signals,
not only QPSK, BPSK, and QAM but also the random
complex signals. In the wireless communication system,
there are many users talking or sending information at
the same time. This means that the received signal at
the receiver is a combination of signals from different
users with noise and multipath signal characteristics. In
order to demodulate the signal from a specific user, the
six-port technology in combination with the CDMA
approach has the ability to demodulate any random com-
plex signals.

From the power readers of P3, P4, P5, and P6, we can
use the output value to calculate the complex envelope
signal:

a5¼ALO
� expðjw0tÞ

a6¼ARF
�envðtÞ� expðjw0tÞ

envðtÞ¼ IðtÞþ jQðtÞ

ð31Þ

The following is the relationship between the input
and output signals of the six-port circuits. The outputs
at baseband are digitized for DSP operations:

b1¼ � j
a5

2
þ j

a6

2

b2¼
a5

2
þ j

a6

2

b3¼
a5

2
þ

a6

2

b4¼ j
a5

2
� j

a6

2

ð32Þ

7.6. Multiuser Six-Port Receiver with CDMA Technology

After the envelope of the RF signal has been obtained,
pseudonoise (PN) code is used to decode different user in-
formation.

In Fig. 30, at the transmitter end the user, data are first
modulated to IF signal and then through the upconverter
to RF signal and then multiplied by its own PN code. At
the receiving end the RF signal is first multiplied by its
own PN code, and then the resultant signal is output to
the six-port for demodulation. The PN code can be chan-
ged to receive different user’s data information.

In addition, the six-port receiver can be used with an-
other type of transmitter/receiver structure as shown in

X(t) X(t−1) X(t−2) X(t−3) X(t−4) X(t−5) X(t−6)

Serial 
data out

Serial 
data in

Modulo 2 adder

Modulo 2 adder

Figure 27. Convolutional code schematic.

D D 

Yn1

Yn 2

Xn

Figure 28. RSC constituent encoder.

Encoder1 

Encoder2 

Puncture Output 

C0 

C1 

Information bits 

Interleaver 

Figure 29. Block diagram of general turbo encoder.
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Fig. 31. A PN code is first used on the data, and then the
resultant signal is modulated to IF signal frequency and
upconverted to the desired RF frequency. At the receiver
end, the six-port receiver directly demodulates the RF sig-
nal to obtain the baseband data. This desired user data
are obtained with the proper PN code.

7.7. Channel Coding Results

At the transmitting end, a convolutional code is used as
the channel code. The coding rate is 1

2, the modulation type
is QPSK, and the RF central frequency is 26.5 GHz. At the
receiving end, a six-port receiver is used to downconvert
the RF signal directly to baseband signal; a judgment cir-
cuit is connected to the output of the six-port receiver. Af-
ter obtaining the channel bits (hard decision), the
decoding module is used to obtain the user data. BER
measurement equipment is used to calculate the bit error
rate versus the bit energy over the noise density. In this
system, the channel is assumed to be an AWGN (additive
white Gaussian noise) channel [40]. For the turbo convo-
lutional code (TCC), code rate R is 1

2. The BER curve versus
Eb/N0 is shown in the Fig. 32.

Based on the direct six-port receiver, both convolution-
al code and turbo code are investigated as the channel
codes for the six-port receiver. The improved performance
of the six-port receiver is shown in Fig. 32. This new re-
ceiver presents a viable alternative for mobile terminals;
at a BER of 1�10� 7, using the convolutional code, a 3 dB
coding gain can be obtained. Using the turbo code the bit
error rates are close to the Shannon limit with a coding
gain of at least 8 dB.

Based on the direct six-port receiver, both convolution-
al code and turbo code are investigated as the channel
codes for the six-port receiver. The improved performance
of the six-port receiver is shown in Fig. 32. This new re-
ceiver presents a viable alternative for mobile terminals;

at a BER of 1�10�7, using the convolutional code, a 3 dB
coding gain can be obtained. Using the turbo code the bit
error rates are close to the Shannon limit with a coding
gain of at least 8 dB.

7.8. CDMA Six-Port Receiver Results

At first, the receiver characteristics are examined with
respect to bandwidth and validity of six-port receiver sim-
ulations. The simulation validity is seen by comparing
performance of the actual six-port receiver and ideal six-
port receiver. Figure 33 shows an excellent agreement
in BER (bit error rate) results between the two types of
receivers. The bandwidth of an actual six-port receiver is
seen to be at least 3 GHz (Fig. 35).

For the code-division multiple-access (CDMA) applica-
tion, the six-port receiver can receive any kind of complex
envelope signals. In order to obtain the data information
of a specific user, the CDMA technology is used in con-
junction with six-port receiver and the results are pre-
sented. A six-port receiver simulation was performed for
one and two users as shown in Fig. 37 with different non-
synchronous Walsh codes (0.5 chip delay) in CDMA tech-
nology. The results for two users with synchronous Walsh
codes show exactly the same performance as for results
obtained with one user only.

The curve in Fig. 33 is the BER curve of one user or
more users in synchronism with QPSK modulation. This
type of receiver can demodulate random complex envelope
signals such as BPSK, QPSK, QAM, and 16-QAM.

Using the S parameters of an actual six-port, at
24 GHz, the bit error rate curve is compared with ideal
six-port results shown in Fig. 34. From the results it can
be seen that the ideal six-port receiver and practical six-
port receiver are in very good agreement.

Figure 35 shows BER curves of a SIW six-port receiver
at 23 and 26 GHz. The return loss of each ports of the
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six-port is less than �20 dB during this frequency band.
From this figure, we can see that six-port receiver is per-
forming well and has a wide operation band if all ports are
match-tested with a chip rate of 1 Mbps in a CDMA system.

For an actual circuit at 24 GHz tested under two users’
conditions, the input and output waveforms of user 1 are
identical as shown in Fig. 36 (the transmitted power of
each user is the same). The curve shown presents wave-
forms of I and Q channels, when each user possesses in-
dividual orthogonal Walsh codes.

Figure 37 shows the bit error rate of one user in the
presence of a second user for a nonsynchronous case (0.5
chip delay).

8. CONCLUSIONS

The development of SDR technology based on the six-port
receiver scheme has been investigated, and some simula-
tions and experimental results obtained particularly at

millimeter-wave frequencies are presented. The six-port
based receiver can support multimodulation and multi-
band communication and should achieve better perfor-
mance than existing superheterodyne or direct-conversion
receivers when coding, carrier recovery, and a higher level
of circuit integration technology are implemented. The
six-port receiver scheme is strongly motivated by the fact
that the speed and present state-of-the-art reconfigurable
devices such as digital signal processors (DSPs) and field-
programmable gate arrays (FPGAs) are already satisfac-
tory, and increased performance with price reduction are
foreseen. On the other hand, the cost of the microwave
components for the six-port receiver can be reduced main-
ly because of increased circuit integration means and
the six-port receiver approach. Therefore, a receiver con-
figuration that shifts the complexity to digital signal
processing and alleviates problems associated with RF
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Figure 33. Simulation results of BER curve of one user or more
in synchronism for CDMA.
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components can be viable in terms of cost, functionality,
and market penetration.

The proposed six-port SDR receiver scheme is part of
the direct-conversion receiver. In addition, it meets im-
portant technical and marketing criteria as mentioned in
previous paragraphs. A six-port SDR receiver testbench
and testbed is under construction at Centre de Recherches
Poly-Grames to further evaluate six-port technology in
SDR. The following factors favor further development of
SDR:

* Amplification of RF signals were expensive in the
past and had to be carried out at a low frequency
(i.e., IF). Today, low-cost, wideband, high-gain
microwave transistors have considerably decreased
in cost.

* Wideband microwave amplifier design techniques
have matured to maintain uniform gain and noise
figure over a wide frequency band. The nonuniform
sensitivity of the early direct receiver has been avoid-
ed, and such amplifiers, suitable for mass-production
means, are now available and can be integrated with
six-port circuits.

* ‘‘Online’’ SPR calibration reduces error related to im-
perfect circuit fabrication, allowing the six-port re-
ceiver to be flexible and yet accurate.

* Coding technology can be used to reduce the bit error
rate and to allow multiuser modulation schemes (e.g.,
CDMA).

* The present state in the development of VLSI and
ASIC technology makes high-speed digital signal pro-
cessing practical and cost-effective in six-port receiver
technology.

Research work described in this article narrows the gap
between six-port technology and emerging SDR. It is
shown through a number of computer simulations and
measurements that combined SDR and SPR offer a great
flexibility in system configuration, reduction in system
development cost, and a high potential for software reuse.
The characteristics of six-port receiver are simulated and
measured using hybrid and monolithic integrated six-port
circuits. A new SIW six-port circuit with improved trans-
mission characteristics has been introduced. The results
of BER versus Eb/N0 of the SDR receiver obtained with
algorithm for two different modulation schemes have been
presented. Simulation and measurement results show
that the proposed receiver is flexible and stable, and it
has a strong potential for future SDR terminals in various
wireless communication systems.
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SKIN EFFECT
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DANIËL DE ZUTTER

Ghent University
Ghent, Belgium

1. INTRODUCTION

The term skin effect is used to indicate that electromag-
netic waves penetrate only a small distance into a con-
ductor. Equivalently, the skin effect is the phenomenon
that time-varying current densities are concentrated in a
thin layer near the surface or skin of a conductor. The
current densities are concentrated at the side of the con-
ductor exposed to the source of these currents. These cur-
rents are often referred to by the term eddy currents.

For time-harmonic fields the amplitude of these fields
decays exponentially with the distance from the surface.
The distance over which the amplitude of the fields, and
hence of the current density, decreases by a factor e is
called the skin depth d given by

d¼

ffiffiffiffiffiffiffiffiffi
2

oms

s

ð1Þ

Thus, the layer in which the fields are concentrated be-
comes thinner when the frequency f ¼o=ð2pÞ increases,
the permeability m increases, or the conductivity s increas-
es. In the limit of perfect conductors, fields and current
density are concentrated in a vanishingly thin layer at the
surface of the conductor.

If a current flows in a conductor with finite conductiv-
ity, this will cause a voltage drop along the flow of the
current. The ratio of the voltage drop to the current is the
internal impedance of the conductor. If the current density
is concentrated in a thin layer at the surface of the con-
ductor, this internal impedance, expressed per unit
square, that is, for a unit length and a unit width of the
conductor, is called the surface impedance Zs. For a cylin-
drical wire with radius r this amounts to an internal im-
pedance Zs=ð2prÞ per unit length. The surface impedance
Zs is given by

Zs¼
1þ j

sd
¼

1þ jffiffiffi
2
p

ffiffiffiffiffiffiffi
om
s

r
ð2Þ

If Zs is decomposed in its real and imaginary parts as
Zs¼Rsþ joLi; then Rs is the surface resistance and Li is
the internal inductance per unit square. The surface im-
pedance also expresses the ratio between the tangential
electric field and tangential magnetic field at the surface
of a conductor.
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For a conductor several skin depths thick, the electro-
magnetic fields will not penetrate through the conductor.
For a hollow conductor, such as a coaxial cable, this means
that the internal electromagnetic field is decoupled from
the external field. This is the electromagnetic shielding
property of conductors. Since for copper at 60 Hz the skin
depth d¼ 8.5 mm, the skin effect not only is important at
radiofrequencies but also plays an important role for the
design of power transmission lines, electrical machines,
and electrification of railways. Because of the concentra-
tion of the current density at the surface of the wires, the
Ohmic losses per unit length and voltage drops per unit
length are substantially higher than what would be ex-
pected from a uniform distribution of the current density
over the cross section of the wire. This concentration also
imposes a limitation on the useful diameter of wires for
power transmission.

The dissipated power per unit length Pd by a current I
in the skin layer is given by

Pd¼
1

2
Rs j I j

2¼
1

2

ffiffiffiffiffiffiffi
om
2s

r
j I j 2 ð3Þ

It is thus seen that for a given current this dissipation in-
creases with frequency and permeability and decreases
with conductivity.

Strictly speaking, the previous expressions for d, Zs,
and Pd are valid only in good conductors with planar sur-
faces. However, if the radii of curvature of the conductor
surface are large compared to the skin depth d, these for-
mulas are still good approximations. Table 1 shows the
skin depth d and surface resistance Rs for a number of
conductors. Except for iron, the relative permeability m=m0;
with m0 the free-space permeability, is equal to one for all
metals.

When the surface of the conductor is rough, the losses
inside the conductor will increase because the surface re-
sistance increases. Porosity of the surface also will in-
crease the surface resistance considerably.

To take the skin effect into account in numerical elec-
tromagnetic simulations, two approaches are possible.
First, one can replace the boundary condition of a vanish-
ing tangential electric field for a perfect conductor by an
impedance boundary condition relating the tangential

electric field to the tangential magnetic field through the
surface impedance. In most cases this is an approxima-
tion, but it can be a very good one. A second approach is to
also perform a simulation of the fields inside the conduc-
tor. For numerical techniques such as finite-element tech-
niques, finite-difference techniques, or volume integral
equation techniques, which discretize the volume of the
conductors, a fine discretization is needed in order to ac-
curately model the exponential decay of the fields inside
the conductors. For boundary integral equation tech-
niques the second approach, except for an increase in com-
putational complexity, does not entail extra complications.

2. THEORY

2.1. Plane Interfaces

To study the skin effect quantitatively consider the struc-
ture of Fig. 1, consisting of a conductor with planar inter-
face that occupies the semiinfinite region z > 0 and that is
characterised by the material parameters e; m and s. The
region zo0 is assumed to be free space with parameters e0

and m0: Outside the conductor and in the absence of sourc-
es, the electromagnetic fields in time-harmonic regime ejot

satisfy the Maxwell curl equations

r�E¼ � jom0H ð4Þ

r�H¼ joe0E ð5Þ

Inside the conductor the fields satisfy

r�E¼ � jomH ð6Þ

r�H¼ ðjoeþ sÞE � sE ð7Þ

Table 1. Conductivities, Skin Depths, and Surface
Resistances for a Number of Conductors (f in Hz).

s d Rs

Gold 41 MS/m 79 mm=
ffiffiffi
f

p
310 nO

ffiffiffi
f

p

Silver 61.7 MS/m 64:1 mm=
ffiffiffi
f

p
253 nO

ffiffiffi
f

p

Copper 58 MS/m 66:1 mm=
ffiffiffi
f

p
261 nO

ffiffiffi
f

p

Aluminium 37.2 MS/m 82:5 mm=
ffiffiffi
f

p
326 nO

ffiffiffi
f

p

Brass 15.7 MS/m 127 mm=
ffiffiffi
f

p
501 nO

ffiffiffi
f

p

Iron (mr¼120) 10 MS/m 15 mm=
ffiffiffi
f

p
6:88 nO

ffiffiffi
f

p

Tin 8.69 MS/m 171 mm=
ffiffiffi
f

p
674 nO

ffiffiffi
f

p

Mercury 1.04 MS/m 494 mm=
ffiffiffi
f

p
1:95 nO

ffiffiffi
f

p

Zinc 17.4 MS/m 121 mm=
ffiffiffi
f

p
476 nO

ffiffiffi
f

p

Lead 4.8 MS/m 230 mm=
ffiffiffi
f

p
910 nO

ffiffiffi
f

p

Platinum 9.66 MS/m 162 mm=
ffiffiffi
f

p
639 nO

ffiffiffi
f

p

Human tissue (B1 GHz) 1.2 S/m 460 m=
ffiffiffi
f

p
1:81 mO

ffiffiffi
f

p
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Figure 1. Incident plane electromagnetic TE wave on a plane
conductor with conductivity s and permability m. The angle of
incidence is yi.
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In the last equation the displacement current term was
neglected compared to the conduction current term, which
is allowed for all practical conductors at practical frequen-
cies. For example, in platinum oe becomes comparable to s
only at 1.5 pHz. Taking the curl of Eqs. (4) and (6), sub-
stituting Eqs. (5) and (7), and using the Maxwell diver-
gence equations r .E¼r .H¼0 in both free space and the
conductor shows that the electric field in free space satis-
fies the Helmholtz equation

r2Eþ k2
0E¼ 0 ð8Þ

where k2
0¼o2e0m0 and in the conductor the Helmholtz

equation

r2E� jomsE¼ 0 ð9Þ

Now illuminate the conductor by a plane electromagnetic
wave (see Fig. 1). Assume that this plane wave has TE
(transverse electric) polarization and that, according to
the coordinate system of Fig. 1, the electric field has a
component only in the y direction. The incident electric
field is given by

Ei
¼E0uye�jkxxe�jkzz ð10Þ

where uy is the unit vector in the y direction. Substituting
in Eq. (8) and taking into account an angle of incident yi

yields kx¼ k0 sin yi and ky¼ k0 cos yi: From Eq. (4) the
incident magnetic field is then found to be

Hi
¼

kxuz � kzux

om0

E0e�jkxxe�jkzz ð11Þ

where ux and uz are unit vectors in x and z directions, re-
spectively. The incident plane wave will give rise to a re-
flected plane wave in free space and a transmitted plane
wave in the conductor. All these plane waves will have the
same phase variation e�jkxx in the x direction along the
interface, and they will all be TE-polarized. This means
that the reflected plane wave takes the form

Er
¼RE0uye�jkxxejkzz ð12Þ

Hr
¼

kxuzþ kzux

om0

RE0e�jkxxejkzz ð13Þ

where R is the reflection coefficient, which is still to be
determined. The transmitted electric field in the conduc-
tor takes the form

Et
¼E0uye�jkxxf ðzÞ ð14Þ

Substituting in Eq. (9) shows that f (z) satisfies

d2f ðzÞ

dz2
� ðjomsþ k2

xÞf ðzÞ¼ 0 ð15Þ

Because kx¼ k0 sin yi is of the same order of magnitude as
k0, we neglect the term k2

x in the previous equation on the

same grounds for neglecting oe in Eq. (7). Taking into ac-
count that f ðzÞ should remain bounded for z! þ1 yields
that f ðzÞ¼Te�ð1þ jÞz=d with d the skin depth as defined in
Eq. (1). From Eqs. (14) and (6) the fields in the conductor
are thus found to be

Et
¼TE0uye�jkxxe�ð1þ jÞ z=d ð16Þ

Ht
¼

kxuz � ð1� jÞ=dux

om
TE0e�jkxxe�ð1þ jÞz=d ð17Þ

where T is the transmission coefficient. It is seen that the
amplitudes of the fields decrease by a factor of e when they
propagate over a distance perpendicular to the interface
equal to the skin depth d. The reflection and transmission
coefficients follow from imposing the continuity of the tan-
gential fields, that is, of Ey

1þR¼T ð18Þ

and Hx

�
kz

om0

þR
kz

om0

¼ �
ð1� jÞT

omd
ð19Þ

at the interface z¼ 0. The solution to this set of equations
is

R¼
kzmrdþ 1� j

kzmrd� 1þ j
ð20Þ

and

T¼
2kzmrd

kzmrd� 1þ j
ð21Þ

At the interface z¼ 0 the relation between the tangential
electric field Et and the tangential magnetic field Ht can
be expressed as

Et¼Zsun�Ht ð22Þ

where Zs is the surface impedance as defined in Eq. (2)
and un¼ � uz for the configuration of Fig. 1. Indeed, from
Eq. (16) it follows that Et¼TE0uye�jkxx and from Eq. (17)
that Ht¼ � ð1� jÞ=ðomdÞTE0uxe�jkxx and hence that Zs is
as given by Eq. (2).

The current density J in the conductor is sE; and from
Eq. (16)

J¼ sTE0uye�jkxxe�ð1þ jÞz=d ð23Þ

The total current per unit length I flowing in the conduc-
tor from the integration of Eq. (23) over all z40 is given by
I¼Js .uy with

Js¼

Z þ1

0
sTE0uye�jkxxe�ð1þ jÞz=ddz¼

sd
1þ j

TE0uye�jkxx

ð24Þ
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where the notation Js indicates that this can be viewed
as an equivalent surface current density. When this
current flows across the conductor in the y direction
over a unit distance it causes a voltage drop V equal to
Et
ðz¼ 0Þ�uy¼TE0e�jkxx: The ratio V/I can be seen as the

internal impedance per unit square of the conductor and is
given by the surface impedance Zs: The real part of the
surface impedance is the surface resistance Rs and the
imaginary part is the internal reactance oLi; which are
both equal to 1=ðsdÞ: This means that the surface resis-
tance can be seen as the resistance per unit square when
all the current is homogeneously distributed over and
concentrated in a layer with thickness d at the surface of
the conductor, that is, as the DC resistance of a planar
conductor with thickness d.

The dissipated power Pd in the skin layer, per unit
distance in the x direction due to Ohmic losses is
given by

Pd¼
1

2
<

Z þ1

0

J� .Etdz¼
s
2

Z þ1

0

jEt
j2dz¼

sd
4
jE0j

2jTj2

ð25Þ

From Eq. (24) it follows that

jIj ¼
sdffiffiffi

2
p jTjjE0j ð26Þ

which allows one to recast Eq. (25) as

Pd¼
jIj2

2sd
¼

1

2
RsjIj

2 ð27Þ

This shows that Pd can be seen as the power dissipated
per unit length in the surface impedance by the surface
current I.

The skin depth d and the surface impedance Zs are
independent of kx¼ k0 sin yi; that is, independent of
the angle of incidence of the plane wave. The previous
derivations can also be repeated for a TM (transverse
magnetic) polarized plane wave leading to the same con-
clusions. Only the expressions Eqs. (20) and (21) for R
and T will change. This means that the previous analysis
remains valid for arbitrary plane waves incident on
the conductor surface. The amplitudes of the fields inside
the conductor will always decrease by a factor e after
having traveled a distance d given by Eq. (1), and the sur-
face impedance Zs is always given by Eq. (2) independent
of the angle of incidence. Since an arbitrary incident
field can always be expressed as a superposition of
plane waves, these conclusions remain valid for arbitrary
illuminations of the conductor. For more on the plane-
wave interaction with conductors, we refer the reader to
Stratton [1].

2.2. Curved Interfaces

To investigate the effect of curvature on the penetration of
electromagnetic fields in a conductor, consider the struc-
ture of Fig. 2 consisting of a round wire, with radius r0,

conductivity s, and permeability m stretched along the
z axis (see also Ref. 2). It is assumed that some time-
harmonic z-directed current flows inside the wire that de-
pends only on the radial coordinate r. Since J¼ sE; it fol-
lows from Eq. (9) that the longitudinal current density Jz

satisfies the equation

d2Jz

dr2
þ

1

r

dJz

dr
� jomsJz¼ 0 ð28Þ

A general solution of this equation is Jz¼AJ0½ð1� jÞr=
d� þBY0½ð1� jÞr=d� where J0ðxÞ is the Bessel function and
Y0ðxÞ is the Neumann function of order zero and argument
x. Since the current density needs to remain finite at the
center of the wire, B should be zero. If Jz, at r¼ r0, is de-
noted by Jz;0 then Jz can be expressed as

Jz¼Jz;0
J0½ð1� jÞr=d�
J0½ð1� jÞr0=d�

ð29Þ

In Fig. 3 jJz=Jz;0j is shown for different values of a¼ d=r0

and compared with

Jz

Jz;0

����

����¼ je
�ð1þ jÞðr0�rÞ=dj ¼ e�ðr0�rÞ=d ð30Þ

for a planar conductor with r0 � r the distance from the
surface [see Eq. (23) with a change of coordinates]. One

r
r0

σ µ,
z

Figure 2. Round wire with radius r0, conductivity s, and perme-
ability m stretched along the z axis.
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a = 1/10
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Figure 3. Current density distribution in a conducting wire (con-
tinuous lines) compared with the current distribution in a plane
conductor (dashed lines) for different values of a¼ r0/d where r0 is
the radius of the wire and d the skin depth.
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notes that for r0 > 7d there is a good agreement between
both results. This means that for r0 > 7d the conductor can
be regarded to be planar (i.e., the curvature can be ne-
glected) with respect to the skin effect.

The total current I flowing inside the wire is given
by

I¼

I

S

JzdS¼2p
Z r0

0
Jz;0

J0½ð1� jÞr=d�
J0½ð1� jÞr0=d�

dr

¼ �
ffiffiffi
2
p

pr0Jz;0ð1þ jÞd
J
0

0½ð1� jÞr0=d�
J0½ð1� jÞr0=d�

ð31Þ

The voltage drop V per unit length is given by Ez¼Jz=s at
r¼ r0 or

V ¼
Jz;0

s
ð32Þ

From Eqs. (31) and (32) it follows that the internal im-
pedance per unit length of the wire is given by

Zi¼
V

I
¼ �

1� j

2
ffiffiffi
2
p

pr0sd

J0 ð1� jÞr0=d
 �

J
0

0 ð1� jÞr0=d
 �

¼
Zs

2pr0

jffiffiffi
2
p

J0 ð1� jÞr0=d
 �

J
0

0 ð1� jÞr0=d
 �

ð33Þ

Comparing Zi with Zs=ð2pr0Þ gives an indication of the
radius of curvature above which it is possible to use
the surface impedance Zs for a planar conductor to
calculate the internal impedance of a curved conductor.
For a 10% error on Rs it is easily determined that
r0=d should be larger than 5.5 and for the same error
on oLi, r0=d should be larger than 2.2. In [3] the results
shown in Fig. 3 are compared to spherically curved
surfaces.

2.3. Thin Conducting Layer

Instead of a semiinfinite conducting space as shown in
Fig. 1, consider a thin conducting layer with thickness
d, conductivity s, and permeability m. This thin layer
between z¼ 0 and z¼d is embedded in free space.
Assume fields inside this layer that only depend on the z
coordinate. Taking an x and y dependence into account
will not change the conclusions of this section. Assume
also, without loss of generality, that the electric field
is oriented along the y axis and the magnetic field
along the x axis. If the displacement current in the
layer is neglected, the total current I flowing in the con-
ductor per unit length in the x direction is given by
I¼Js .uy with

Js¼uz� ½Hðz¼dÞ �Hðz¼ 0Þ�

¼ ½Hxðz¼dÞ �Hxðz¼ 0Þ�uy

ð34Þ

Maxwell’s equations Eqs. (6) and (7) relate the electric and
magnetic fields at z¼d and z¼0:

Hxðz¼dÞ¼ �
j

Zs sin½ð1� jÞd=d�

� cos
ð1� jÞd

d

� �
Eyðz¼dÞ � Eyðz¼ 0Þ

� � ð35Þ

Hxðz¼dÞ¼ �
j

Zs sin½ð1� jÞd=d�

� Eyðz¼dÞ � cos
ð1� jÞd

d

� �
Eyðz¼ 0Þ

� � ð36Þ

From Eq. (34) it now follows that

I¼ �
jfcos½ð1� jÞd=d� � 1g

Zs sin½ð1� jÞd=d�
½Eyðz¼dÞþEyðz¼ 0Þ� ð37Þ

The voltage drop over a unit distance caused by the cur-
rent I is with good approximation given by V �
Eyðz¼d=2Þ � 1

2½Eyðz¼dÞþEyðz¼ 0Þ�: This approximation
is valid as long as the conductor is thin compared to the
wavelength in free space. Hence, the internal impedance
per unit square of the thin layer is given by

Zi¼
V

I
¼

Zs sin½ð1� jÞd=d�
2jf1� cos½ð1� jÞd=d�g

¼
Zs

2j
tan
ð1� jÞd

ð2dÞ
ð38Þ

This means that under the aforementioned restrictions a
thin conducting layer can be replaced with an infinitely
thin conducting sheet with impedance Zi:

In the low-frequency limit, that is, in the limit where
the thickness d of the layer is small compared to the skin
depth d, one verifies that

Zi¼
1

sd
ð39Þ

In this case the current density is homogeneously distrib-
uted over the conductor and the internal impedance be-
comes equal to the DC resistance of a planar conductor
with thickness d.

At high frequencies, that is, when the thickness d of the
layer exceeds several skin depths d, one verifies that

Zi¼
Zs

2
ð40Þ

In this case all the current is concentrated in thin sheets
at the top and the bottom of the layer. Each of these cur-
rent sheets yields an internal impedance Zs. Since both
impedances are in parallel, the total internal impedance is
Zs=2:

2.4. Surface Roughness

Because of the increased surface area, the surface resis-
tance increases when the conductor has a rough surface.
For limited surface roughness the relative increase of the
surface resistance DRs=Rs is proportional to the RMS
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roughness r according to the empirical law

DRs

Rs
¼ 0:29

r
d

ð41Þ

This law is valid up to r=d � 1:5; independent of the type
of material or frequency. At r=d � 3 the relative increase
saturates at DRs=Rs � 0:6 [4]. Not only surface roughness
but also porosity of the surface will substantially increase
the surface resistance. The increase in resistivity will re-
sult in an increase of the dissipation according to the first
part of Eq. (3).

2.5. Numerical Simulations

In numerical electromagnetic simulation techniques the
finite conductivity is most easily taken into account by
imposing the impedance boundary condition Eq. (22) in-
stead of Et¼ 0 for perfect conductors. The relation Eq. (22)
can also be expressed as

Et¼ZsJs ð42Þ

where Js is the current density concentrated at the sur-
face.

Consider the electric field integral equation for perfect
conductors of the form

0¼ lim
r!S

Ei
tðrÞþ

Z

S

Gttðrjr
0Þ .Jsðr

0ÞdS0
� �

ð43Þ

where Ei
ðrÞ is an incident electric field and Gtt is the elec-

tric–electric Green dyadic. This integral equation is a
Fredholm equation of the first kind. For a conductor
with finite conductivity this integral equation is replaced
by

ZsJs¼ lim
r!S

Ei
tðrÞþ

Z

S

Gttðrjr
0Þ .Jsðr

0ÞdS0
� �

ð44Þ

which is a Fredholm integral equation of the second kind.
Inclusion of the surface impedance in the finite-ele-

ment method goes along the same lines as for integral
equation techniques. Consider the functional for a volume
V with surface S and internal sources J

FðEÞ¼
1

2

Z

V

ðr�EÞ . ðr�EÞ � k2E .Eþ 2jomE .J
 �

dV

þ jom
Z

S

E . ðun�HÞdS

ð45Þ

where un is the unit normal pointing into V and k2¼o2em:
The surface impedance is now taken into account by re-
placing un�H in the surface integral term by ZsE:

The finite-difference time-domain technique is more
complicated because of the frequency dependence of Zs.
Equation (22) has to be expressed in the time domain,

which involves a convolution integral

etðtÞ¼un�

Z t

0
zsðt� tÞhtðtÞdt ð46Þ

where zsðtÞ is the inverse Fourier transform of Zs: After
discretization with respect to time this convolution implies
that in principle the magnetic fields of all previous time-
steps need to be remembered. However, several tech-
niques [5] have been developed to limit the number of
field values that have to be stored. In these techniques the
surface impedance is approximated by a series of first-or-
der rational functions in o.

When analyzing the eigenmodes of resonators, an im-
portant quantity is the quality factor of the resonances. If
the walls of the resonator consist of good conducting ma-
terial, the quality factor Q can be estimated very well from
a calculation of the eigenmodes in a resonator with per-
fectly conducting walls followed by a perturbation analysis
taking into account the wall losses due to the skin effect. If
Hm are the magnetic fields corresponding to a mode in the
resonator, then Q is given by

Q¼
2

d

R
V jHmj

2dV
R

S jun�Hmj
2dS

ð47Þ

where V is the volume of the resonator and S its surface
[6].

For an eigenmode in a waveguide with conducting
walls, the skin effect will give rise to an attenuation of
the eigenmodes. Just as the quality factor for a resonator,
the attenuation constant am of an eigenmode can be esti-
mated from the fields Em and Hm of the eigenmode prop-
agating in a waveguide with perfectly conducting walls. If
the waveguide is oriented along the z axis, then am is given
by

am¼
Rs

2

H
c jun�Hmj

2dcR
S ðEm�H�mÞ .uzdS

ð48Þ

where S is the crosssection of the waveguide and c is the
contour cut out of the crosssection by the perfectly con-
ducting walls. The attenuation of the eigenmode in dB/m
is then given by 8.69 am.

In numerical simulations a thin conducting layer can
be replaced by an infinitely thin sheet with a sheet con-
dition given by

Et¼Ziun�DHt ð49Þ

where Zi is as given by Eq. (38) and DHt is the jump in the
tangential magnetic field over the sheet. The tangential
electric field Et remains continuous over the sheet.
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SKY WAVE PROPAGATION AT LOW
FREQUENCIES

J. RALPH JOHLER

Johler Associates

Radiowaves generated by manufactured transmitters
near the surface of the earth or radiowaves generated by
such natural causes as cloud-to-ground lightning strokes
propagate to great distances in a lateral direction between
the surface of the earth and the ionized region between
approximately 60 km and 100 km above the earth. This
region is known as the lower ionosphere or the D and E
regions of the ionosphere [1–8]. These radiowaves are
called low-frequency (LF) sky waves in reference to this
propagation phenomenon.

It is common practice to specify 30 kHz to 300 kHz as
the LF part of the radio spectrum. This is somewhat ar-
bitrary, and theoretical considerations described herein
have been found to be useful far above and below this
range of frequencies. In fact, the LF sky wave propagation
theory can be used at the lower end of the very low-fre-
quency (VLF) radio spectrum, and at the higher end of the
medium-frequency (MF) radio spectrum. Traditionally,
the mode theory is used at VLF [9], but the theoretical
presentations herein can provide an interesting alterna-
tive.

Although LF sky waves have been used since the ear-
liest days of radio science, vigorous study of these waves
occurred mainly between 1950 and 1970 (see FURTHER
READING). This research was in large measure a conse-
quence of the development of precision pulsed ground-
wave radio navigation and positioning systems. Although
the ground wave is very stable with time of day, season,
and so on, the ionospheric waves vary with time, and if
such waves were not somehow sidestepped, the accuracy
and precision of the navigation or positioning system
would deteriorate. Thus, from an engineering point of
view, LF sky waves were a problem in developing naviga-
tion systems such as Loran-C or Loran-D. One direct con-
sequence of this research was the development of the wave
hop theory of LF sky wave propagation, which will be in-
troduced here. A discussion of Loran-C 100 kHz sky waves
is given in Ref. 10.

1. EXPERIMENTS TO DETECT LOW-FREQUENCY
SKY WAVES

An experimental pulse was radiated from a transmitter
located in New York State during the 1953 preliminary
tests of the Loran-C radio navigation system [2]. Figure
1(a,b,c) shows oscillograms of the observed pulse at dis-
tances west of the transmitter of 0, 1065, and 1381 km (or
0, 662, 858 statute miles), respectively. The electromag-
netic (EM) field near the transmitter is vertically polar-
ized and consists of a pulse that rises to a crest in 4 cycles,
or 40 ms. The observation at 1065 km was recorded at
12:55 A.M. EST and therefore includes reflections from
the nighttime ionosphere at altitudes as great as 90 km. At
1381 km, the second pulse was recorded at 4:00 A.M. EST,
and the shape reflects the changes that occur between day
and night. Finally, the daytime pulse is shown at the dis-
tance 1381 km. Here, at 9:55 A.M., a daytime sky wave
from the D region of the ionosphere dominates the pulse.

It is not difficult to realize that the severe distortion of
the pulse is a consequence of multiple reflections from the
ionosphere. Thus, many discrete pulses may arrive at the
receiver at different delayed points in local times t0. Both
the different propagation times and phase distortions re-
sulting from reflection process cause constructive and de-
structive phase-type interference between the cycles of
each pulse.

2. ELEMENTARY THEORETICAL CONSIDERATIONS

A theory to explain these observed phenomina has been
constructed by applying Maxwell’s equations to a model of
the ionosphere and the earth. Before describing this the-
ory, let us use some simple intuition and a simple model
for the propagation environment. Consider the relation-
ship between time and frequency:

Eðt0;dÞ¼
1

2p

Z 1

�1

expðiotÞEðo;dÞfsðoÞdo ð1Þ

where Eðt0;dÞ is the propagated field at time t0 at a dis-
tance d.

Here the transformed field Eðo;dÞ depends on the fre-
quency o, and t0 ¼ t� d=c, where c¼ 0:299792458 m=ns, a
constant, Eðo;dÞ, and fsðoÞ are transforms of the field and
the source, respectively. The observed pulse is Eðt;dÞ, and
Re in Fig. 1 denotes the real part [2].

The earliest pulse to arrive at the receiver travels the
shortest distance from the transmitter over the geodesic,
d. This is the ground-wave pulse with the indexed order
j¼ 0. Pulses are also reflected from the ionosphere, but
these pulses always arrive later in the local time (t0)-do-
main. The earliest sky wave to arrive at the receiver at the
greater distances occurs during daylight hours. The ar-
rival of the first hop sky-wave is between 30 ms and 40 ms
later than the arrival of the earliest precursor of the
ground-wave pulse. Thus, the natural world allows only
30 ms to 40 ms of pure ground-wave pulse, in daylight
hours, for operation of Loran-C. This difficulty was over-
come by time-domain data sampling on the leading edge of
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the pulse at a point (say less than 30 ms to 40 ms) where
pure ground-wave pulse energy can be found.

Figure 2 is a diagrammatic representation of the LF
sky waves, valid in both the time and frequency domains
of Eq. (1) [2,12]. The concept of a somewhat localized sys-
tem of reflection coefficients, R and T, at the ground and at
the ionosphere respectively is introduced there. For a
spherical model of the earth with a concentric ionosphere
as depicted in Fig. 2(a,b), a coordinate system is used such
that the distance from the center of the earth to the sur-
face of the ground is r¼a and at the ionosphere is
r¼aþh, where r is the radial distance form the center
of the earth. The geodesic distance is d¼ay, where y is the
angle at the earth’s center. The lines connecting the source
or transmitter (S) with the observer or receiver (O), via
the various local reflecting regions both at the ground and
at the ionosphere, are called geometric-optical rays [13] or
wave hops [14], where the latter include diffraction around
the curve of the earth. The ionosphere lower boundary is
located at r¼aþh¼ g. For ry coordinates, the earth’s sur-
face is r¼a. The earliest part of each sky wave pulse ar-
rives at a time Dj=c, where

Dj¼ 2j½ðaþhÞ cos fi;j � a cos tj�

in which

fi, j¼ angle of incidence on the ionosphere
tj ¼ angle of incidence on the earth

If the ionosphere were perfectly conducting (i.e., sharply
bounded and of very high conductivity), the reflection co-
efficient would be T¼ � 1. The composite reflection pro-
cess with reflections at the ground, R, for any index j

would be

Cj¼ ð�1Þjpj
0Rj�1

e ð2Þ

where

R e
j�1
¼ (j� 1)th earth reflection coefficient

p 0
j
¼ ionosphere–ground curvature focusing–defocusing

factor.

If the ionosphere is simply imperfectly reflecting with a
finite conductivity, an ionospheric reflection coefficient T
can be introduced:

Cj¼ ðTeeÞ
jpj

0Rj�1
e ð3Þ

The subscript ee denotes vertical electric (TM, or trans-
verse magnetic) polarization at both the source and the
receiver (vertical means in the r direction).

As extensively discussed in the literature (Refs. 15–17,
for example), the reflection process at the ionosphere is
complicated by the effects of the earth’s magnetic field on
the reflection process. Thus, notwithstanding the fact that
the excitation waves generated at the transmitter are
pure vertical polarization (TM) waves, such waves arriv-
ing at the receiver, after reflecting from the ionosphere
magnetoplasma, contain horizontally polarized (TE) wave
components. These components of the reflected waves are
shown in Fig. 2(a,b) as dashed lines. These dashed geo-
metric-optical lines always originate at the ionosphere
magnetoplasma. The ground, for most practical purposes,
is considered to be isotropic.

The wave j¼ 1 is independent of the TE waves if the
receiving antenna is a vertical structure (i.e., receives only
TM waves). However, the wave j¼2 depends on the TE

d ≈ 0
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Figure 1. (a) Experimental LF pulse radiation close
to the transmitter distance, dE0, with a character-
istic frequency of 100 kHz. (By permission of IEEE,
Ref. 2). (b) Pulse observed at distance d¼1065 km at
12:55 A.M. EST, illustrating nightime LF sky wave
pulses, with characteristic frequency at 100 kHz. (By
permission of IEEE, Ref. 2). (c) Pulse observed at a
distance of 1381 km at 4:00 A.M. EST, illustrating
early morning LF sky wave pulses. (By permission of
IEEE, Ref. 2).
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component, because this component is converted into TM
waves at the second reflection point. Thus, in principle,
one cannot escape the TE waves that originate in the ion-
osphere by using vertically polarized transmitting and
receiving antennas.

The following reflection coefficients for TM and TE
waves are defined as:

Tee is the coefficient for the TM incident, TM reflected
wave.

Tmm is the coefficient for the TE incident, TE reflected
wave.

Tem is the TM-incident–TE-reflected conversion coeffi-
cient.

Tme is the TE-incident–TM-reflected conversion coeffi-
cient.

The coupling coefficients for transmission between verti-
cally polarized transmission and reception can now be
written as

C1¼Tee

C2¼ReT2
eeþRmTemTme

C3¼2ReRmTeeTemTmeþR2
eT3

eeþR2
mTmmTemTme

..

.

ð4Þ

These equations can be generalized using matrix notation,
for vertically polarized transmitters and receivers

Ge¼
Re 0

0 �1

" #
ð5Þ

T¼
Tee Tem

Tme Tmm

" #
ð6Þ

Gm¼p0

1 0

0 �Rm

" #
; 1¼

1 0

0 1

" #
ð7Þ

ðGmTGeÞ
j�1GmT¼pj

0

Cj xj

yj zj

" #
ð8Þ

3. THEORY OF PROPAGATION OF LOW-FREQUENCY
SKY WAVES

As Eq. (1) is independent of Maxwell’s equations, it is nec-
essary only to construct a model for the propagation of the
E field in the frequency-domain [2,12]. The propagation
model usually employed to describe the LF sky waves in
their natural environment is a finitely conducting spher-
ical earth with radius r¼a. This spherical earth is sur-
rounded by a magnetoplasma comprising electrons, ions,
and neutral particles with a superposed terrestrial mag-
netic field and a finite frequency of collision between par-
ticles. These particles go from random into orbital motion
when excited by the LF electro-magnetic waves. Each par-
ticle has a finite collision frequency, which tends to damp-
en the activity. As the earth’s magnetic field changes the
particle motion from linear to orbital, and the direction of
propagation of the EM wave may vary with respect to the
terrestrial magnetic field, the ionospheric reflection pro-
cess becomes anisotropic.
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Figure 2. (a) Diagrammatic representation of LF sky waves, de-
picting an indexing method for identification of a series of time-
domain pulses traveling laterally between the ground and the
ionosphere, j¼1;2;3; . . .. Reflecting regions at the ionosphere are
indicated as ðj;kÞ; j¼1;2;3; . . . ; k¼1; 2;3; . . .. (From Ref. 11)
(b) Diagrammatic representation of LF sky waves, depicting an
indexing method for identification of a series of time-domain puls-
es traveling laterally between the ground and the ionosphere,
j¼2;4; . . .. Reflecting regions at the ionosphere are indicated as
ðj;kÞ; j¼1;2;3; . . . ; k¼1; 2;3; . . .. (From Ref. 11).
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The detailed structure of the lower ionosphere bet-
ween approximately 60 km and 100 km above the
surface of the earth is well documented in the literature
[3,18]. In the daytime, a layer of such plasma placed at
60 km and concentric with the earth usually serves as a
simple model. This can be improved by introducing a large
number of such concentric shells of plasma as a function of
altitude, to take account of the variation of electron and
ion density with altitude. Application of Maxwell’s equa-
tions to this model results in a rigorous full-wave solution,
if the ionosphere is assumed to be isotropic [1]. As is in-
dicated in the discussion leading to Eq. (8) and in Refs.
4,15–17, the curved, concentric, isotropic ionosphere re-
flection coefficient is normally replaced by a suitable pla-
nar anisotropic reflection coefficient. This replacement
involves the magneto-ionic theory with a full-wave
(plane-wave) reflection coefficient. The spherical-wave
focusing effect of the curve ionosphere can be retained in
this process.

The LF radiowave field for a transmitter and receiver
on the surface of the earth separated by a distance d can
be represented rigorously by a system of waves traveling
in the radial (r) direction

Er¼A
X1

n¼ 0

Gðy;nÞFðr;nÞ ð9Þ

Here

A¼
I0Lm0c

4pk2
�1a4

where I0L is the current moment of the source,
m0¼ 4p� 10�7 F=m; c¼0:299792458 m=ns, and the wave-
number for the earth–ionosphere space is k�1¼o=c. We
also define

k�2¼
o
c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�2 � i

s�2

e0o

r

where s�2 is the ground conductivity (s/m),
o¼ 2pf ; e0¼ 1=c2m0; e�2 is the relative dielectric constant
of the ground, and f is the frequency (Hz). Furthermore,

Gðy;nÞ¼nðnþ 1Þð2nþ 1ÞPnðcos yÞ

where P0ðzÞ¼ 1;P1ðzÞ ¼ z, and

Pnþ 1ðzÞ¼
2nþ 1

nþ 1
zPnðzÞ �

1

nþ 1
Pn�1
ðzÞ; n¼ 1; 2; . . .

Finally,

Fðr;nÞ¼ zð1Þ
�1az

ð2Þ
�1a

ð1þRÞð1þp0TeeÞ

1� p0RTee
ð10Þ

where

p0¼
�zð1Þ
�1a

zð2Þ
�1a

�zð2Þ
�1g

zð1Þ
�1g

ð11Þ

zð1;2Þnþ 1ðzÞ ¼
2nþ1

z
zð1;2Þn ðzÞ � zð1;2Þn�1 ðzÞ

zð1;2Þ0 ðzÞ¼ � expð�izÞ

zð1;2Þ
�1 ðzÞ¼ expð�izÞ

ð12Þ

The abbreviation zð1;2Þ
�1a means zð1;2Þ

�1 ðk�1aÞ. The earth’s re-
flection coefficient for the spherical waves is

Re¼

ln0 c�1a �
k�1

k�2
ln0 c�2a

� ln0 zð2Þ
�1aþ

k�1

k�2
ln0 c�2a

cnðzÞ¼
1

2
½zð1Þn ðzÞþ zð2Þn ðzÞ�

where ln0 is the logarithmic derivative defined by

ln0 c�1a¼
cn
0ðzÞ

cnðzÞ

� �

z¼ k�1a

; cn
0ðzÞ¼

d

dz
cnðzÞ

These spherical wave functions are given in Ref. 19.
Equation (10) is derived from this isotropic model by

identification of Tee as the reflection coefficient of the lower
boundary of this model. If Tee is calculated by the recur-
sion process described in Ref. 1, a rigorous solution of the
problem for an arbitrary variation of the electron and ion
densities with altitude can be found.

4. GEOMETRIC SERIES REPRESENTATION

Equation (10) can be expanded into a geometric series

Fðr;nÞ¼ ð1þRÞð1þp0TeeÞ

� 1þ
X1

j¼ 1

ðp0RTeeÞ
j

 !
zð1Þ
�1az

ð2Þ
�1a

ð13Þ

for

jp0RTeejo1 ð14Þ

which converges absolutely. The propagated field of Eq. (9)
can now be written

Er¼Er;0þ
X1

j¼ 1

Er; j ð15Þ

where at the surface of the ground the zero-order term is
the ground wave

Er;0¼B
X1

n¼ 0

Gðy;nÞzð1Þ
�1az

ð2Þ
�1að1þReÞ ð16Þ
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Here

B¼
m0c

8p
I0L

k2
�1a4

and Re is the ground reflection coefficient

1þRe¼
2i

zð1Þ
�1az

ð2Þ
�1a½� ln0 zð2Þ

�1aþ ðk�1=k�2Þ ln0 zð2Þ
�1a�

where the logarithmic derivative is

ln0 zð1;2Þ
�1a ¼

zð1;2Þ
0

ðzÞ

zð1;2Þn ðzÞ

" #

z¼ k�1a

with

zð1;2Þ
0

n ðzÞ¼
d

dz
zð1;2Þn

The quantity B contains I0L, the source dipole current
moment, and I0L¼ 1 A �m determines the E-field ampli-
tude.

A particular sky wave can now be written

Er;j¼B
X1

n¼ 0

Gðy;nÞzð1Þ
�1az

ð2Þ
�1að1þReÞ

2p0Rj�1
e Tj

ee ð17Þ

The anisotropic sky waves can now be written using
Eqs. (5)–(8)

Fðr;nÞ¼ ð1þReÞ
j1þGmTj

j1�GmGeTj
zð1Þ
�1az

ð2Þ
�1a ð18Þ

whereon expansion of the determinate ratio in a geometric
series yields

Fðr;nÞ¼ zð1Þ
�1az

ð2Þ
�1að1þReÞ

� IþðIþGeÞ
X1

j¼ 1

ðGmGeTÞj�1GmT

�����

�����
ð19Þ

with

I¼
1 0

0 1

" #

and so

Er;j¼
X1

n¼ 0

Gðy;nÞzð1Þ
�1az

ð2Þ
�1að1þReÞ

2pj
0Cj ð20Þ

As the ground wave [17] has been removed as a separate
entity, the summation of all the j-terms generalized by
Eq. (19) is a full-wave solution for the LF sky waves
in the presence of an anisotropic ionosphere. The
method for inserting anisotropy is discussed in detail in

Refs. 1,14,10,21. Reference 11 describes a computer pro-
gram to calculate this equation directly.

The ratio of the two determinants in Eq. (18) can be
written

jIþGmTj

jI�GmGeTj
¼ Iþ

X1

j¼ 1

GmGeT

 !j

ðIþGmTÞ

������

������
ð21Þ

which is equivalent to the determinant in Eq. (19). This
is analogous to the determinant given by Eq. (7) in
Ref. 10.

Equation (21) was central to the development of a wide-
ly distributed computer program [22,23] based on the use
of the asymptotic computation methods for spherical wave
functions of complex, noninteger order n. This approach is
based on Ref. 14.

The j-series expansion discussed above is called by its
author the wave hop series. In this approach, Eq. (9) is
rewritten in the complex v plane where a suitable contour
c is used [24]:

Er¼

Z

c

f ðuÞð1þReÞ
jIþGmTj

jI�GmGeTj
du ð22Þ

Here

f ðvÞ¼ � iA
v3

cos vp
Pv�1=2ð� cos yÞzð1Þ

�1az
ð2Þ
�1a ð23Þ

where Pv�1=2ð� cos yÞ is the Legendre function of complex
order. The function [23] is the complex-order analog to

Z

Y

X

I

Z ′

Y ′

X ′

Hm

φ i

φa

Figure 3. Coordinate system for each reflecting region of the
ionosphere.
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that given in Eq. (9), and we have [13].

zð1;2Þ
�1a ¼ zð1;2Þv�1=2ðk�1aÞ; zð1;2Þv�1=2ðzÞ¼

ffiffiffiffiffi
pz

2

r
Hð1;2Þv ðzÞ

where Hð1;2Þv ðzÞ is the well-known Hankel function [24].
The spherical reflection coefficients introduced in Fig. 2

and used in Eqs. (16) and (17) can now be written

Re¼

zð1Þ
0

�1a �
k�1

k�2
D�2az

ð1Þ
�1a

�zð2Þ
�1aþ

k�1

k�2
D�2az

ð2Þ
�1a

ð24Þ

where

D�2a¼
zðmÞ

0

�2a

zðmÞ
�2a

� ð�1Þm

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v

k�2a

� �2

�1

s

provided n¼ v� 1
2. This is called the Debye approximation;

it is used extensively in the literature, for example, Refs.
9,12,14,20,24, and 25. The isotropic reflection from the
ionosphere lower boundary located at altitude h above the

earth, or r¼ g¼aþh, is

T¼Ts
ee¼
�zð2Þ1g

zð2Þ1g

Tee ð25Þ

Ts
ee¼

zð2Þ1g �
k�1

k3
D3gz

ð2Þ
1g

�zð1Þ1g þ
k�1

k3
D3gz

ð1Þ
1g

ð26Þ

where K3 is an isotropic wavenumber representing a sim-
ple model ionosphere reflector. The angle of incidence on
the ionosphere and the earth shown in Fig. 2(a–d) can now
be identified

fi;j¼ sin�1 v

k�1g
; tj¼ sin�1 v

k�1a
ð27Þ

Using the expansion given in Eq. (21) for an aniso-
tropic ionosphere and integrating each term of the
series along a suitable contour in the complex v plane
again gives the ground-wave analog of Eq. (16) and a
series of terms, each of which is a particular sky wave
analog of Eq. (17).

The reduction of Eq. (22) is detailed in Refs. 14 and 20.

Zp =∞

Zp -1

Zn +1

Zn

Z6

Z5

Z4

Z3

Z2

Z1

Ordinary (o) mode

Extraordinary (e) mode
Upgoing (i) and downgoing (r)
waves are coupled at each boundary

φ i

Upgoing (i)
Downgoing (r)

Waves

i − r
r − i Coupling

Coupling o – e
e – o

Hm

Np,ν η pp

Nn,ν η nn

N6,ν η 66

N5,ν η 55

N4,ν η 44

N3,ν η 33

N2,ν η 22

N1,ν η

η

11

Np-1,ν η p -1p -1

Nn +1,ν η n +1n +1

0 = 1

Figure 4. Magnetoplasma model
showing detailed structure of the sys-
tem of waves. The model is flexible,
and the number of layers can be in-
creased and the thickness decreased
until convergence is obtained on elec-
tron–ion density profiles of the lower
ionosphere. (After Ref. 2, by permis-
sion of IEEE).
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The wave hop series now becomes

Er¼

Z

c

f ðvÞð1þReÞdv

þ
X1

j¼ 1

Z

c

f ðvÞð1þReÞ
2pj

0ðajTeeþ cjTmeÞdv

ð28Þ

aj bj

cj dj

" #
¼G1

mGeT
aj�1 bj�1

cj�1 dj�1

" #
ð29Þ

where

G1
m¼

Gm

p0

a1¼ 1 c1¼ 0

aj¼ReðTeeaj�1þTmecj�1Þ for j 	 2

cj¼RmðTemaj�1þTmmcj�1Þ for j 	 2

Notwithstanding the fact that only TM waves have been
excited and only TM waves are received at the receiver, a
TE-type ground reflection coefficient is required at the
ground as a result of the effects of the earth’s magnetic

field on the ionosphere. Thus because of anisotropy, the TE
ground reflection coefficient is required, as found explicitly
in Refs. 20 and 23

Rm¼

zð1Þ
0

�1a �
k�2

k�1
D�2az

ð1Þ
�1a

zð2Þ
0

�1aþ
k�2

k�1
D�2az

ð2Þ
�1a

zð2Þ
�1a

zð1Þ
�1a

ð30Þ

5. THEORY OF REFLECTION FROM THE IONOSPHERE

There remains to be explained a reflection process that
leads to the four ionosphere reflection coefficients

Tee; Tmm; Tem; Tme

The details leading to the mathematical theory of this re-
flection process are given in Refs. 4,15–17. Consider one of
the reflecting regions at the ionosphere depicted in Fig.
2(a,b). The reflection process at one such region will now
be given in detail.

The particle statistics of the electron–ion–neutral gas
with superposed electrodynamic and magnetostatic fields
was first treated in radio science between 1927 and 1931
[5–8] (see also Ref. 26, pp. 59–99).

The use of the full magneto-ionic theory to model LF
sky wave propagation is given in Ref. 14. A local coordi-
nate system is set up at a particular reflecting region de-
picted in Fig. 2. This Cartesian xyz coordinate system is
shown in Fig. 3. The terrestrial magnetic field vector is
contained in the yz plane. The EM wave propagates in the
z0 direction, and the wavefronts are contained in the x0y0

plane. The directions relative to the magnetic field vector
are as follows:

fi is the angle of incidence.

fa is the magnetic azimuth.

I is the magnetic dip angle.

fi,j is now abbreviated to fi.

Figure 4 depicts a flexible model for the lower iono-
sphere. The plasma electron density is divided into layers.
The thickness of each layer is decreased and the number
of layers is increased until a stable reflection coefficient set
is obtained for a particular electron number density,
collision frequency, and so on. Figure 4 depicts ordinary
and extraordinary propagation components coupled at
each boundary. Each plasma slab, n¼ 1,2,3,y,p, becomes
smaller as the number of slabs, p, is increased. The com-
plex index of refraction for each layer in the model is ob-
tained from a simultaneous solution of Maxwell’s
equations and the equation of motion in the velocity V:

r�Eþ m0

@H

@t
¼ 0

r�H � J � e0
@E

@t
¼ 0 ð31Þ

m
dV

dt
þmvV þ m0eV �Hþ eE¼ 0 ð32Þ

Table 1. Coefficients of Quartic Equation for an
Electron Plasma

aL¼ sin fi cos fa; aT¼ sin fi sin fa

a0¼S2
2 1�

s

s2 � h2

� �
þS2

1

s
þ

s� 2

s2 � h2
þ

a2
1h2

T

sðs2 � h2
Þ

 !
þ

s� 1

sðs2 � h2
Þ

a1¼2
hLhTaL

sðs2 � h2
Þ

S2

a2¼ 2 1�
s

s2 � h2

� �
þ

h2
L

sðs2 � h2
Þ

" #
S2þ

h2
La2

T

sðs2 � h2
Þ
þ

s� 2

sðs2 � h2
Þ

a3¼2
hLhTaL

sðs2 � h2
Þ
� aL sec2 fi

a4¼1�
s2 � h2

L

sðs2 � h2
Þ

s¼
o2

o2
N

1� i
v

o

� �
; S2¼ sin2 fi � 1

h¼
oHo
o2

N

; hL¼h sin I; hT¼h cos I

o2
N ¼

N e2

e0m

oH¼
m0eHm

m
¼gyrofrequency

N and m are the electron number density and mass. Hm is the earth’s

magnetic intensity; I is the magnetic declination.
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where m0¼ 4p� 10�7 H=m, v is the collision frequency, m is
the electronic mass, and e is the electronic charge. Reference
4 extends these equations to include ions, and Ref. 17 pro-
vides an extension for collision rate proportional to energy
[27–29]. The lower boundary of the model electron plasma
(Fig. 3), below which (zo0) the ionization is nil (N¼ 0), is
taken as the xy plane. The region above the xy plane (z40)
is characterized by an electron number density N, which,
along with the collision frequency, varies with altitude z. A
plane-wave incident on the ionosphere is assumed to be

Ei¼ jEij exp i ot�
o
c
ZD

� �h i
ð33Þ

Below the ionosphere, Z¼ Z0¼ 1. Here

D¼ x sin fi sin faþ y sin fi cos faþ z cos fi

A wave transmitted into the ionosphere is assumed to
have the form

Et¼ jEtj exp i ot�
o
c
ZD

� �h i
ð34Þ

Elimination of the vectors V and H results in a quartic
equation

ZD¼ x sin fi sin faþ y sin fi cos faþ zx

a4x
4
þa3x

3
þa2x

2
þa1xþa0¼ 0

ð35Þ

The detailed explicit expressions for the coefficients
of this quartic are given in Table 1 for an electron

Table 2. Reflection and Transmission Coefficient Matrices

a11a12a13a14a15a16

b11b12b13b14b15b16

c11c12c13c14c15c16

d11d12d13d14d15d16

a23a24a25a26a27a28a29a2ð10Þ

b23b24b25b26b27b28b29b2ð10Þ

c23c24c25c26c27c28c29c2ð10Þ

d23d24d25d26d27d28d29b2ð10Þ

a37a38a39a3ð10Þa3ð11Þa3ð12Þa3ð13Þa3ð14Þ

b37b38b39b3ð10Þb3ð11Þb3ð12Þb3ð13Þb3ð14Þ

c37c38c39c3ð10Þc3ð11Þc3ð12Þc3ð13Þc3ð14Þ

d37d38d39d3ð10Þd3ð11Þd3ð12Þd3ð13Þd3ð14Þ

: : : : : : : : : : :

: : : : : : : : : : :

: : : : : : : : : : :

: : : : : : : : : : :

apðpþ4Þ : : : apðpþ9Þ

bpðpþ4Þ : : : bpðpþ9Þ

cpðpþ4Þ : : : cpðpþ 9Þ

dpðpþ4Þ : : : dpðpþ9Þ

2
666666666666666666666666666666666666666666666666666666666666666666666666666666666666666664

3
777777777777777777777777777777777777777777777777777777777777777777777777777777777777777775

Tem Tmm

Tee Tme

Uð1Þeio Uð1Þmio

Uð1Þeic Uð1Þmie

Uð1Þero Uð1Þmro

Uð1Þere Uð1Þmre

Uð2Þeio Uð2Þmio

Uð2Þeie Uð2Þmie

Uð2Þero Uð2Þmro

Uð2Þere Uð2Þmre

: :

: :

: :

: :

Uðp�1Þ
eio Uðp�1Þ

mio

Uðp�1Þ
eie Uðp�1Þ

mie

Uðp�1Þ
ero Uðp�1Þ

mro

Uðp�1Þ
ere Uðp�1Þ

mre

UðpÞeio UðpÞmio

UðpÞeie UðpÞmie

2
66666666666666666666666666666666666666666666666666666664

3
77777777777777777777777777777777777777777777777777777775

þ

aoe aom

boe bom

coe com

doe dom

2
666666666666666666666666666666666666666666666666666664

3
777777777777777777777777777777777777777777777777777775

¼0
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magnetoplasma. The coefficients for an electron–ion mag-
netoplasma are given in Ref. 4. The quartic equation is
readily solved numerically with various computer pro-
grams that exist in the literature, such as Refs. 11 and
22. The complex index of refraction of a particular layer in
the model now can be found

Z2¼ x2
þ sin2 fi ð36Þ

The significance of the four roots of the quartic equa-
tion is depicted in Fig. 4. There are two upgoing waves,
called the ordinary and the extraordinary upgoing wave.
There are two downgoing waves, the ordinary and the ex-
traordinary downgoing wave. These four waves are cou-
pled at each boundary in the model and hence are
modified by the change in electron density on each side
of the boundary.

The boundary of each stratum, or plasma slab, is in-
troduced through the continuity of the tangential E and H
field components in Maxwell’s equations. This is accom-
plished by equating the fields immediately above and

immediately below each boundary, which results in the
matrix equation in Table 2.

Using Fig. 3, the following transmission and reflection
coefficients can be recovered by a numerical solution of the
matrix equation in Table 2:

Tee¼
Ey 0r

Ey 0i
; Tem¼

Ex 0r

Ey 0i

Tme¼
Ey 0r

Ex 0i
; Tmm¼

Ex 0r

Ex 0i

UðnÞeio¼
EðnÞyio

Ey 0i
; UðnÞmio¼

EðnÞyio

Ex 0i

UðnÞeie¼
EðnÞyie

Ey 0i
; UðnÞmie¼

EðnÞyie

Ex 0r

Table 3. Elements of Matrix Equation

a11¼ cos fi b11¼ � sin fi

a12¼ � cos fi sin fa b12¼ � cos fi cosfa

a13¼ �Qð1Þ1o
b13¼ � 1

a14¼ �Qð1Þie
b14¼ � 1

a15¼ �Qð1Þro
b15¼ � 1

a16¼ �Qð1Þro
b16¼ � 1

a23¼ � a13 exp �i
ga

c
z1x
ð1Þ
io

� �
b23¼ exp �1

ga

c
z1x
ð1Þ
io

� �

a24¼ � a14 exp �i
ga

c
z1x
ð1Þ
ie

� �
b24¼ exp �i

ga

c
z1x
ð1Þ
ie

� �

a25¼ � a15 exp �i
ga

c
z1xð1Þro

� �
b25¼ exp �i

ga

c
z1xð1Þro

� �

a26¼ � a16 exp �i
ga

c
z1x
ð1Þ
re

� �
b26¼ exp �i

ga

c
z1x
ð1Þ
re

� �

a27¼ �Qð2Þio
b27¼ � 1

a28¼ �Qð2Þie
b28¼ � 1

a29¼ �Qð2Þro
b29¼ � 1

a37¼ � a27 exp �i
ga

c
z2x
ð2Þ
io

� �
b37¼ exp �i

ga

c
z2x
ð2Þ
io

� �

..

. ..
.

apðpþ9Þ ¼ �Q1e bpðpþ9Þ ¼ � 1

Table 4. Elements of Matrix Equation

c11¼ � cos fi sinfa d11¼ � cos fi cos fa

c12¼ � cos fa d12¼ sin fa

c13¼ � ðaLPð1Þio � xð1Þio Þ d13¼ � ðx
ð1Þ
io Qð1Þio � aTPð1Þio Þ

c14¼ � ðaLPð1Þie � xð1Þie Þ d14¼ � ðx
ð1Þ
ie Qð1Þie � aTPð1Þie Þ

c15¼ � ðaLPð1Þro � xð1Þro Þ d15¼ � ðxð1Þro Qð1Þro � aTPð1Þro Þ

c16¼ � ðaLPð1Þre � xð1Þre Þ d16¼ � ðx
ð1Þ
re Qð1Þre � aTPð1Þre Þ

c23¼ � c13 exp �i
ga

c
z1x
ð1Þ
io

� �
d23¼ � d13 exp �i

ga

c
z1x
ð1Þ
io

� �

c24¼ � c14 exp �i
ga

c
z1x
ð1Þ
ie

� �
d24¼ � d14 exp �i

ga

c
z1x
ð1Þ
ie

� �

c25¼ � c15 exp �i
ga

c
z1x
ð1Þ
ro

� �
d25¼ � d15 exp �i

ga

c
z1x
ð1Þ
ro

� �

c26¼ � c16 exp �i
ga

c
z1xð1Þre

� �
d26¼ � d16 exp �i

ga

c
z1xð1Þre

� �

c27¼ � ðaLP2
io � xð2Þio Þ d27¼ � ðx

ð2Þ
io Qð2Þio � aTPð2Þio Þ

c28¼ � ðaLPð2Þie � xð2Þie Þ d28¼ � ðx
ð2Þ
ie Qð2Þie � aTPð2Þie Þ

c29¼ � ðaLPð2Þro � xð2Þro Þ d29¼ � ðxð2Þro Qð2Þro � aTPð2Þro Þ

c2 10¼ � ðaLPð2Þre � xð2Þre Þ d2 10¼ � ðx
ð2Þ
re Qð2Þie � aTPð2Þre Þ

c37¼ � c27 exp �i
ga

c
z2x
ð2Þ
io

� �
d37¼ � d27 exp �i

ga

c
z2x
ð2Þ
io

� �

..

. ..
.

cpðpþ9Þ ¼ � ðaLPðpÞie � xðpÞie Þ dpðpþ9Þ ¼ � ðx
ðpÞ
ie QðpÞie � aTPðpÞie Þ
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using the ratios Q¼Ex/Ey, and P¼Ez/Ey, where (Fig. 2) n
¼ 1, 2, 3, y, p–1. The elements of the matrix equation in
Table 2 are defined in Tables 3, 4, and 5 for an electron
magnetoplasma.

6. SKY WAVE DIFFRACTION

The angle of incidence of the sky wave on the earth [Eq.
(26)] is in general complex:

tj¼
v

k�1a

This is implied in the full-wave solutions given by Eqs.
(16), (17), and (26). LF sky wave diffraction theory has
been treated in Refs. 25, 30, and 31. However, it can now
be demonstrated that the full-wave solution discussed
herein implies sky wave diffraction into the earth’s shad-
ow region. The hypothetical ionosphere reflection was set
equal to that of a perfect reflector [Eq. (2)], and Eqs. (16)

Table 5. Elements of Matrix Equation

aoe¼ cos fi sinfa aom¼ cos fa

boe¼ cos fi sin fa bom¼ � sin fa

coe¼ � cos fa com¼ cos fi sin fa

doe¼ sin fa dom¼ cos fi cos fa

A1¼ � aLxþ
hThL

sðs2 � h2Þ

� �
1� a2

L � x2
�

s

s2 � h2

� �

B1¼ aLaT � i
hL

s2 � h2

� �
aTx� i

hT

s2 � h2

� �

C1¼ � 1� a2
s �

s2 � h2
L

sðs2 � h2Þ

� �
aLaT � i

hL

s2 � h2

� �
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hT
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� �
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� �
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s �
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L

sðs2 � h2Þ

� �
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L � x2
�

s

s2 � h2

� �

F1¼ � aTxþ i
hT

s2 � h2

� �
aTx� i

hT

s2 � h2

� �

P¼
A1þB1

E1þF1
Q¼

C1þD1

E1þF1

Here x¼ x(n), P¼P(n), Q¼Q(n) for a particular slab (Fig. 4), and as¼ sinfi;

io, ie, ro, re refer to the four roots of Eq. (35).
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hops, j¼0 (the ground wave), 1, 2, 3, y, illustrating propagation
in the presence of an ionosphere with infinite conductivity. (From
Ref. 11 by permission IEEE [2].)
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and (17) were used to generate the wave hop series shown
in Fig. 5. Each wave hop in Fig. 5—j¼ 0 (the ground wave)
and j¼1, 2, 3, y—will ultimately go beyond the geomet-
ric-optical horizon, and the attenuation finally takes on a
slope as a function of distance like the ground wave. The
conductivity of the ground is assumed to be 0.005 S/m with
a dielectric constant of 15 relative to space. The frequency
is 26 kHz, and the ionosphere height h¼ 65 km.

A more sophisticated model of the ionosphere is
shown in Fig. 6. Here a single sharply bounded electron
plasma slab is placed at 65 km and extends uniformly out
to infinity with a constant ratio of electron density to col-
lision frequency of 9.375 [1]. The frequency is again
26 kHz. The influence of a finitely conducting ionosphere
is here introduced into the model. Again, each sky wave
at great distance attenuates with a slope parallel to
that of the ground wave on this linear distance–decibel
(logarithmic) amplitude scale. A rather interesting set of
standing waves as a function of distance appears at
shorter distances on the higher order wave hops. The
total field, which sums the wave hops together with the
ground wave, does not give any evidence of the existence
of these waves.

It is concluded from Fig. 6 that the inclusion of a fi-
nitely conducting ionosphere is an important improve-
ment in the modeling technique. At this juncture, one
could still go further with the full-wave solution and use
concentric spherical shells that follow known electron-
density–collision-frequency profiles such as given in Ref.
1. However, this would not take into account the effects of
the earth’s magnetic field on the propagation. By following
the procedures dictated by Eq. (20) or by using the
asymptotic methods used with Eq. (28), the effects of a
more realistic model can be generated as shown in Fig. 7.

The electron density profile for the ionosphere is given in
Ref. 11.

It is interesting to note that the standing waves on the
individual wave hops are more highly damped as a func-
tion of distance. This is quite reasonable, because the ion-
osphere lower boundary is more diffuse (gradual) in this
model. It therefore seems quite justified to use this more
sophisticated model.
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1. SPECTRUM CONSIDERATIONS

Medium frequencies and high frequencies are usually de-
fined as the frequency bands from 300 kHz to 3000 kHz
and from 3 MHz to 30 MHz, respectively. However, as far
as ionospheric propagation is concerned, there are no
sharp divisions. The medium-frequency band is dominat-
ed by the amplitude modulated (AM) broadcasting band
between about 500 kHz and 1700 kHz, which is designed
primarily for ground-wave usage. On the other hand,
high-frequency systems are designed for long-distance
sky wave propagation and for some 50 years (from about
1925 to about 1975) provided the primary vehicle for glob-
al communications. High frequencies are still used exten-
sively for communications because of the following
advantages: (1) low cost of terminal equipment, (2) low
power requirements, and (3) adequate bandwidths. By
contrast, medium frequencies suffer heavy ionospheric ab-
sorption during daytime and, therefore, there is relatively
little cochannel interference; whereas by night, when the
absorption is small, interference between closely spaced
channels is common. High-frequency sky waves suffer
from several disadvantages brought about by (1) the tem-
poral and geographical variability of the ionosphere,
(2) the large number of possible propagation paths and
the consequent time dispersion of the resulting signal,
(3) large and rapid amplitude and phase fluctuations,
(4) high interference because of spectrum congestion,
and (5) frequency distortion of wideband signals. An im-
portant disadvantage is the occurrence of several types of
ionospheric disruptions caused by solar disturbances.
These disruptions can be hemispheric, such as those on
the dayside caused by bursts of solar X rays (sudden iono-
spheric disturbances) or confined mostly to high latitudes
(e.g., polar cap disturbances and ionospheric storms that
originate in the auroral zones and spread to populated
middle latitudes). Ionospheric storms are major concerns
for high-frequency (HF) users. They occur mostly at high
sunspot numbers when the higher critical frequencies
help to mitigate their adverse effects.

In this article, we shall discuss the following topics:

1. Basic physical properties of sky wave propagation
(namely, refraction, reflection, penetration, and
absorption)

2. relationships between vertical propagation and
oblique propagation

3. ionospheric models

4. characteristics of medium frequencies

5. characteristics of high frequencies
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1. SPECTRUM CONSIDERATIONS

Medium frequencies and high frequencies are usually de-
fined as the frequency bands from 300 kHz to 3000 kHz
and from 3 MHz to 30 MHz, respectively. However, as far
as ionospheric propagation is concerned, there are no
sharp divisions. The medium-frequency band is dominat-
ed by the amplitude modulated (AM) broadcasting band
between about 500 kHz and 1700 kHz, which is designed
primarily for ground-wave usage. On the other hand,
high-frequency systems are designed for long-distance
sky wave propagation and for some 50 years (from about
1925 to about 1975) provided the primary vehicle for glob-
al communications. High frequencies are still used exten-
sively for communications because of the following
advantages: (1) low cost of terminal equipment, (2) low
power requirements, and (3) adequate bandwidths. By
contrast, medium frequencies suffer heavy ionospheric ab-
sorption during daytime and, therefore, there is relatively
little cochannel interference; whereas by night, when the
absorption is small, interference between closely spaced
channels is common. High-frequency sky waves suffer
from several disadvantages brought about by (1) the tem-
poral and geographical variability of the ionosphere,
(2) the large number of possible propagation paths and
the consequent time dispersion of the resulting signal,
(3) large and rapid amplitude and phase fluctuations,
(4) high interference because of spectrum congestion,
and (5) frequency distortion of wideband signals. An im-
portant disadvantage is the occurrence of several types of
ionospheric disruptions caused by solar disturbances.
These disruptions can be hemispheric, such as those on
the dayside caused by bursts of solar X rays (sudden iono-
spheric disturbances) or confined mostly to high latitudes
(e.g., polar cap disturbances and ionospheric storms that
originate in the auroral zones and spread to populated
middle latitudes). Ionospheric storms are major concerns
for high-frequency (HF) users. They occur mostly at high
sunspot numbers when the higher critical frequencies
help to mitigate their adverse effects.

In this article, we shall discuss the following topics:

1. Basic physical properties of sky wave propagation
(namely, refraction, reflection, penetration, and
absorption)

2. relationships between vertical propagation and
oblique propagation

3. ionospheric models

4. characteristics of medium frequencies

5. characteristics of high frequencies
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6. prediction programs for ionospheric sky wave per-
formance

7. real-time channel evaluation

There is extensive literature in the field of ionospheric ra-
dio propagation, and the interested reader is referred to
books by Davies [1], Goodman [2], Hunsucker [3], and
McNamara [4] and the bibliographies therein. Ground-
waves are particularly important on medium frequencies
(see RADIOWAVE PROPAGATION CONCEPTS).

2. PROPAGATION CHARACTERISTICS

2.1. The Ionosphere

Sky waves result from radio refraction and reflection from
the ionosphere. The ionosphere is usually defined as that
part of the upper atmosphere where sufficient ionization
exists to affect the propagation of radiowaves. The iono-
sphere lies between about 50 km and about 2000 km. The
peak electron density usually occurs in the F region (above
140 km) (Fig. 1). The F region often contains two layers:
the lower F1 layer and the upper F2 layer. Below the F
region is the E region (90 km to 140 km), which contains
the normal E layer and sporadic E. The D region (50 km to
90 km) contains the D layer and the C, or cosmic ray, layer.
Above the F peak is the topside, and above about 2000 km
is the protonosphere. The boundaries between these re-
gions are not well defined. The alphabetic nomenclature
was introduced by Appleton (see Ref. 1, Sec. 1.1), who used
the letter E for electric and F for field. These letters left
room for the discovery of other layers. Ionospheric electron
densities vary by orders of magnitude depending on alti-
tude, time of day, season, sunspot number, solar distur-

bances, and geographical location. It is this variability
that renders sky waves so difficult to manage.

2.2. Refraction, Reflection, and Penetration

In an ionized plasma, with electron density N el �m� 2, in
the absence of collisions and an external magnetic field,
the radio refractive index m of a wave of frequency f Hz, is
given by

m2¼ 1� ðfN=f Þ
2
¼ 1� 80:5N=f 2 ð1Þ

where fN is the plasma frequency in Hz. Ionospheric elec-
tron densities are such that typical E layer and F layer
plasma frequencies lie in the range from 0.5 MHz to
30 MHz. Thus, for medium and high frequencies, the re-
fractive index of the ionosphere is less than unity and ap-
plication of Snell’s law shows that, on entry into the
ionosphere, a wave is refracted away from the vertical.
When the electron density is sufficient, the direction of
propagation becomes horizontal and reflection occurs. The
main sky wave propagation mechanisms are illustrated in
Fig. 2: absorption, reflection, scatter, and penetration.
When the maximum electron density is insufficient, the
wave penetrates; this is essential for ground-to-satellite
communication. As ionospheric scatter propagation is
considered elsewhere, it will not be discussed in detail in
this article.

2.3. Absorption

The neutral atmosphere affects the propagation of radio-
waves because of electron-neutral collisions that convert
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Figure 1. Ionospheric structure on a summer day and night in
middle latitudes, and the main bands of solar and cosmic-ray ion-
izing radiations.

Figure 2. The four main mechanisms in MF and HF sky wave
propagation: absorption, reflection, scatter, and penetration.
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the ordered momentum of the wave into heat and electro-
magnetic noise. To a first approximation, the loss L, in
decibels per kilometer, is

L¼ 0:00117Nn=mf 2 ð2Þ

where n is the number of collisions made by one electron
per second. From Eq. (2), we see that with mE1, the non-
deviative absorption is inversely proportional to the fre-
quency squared so that, in general, signals are stronger on
high frequencies than on medium frequencies. The prod-
uct Nn maximizes in the D region. The loss L can be large
where mE0; this deviative absorption occurs near reflec-
tion, or where there is pronounced refraction of the wave.

2.4. Effects of the Earth’s Magnetic Field

The earth’s magnetic field affects sky waves by splitting
the incident wave into ordinary and extraordinary waves
that are oppositely polarized and by affecting the global
structure of the ionosphere (see ELECTROMAGNETIC WAVES IN

THE IONOSPHERE). The ordinary (o) wave is polarized such
that, with the thumb pointing in the direction of the
earth’s magnetic field, the electric field rotates in a left-
handed sense, whereas the extraordinary (x) wave rotates
in a right-handed sense. For example, an incident, verti-
cally polarized wave on exit from the ionosphere will be
elliptically polarized, which depends on the relative am-
plitudes and polarizations of the emerging o and x waves.
The relative amplitudes of the o and x waves are deter-
mined by the extent to which the incident power is divided
between the two component waves and the relative
absorptions of the two waves thereafter. The relative
absorptions are

Lðo; xÞ¼A=ðf � fHÞ
2

ð3Þ

where the þ sign refers to the ordinary wave and the �
sign to the extraordinary wave, and A is essentially the
same for both waves. The electron gyrofrequency fH is the
natural frequency of rotation of an electron (right-handed)
about the magnetic field. In the ionosphere, fH varies from
about 0.8 MHz at the magnetic equator to about 1.6 MHz
near the magnetic poles. Current models of the geomag-
netic field are available on the Internet (e.g., see Ref. 5).
Equation (3) shows that the absorption of the ordinary
wave is less than that of the extraordinary wave, so that
an antenna should be designed to excite as much of the
ordinary wave as possible (see Ref. 1, Sec. 7.6).

The global effects of the geomagnetic field are two-fold.
Near the magnetic equator there is an F2-layer anomaly
in which the peak electron densities maximize in the late
afternoon at magnetic latitudes near 7151. Magnetic lat-
itude F is defined in terms of the dip angle I by which the
earth’s magnetic field dips below the horizontal.

tan F¼ 0:5 tan I ð4Þ

Another way in which the earth’s field affects the iono-
sphere is via the precipitation of magnetospheric charged
particles into the polar caps and the auroral zones (651 to

701 magnetic latitude), where energy is deposited that
produces ionospheric storms. In the auroral zones, D-re-
gion electron densities are enhanced producing auroral
absorption. Energetic solar protons enter the atmosphere
over the polar caps (latitudes 4701) and produce intense
polar cap absorption (PCA) that can black out HF signals
for several days.

3. VERTICAL AND OBLIQUE PROPAGATION

3.1. Equivalence of Vertical and Oblique Reflection

Equation (1) shows that, with a radiowave incident at an
angle f with the vertical on a plane ionosphere, reflection
occurs when

fN ¼ f cos f ð5Þ

With vertical propagation, f¼ 0�, so f¼fN and, therefore,
for a given maximum electron density (i.e., maximum fN) a
maximum, or critical, frequency is reflected. With oblique
propagation, the maximum frequency depends jointly on
the critical frequency and on the incident angle, which is
determined by the ground range and the layer height. The
subject of vertical-to-oblique conversion has been dis-
cussed extensively by numerous authors (e.g., Ref. 1,
Chapter 6; Ref. 2, Chapter 4; Ref. 4, Chapter 4). With a
flat earth and flat ionosphere, the relationship between a
frequency fo incident obliquely at an angle f and a fre-
quency fv reflected vertically from the same true height is

fo¼ fv sec f¼ fv½1þ ðD=2h0Þ2�1=2 ð6Þ

where D is the ground range and h0 is the virtual height of
reflection. The variation of virtual height with frequency
is called an ionogram, and the relationship between sec f
and h0, when presented graphically, is called a transmis-
sion curve. The intersection of a transmission curve with
the ionogram trace gives the virtual heights of reflection of
the obliquely traveling signal. When the transmission
curve is tangent to the ionogram, we have the maximum
reflected frequency. On frequencies below the maximum
frequency, there are two intersections of the transmission
curve and the ionogram trace (for a single layer) showing
that, for a given ground range, there is a low-angle ray
and a high-angle ray. Modifications to the plane iono-
sphere geometry are required for ground ranges over
about 200 km and for the extraordinary ray that deter-
mines the maximum frequency, but the principles are es-
sentially the same (the reader is referred to the
aforementioned texts and references therein).

3.2. Parabolic Layer Theory

Transmission curves were used extensively for the deter-
mination of maximum usable frequencies (MUF) for a
number of years (approximately 1940 to 1980). With the
advent of inexpensive and fast computers, an alternative
method has come to the fore. Essentially, the method con-
sists of using ionogram data to approximate the electron-
density profile by an analytic function such as a parabola,
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or a quasiparabola, and calculating the maximum fre-
quency. A parabolic profile is defined by its critical fre-
quency fc, the semithickness ym, and the height of the peak
hm. More complicated ionospheres can be approximated by
two (or more) parabolas or by two parabolas joined by lin-
ear segments. The International Reference Ionosphere [6]
also uses a segmented profile. The ground range in each
segment is calculated analytically.

3.3. Ray Tracing

With realistic profiles obtained by ionogram inversion,
which have horizontal and vertical structures and cannot
be represented by simple analytical formulas, there is re-
course to ray tracing. This involves starting with a ray
from a specified transmitting site and with specified an-
gles of elevation and azimuth, and plotting the flow of en-
ergy step by step until it returns to earth or escapes into
space. This is a complicated procedure and is feasible only
with adequate computers. A comprehensive three-dimen-
sional ray tracing program has been constructed by Jones
and Stephenson [7] and is available on the Internet [8]. In
Fig. 3a, we see what happens to the ray paths (on a given
frequency) as the angle of elevation slowly increases. For

low angles, the ground range is long. As the elevation in-
creases, the ground range decreases until the skip is
reached, after which the range increases rapidly. Eventu-
ally penetration occurs. Figure 3b shows the equivalent
triangular paths for different angles of elevation. The
apexes of the equivalent triangles lie on a smooth curve,
called a reflectrix, as shown in Fig. 3c. The ray with its
apex at the ‘‘nose’’ of the reflectrix is the skip ray and its
frequency is the MUF. Rays reflected at lower virtual
heights are low-angle rays, and rays reflected on the up-
per side of the reflectrix are high-angle rays. For a given
reflectrix, the relationship between virtual height and an-
gle of elevation (b) is given by Fig. 3d [9].

3.4. Maximum Frequencies

When the ground range, D, is plotted against the angle f
we find that, for f > fc, there is a minimum range, Ds,
called the skip distance, within which no power is received
via the normal reflection process. However, signal power
in the skip zone may result from ground waves, ground
scatter, and scatter from ionospheric irregularities. At the
edge of the skip zone, the signal frequency corresponds to
the maximum usable frequency for the skip distance,
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Figure 3. (a) Real rays in a concentric earth
and Chapman ionosphere, f¼8 MHz, fc¼

4 MHz, hmax¼300 km, semi-thickness¼
200 km. (b) Equivalent or virtual paths reflect-
ed at the apexes of the fictitious triangular
paths. (c) The reflectrix as the locus of the vir-
tual reflection heights. (d) The reflectrix as a
function of virtual height, range, and elevation
angle. (Adapted from Croft [9] by permission
of the American Geophysical Union.)
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MUF(Ds). The MUF for a distance D is related to the crit-
ical frequency by

MUFðDÞ¼ fcMðDÞ ð7Þ

where M(D) is called the MUF factor corresponding to the
distance D. The M(3000)F2 is used extensively both as a
reference and as a measure of the height of the F2 layer.

4. IONOSPHERIC MODELS

Ionospheric models are of two types: (1) empirical models
based on data and (2) physical models based on produc-
tion, loss, and movement of plasma by winds and/or elec-
tric fields. For long-term sky wave predictions, it is
customary to use monthly median models of the main
ionospheric characteristics, such as critical frequencies
ðfoEhmE; fEshm F2; foF1; foF2Þ and layer heights (hmE,
hmF2) or equivalent M factors. The diurnal, seasonal,
and sunspot number dependencies of the regular E and
F1 layers are well behaved and are represented by ana-
lytical expressions (e.g., see Ref. 1, Chapter 5). However,
the most important (F2) layer varies irregularly, and its
characteristics are expressed in the form of numerical
maps of median values. The day-to-day variability is ex-
pressed in terms of upper-decile and lower-decile values.
D-region absorption, although highly variable in space
and time, is represented by an analytical expression (see
Ref. 1, Eq. 12.12). Electron-density profiles can be repre-
sented numerically or, for ray tracing, more conveniently
by integrable segments. Several such approximations are
discussed in Davies (Ref. 1, Sec. 5.3.2, 5.3.4, and 5.3.5). Of
particular interest is the International Reference Iono-
sphere (IRI), which produces electron-density profiles,
ion– and electron–temperature profiles, layer heights,
and so on and is available from World Data Centers on
the Internet [5,8]. Some models, such as PRISM [10], can
be updated using current ionospheric data, such as total
electron contents (see Ref. 1, Chapter 8) and/or critical
frequencies.

5. PROPAGATION ON MEDIUM FREQUENCIES

5.1. Importance of Medium Frequencies

The medium-frequency (MF) band is dominated by the
AM broadcast band (E500 kHz to 1700 kHz), which dur-
ing daytime depends on ground-wave propagation. This
frequency band has a major economic, social, and political
impact on everyday life and is intensively used. Knowl-
edge of sky wave properties in the MF band is restricted
because of (1) the congested spectrum, (2) high ionospheric
absorption, (3) the role of the earth’s magnetic field, (4)
difficulty in separating deviative (mE0) from nondeviative
(mE1) effects, (5) effects of collisions, and (6) the medium
not always slowly varying on the lower frequency end, so
that ray theory may be inapplicable. For efficient use of
the MF band it is essential for several users to operate on
the same, or adjacent, channels with minimum interfer-
ence. Thus determination of the signal strength in distant

regions is important in channel sharing [11]. Atmospheric
radio noise on the MF band has been modeled by Herman
and DeAngelis [12]. It is difficult to collect sky wave data
during the daytime because the signals are weak and/or
over short distances the ground wave may mask the sky
wave. For estimating sky wave field strengths, the Radio
Communications Sector of the International Telecommu-
nications Union (ITU) has recommended the Wang [11]
method for North America and the CCIR (Consultative
Committee on International Radio) [13] Recommendation
435-8 elsewhere. These two methods are in reasonable
agreement throughout Europe.

5.2. Temporal Variations

5.2.1. Diurnal Variations. As the MF band is dominated
by the broadcast band, relatively little is known about the
sky wave signal structure. Yet this band has the heaviest
usage. During daylight, high D-region absorption sup-
presses sky wave signals to an extent sufficient for inter-
ference-free broadcasting in most areas. However, in areas
remote from an MF transmitter, weak sky waves may suf-
fice to produce unwanted interference. Shortly after sun-
set, when the electron content of the D region essentially
disappears, sky wave strengths increase and AM stations
can be received at distances of several thousand kilome-
ters. During daytime, MF waves are reflected from the E
layer, but during nighttime, sky waves may be received
from both E and F layers, especially on the upper end of
the MF band.

5.2.2. Seasonal Variations. Measurements in Europe
(see Ref. 14, Report 431-4) show equinoctial maxima of
signal strength and minima in summer and winter, the
summer minimum being the more pronounced. The over-
all seasonal variation may be as much as 15 dB at the
lower end of the MF band, decreasing to about 3 dB at the
upper end of the band. Over the western hemisphere there
is little seasonal variation, and over the United States
there is a slight minimum in summer. The sensitivity to
length of day and to magnetic disturbance of broadcast
signals received in Canada is illustrated in Fig. 4. This
figure shows the frequency-integrated power in the AM
broadcast band (550 kHz to 1600 kHz) received in Arviat,
Northwest Territories during a six-month interval, Sep-
tember 1994 through April 1995. Local time is on the ver-
tical axis, with local midnight (0600 UT) near midscale.
The figure shows the normal diurnal pattern of MF sky
wave reception in that signals are strong at night (middle
of the figure) and weak during the day (top and bottom of
the figure). The span of reception extends from near sun-
set (E00 UT) to near sunrise (E12 UT), corresponding to
the seasonal variations of the terminator. The reception is
longest near midwinter. In summer, reception is short
lived. There is an asymmetry between the dawn and dusk
terminators: The dawn terminator produces a sharper
transition between nighttime conditions and daytime
conditions than is the case near dusk. This phenomenon
results from the prompt production of the D layer at sun-
rise versus the relatively slow decay of the D layer after
sunset.
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The lower panel in Fig. 4 shows the daily magnetic
index from September 1994 to April 1995 and illustrates
the dependence on geomagnetic activity of the high-
latitude reception of distant AM broadcast band trans-
missions. Several-day intervals with high magnetic
disturbance correlate one-to-one with intervals when the
integrated power in the AM broadcast band at night is
nearly the same as it is during the day. The latter intervals
appear as light vertical bands in the top panel of Fig. 4. On
shorter timescales, prompt absorption of distant AM trans-
missions is a sensitive indicator of auroral disturbance
[15]. Another indication of the seasonal variation is the
average daily number of hours of MF reception at Fair-
banks, Alaska of signals from five stations in the United
States and Canada: Hunsucker and DeLana [16] found
these hours to be 13.3 h in winter and spring, 4.0 in sum-
mer, and 11.0 in autumn. Daytime field strengths, though
weak, are higher in winter than in summer. The winter-to-
summer ratio is typically 10 dB to 20 dB. For planning pur-
poses, ‘‘annual median’’ field strengths are used (Ref. 11,
Sec. 4.1). Measurements indicate that the annual median
value at noon is some 42.5 dB lower than at 6 hours after
sunset, which is the reference time used by Europeans.

5.2.3. Sunspot Dependence. In Europe, Ebert [17]
found that the 11-month smoothed midnight signal,

F(11), and the corresponding smoothed sunspot number,
R(11), are related by

Fð11Þ � 60� 0:02Rð11ÞdB ð8Þ

The sensitivity to sunspot number depends on the hour of
observation. In Europe, the reference hour is normally 6 h
after sunset, whereas in North America it is customary to
use sunset þ 2 h, at which the difference between field
strengths at sunspot maximum and sunspot minimum
during 1944 through 1947 was 14 dB compared with only
8 dB at sunset þ 6 h.

5.3. Dependence on Wave Frequency

Some measurements indicate that the signal strength in-
creases with wave frequency, whereas others suggest a
decrease of signal strength with increase of frequency.
Both these conclusions have some basis because, at night,
an appreciable fraction of the ionospheric absorption may
occur near the reflection level (i.e., deviative absorption,
which may increase with increasing frequency; see Ref. 1,
Sec. 11.5.3, which gives several formulas for the frequency
dependence of MF field strengths). For many practical
purposes, it is sufficient to take the field strength on
1000 kHz as representative of the entire band.

Figure 4. Integrated power in the frequency range 550 kHz to 1600 kHz received in Arviat,
Northwest Territories, Canada from September 1994 through April 1995. Local meridian (2701E)
time is on the vertical axis. The reception is best near the winter solstice. (Courtesy of J. La-Belle.)
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5.4. Dependence on the Geomagnetic Field

The CCIR [13] basic loss factor is

K ¼ 3:2þ 0:19f 0:4 tan2ðFþ 3Þ ð9Þ

where the frequency, f, is in kHz and F is the magnetic
latitude at the center of the path for F � 60� and F¼ 60�

for magnetic latitudes greater than 601. Thus reception is
poor near the auroral zones. This is illustrated in Fig. 4,
which shows gaps in the reception of signals on days with
high magnetic indexes. This is the result of increased au-
roral absorption on the path because of increased D-region
electron content and equatorial motion of the auroral
zone. MF signals are sensitive to auroral absorption and,
above a certain threshold of disturbance, are blacked out.

For east—west and west—east propagation in low mag-
netic latitudes (e.g., in Africa), polarization coupling loss is
important. This develops because the electric field, from a
vertical antenna, is perpendicular to the (horizontal) mag-
netic field and excites only an extraordinary wave, which
suffers high D-region absorption [see Eq. (3), with f � fH].

5.5. Predicting Field Strengths

Methods for predicting MF sky wave field strengths are
given in CCIR [see Ref. 13, pp. 311–390; PoKempner [18],
and Davies [1], Sec. 11.7]. The CCIR method takes into
account antenna gain, propagation loss, polarization cou-
pling, and, where appropriate, sea gain.

5.6. Fading on MF

Nearly all sky waves fluctuate, or fade, with time as a re-
sult of interference between component echoes, absorption
changes, polarization changes, and so on. To determine a
station’s sky wave service area and its interference poten-
tial, it is important to know the percentage of time that a
given field strength is exceeded. For example, fields ex-
ceeded for 1% and 10% of the time are about 13 dB and
8 dB, respectively, higher than the median. In high geo-
magnetic latitudes, the corresponding differences are
15 dB and 10 dB [19].

6. PROPAGATION ON HIGH FREQUENCIES

6.1. The Available Spectrum

The HF sky wave spectrum is bounded on the upper end
by the MUF, which is essentially determined by the max-
imum electron density in the reflecting layer, and on the
lower end by the lowest usable frequency (LUF), which is
determined by D-region absorption and/or by E-layer cut-
off. As a result of day-to-day fluctuations (E15% about the
monthly median) of the F2 critical frequencies, operation
on the MUF would provide reception for 50% of the time at
a particular hour. To ensure communications 90% of the
time, it is customary to operate at, or below, the optimum
working frequency (or FOT from the French initials),
which is defined empirically as 0.85 of the monthly medi-
an MUF. As the MUF can be defined in several ways, the
CCIR (Ref. 14, Recommendation 373-5) has adopted the

following: (1) Basic MUF is the highest frequency by
which a radiowave can propagate between given termi-
nals, on a specified occasion, by ionospheric refraction
alone; and (2) operational MUF, or simply MUF, is the
highest frequency that would permit acceptable operation
of a radio service between given radio terminals at a given
time under specified working conditions (such as anten-
nas, transmitter power, class of emission, information
rate, and required signal-to-noise ratio).

The operational MUF refers to propagation in the ac-
tual ionosphere and includes effects of scattering, partial
reflection, and so on, whereas the basic MUF essentially
depends only on ionospheric refraction. Hence, in general,
the operational MUF is equal to or greater than the basic
MUF.

6.2. Path Structure

The layered structure of the ionosphere can produce com-
plicated oblique echoes. A composite echo may consist of
the following: high- and low-angle rays from the E (in-
cluding Es), F1, and F2 layers (See CHARACTERISTICS OF THE

IONOSPHERE for a discussion of ionospheric structure and
variability); one-hop, two-hop, and so on echoes; and scat-
ter from the ground and from ionospheric irregularities.
Figure 5 shows a sample oblique ionogram taken, during
magnetically quiet conditions, over a geographically east–
west path. The traces are sharp and the maximum, or
junction (J), frequency of the one-hop F2 trace is well de-
fined. The high-angle, or Pedersen, trace can be seen for
the one-hop trace. Splitting of the high (H)-angle, two-hop
trace into ordinary and extraordinary traces can be seen.
The time spread sets a limit to the rate of transmission of
information because overlapping echoes can result in er-
rors. Roughly speaking, the maximum rate of transmis-
sion (in binary units per second) is equal to the reciprocal
of the time spread, which is a function of signal frequency,
path length, geographical location, season, sunspot num-
ber, and so on. Ionospheric structures, both vertical and
horizontal, produce echoes with various angles of eleva-
tion and azimuth. The interested reader should consult
Ref. 4, Chapters 12–15, for a detailed discussion of direc-
tion finding.

6.3. Fading on HF

When the ionosphere changes with time and/or space with
moving terminal(s), the relative phases of the component
echoes change and the resultant signal fluctuates or fades.
Fading may result from interference between (1) echoes
reflected from different parts of the ionosphere; (2) ordi-
nary and extraordinary waves, called polarization fading;
(3) reflection or penetration, called MUF fading or skip
fading; (4) absorption fading; and (5) focusing. The fading
rate depends largely on the type of fading and may range
from 100/s (flutter fading) to once per day (MUF fading).
The speed of interference fading is related to the width of
the fading power spectrum. The autocorrelation falls to
0.37 after a time, t, called the fading time, given by

t¼ l=4pv ð10Þ
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where l is the signal wavelength and v is a measure of the
velocity of the reflecting sources.

For practical purposes, it is customary to make fading
allowances to ensure that the field strength is exceeded a
certain percentage (e.g., 90%) of the time. Circuit planning
requires comparison of the strengths of the wanted signal
relative to (1) natural and synthetic noise, and (2) cochan-
nel and adjacent channel interference (called electromag-
netic compatibility). Hence, in addition to monthly
medians, fading allowances are necessary that depend
on short-term (o1 h) and long-term (day-to-day) fading
of the wanted signal and the background interference.
Some proposed fading allowances are discussed in ITU
[20], Recommendations 339 and 411.

In high magnetic latitudes, rapid ionospheric motions
(E1 km � s�1) result in Doppler frequency shifts and,
hence, frequency spreading on great-circle paths of
0.1 Hz to 0.5 Hz. On nongreat-circle paths, spreading of
5 Hz to 10 Hz is typical. Some typical time-delay spreads
are 100 ms to 200 ms. Sky wave fading models are avail-
able (e.g., see [21]). Further, in high latitudes, vertical an-
tennas, which generate vertical electric fields, are
preferred to horizontal antennas because they excite or-
dinary waves, which suffer less absorption than extraor-
dinary waves.

6.4. HF Propagation Programs

As the ionosphere varies in space and time (local time,
season, sunspot numbers, etc.), so does the usable fre-
quency spectrum and, also, the characteristics of the re-
ceived signals (e.g., signal strength, fading). Hence,
knowledge of the variability of the ionosphere has been
invaluable in the design and operation of point-to-point
and broadcasting HF systems. For continuous operation of
a given point-to-point circuit, a set of frequencies is re-
quired to avoid MUF failure (e.g., at night) and excessive
ionospheric absorption by day. For long-term planning, the
foF2 is the most important single parameter in controlling
the MUF, and it is highly variable. In spite of the increase
in the number of solar disturbances, HF sky wave prop-
agation is better near sunspot maximum than near sun-
spot minimum because of the broader available frequency
band.

When the foF2 and the layer height [or M(3000)F2] are
known, from vertical soundings, the basic MUF can be
calculated by graphical methods or by parabolic theory.
The behaviors of the E and F1 layers are regular and are
expressed by analytic formulas (see Ref. 1, Sec. 5.2) and
are such that the smaller F1 M factor essentially compen-
sates for the higher foF1 so that the products, the MUFs,
for both layers are nearly equal. During daytime, the E
layer is usually the controlling layer for distances up to
about 2000 km and the F1 layer for distances between
2000 km and 3000 km. Over distances of 4000 km and
longer, the F2 is normally the controlling layer. Single-
hop propagation is limited to paths shorter than about
4000 km. Empirically, it has been found that as the dis-
tance increases beyond the ‘‘limit,’’ sky wave propagation
is maintained by such mechanisms as ionospheric and
ground scatter, high-angle rays that have longer one-hop
limits, and ionospheric tilts that produce ‘‘super-modes’’
such as those that occur on transequatorial circuits. Prop-
agation fails only when the ionosphere fails to support
propagation at one of two ‘‘control points’’ on the great-
circle path at 2000 km from each end (see Ref. 1, Sec. 12.2).
The path MUF is the lower of the two MUFs for 4000 km
with the ionospheric parameters at the control points. In
the cases of the E, Es, and F1 layers for paths longer
2000 km, control points 1000 km from each end are used
and the MUFs for a range of 2000 km are calculated (the
lower of the two MUFs is taken as the circuit MUF). Glob-
al numerical maps of foF2 are available at reference high-
and low-sunspot numbers (or equivalent indexes), and the
values for other sunspot numbers are obtained by inter-
polation or extrapolation. There is a saturation of foF2 at
sunspot numbers Z150 so that for sunspot numbers
greater than 150, the value is set at 150. The monthly
median foF2 correlates better with the 12-month
smoothed sunspot number than with the individual
monthly number. For prediction purposes, the zero dis-
tance MUF (¼ foF2þ 0.5fH) together with the MUF at a
reference distance (e.g., 3000 km or 4000 km) and, for
paths with other lengths, the MUFs are found by inter-
polation. The M(3000) is related to the virtual height, in
km, by

Mð30000Þ¼ ð67:6542� 0:014938h0Þ=
ffiffiffiffiffi
h0
p

ð11Þ
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Figure 5. Oblique ionogram for the 2370 km,
geographic approximately west–east path from
Boulder, Colorado, to Sterling, Virginia, Sep-
tember 1, 1954, 2112 (901 West Meridian Time).
Here the junction frequency (FJF) or basic
MUF is the same as the maximum observed
frequency (FMOF). LOF is the lowest observed
frequency.
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The optimum working frequency (FOT) is 0.85 (monthly
median MUF), and it ensures sky wave propagation 90%
of the days of the month at a particular hour (usually local
or universal time). Operating on the monthly median
MUF results in sky wave reliability of 50%. The highest
probable frequency, or HPF, is exceeded 10% of the time.
The higher the signal frequency the greater is the signal
strength, but this has to be balanced against the spectrum
congestion caused by many operators using similar cir-
cuits. An advantage of using a frequency close to the MUF
is that the time dispersion is a minimum.

In planning a circuit, it is necessary to determine
(1) the maximum MUF for the various layers and, hence,
the FOT; (2) the radiation angle for the appropriate layer;
(3) the power delivered to a receiver (using spatial spread-
ing, ionospheric absorption, fading and polarization losses,
antenna gains); and (4) the noise and interference (see
RADIO NOISE).

Before about 1970, individual circuit evaluations were
necessary using laborious methods, and graphical tech-
niques were customary for the determination of sky wave
propagation parameters such as those discussed previous-
ly. Today, these laborious methods are replaced by conve-
nient user-friendly computer programs, many written for
personal computers, that only require basic circuit infor-
mation, such as time of day, month, sunspot number (or
equivalent), and path terminals (or area coverage for
broadcasting). The computer programs normally include

numerical maps, or formulas, for calculating the necessary
ionospheric characteristics and noise and interference; the
more comprehensive models include reference antennas
for calculation of received signal-to-noise ratios. The so-
phistication of these PC programs ranges from basic fre-
quency outputs to broad coverage. A list of some
commercially available programs is given in Goodman
(Ref. 2, Table 5.16; see also Ref. 22, Resolution ITU-R25).
An example of a prediction program is the Ionospheric
Communications Enhanced Profile Analysis and Circuit
(ICEPAC), which includes, in addition to a global iono-
spheric model, models of the subauroral trough, auroral
zones, and polar caps. This software is available (free) on
the Internet [23]. A sample output from ICEPAC is shown
in Fig. 6, which includes contours of signal strength
around a broadcasting transmitter that has an isotropic
antenna.

Besides the basic sky wave characteristics, such as
MUF, FOT, and LUF, the more comprehensive of these
computer programs give signal-to-noise ratio for a given
circuit performance (see RADIO NOISE) and the following
characteristics that depend on the ionosphere (see Ref. 2,
Sec. 5.11, and references therein). Mode availability, Q
(0oQo1), is the fraction of time that a path is available
(see Ref. 1, Sec. 12.6.2). To a first approximation, the stan-
dard deviation of foF2 about the monthly average is about
15%. On the median MUF, Q¼0.5; on the FOT, Q¼ 0.9;
and on the HPF, Q¼ 0.1.
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Figure 6. Contours of signal strength on the ground around a transmitter at Tangier at 1800 UT
in June with sunspot number of 100. Transmitter power is 100 kW; signal strength is decibels
above 1mV per meter with an isotropic antenna obtained from the ICEPAC program. (Courtesy of
G. Hand.)
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Circuit reliability, r, (0opo1) is the fraction of days
that successful communication may be expected at a given
hour of a month on a specified operating frequency

r¼QP ð12Þ

where P is the probability that the mean received signal-
to-noise ratio exceeds a specified level. The reliability, r,
depends on P increasing with increasing frequency,
whereas Q decreases with increasing frequency.

Grade of service defines the quality of communication
desired (for example, the percentage of error-free messag-
es in teletype transmitted or the percentage of satisfied
customers of a given service). Service probability is the
fraction of time that a specified grade of service (e.g., sig-
nal to noise) or better is achieved.

Above-the-MUF loss, Lm, accounts for the fact that sig-
nals may be received on frequencies above the basic MUF
(e.g., resulting from ionosphere scatter, Es, etc.). The CCIR
[14], Report 252-2, recommends

Lm¼ 130fðf=MUFÞ � 1g2 ð13Þ

To account for a wide variety of ionospheric effects, such as
Es, spread F, off-great-circle propagation, focusing, day-to-
day variability, and aurora, ITU [20] Report 252 contains
information on additional system loss resulting from these
extra effects.

Compatibility is defined as the percentage of time dur-
ing which a specified criterion of service quality is
achieved at a receiver in the presence of interference, rel-
ative to the value that would be obtained if only noise were
present.

6.5. Digital System Considerations

Digital systems are particularly affected by ionospheric
dispersion, which produces fading (e.g., by multipath, po-
larization, etc.). The performance of a digital system is
characterized by its bit error rate, which is the probability
that a transmitted binary digit is wrongly detected by the
receiver. On HF, intervals with high error densities alter-
nate with intervals of low error densities. Error bursts oc-
cur when the signal-to-noise ratio temporarily falls below
a critical level (e.g., selective fading). Curves are available
in the ITU [20] Report 197, that gives the duration and
probability of fades as a function of the signal level for
specific circuits. In the absence of fading, the signal-to-
noise ratio (SNR) is the controlling factor for digital trans-
mission speed. The theoretical error-free channel capacity,
C, is

C¼B log2ð1þSNRÞbits . s�1 ð14Þ

where B is the channel bandwidth (Hz). As a result of all
the effects described above, these ionospheric channels
usually operate far below the theoretical capacity
(Eq. (14)).

6.6. Real-time Channel Evaluation

Although the prediction systems discussed previously are
valuable for circuit planning and frequency allocation,
they have limited value for operational purposes, primar-
ily because of the high hour-to-hour and day-to-day vari-
ability of the F2 layer. To meet operational requirements,
several real-time circuit evaluation (RTCE) systems have
been developed (see Ref. 14, Report 889-1). The first such
system involved oblique sweep-frequency sounding over
the operational circuit and, from the oblique ionogram,
selection of a suitable frequency with low time dispersion,
adequate signal, and minimum noise and interference.
The channel selection is normally limited by the channel
allocation. A critical feature of this technique is the inter-
val between soundings. When the interval is long, chang-
ing ionospheric conditions can catch the operator
unaware. On the other hand, too frequent soundings gen-
erate excessive interference to other services. An alterna-
tive, and less bothersome, approach is channel sounding
on the allocated channels only. This technique has the fol-
lowing advantages: simpler equipment, lower installation
costs, and less interference. When the optimum channel is
identified, a message is dispatched to the sender, who can
commence transmission. This method assumes reciprocity
(that is, the sender-to-receiver conditions are the same as
the receiver-to-sender conditions). This is usually a good
assumption. Adaptive systems are essential for RTCE in
order to respond to rapidly changing sky wave conditions.
An adaptive system needs (1) a fast frequency response,
(2) antenna agility, and (3) the ability to adjust rates of
information.

Use of RTCE allows adaptive frequency management
by which usage of the HF spectrum can be maximized.
Such an approach is preferable to increasing the trans-
mitter power and/or transmitting simultaneously on all
allocated frequencies, both of which may be self-defeating.
The term channel estimation is used to describe the pro-
cess of monitoring channel characteristics with the aim of
describing the states of a set of channels. Real-time adap-
tive systems are of particular value when one of the ter-
minals is mobile (e.g., ship, airplane, vehicle) and the
other is fixed, so that the fixed terminal can avail itself
of high power and directive antennas. One advantage of
RTCE over prediction is to maximize above-the-median
MUF propagation, in which interference is usually lower
than on the FOT.

7. CONCLUSIONS

The medium-frequency and high-frequency bands have
great commercial, social, and scientific value and are used
extensively for broadcasting and for point-to-point com-
munications. The pronounced (orders of magnitude) vari-
ability of the ionosphere makes sky wave communications
problematic, both as a means of communicating and as a
source of interference. Using HF systems, frequency agil-
ity is essential for continuous operation and, therefore, a
set of suitable assigned frequency channels. Even with
such a frequency allocation, by the appropriate national
authority, sky wave propagation is liable to disruption by
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several solar disturbances and synthetic disturbances
(e.g., nuclear explosions and ionospheric modification).
For many purposes, satellite communications, on giga-
Hertz frequencies, have replaced HF for global communi-
cations. However, sky waves will continue to be used well
into the foreseeable future.
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SLOT ANTENNAS
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1. INTRODUCTION

The advantages of a slot antenna (a slot cut in a conduct-
ing sheet) are that it is simple and robust. The slot can
radiate either a linearly polarized wave or a circularly po-
larized wave. Numerous slot antennas have been proposed
for radiocommunication systems [1–3]. This article focuses
on representative slot antennas, including straight, bow-
tie, loop, curl, and spiral slot antennas, and reveals their
radiation characteristics.

First, a thin straight slot [4] is discussed in Section 2,
assuming a sinusoidal electric field over the slot. The ra-
diation pattern and the radiation conductance are formu-
lated under the condition that a conducting sheet, in
which the thin slot is cut, is of infinite extent. Subsequen-
tly, a relationship between the impedances of a slot
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Figure 1. Thin straight slot cut in a conducting sheet of infinite
extent.
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antenna and a corresponding plate antenna, both having
the same shape, is discussed in Section 3. This relation-
ship, called ‘‘Babinet’s principle [4,5],’’ is then applied to
the aforementioned thin slot antenna and its radiation
conductance is again discussed.

The conducting sheet used for the derivation of Babi-
net’s principle is of infinite extent. However, in practice,
the conducting sheet is of finite extent and Babinet’s prin-
ciple cannot be applied to a slot cut in a finite sheet. To
overcome the limitation regarding the size of the conduct-
ing sheet, an analysis method called the finite-difference
time-domain method (FDTDM) [6–8] is presented in Sec-
tion 4. Evaluation of antenna characteristics (including
the input impedance, radiation pattern, and gain) based
on the FDTDM is briefly described. Note that the FDTDM
can be used for both a slot in a finite sheet and in an
infinite sheet.

Sections 5–10 present the analysis results for the rep-
resentative slot antennas (including the straight, bowtie,
loop, curl, and spiral slot antennas), obtained by using the
FDTDM.

The antenna characteristics of a straight half-wave-
length slot as a function of the source location are analyzed
in Section 5 (note that the slots in Sections 2 and 3 are
fed from their centerpoints). It is found that the straight

half-wavelength slot shows a purely resistive input imped-
ance, when it is fed from an off-center feedpoint. The gain
as a function of the source location is also revealed.

Effects of the finiteness of a conducting sheet on the
radiation characteristics of a half-wavelength slot are re-
vealed in Section 6, where an x-directed slot is cut in a
sheet with an x-directed side length of SGPx and a y-di-
rected side length of SGPy [9,10]. Variations in the input
impedance, radiation pattern, and gain are evaluated as a
function of SGPx, holding SGPy constant. Similarly, varia-
tions in the input impedance, radiation pattern, and gain
are evaluated as a function of SGPy, holding SGPx constant.

A variation on the shape of the straight slot (width w) is
the bowtie slot, whose width increases along the slot axis.
The increase in the width is specified by the bowtie angle
fbow. The size of this angle affects the antenna character-
istics [11,12]. Fixing the length of the bowtie to be a half-
wavelength, the effects of the bowtie angle on the antenna
characteristics are revealed in Section 7 [13]. The frequen-
cy responses of the half-power beamwidth and the gain
are also presented and discussed.

A loop slot presented in Section 8 has a closed-arm
structure, as opposed to the straight and bowtie slots. The
antenna characteristics of the loop slot as a function of the
loop circumference are evaluated under the condition that
the conducting sheet, in which the loop slot is cut, is of
infinite extent [14]. In addition, a comparison between
loop slots with finite and infinite conducting sheets is
made to clarify the differences in the radiation patterns
and the gains.

The straight slot in Sections 5 and 6, the bowtie slot in
Section 7, and the loop slot in Section 8 radiate a linearly
polarized wave. The antennas discussed in Sections 9 and
10 radiate a circularly polarized wave.

A curl slot antenna, discussed in Section 9, has a
triplate transmission-line structure [15–17], where the
curl slot is cut in the upper plate of the triplate transmis-
sion line. The middle plate of the triplate transmission
line forms the feed probe for the slot. The radiation from
the curl is unidirectional by virtue of the lower plate,
which acts as a reflector. After investigating the curl slot,
dual-curl slots are arrayed to realize a high gain of more
than 30 dBi [18].

A spiral slot with two arms [19] is discussed in Section
10. Finite arm lengths are considered for practicality. The
frequency responses of the radiation pattern, gain, and
input impedance for this finite arm-length case are eval-
uated and the wideband characteristics within a frequen-
cy range of 3–7 GHz are discussed [20].

Finally, some comments on slot antennas are added,
referring to recent research work [21–25].

2. THIN STRAIGHT SLOT

A straight slot antenna is a simple radiation element, sim-
ilar to the straight wire antenna. This section discusses
how to calculate the radiation field and the radiation con-
ductance of the straight slot antenna. For the calculation,
the slot is assumed to have a very small width relative to
the wavelength; that is, the slot is assumed to be thin.
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E1, H1

−
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X

Y

M

Conducting sheet

−M′

A

E2, H2
A
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(a)
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Figure 2. Complementary structures: (a) conducting plate of
area A; (b) slot of area A in a conducting sheet of infinite extent.
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2.1. Radiation Field

Figure 1 shows a thin straight slot cut in a conducting
sheet of infinite extent, where the length and width of the
slot are denoted as 2L and w, respectively. The slot is ex-
cited with a voltage source at its center. We assume that
the electric field over the slot is

Ey¼Em sin½k0ðL� jx
0jÞ�;

� L � x0 � L and �
w

2
� y0 �

w

2

ð1Þ

where k0 is the wavenumber (¼ 2p/l, where l is the wave-
length in free space).

The radiation field Eðr; y;fÞ¼Eyðr; y;fÞŷyþEfðr; y; fÞf̂f
in the þ z side of the sheet is calculated using the equiv-
alence principle [26] as

Eyðr; y;fÞ¼ �
jk0

4p
e�jk0r

r

Z w=2

�ðw=2Þ

Z L

�L

Mfejk0 r̂r�r0dx0 dy0 ð2Þ

Efðr; y;fÞ¼
jk0

4p
e�jk0r

r

Z w=2

�ðw=2Þ

Z L

�L

Mye
jk0 r̂r�r0 dx0 dy0 ð3Þ
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Figure 3. Babinet’s principle: (a) slot excited
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Fig. 3b).
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where r, y, and f are spherical coordinates and r̂r; ŷy, and f̂f
are the corresponding unit vectors; My and Mf are the
components of the magnetic current density M (equivalent
source density) over the slot

Mf¼ � 2Ey sin f ð4Þ

My¼ 2Ey cos y cos f ð5Þ

Note that r0[¼ r0(x0, y0)] in Eqs. (2) and (3) is the position
vector from the coordinate origin to a point within the slot,
and hence

r̂r � r0 ¼ x0 sin y cos fþ y0 sin y sin f ð6Þ

When the slot length 2L is a half-wavelength and
k0 y0-0, Eqs. (2) and (3) become

Ey¼
j

p
e�jk0r

r
V0 sin f

cos
p
2

sin y cos f
h i

1� sin2 y cos2 f
ð7Þ

Ef¼
j

p
e�jk0r

r
V0 cos y cos f

cos
p
2

sin y cos f
h i

1� sin2 y cos2 f
ð8Þ

where V0¼wEm, which is the voltage across the center
terminals u and v. Note that Eqs. (7) and (8) in the x–z
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Figure 4. Finite-difference time-domain method: (a) analysis space, which is subdivided into nu-
merous cells; (b) assignment of electric field E and magnetic field H on a cell; (c) radiation field
calculation using equivalence theorem.
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plane (f¼ 0) are

Ey¼ 0 ð9Þ

Ef ¼
j

p
e�jk0r

r
V0

cos
p
2

sin y
h i

cos y
ð10Þ

and Eqs. (7) and (8) in the y–z plane (f¼ p/2) are

Ey¼
j

p
e�jk0r

r
V0 ð11Þ

Ef¼0 ð12Þ

As will be shown later, the radiation fields in the two
principal planes, as given above, are in good agreement
with those obtained using the finite-difference time-
domain method.

2.2. Radiation Conductance

Using Eqs. (7) and (8), we calculate the total power P ra-
diated in the þ z space from a thin half-wavelength slot
(shown in Fig. 1). Integrating the Poynting power over the
surface of a hemisphere of radius r leads to

P¼

Z p=2

y¼ 0

Z 2p

f¼ 0

1

2Z0
ð Eyj j

2
þ Ef
�� ��2Þr2 sin ydydf

¼
1

2Z0

1

p2

1

r2
V2

0

Z p=2

y¼ 0

Z 2p

f¼ 0
ðsin2 fþ cos2 y cos2 fÞ

�

cos2 p
2

sin y cos f
� �

ð1� sin2 y cos2 fÞ2
r2 sin ydydf

ð13Þ

where Z0 is the intrinsic impedance of free space:
Z0¼ 120pO.

Equation (13) becomes (see Appendix)

P¼
V2

0

4pZ0
½ln 2pg� Cið2pÞ�

¼ 73
V2

0

Z2
0

ð14Þ

where ln g¼ 0.5772 (Euler’s constant) and Ci (x) is the co-
sine integral:

CiðxÞ¼ �

Z 1

x

cos x

x
dx ð15aÞ

Z x

0

1� cos x

x
dx¼ ln xg� CiðxÞ ð15bÞ

The total power P can alternatively be written, using the
radiation conductance Gr, as

P¼
1

2
GrV

2
0 ð16Þ

From Eqs. (14) and (16), Gr is given as

Gr¼
2ð73Þ

Z2
0

¼ 1:03� 10�3 mhos

ð17Þ

Note that the radiation conductance in Eq. (17) applies for
a slot radiating only in the þ z space. The radiation con-
ductance will be discussed again in Section 3.2.

3. IMPEDANCE RELATIONSHIP BETWEEN
COMPLEMENTARY STRUCTURES

The conductance determined in the previous section can
be evaluated directly from Babinet’s principle [4,5,29]. Be-
fore applying Babinet’s principle to a slot antenna, let us
understand what Babinet’s principle is.

3.1. Babinet’s Principle

For derivation of Babinet’s principle, we consider an arbi-
trarily shaped conducting plate of area A in the x–y plane,
shown in Fig. 2a. Let the shape of the conducting plate be
exactly the same as the aperture (slot) cut in a conducting
sheet of infinite extent, as shown in Fig. 2b, where the
conducting sheet of area �AA is located in the x–y plane. The
two structures, where Aþ �AA covers the entire x–y sheet,
are said to be ‘‘complementary’’ to each other.

J and J0 in Fig. 2a are electric currents, which are lo-
cated symmetrically with respect to the x–y plane. The
electric and magnetic fields for this case are specified by
E1 and H1, respectively. Similarly, the electric and mag-
netic fields for the case shown in Fig. 2b are specified by E2

and H2, where antisymmetric magnetic currents M and
�M0 exist [5,29].

Maxwell’s curl equations for Figs. 2a and 2b are written
as

r�E1þ jomH1¼ 0 ð18Þ

r�H1 � ðjoeþ sÞE1¼J ðz > 0Þ ð19aÞ

r�H1 � ðjoeþ sÞE1¼J0 ðzo0Þ ð19bÞ

r�E2þ jomH2¼ �M ðz > 0Þ ð20aÞ

r�E2þ jomH2¼M0 ðzo0Þ ð20bÞ

r�H2 � ðjoeþ sÞE2¼ 0 ð21Þ

If the magnetic currents are chosen to be (M, M0)¼ (ZsJ,
ZsJ

0), then Eqs. (20a), (20b), and (21) are transformed,
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respectively, to

r� �
1

Zs
E2

� �
� ðjoeþ sÞðZsH2Þ¼J ðz > 0Þ ð22aÞ

r�
1

Zs
E2

� �
� ðjoeþ sÞð�ZsH2Þ¼J0 ðzo0Þ ð22bÞ

r� ðZsH2Þþ jom �
E2

Zs

� �
¼ 0 ð23Þ

where Zs is

Zs¼
jom

joeþ s

� �1=2

ð24Þ

These electric and magnetic fields (E1, H1) and (E2, H2)
must satisfy the boundary conditions on the areas A

and �AA [5,29]

E1� n̂n¼H1 . n̂n¼ 0 on A ð25aÞ

E1 . n̂n¼H1� n̂n¼ 0 on �AA ð25bÞ

E2� n̂n¼H2 . n̂n¼ 0 on �AA ð26aÞ

E2 . n̂n¼H2� n̂n¼ 0 on A ð26bÞ

where n̂n is the unit vector normal to the x–y plane. Equa-
tions (25b) and (26b) are derived from the symmetric elec-
tric currents and antisymmetric magnetic currents,
respectively.

Comparing Eqs. (18), (19a), and (19b) to Eqs. (23),
(22a), and (22b), respectively, and taking into account
the boundary conditions Eqs. (25) and (26), we have

H1¼ �
1

Zs
E2 ðz_0Þ ð27aÞ

E1¼ � ZsH2 ðz_0Þ ð27bÞ

This means that, once the electric and magnetic fields are
obtained for either case of Fig. 2a or Fig. 2b, the fields for
the remaining case can be calculated using Eq. (27). Such
a principle is referred to as Babinet’s principle.

Similarly, if we choose the magnetic currents as (M, M0)¼
(J, J0), as Kotani did [5,29], the field equations for
Babinet’s principle can be written as

H1¼ �E2 ðz_0Þ ð28aÞ

E1¼ � Z2
sH2 ðz_0Þ ð28bÞ

3.2. Application of Babinet’s Principle to a Slot Antenna

The purpose of this section is to obtain the radiation con-
ductance of the slot antenna shown in Fig. 3a, using
Babinet’s principle. For this, the voltage and the current
across terminals u and v are denoted as Vslot and Islot,
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Figure 5. Half-wavelength straight slot excited by an off-center
voltage source: (a) perspective view; (b) top view.
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respectively. In addition, the electric and magnetic fields
for this case are specified by E2 and H2, respectively.

We replace the voltage source in Fig. 3a with a mag-
netic current source, as shown in Fig. 3b. The magnetic
current source surrounds a conducting plate section con-
necting points p and q. In other words, the directions of
the magnetic current in the front and back of this section
are opposite to each other [5]. It follows that Fig. 3b cor-
responds to Fig. 2b. Note that the electric and magnetic
fields in Fig. 3b are specified by the initial E2 and H2, re-
spectively, so that Fig. 3b is equivalent to Fig. 3a.

Figure 3c shows the complementary structure of Fig. 3b.
The voltage and the current across terminals p and q are
denoted by Vplate and Iplate, respectively. The electric and
magnetic fields for this case are specified by E1 and H1,
respectively. Note that Fig. 3c corresponds to Fig. 2a.

To solve the original problem shown in Fig. 3a, we ap-
ply Babinet’s principle to Figs. 3b and 3c with Eq. (27)

Vslot¼ �

Z v

u

E2 � dl¼

Z v

u

ðZsH1Þ � dl

¼
1

2

I
ðZsH1Þ � dl¼

Zs

2
Iplate

ð29Þ

Vplate¼ �

Z q

p

E1 � dl¼ �

Z q

p

ðZsH2Þ � dl

¼ �
1

2

I
ðZsH2Þ � dl¼

Zs

2
Islot

ð30Þ

where dl is a line element vector. The input impedance of
the slot antenna Zslot and that of the plate antenna Zplate

are given as

Zslot¼
Vslot

Islot
ð31Þ

Zplate¼
Vplate

Iplate
ð32Þ

Therefore, from Eqs. (29) and (30), we have

Zslot � Zplate¼
Z2
s

4
ð33Þ

Note that this relationship can also be derived using Eq.
(28) [5,29].

When Zplate¼ 73O and Zs¼120pOZ0 (for s¼ 0), Eq.
(33) becomes

Zslot¼
Z2

0

4ð73Þ
ð34Þ

Hence, the radiation conductance Gslot is written as

Gslot¼
4ð73Þ

Z2
0

ð35Þ

It is emphasized that Eq. (35) is derived under the condi-
tion that the slot radiates in both the þ z and � z spaces.
When the slot radiates only in the þ z space, as discussed
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in Section 2, the radiation conductance is given as one-half
of Gslot:

1

2
Gslot¼

2ð73Þ

Z2
0

ð36Þ

This equals Eq. (17).

4. NUMERICAL TECHNIQUES

The discussion in Section 2 starts with the assumption
that the electric field distribution over a straight slot can
be represented by Eq. (1). The value of the slot width w for
Eq. (1) is not explicitly mentioned. The width is described
only as ‘‘thin.’’ The radiation conductance given by Eq. (17)
is the value for the limited case where the slot width w
approaches zero.

As will be described later, the radiation pattern de-
pends on the size of the conducting sheet in which the slot
is cut. Equations (7) and (8) are derived under the condi-
tion that the conducting sheet is of infinite extent. How-
ever, in practice, the conducting sheet is of finite extent.

One powerful tool for analyzing the slot antenna, tak-
ing into account the slot width w and finite sheet size, is
the finite-difference time-domain method (FDTDM) [6–8].

The FDTDM is a numerical solver for the electric field E
and the magnetic field H. On the basis of the fields ob-
tained using the FDTDM, we can evaluate the antenna
characteristics.

4.1. FDTDM

As shown in Fig. 4a, we form an analysis space of X � Y �
Z such that it encloses the antenna to be considered. This
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analysis space consists of numerous cells, each having a
volume of Dx � Dy � Dz. To apply Maxwell’s equations to
the analysis space, the field components on a cell are as-
signed, as shown in Fig. 4b, where the Cartesian coordi-
nates are expressed as (x, y, z)¼ (iDx, jDy, kDz) with i, j, and
k being integers.

To terminate the outer surface of the analysis space, we
express the tangential electric field components Ey and Ez

at the boundary x¼ xx as Ey(tþDt, xx) and Ez(tþDt, xx),
respectively, and denote them as E(tþDt, x) for simplicity,
where t and Dt denote the time coordinate and timestep,
respectively. Similarly, the tangential electric field compo-
nents at y¼ xy and z¼ xz are expressed as E(tþDt, x). Liao
shows that this E(tþDt, x) is updated using E(t, x), E(t,
x�Dx), E(t,x� 2Dx), E(t�Dt, x), E(t�Dt, x�Dx), E(t�Dt,
x� 2Dx), E(t–Dt, x–3Dx), and E(t�Dt, x� 4Dx) [8]. In this
article, we use Liao’s result as the absorbing boundary
condition.

The time coordinate t is expressed as nDt, where n is an
integer. For simplicity, a function g(x,y,z,t)¼ g(iDx, jDy,
kDz, nDt) is denoted as gn(i, j, k) in the FTDDM. Then,
derivatives with respect to x and t are approximated with
central finite differences as follows:

@gnði; j; kÞ

@x
�

gn iþ
1

2
; j; k

� �
� gn i�

1

2
; j; k

� �

Dx
ð37Þ

@E

@t t¼ ½n�ð1=2Þ�Dt

�� �
En
�En�1

Dt
ð38Þ

@H

@t
jt¼nDt �

Hnþ ð1=2Þ
�Hn�ð1=2Þ

Dt
ð39Þ
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Using Eqs. (38) and (39), Maxwell’s curl equations

r�E¼ � m
@H

@t
ð40Þ

r�H¼ sEþ e
@E

@t
ð41Þ

are transformed to

En
¼

2e� sDt

2eþ sDt
En�1

þ
2Dt

2eþ sDt
r�Hn�ð1=2Þ

ð42Þ

Hnþ ð1=2Þ
¼Hn�ð1=2Þ

�
Dt

m
r�En

ð43Þ

where e, m, and s are the permittivity, permeability, and
conductivity, respectively. Note that the time at which sE
in Eq. (41) is evaluated is t¼ [n� (1/2)]Dt, corresponding
to the time at which qE/qt is evaluated. This sE is ex-
pressed as sEn�ð1=2Þ and approximated by the average of
sEn and sEn�1 to obtain Eq. (42).

Using Eq. (37), the finite-difference form for the x com-
ponent of Eq. (42) is written as

En
x iþ

1

2
; j; k

� �
¼ ex=0 iþ

1

2
; j; k

� �
En�1

x iþ
1

2
; j; k

� �

þ ex=y iþ
1

2
; j; k

� �
Hn�ð1=2Þ

z iþ
1

2
; jþ

1

2
; k

� ��

�Hn�ð1=2Þ
z iþ

1

2
; j�

1

2
; k

� ��

� ex=z iþ
1

2
; j; k

� �
Hn�ð1=2Þ

y iþ
1

2
; j; kþ

1

2

� ��

�Hn�ð1=2Þ
y iþ

1

2
; j; k�

1

2

� ��
ð44Þ

where

ex=0 iþ
1

2
; j;k

� �

¼

2e iþ
1

2
; j; k

� �
� s iþ

1

2
; j; k

� �
Dt

2e iþ
1

2
; j;k

� �
þ s iþ

1

2
; j; k

� �
Dt

ð45Þ

ex=y iþ
1

2
; j; k

� �

¼
2Dt

2e iþ
1

2
; j; k

� �
þ s iþ

1

2
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� �
Dt

1

Dy

ð46Þ

ex=z iþ
1

2
; j; k

� �

¼
2Dt

2e iþ
1

2
; j; k

� �
þ s iþ

1

2
; j; k

� �
Dt

1

Dz

ð47Þ

The two other components of the electric field En and
three components of the magnetic field Hnþ ð1=2Þ are sim-
ilarly formulated.

After determining E and H, the current along the an-
tenna conductor I is obtained by integrating the mag-
netic field H around the antenna conductor (Ampere’s
law). The input impedance Zin¼Rinþ jXin is given as
Vin(o)/Iin(o), where Vin(o) and Iin(o) are the input voltage
and current in the frequency domain, respectively. These
Vin(o) and Iin(o) are obtained by Fourier-transforming the
time-domain voltage and current, Vin(t) and Iin(t), respec-
tively.

The radiation field Erad is calculated using the equiv-
alence theorem [26]. The y and f components of the
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radiation field (in the frequency domain) are given as

EyðoÞ¼ �
jk0

4p
e�jk0r

r
½Z0NðoÞ � ŷyþLðoÞ � f̂f� ð48Þ

EfðoÞ¼ �
jk0

4p
e�jk0r

r
½Z0NðoÞ � f̂f� LðoÞ � ŷy� ð49Þ

where

NðoÞ¼
Z

closed surface
Jsðo; r0Þ ejk0 r̂r�r0dS

0

ð50Þ

LðoÞ¼
Z

closed surface
Msðo; r0Þ ejk0 r̂r�r0dS

0

ð51Þ

Z0 is the intrinsic impedance (120p O) and k0 is the wave-
number. Note that the Js(o,r0), and Ms(o,r0) are, respec-
tively, the Fourier transforms of the time-domain currents
Jsðt; r0Þ ¼ n̂n�Hðt; r0Þ and Msðt; r0Þ ¼Eðt; r0Þ � n̂n, where r0 is
the position vector from the coordinate origin to the point
at which E(t,r0) and H(t,r0) are evaluated on the closed
surface and n̂n is the outward unit vector normal to the
closed surface (see Fig. 4c).

For the axial ratio (AR) calculation, the radiation field
ðErad¼EyŷyþEff̂fÞ is decomposed into two circularly po-
larized (CP) wave components

Eradðr; y;fÞ¼ERðr; y;fÞðŷy� jf̂fÞ

þELðr; y;fÞðŷyþ jf̂fÞ
ð52Þ

where the first term represents a right-hand CP wave
component and the second represents a left-hand CP wave
component. Using these two components, the axial ratio is
given as AR¼ (|ER|þ|EL|)/||ER|�|EL||.

The antenna gain at a far-field point (r, y, f) is defined as
G¼ {(|Ey|

2
þ|Ef|2)/2}r2/30Pin, where Pin is the power in-

put to the antenna. Since a relationship of |Ey|
2
þ|Ef|2

¼

2(|ER|2
þ|EL|2) is obtained from Eq. (52), the gain is writ-

ten as G¼ (|ER|2
þ|EL|2)r2/30Pin. Therefore, the gains for

a right-hand circularly polarized wave and left-hand circu-
larly polarized wave are calculated as GR¼|ER(r, y, f)|2 r2/
30Pin and GL¼|EL(r,y, f)|2 r2/30Pin, respectively.

For |ER|4|EL|, GR increases and GL decreases as the
axial ratio AR decreases, in accordance with GR¼G/[1þ
{(AR� 1)/(ARþ 1)}2] and GL¼G/[1þ {(ARþ 1)/(AR� 1)}2].
Note that GR¼G and GL¼ 0 when AR¼ 1 (i.e., the polar-
ization is perfectly circular with a right-hand sense).

5. ANTENNA CHARACTERISTICS OF A HALF-
WAVELENGTH STRAIGHT SLOT AS A FUNCTION OF
SOURCE LOCATION xFD

We continue our analysis of a half-wavelength straight
slot cut in a conducting sheet of infinite extent using the
FDTDM. As shown in Fig. 5, the slot is excited with a
voltage source at x¼ xFD. No assumption about the electric
field over the slot is made for the analysis, unlike the
analysis in Section 2. In addition, the analysis is per-
formed with an explicit slot width w [9].

Figure 6 shows the input impedance Zin as a function of
the source location xFD, where the slot width is chosen to
be w¼ 0.03l3 (l3: the wavelength in free space at 3 GHz).
It is found that the input impedance has a purely resistive
value at xFD,res off the centerpoint (xFD¼0).

The source location xFD does not affect the radiation
pattern. Figure 7 shows a representative radiation pat-
tern at xFD¼ xFD,res. The radiation is linearly polarized.
The half-power beamwidth (HPBW) is approximately 761
in the x–z plane [which is nearly equal to the HPBW for an
infinitesimally thin slot (781 for w-0)]. Note that the ra-
diation pattern is symmetric with respect to the x–y plane.

Figure 8 shows the gain in the z direction as a function of
xFD. The fact that the HPBW remains almost unchanged
with xFD leads to nearly constant gain. The gain is approx-
imately 2.2 dBi at xFD¼ 0. This value is very close to the gain
of a center-fed cylindrical dipole antenna (2.16 dBi) [27].

6. EFFECTS OF FINITENESS OF CONDUCTING SHEET ON
RADIATION CHARACTERISTICS OF A CENTER-FED HALF-
WAVELENGTH STRAIGHT SLOT

The discussion above is based on the condition that the
half-wavelength straight slot is cut in a conducting sheet
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Figure 15. Bowtie slot antenna: (a) perspective view; (b) top
view.
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of infinite extent (sGPx¼N and sGPy¼N). In this section,
the conducting sheet is chosen to be of finite extent [9,10].
Note that the slot width is fixed to be w¼ 0.03l3 (the same
value used in Section 5) and the voltage source is located
at x¼ 0 throughout this section.

6.1. Effects of Side Length in x Direction, sGPx

Figure 9 shows the radiation pattern as a function of the
side length in the x direction sGPx, where the side length in
the y direction sGPy is fixed to be 1l3 (l3: the wavelength in
free space at 3 GHz). The radiation pattern is symmetric
with respect to the x–y plane, and hence the radiation
pattern in the � z region is not fully shown except for
sGPx¼ 0.5l3. It is clear that the radiation pattern in the x–z
plane is affected by the finiteness of the conducting sheet.
This leads to a gain higher than that for an infinite con-
ducting sheet (2.2 dBi), as shown in Fig. 10.

Figure 11 shows the input impedance as a function of
the side length sGPx. The variation in the input impedance
is relatively small for sGPx greater than two wavelengths.
As seen later, this behavior contrasts with that of the im-
pedance as a function of the side length in the y direction,
sGPy.

6.2. Effects of Side Length in y Direction, sGPy

Noticeable effects of the finiteness of the conducting sheet
on the antenna characteristics are found when the side
length in the y direction, sGPy, is varied. Figure 12 shows
the radiation pattern as a function of the length sGPy,
where the side length in the x direction is fixed to be
sGPx¼ 1l3. Note that the radiation patterns are symmetric
with respect to the x–y plane.

As the side length sGPy increases, the radiation pattern
in the y–z plane undulates. This undulation results from
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radiation fields from the following three sources [10]: (1)
the y-directed electric field source over the slot, (2) the y-
directed electric field source distributed along the x-di-
rected edge at y¼ 1

2 sGPy, and (3) the y-directed electric field
source distributed along the x-directed edge at
y¼ � 1

2 sGPy. The maximum and minimum values of the
undulation occur at

y¼ sin�1 nl
sGPy

ð53Þ

where n is an integer. If cos d (where d is the phase differ-
ence of the edge sources 2 and 3 with respect to source 1) is
positive, then maxima are obtained with even values of n
and minima with odd values of n.

The effects of the variation in the radiation
pattern clearly appear in the gain. Figure 13 shows
the z-direction gain as a function of the side length sGPy.
The gain drops at sGPy¼1.5l3 and 3.5l3 are due to the
decrease in the radiation field intensity in the z direction
(see the radiation patterns at sGPy¼ 1.5l3 and 3.5l3 in
Fig. 12).

The input impedance is also clearly varied with the side
length in the y direction, sGPy. Figure 14 shows the input
impedance as a function of sGPy. It is observed that the
input impedance varies periodically with sGPy.

7. BOWTIE SLOT ANTENNA

A bowtie slot antenna is created by linearly increasing the
width of a straight slot antenna, shown in Fig. 1, from its
center to both ends (see Fig. 15). The following parameters
specify the bowtie: the inner width w, radial length rbow,
and bowtie angle fbow.

A bowtie cut in a conducting sheet of finite extent (sGPx

� sGPy¼ 1l3 � 1l3, where l3 is the wavelength in free
space at 3 GHz) is investigated in this section, where the
bowtie length and the inner width are fixed to be 2L¼
0.5l3 and w¼ 0.03l3, respectively [13]. The excitation of
this half-wavelength bowtie is performed with a voltage
source located at x¼ 0.

Here we describe the effects of the bowtie angle fbow on
the antenna characteristics. Figures 16 and 17 show, re-
spectively, the radiation pattern and gain as a function of
fbow. The effects of the bowtie angle on the radiation pat-
tern are more noticeable in the x–z plane than in the y–z
plane. As the bowtie angle increases, the half-power beam-
width in the x–z plane gradually increases, leading to the
gradual decrease in the gain. The gain is approximately
5.2 dBi at fbow¼451 and 2.6 dBi at fbow¼ 601.

Note that the gain at fbow¼ 01 in Fig. 17, which is the
gain of a half-wavelength straight slot in a 1l3 � 1l3 con-
ducting sheet, is approximately 5.5 dBi. This value is
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3.3 dBi higher than the gain of a half-wavelength straight
slot cut in an infinite conducting sheet (approximately
2.2 dBi, as described in Section 5).

Figure 18 shows the input impedance as a function of
the bowtie angle fbow. The impedance seamlessly changes

with the bowtie angle. From this fact it is expected that
the input impedance will vary smoothly when the fre-
quency is changed. Figure 19 confirms this expectation,
where the bowtie angle is chosen to be fbow¼ 451.

We further investigate the frequency response of the
bowtie with fbow¼ 451. Figures 20 and 21 show, respec-
tively, the half-power beamwidth and gain as a function of
frequency. It is found that an average value of the half-
power beamwidths in the two principal planes (x–z and y–z
planes) is relatively constant below 3.5 GHz, correspond-
ing to a relatively constant gain at frequencies below
3.5 GHz. The lower gain at 4 GHz corresponds to the wid-
er half-power beamwidths.

8. LOOP SLOT ANTENNA

The slots analyzed in the previous sections have distinct
ends, while the slot in this section forms a loop (see
Fig. 22). The loop is specified by the outer side length
sout and inner side length sinn. The slot width is given as
w¼ 1

2ðsout � sinnÞ and an average value of the outer and in-
ner lengths of the loop (simply called ‘‘loop circumference’’)
is given as 4 s, where s¼ 1

2ðsoutþ sinnÞ. The loop slot is
excited with a voltage source on the x axis.

First, we analyze the loop slot under the condition that
the loop is cut in a conducting sheet of infinite size (sGPx¼

N and sGPy¼N) [14]. Figures 23 and 24 show, respec-
tively, the input impedance and the radiation pattern as a
function of the loop circumference 4 s, where the frequency
and the slot width are fixed to be f¼ 3 GHz and w¼ 3 mm
¼ 0.03l3, respectively. It is found that the input imped-
ance becomes purely resistive at two loop circumferences
below 13

4 wavelengths. It is also found that, as the loop
circumference 4 s is increased, the radiation pattern in the
x–z plane becomes increasingly asymmetric with respect
to the z axis. Note that the radiation pattern in the y–z
plane is always symmetric with respect to the z axis.

The cross-polarization component in the y–z plane (Ey)
is due to the radiation from the two x-directed slots, which
are part of the loop slot (one is located on the þ y side of
the x–y plane, and the other is located on the � y side of
the x–y plane). The electric field distributed along the
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x-directed slot on the þ y side has the same amplitude as
that along the x-directed slot on the � y side. However, the
phase difference between these electric fields is 1801.
Therefore, the resulting radiation field Ey in the z direc-
tion is always zero. The radiation pattern of the Ey de-
pends on the distance between these two slots.

The asymmetric pattern in the x–z plane and the in-
crease in the intensity of the Ey component in the y–z
plane affect the gain in the z direction, G(y¼ 01). Figure 25
shows the gain as a function of the loop circumference 4 s.
A gain of approximately 4 dBi, observed at 4s¼11

2 l3, is
decreased to 1.1 dBi at 4s¼ 13

4 l3.

The discussion above is based on the condition that the
conducting sheet, in which the loop slot is cut, is of infinite
extent. It is worth comparing the radiation characteristics
of a loop slot in an infinite sheet with those of a loop slot in
a finite sheet [14]. For comparison, we choose the loop cir-
cumference to be 4s¼ 1l3.

Figures 26a and 26b show the radiation patterns of the
loop slot in an infinite sheet and a finite sheet, respective-
ly, where the finite sheet is square with side lengths sGPx

¼ sGPy¼ 1l3. It is found that, in the x–z plane, an almost
omnidirectional radiation pattern is obtained for the infi-
nite sheet, while a figure-eight-shaped radiation pattern is
obtained for the finite sheet. The difference in the radia-
tion patterns appears as a difference in the gains; the gain
for the infinite sheet is 3.0 dBi and the gain for the finite
sheet is 5.4 dBi. Note that the input impedance for the fi-
nite sheet (sGPx¼ sGPy¼1l3) is found to be almost equal to
that for the infinite sheet.

9. CURL SLOT ANTENNA

The radiation from the straight, bowtie, and loop slot an-
tennas in the previous sections is linearly polarized. The
radiation from the curl slot antenna to be discussed in this
section is circularly polarized. Note that the curl is a sim-
plified spiral structure with an extremely small number of
turns.
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9.1. A Circularly Polarized Wave from a Curl Slot Antenna

Figure 27 shows a curl slot cut in the upper conducting
plate of a triplate transmission line. The curl slot is de-
fined by an Archimedean spiral function of r¼aspfs,
where r is the radial distance from the center of the curl
to the centerline of the slot arm, asp is the spiral constant,
and fs is the winding angle (starting at fst and ending at
fend). The width of the curl slot is denoted by w.

A feed stripline of width wstrip, which is made from the
middle plate of the triplate, is sandwiched by dielectric
sheets of low relative permittivity er. The feed stripline is
not in contact with the curl slot. The electromagnetic en-
ergy flowing along the stripline is coupled to the curl slot
at point Pc. This kind of coupling is called proximity cou-
pling. Note that the length of the stripline from point Pc to
the open end Pe is chosen to be one-quarter wavelength at
the design frequency.

The curl slot is designed to radiate a circularly polar-
ized wave at 11.85 GHz. For this, we optimize the end an-
gle of the curl fend by observing the axial ratio [17]. Figure
28 shows the axial ratio AR as a function of fend. It
is found that the radiation is circularly polarized near
fend¼ 8.16p radfend, opt. In the following discussion, we
fix the end angle to be fend,opt.

The radiation from the curl slot is unidirectional by
virtue of the lower conducting plate of the triplate trans-
mission line (which acts as a reflector). Figure 29 shows
unidirectional radiation patterns, where the radiation
field is decomposed into two components: a right-hand
circularly polarized wave component ER and a left-hand
circularly polarized wave component EL. The ER compo-
nent results from a dominant magnetic current flowing
from the inner slot end toward the outer slot end. Note
that the EL component results from a minor reverse mag-
netic current flowing from the outer slot end toward the
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inner slot end. The EL component is undesirable because it
deteriorates the axial ratio.

Figure 30 shows the axial ratio as a function of fre-
quency. The frequency bandwidth for a 3-dB axial ratio
criterion is calculated to be 6.2%. Within this axial ratio
bandwidth the directivity in the z direction is relatively
constant with a maximum value of approximately 6.4 dB.

Note that impedance matching between the triplate
transmission line and the curl can be performed by
inserting a matching network (e.g., quarter-wavelength
transformer) into the feed stripline.
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Figure 27. Curl slot antenna: (a) perspective view; (b) top view;
(c) side view.
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9.2. Dual-Curl Slot Array

We are able to realize a high-gain antenna radiating a
circularly polarized wave by arraying radiation elements.
Figure 31 shows an example of such arrays, where the
array element (array unit) is a pair of curl slots, whose
outer slot arm ends are connected to the ends of a short
straight slot. This array element is called a dual-curl slot
(DCS) or dual-spiral slot. The DCS has the advantage that
it is simultaneously coupled to a single feedline.

The design procedure for the DCS array and the opti-
mized configuration parameters of the DCS are presented
in Ref. 18. Figure 32 shows an example of the measured
radiation patterns of a DCS array antenna, where 254
DCS elements are used. These elements are excited with
the same amplitude and phase. This array antenna shows
a gain of more than 31 dB within a frequency range of
11.7–12 GHz (direct-broadcasting satellite frequency
band).

10. SPIRAL SLOT ANTENNA

It is known that a spiral wire antenna of infinitely long
arms has wideband characteristics with respect to the
radiation pattern, input impedance, and gain [28]. In
this section, we use a slot arm, instead of the wire, as
shown in Fig. 33. Note that the arm length is finite, as
opposed to that of the wire spiral, and the conducting
sheet is assumed to be of infinite extent (sGPx¼N and
sGPy¼N) [20].

The antenna is composed of two arms, each having N
straight slots of width w. The first slot length along its
center line is s1, and the nth slot length is sn¼ 2(n� 1)s1, n
¼ 2,3,y,N. The spiral slot is excited at point o (the coor-
dinate origin) with a voltage source.
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Figure 32. Radiation pattern of a dual-curl slot array: (a) radi-
ation pattern in the x–z plane; (b) radiation pattern in the y–z
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Figure 31. Dual-curl slot array.

Figure 33. Spiral slot antenna: (a) perspective view; (b) top view.
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The periphery of the spiral, defined as Cspiral¼ 4sN,
must be more than one wavelength to support first-mode
radiation [28], which yields a circularly polarized wave.
The spiral to be considered here has a periphery of
Cspiral¼ 1.4l3 at 3 GHz, satisfying the requirement for
first-mode radiation.

Figure 34 shows the radiation pattern as a function of
frequency. The radiation pattern is symmetric with re-
spect to the x–y plane and only half of the radiation pat-
tern is illustrated except at 3 GHz. It is found that the
bidirectional radiation is circularly polarized around the
z axis.

As seen from Fig. 34, as the frequency increases, the
half-power beamwidth gradually decreases. This gradual
decrease in the half-power beamwidth leads to a mild
variation in the gain, as shown in Fig. 35. The gain

variation within the 3–7 GHz frequency band is only ap-
proximately 1.6 dBi.

In addition to the gain, the input impedance also has a
wideband characteristic. Figure 36 shows the input im-
pedance as a function of frequency. It is revealed that the
input impedance in this analysis range is almost purely
resistive with a relatively constant value.

11. ADDITIONAL INFORMATION

Applications of straight slots for array antennas are found
in the literature [2,3,21,22]. The straight slots in Ref. 2
and in Chap. 12 of Ref. 3 are cut in a rectangular wave-
guide, and those in Refs. 21 and 22 are cut in the upper
plate of a radial waveguide. Note that the radiation from
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the arrays in Refs. 2 and 3 is linearly polarized and that
from the arrays in Refs. 21 and 22 are circularly polarized.

The bowtie in Section 7 is composed of two identical
triangular slots. A recent study reveals that a bowtie an-
tenna composed of two different-size triangular slots has a
dual-frequency operation mode. The design process for
realizing resonances at 2.45 and 5.2 GHz is presented in
Ref. 23.

The loop slot in Section 8 radiates a linearly polarized
wave. It is possible to obtain a circularly polarized wave by
making use of a loop slot structure. Figure 37 shows such
a loop slot structure, where the loop slot, cut in the upper
conducting plate of a triplate transmission line, has two
perturbation sections of length dp and width wp [24].
These perturbation sections are designed to generate a
traveling-wave magnetic current along the slot [25]. Fig-
ure 38 demonstrates that the radiation from the slot is
circularly polarized with the help of the perturbation sec-
tions. Note that, since the lower plate of the triplate acts
as a reflector, the radiation becomes unidirectional, as was
the case for the curl slot antenna discussed in Section 9.

Finally, a numerical experiment based on a relation-
ship between a thin-slot element and a thin-wire element
is worth mentioning. A slot of width w and length s, cut in

a conducting sheet of infinite extent, is equivalent to a
wire of radius w/4 and length s, isolated in free space. The
radiation characteristics of the equivalent wire can be an-
alyzed using the method of moments (MoM) [30]. Note
that the radiation fields Ef and Ey obtained using MoM
correspond to Ey and Ef, respectively, for the FDTDM. In
this article, some slots, each cut in an infinite conducting
sheet, are analyzed using both the FDTDM and MoM. The
FDTDM results (see Figs. 6–8, 23–26a, 34–36) are in good
agreement with the MoM results (not presented). This
agreement confirms the validity of the FDTDM results.
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12. APPENDIX

Equation (13) is written as

P¼
1

2Z0

1

p2

1

r2
V2

0

Z 2p

f¼ 0

Z p=2

y¼ 0

cos2 p
2

sin y cos f
� �

ð1� sin2 y cos2 fÞ

� r2 sin ydydf

ðA:1Þ

Using angles x and z, which are defined in Fig. 39,
Eq. (A.1) is transformed into

P¼
1

2Z0

1

p2

1

r2
V2

0

Z p=2

z¼�ðp=2Þ

Z p

x¼ 0

cos2 p
2

cos x
� �

1� cos x2

� r2 sin xdxdz

ðA:2Þ

Note that the small surface area (r2 sin y dy df) in
Eq. (A.1) is replaced with (r2 sin x dx dz) in Eq. (A.2).
We define Iintegral as

Iintegral 

Z p

0

cos2 p
2

cos x
� �

sin x
dx ðA:3Þ

Then, Eq. (A.2) is written as

P¼
1

2Z0

1

p
V2

0 Iintegral ðA:4Þ

Replacing cos x in Eq. (A.3) with 1� v, we transform
Eq. (A.3) into

Iintegral¼
1

2

Z 2

0

1� cos pv

v
dv ðA:5Þ

This can be written as

Iintegral¼
1

2

Z 2p

0

1� cos x

x
dx ðA:6Þ

where pv in Eq. (A.5) is replaced with x.
Using the cosine integral Ci [see Eqs. (15a) and (15b)],

we obtain

Iintegral¼
1

2
½ln 2pg� Cið2pÞ� ðA:7Þ

Substituting Eq. (A.7) into Eq. (A.2), P is expressed as

P¼
V2

0

Z0

1

4p
½ln 2pg� Cið2pÞ�

¼ 73
V2

0

Z2
0

ðA:8Þ
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SLOTLINE COMPONENTS
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Slotline components, just as the term implies, are the mi-
crowave circuit components consisting of slotlines and
combinations of slotlines and other transmission lines
such as microstrip and coplanar waveguides (CPWs).

Slotline is a nontransverse electromagnetic (non-TEM)
uniplanar transmission structure using a single slot etched
on a dielectric-supported layer of metal without a backside
ground plane [1]. The slotline configuration is useful in
circuits requiring high-impedance lines, series stubs,
short-circuited ends, and easy series and shunt connec-
tions of passive and active solid-state devices without via
holes. With its advantages of small size, light weight, and
low cost, the slotline has emerged as an alternative trans-
mission line for applications in microwave integrated cir-
cuits (MICs) and monolithic microwave integrated circuits
(MMICs). These circuits include filters, couplers, ferrite
devices, and other components as well as complete circuits.

The slotline can also be combined with the microstrip
and CPW for many circuit applications. These types of hy-
brid combinations allow flexibility in the design of MIC and
MMIC components. For example, a wide range of line im-
pedance, compact circuit structure, easier device mounting,
and better integration are achievable in printed form.
These features have led to many novel circuits such as hy-
brid couplers, magic Ts, oscillators, mixers, receivers, and
antennas. In spite of these numerous advantages and uses,
the description of the slotline components is generally hid-
den in many papers and books. Because of limited space,
this article is intended to present merely the typical slotline
components. By outlining their basic operation principle,
an overview of the general function of the important circuit
components is given. The basic characteristics of slotlines,
such as wavelength, characteristic impedance, quality fac-
tor, and its discontinuities, can be found in SLOTLINES.

This article first discusses the fundamental slotline el-
ements such as various T junctions, resonators, and tran-
sitions. After these general topics, several kinds of passive
slotline integrated circuits are presented through a discus-
sion of filters, hybrid couplers, and nonreciprocal devices.
Finally, the applications of slotline to solid-state integrated
circuits, that is, mixers, oscillators, modulators, and fre-
quency doublers, are described. These applications are sup-
ported by real circuit demonstrations and actual circuit
performances. The implementation of solid-state devices for
the tuning and switching of resonances is also discussed.

1. BASIC SLOTLINE CONFIGURATIONS

1.1. Slotline T Junctions

Slotline T junctions appear very frequently in slotline-mi-
crostrip circuits (double-sided MICs) and slotline-CPW
circuits (uniplanar MICs). Figure 1 shows the physical
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SLOTLINE COMPONENTS
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Slotline components, just as the term implies, are the mi-
crowave circuit components consisting of slotlines and
combinations of slotlines and other transmission lines
such as microstrip and coplanar waveguides (CPWs).

Slotline is a nontransverse electromagnetic (non-TEM)
uniplanar transmission structure using a single slot etched
on a dielectric-supported layer of metal without a backside
ground plane [1]. The slotline configuration is useful in
circuits requiring high-impedance lines, series stubs,
short-circuited ends, and easy series and shunt connec-
tions of passive and active solid-state devices without via
holes. With its advantages of small size, light weight, and
low cost, the slotline has emerged as an alternative trans-
mission line for applications in microwave integrated cir-
cuits (MICs) and monolithic microwave integrated circuits
(MMICs). These circuits include filters, couplers, ferrite
devices, and other components as well as complete circuits.

The slotline can also be combined with the microstrip
and CPW for many circuit applications. These types of hy-
brid combinations allow flexibility in the design of MIC and
MMIC components. For example, a wide range of line im-
pedance, compact circuit structure, easier device mounting,
and better integration are achievable in printed form.
These features have led to many novel circuits such as hy-
brid couplers, magic Ts, oscillators, mixers, receivers, and
antennas. In spite of these numerous advantages and uses,
the description of the slotline components is generally hid-
den in many papers and books. Because of limited space,
this article is intended to present merely the typical slotline
components. By outlining their basic operation principle,
an overview of the general function of the important circuit
components is given. The basic characteristics of slotlines,
such as wavelength, characteristic impedance, quality fac-
tor, and its discontinuities, can be found in SLOTLINES.

This article first discusses the fundamental slotline el-
ements such as various T junctions, resonators, and tran-
sitions. After these general topics, several kinds of passive
slotline integrated circuits are presented through a discus-
sion of filters, hybrid couplers, and nonreciprocal devices.
Finally, the applications of slotline to solid-state integrated
circuits, that is, mixers, oscillators, modulators, and fre-
quency doublers, are described. These applications are sup-
ported by real circuit demonstrations and actual circuit
performances. The implementation of solid-state devices for
the tuning and switching of resonances is also discussed.

1. BASIC SLOTLINE CONFIGURATIONS

1.1. Slotline T Junctions

Slotline T junctions appear very frequently in slotline-mi-
crostrip circuits (double-sided MICs) and slotline-CPW
circuits (uniplanar MICs). Figure 1 shows the physical
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configurations of various slotline T junctions. In accor-
dance with the input and output transmission lines, the T
junctions can be classified into parallel and series types.
The parallel T junctions (Figs. 1a–1c) require the unbal-
anced line (coaxial line, microstrip, or CPW) as an input
transmission line, while the series T junctions (Figs. 1d–
1f) require the balanced line (slotline). It is necessary to
note that the CPW (without bonding wire) in Fig. 1f is the
coupled slotline that operates in coupled-slotline mode
(also called the CPW even mode). Figure 2 shows equiva-
lent transmission-line circuits and schematic expression
of the circuit behavior for the parallel and series T junc-
tions of Fig. 1. The arrows in the figure indicate the elec-
tric field distribution in the circuits. For the parallel tee as
shown in Fig. 2a when an incident wave fed to port 1
propagates through the input line, at the T junction it will
divide into two components that both arrive in phase at
ports 2 and 3. For series tee as shown in Fig. 2b when an
incident wave fed to port 1 propagates through the input
line, at the T junction it will divide into two components
that arrive at ports 2 and 3 with a 1801 phase difference.

Both series and parallel T junctions can be combined to
realize hybrid circuits and balanced circuits. In addition,
it is worth mentioning that the T junctions in Figs. 1c, 1e,
and 1f can be fabricated using only one side of the sub-
strate. This is a great advantage in developing uniplanar
MICs as discussed in later sections.

1.2. Slotline Transitions

To test slotline circuits, a transition between slotline and
the measuring transmission lines is necessary. A coaxial
(coax) slotline transition is first used for this purpose. To
increase the application of slotlines, transitions from slot-
line to other transmission lines are also useful. Such tran-
sitions are slotline to microstrip and slotline to CPW.
These three types of transitions discussed in this section
are based on the slotline T junctions of Fig. 1. Interested
readers may refer to Refs. 1–5.

1.2.1. Coax-Slotline Transitions. Figure 3 shows a com-
monly used coax slotline transition reported by S. B. Cohn
[2] in 1969. It consists of a miniature semirigid coaxial line
placed at the end of an open slotline. Both the inner and
outer conductors of the coaxial line are electrically con-
nected (with solder or epoxy) to the conductive plating on
the two sides of the slot. As mentioned above, this tran-
sition is based on the coax slotline T junction of Fig. 1a.
This T junction works like a power divider with an open
termination at one of its output ports. The transition was
constructed with a slot width of 0.79 mm on a 1.57-mm-
thick Trans-Tech D-16 substrate (er¼ 16.3). The slotline
impedance corresponding to these dimensions is about
75O. The voltage standing-wave ratio (VSWR) looking
into the 50-O coaxial line was less than 1.2 over a
500 MHz bandwidth at 3 GHz.

(a) (b) (c)

(d) (e) (f)

Figure 1. Various slotline T junctions: (a) coax-slot T; (b) micro-
strip-slotline T; (c) CPW-slotline T; (d) slotline-microstrip series T;
(e) slotline T; and (f) CPW (even mode)-slotline series T. Solid lines
show slotlines and CPW lines on the substrate. Dotted lines show
microstrip lines on the back side of the substrate.
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Input
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(b)

Output Output2 3

Input

1

Balanced arm
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Figure 2. Equivalent transmission-line models of the slotline
T junctions of Fig. 1: (a) shunt model of the slotline T junctions
for Figs. 1a–1c; (b) series model of the slotline T junctions for
Figs. 1d–1f.

Attach
by means of

solder or
conductive

epoxy

Figure 3. A coax slotline transition that is a wideband transition
between slotline and miniature cross section coaxial line. (From
Ref. 2 with permission, r1969 IEEE.)
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1.2.2. Microstrip–Slotline Transitions. Microstrip–slot-
line transitions are transformers between unbalanced
and balanced lines. The majority of transitions are based
on the well-known concept of the Marchand balun. Since
1969 when the first microstrip–slotline transition was re-
ported, various microstrip–slotline transitions have been
developed for double-sided MICs that use a combination of
microstrip and slotlines on both sides of the substrate.
Various microstrip–slotline transitions are shown in Fig.
4. In Figs. 4a–4e, the transitions consist of uniform and
nonuniform impedance stubs as well as soldered and vir-
tually shorted (short-circuited) microstrip stubs. They are
based on the microstrip–slotline T junctions of Figs. 1b
and 1d with a different termination at one of the T junc-
tion output ports. Modeling and experimental investiga-
tion on these transitions was carried out by Schuppert [3].
The back-to-back connection of two transitions shown in
Fig. 4e has a bandwith of approximately one decade. The
bandwidth of a single transition will obviously be larger
than that of two transitions. It was also found that the
transition with a microstrip short (circuit) shown in Fig.
4b has a larger bandwidth than the transition with a mi-
crostrip open stub. However, its implementation needs a
via hole grounding that may sometimes be difficult. The
transition shown in Fig. 4f is not based on the type of
Marchand baluns, but on a six-port junction. Although
this transition has good performance over a broadband
from 2 to 9 GHz, it occupies more substrate space.

1.2.3. CPW–Slotline Transitions. Coplanar waveguide
and slotline are the fundamental transmission lines and
are useful in uniplanar MICs and MMICs. CPW–slotline
transitions are realized on one substrate side without
metallization on the backside. This feature can signi-
ficantly reduce the substrate processing complexity and
consequently the cost. To fully utilize the advantages
of uniplanar structures, the transition between CPW
and slotline is necessary. Extensive study and modeling

have been carried out to investigate various transition
configurations. CPW–slotline transitions that are equiva-
lent to the microstrip–slotline transitions of Fig. 4 are
shown in Fig. 5. They have been evaluated both experi-
mentally [4] and theoretically [5]. The transition in Fig. 5a
is based on the CPW–slotline T junction of Fig. 1c. One of
the output ports of the T junction is terminated in a quar-
ter-wavelength slotline short stub that provides tuning
capability. To improve the bandwidth, the short stub has
been replaced by a radial slotline stub in Fig. 5b. Figures
5c–5e show the transition where a quarter-wavelength
CPW open stub or a CPW radial stub is used instead of
CPW shorts of the transitions in Figs. 5a and 5b. Overall,
the transition with nonuniform radial stubs has larger
bandwidth than that with uniform stubs. Experimental
investigations of these transitions show that the transi-
tion in Fig. 5b gives the best performance with a 5.2–1
bandwidth and insertion loss of less than 1 dB. Other
transitions of Figs. 5a and 5c–5e have a bandwidth rang-
ing from 1.6:1 to 4.1:1. Similar to the microstrip–slotline
transition in Fig. 4f, the transition shown in Fig. 5f uses
a double-Y junction between CPW and slotline. This tran-
sition has better performance than do other uniplanar
transitions except for its need for more substrate room.
The measured results of this transition show less than a
1.6 VSWR and 0.7 dB insertion loss for a bandwidth ratio
of 6:1.

1.3. Slotline Resonators

Slotline resonators are basic elements served as wave-
length measurements, filters, and other MIC components.
The slotline resonator is a uniplanar structure etched on
one substrate side without back metallization. As shown
in Fig. 6a, a half-wavelength rectangular slot is a typical
resonator used exclusively for the various filters. If
necessary, the rectangular resonator slot can be made by

(a) (b) (c)

(d) (e) (f)

Figure 4. Circuit configurations of microstrip–slotline transi-
tions with different terminations: (a, c) transitions with uniform
impedance stubs; (b–e) transitions with nonuniform impedance
stubs; (f) double Y-junction microstrip–slotline transition. Solid
lines show microstrip lines on the substrate. Dotted lines show
slotlines on the backside of the substrate.

(a) (b) (c)

(d) (e) (f)

Figure 5. Circuit configurations of CPW–slotline transitions
with different terminations: (a) a CPW short with a uniform slot-
line short stub; (b) a CPW short with a nonuniform slotline short
stub; (c) a uniform CPW open stub with a uniform slotline short
stub; (d) a uniform CPW open stub with a nonuniform slotline
short stub; (e) a nonuniform CPW open stub with a nonuniform
slotline short stub; (f) a uniplanar double Y-junction CPW–slotline
transition.
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capacitive loading over a portion of its length to reduce its
resonator frequency as in Fig. 6b or by bending it as in Fig.
6c to conserve length with relatively little effect on the
resonant frequency.

The slotline ring resonator as shown in Fig. 6d is widely
used in many circuit applications [6]. Coupling between
the feedlines and slotline ring can be the following
three types: microstrip coupling, CPW coupling, and
slotline coupling. Figure 7 shows these three possible cou-
pling schemes. The microstrip coupling is a capacitive
coupling. The length of input and output microstrip cou-
pling stubs can be adjusted to optimize the loaded Q

values. However, less coupling may effect the coupling ef-
ficiency and cause higher insertion loss. The tradeoff be-
tween the loaded Q and coupling loss depends on the
application. CPW coupling is also a capacitive coupling
and is formed by a small coupling gap between the CPW
feed lines and the slotline ring. The loaded Q value and
insertion loss are dependent on the gap size. The smaller
gap size will cause a lower loaded Q and smaller insertion
loss. Unlike microstrip and CPW couplings, the slotline
ring coupled to slotline feed is an inductively coupled ring
resonator. The metal gap between the slotline ring and
slotline feed is for the coupling of magnetic field energy.
Therefore, the maximum electric field points of this reso-
nator are opposite those of the capacitively coupled slot-
line ring resonators.

The last two types of slotline ring resonators are
truly coplanar and also allow easy series and shunt
device mounting. Varactor diodes can be incorporated
into the ring resonators to make the resonant frequencies
electronically tunable. For example, Fig. 8 shows varactor-
tunable slotline ring resonator [7]. The varactors located
at 901 and 2701 along the ring tune the even modes of
the resonator and allow a second mode electronic tuning
bandwidth of more than 22% from 3.13 to 4.07 GHz. The
frequency responses of the circuit agree very well with
those calculated using a distributed transmission line
model.

2. PASSIVE SLOTLINE COMPONENTS

Based on the discussion of the fundamental slotline ele-
ments in the previous section, this section describes pas-
sive slotline components such as filters, magic Ts, and
various hybrid couplers in detail.

(a) (b)

(c) (d)

Figure 6. Slotline resonators: (a) rectangle; (b) rectangle with
capacitive loading; (c) bent rectangle; (d) ring.

Microstrip

Slotline

CPW

Figure 7. Circuit configuration of slotline ring resonator with
different coupling schemes: microstrip-fed, CPW-fed, and slotline-
fed slotline rings. (From Ref. 9 with permission, r 1993 IEEE.)

_

_

v+

v+

Figure 8. Varactor-tunable slotline ring resonator with CPW
feeds. Two 50-O CPW lines feed an 85-O slotline ring through a
0.05 mm series gap. The ring has a mean radius of 11.26 mm and
uses a 0.5-mm slotline on a 0.63-mm-thick RT-Duroid 6010 sub-
strate (er¼10.5). (From Ref. 7 with permission, r 1993 IEEE.)
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2.1. Slotline Filters

The slotline on high dielectric substrate provides a micro-
wave medium for fabricating bandpass and bandstop fil-
ters that have been used in MICs. In 1970, Mariani and
Agrios [8] reported two types of bandpass filters using the
end-coupled and quarter-wave-coupled resonant slots as
shown in Fig. 9. For example, a three-resonator end-cou-
pled bandpass filter was designed and constructed on a D-
16 substrate (er¼ 16.3, h¼1.6 mm). Important dimensions
are shown in Fig. 9b. The distance X was adjusted exper-
imentally for matching external loading of the end reso-
nators. The measured response as shown in Fig. 9c was in
reasonable agreement with the design goals. The filter
had a 3 dB bandwidth of 145 MHz centered at 2998 MHz.
The insertion loss, including the losses of the coax slotline
transition, was 4.5 dB, which corresponds to Qu of
about 150.

Slotline bandstop filters are easily implemented by us-
ing the combination of slotline and microstrip as shown in
Fig. 10a. The slot resonators are etched on the ground

plane of the microstrip line, which acts as the terminating
line. Such a two-resonator bandstop filter was built on a
1.6-mm-thick D-16 substrate using the same configuration
as that in Fig. 10a. The slots had an impedance of 85O,
were approximately lg/2 long, and had a separation of 3lm/
4 (lm is the wavelength of the microstrip line). Figure 10b
shows a rejection response of about 15% at the 20 dB level
for the filter.

Another application of slotline–microstrip combination
in filters is the microstrip-fed slotline dual-mode bandpass
filter [9]. By using microstrip tuning stubs on the backside
of the slotline ring at 451 and 1351, the dual resonant mode
can be excited. Figure 11a shows the physical configura-
tion of the slotline dual-mode bandpass filter. The micro-
strip feedlines located at 01 and 2701 are used to extract
both sine and cosine resonant modes that are orthogonal to
each other in the ring structure. Figure 11b shows the
measured insertion and return loss as for the slotline dual-
mode bandpass filter with mode number n¼ 3. The dual-
mode filter has a 12% bandwidth at the center frequency of
3.5 GHz, a stopband attenuation of more than 30 dB, and a
sharp gain slope transition. Compared with the microstrip
dual-mode filter, the slotline dual-mode filter has a better

Center
conductor

bent over and
soldered to

copper plated
surface

Semi-rigid miniature coax

Input slot line
Resonant slots

Output slot line

1.0

Qu    150~–

fo– 2998 MHz~

f3dB –145 MHz  ~

(a)

(b)

(c)

20 dB

20.3 21.8

X

1.65

1.65

20.3

Insertion loss = 4.5 dB

∆

Figure 9. Slotline bandpass filters: (a) configuration of quarter-
wavelength-coupled slot resonator filter; (b) circuit configuration
of end-coupled slot resonator filter; (c) bandpass response of (b).
(From Ref. 8 with permission, r 1970 IEEE.)

Microstrip on back
of substrate

Resonant
slots

(a)

(b)

3 dB

31 dB

22 dB

fo = 3110 MHz

470 MHz

Figure 10. (a) Configuration and (b) characteristic response for
slotline bandstop filter. (From Ref. 8 with permission, r 1970
IEEE.)
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in-band and out-of-band performance. Also, the slotline
ring dual-mode filter has the advantages of flexible tuning
and ease of adding series and shunt devices.

2.2. Ferrite Devices

Slotline application to ferrite devices was reported in 1969
when the slotline was first introduced as an alternative
transmission line for microwave integrated circuits [10].
Based on the existence of an elliptically polarized magnetic
field, slotline was used for the design of planar ferrite phase
shifters, circulators, and isolators. The design procedure for
the slotline ferrite devices is the same as that for the mi-
crostrip line. However, the experimental results reported so
far indicate that the performance of the slotline ferrite de-
vices is not superior to those using a microstrip line.

2.3. Slotline Branchline Couplers, Hybrid Couplers, and
Magic Ts

Hybrids and couplers form an indispensable component
group in modern MIC and MMIC technology. With the
inventions of new planar transmission lines like CPW,

slotline, coplanar stripline (CPS), coupled microstrip–slot-
lines, and their derivatives, many types of hybrids and
couplers have been developed over the past several de-
cades. This growth is due to the rapidly expanding appli-
cations in wireless communications, radar, sensors,
electronic warfare, and space technology.

This section describes different types of slotline branch-
line couplers, hybrid couplers, and magic Ts and their ap-
plications.

2.3.1. Parallel-Coupled Slotline Directional Coupler. The
first attempt in fabricating a parallel-coupled slotline cou-
pler was successful by Mariani and Agrios in 1970 [8]. The
coupler used a D-16 dielectric substrate (er¼ 16.3, h¼
1.6 mm) with aluminum tape metallization. The actual
circuit dimensions are shown in Fig. 12 along with the
measured results. Unlike the backward coupling (electric
coupling) in the case of parallel microstrip-coupled line
couplers, the coupling of the coupled slotline coupler is
magnetic coupling in the forward direction as in the case
of the waveguide narrow-wall coupler. As shown in
Fig. 12b, the coupler had a 4 dB coupling (3 dB is ideal
coupling) over a wideband of about 600 MHz. The inser-
tion loss was nearly 1 dB, which includes the coax-slotline
transitions. The isolation bandwidth of 18 dB was
400 MHz centered at 2.8 GHz (about 14% bandwidth). Ac-
cording to their experiments, the reporters indicated that
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Figure 11. Slotline ring dual-mode bandpass filter: (a) physical
circuit etched on a RT-Duroid 6010 substrate (er¼10.5, h¼
0.63 mm); (b) measured frequency responses of insertion loss
and return loss. (From Ref. 9 with permission, r 1993 IEEE.)
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Figure 12. Parallel-coupled slotline coupler: (a) physical config-
uration (all dimensions in millimeters); (b) measured frequency
responses of insertion loss and return loss. (From Ref. 8 with per-
mission, r 1970 IEEE.)
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(1) the performance of the slotline coupler could be im-
proved by optimizing the various important physical di-
mensions such as the separation, coupling length, and slot
width; and (2) a 3 dB coupling implementation in using
parallel-coupled slotline is quite practical and a wider
bandwidth of 40% is possible.

2.3.2. Uniplanar Branchline Couplers. It is well known
that microstrip branchline couplers are basic components
in applications such as power dividers, balanced mixers,
frequency discriminators, and phase shifters. The concept
and analysis of the branchline couplers can be found in
many microwave textbooks. This section presents two uni-
planar branchline couplers using slotline and CPW struc-
tures [4]. The design technique for the slotline branchline
coupler uses series branchlines. The design technique for
the slotline–CPW hybrid branchline coupler uses shunt
branchlines.

Figure 13a shows the physical configuration of the slot-
line two-branchline coupler [11]. For the case of 3 dB cou-
pling, when a signal is applied to port 1 the outputs appear
at ports 2 and 3 and are equal in amplitude and differ in
phase by 901. Port 4 is the isolation port. Figure 13b shows
the equivalent transmission-line model of the slotline
branchline coupler. The through arms and branch arms
are connected in series. The corresponding line character-
istic impedances of the slotline through and branch arms,
in terms of the termination impedance Z0, can be ex-

pressed as

ZS1¼
ffiffiffi
2
p

Z0; ZS2¼Z0 ð1Þ

where ZS1 is the characteristic impedance of the slotline
through arms and ZS2 is the characteristic impedance of
the slotline branch arms.

The measured performance is summarized below.
The amplitude imbalance of 1 dB is within a bandwidth
of less than 20% at the 3 GHz center frequency. The mea-
sured isolation between ports 1 and 4 is greater than 30 dB
at the center frequency of 3 GHz. A computer program
based on the equivalent transmission-line model of Fig.
13b was developed and was used to analyze the circuit.
The calculated results agree very well with the measured
results.

Another type of uniplanar branch coupler is a slotline–
CPW hybrid branchline coupler consisting of a rectangu-
lar slotline ring coupled with two parallel slotline feeds.
The uniplanar hybrid branchline coupler is dual to the
slotline branchline coupler in Fig. 13a. Figure 14a shows
the physical configuration of the branchline coupler [13].
The two CPW through arms are fed by input and output
slotlines and connected by two slotline shunt branch arms.
The equivalent transmission-line model of the coupler is
shown in Fig. 14b. Adding bonding wires at the circuit’s
discontinuities is important to prevent the coupled slotline
mode from propagating on the CPW arms. The correspond-
ing line characteristic impedances of slotline and CPW
branch arms for 3 dB coupling, in terms of the termination
impedance Z0, can be expressed as

ZCPW¼
Z0ffiffiffi

2
p ; ZS¼Z0 ð2Þ

where ZCPW is the impedance of the CPW arms and ZS is
the impedance of the slotline shunt branch arms. Accord-
ing to the Eq. (2), a truly uniplanar hybrid branchline
coupler was built on a 1.27-mm-thick RT/Duroid (er¼ 10.8)
substrate. To test the hybrid branchline coupler, the wide-
band slotline–CPW transitions shown in Fig. 4b was con-
nected at ports 1–4. The measurements were performed on
an HP-8510 network analyzer using standard subminia-
ture (SMA) connectors. The performance includes two
coax CPW transitions and two CPW–slotline transitions.
Figure 14c shows the measured frequency responses of the
hybrid branchline coupler. Over a 40% bandwidth cen-
tered at 3 GHz, the power dividing balance and phase dif-
ference between ports 2 and 3 are 71 dB and 831731,
respectively. The isolation between ports 1 and 4 is greater
than 20 dB, and the return loss is more than 19 dB over
the same bandwidth. This slotline–CPW hybrid branch-
line coupler exhibits superior broadband performance
over conventional microstrip branchline couplers.

2.3.3. De Ronde’s Couplers. In 1970 de Ronde proposed
a new coupler that has been named after him. The de
Ronde coupler is particularly suitable for tight coupling
such as in 3-dB hybrids in MIC technology. The coupler
configuration consists of a microstrip–slotline coupling
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Figure 13. Slotline branchline coupler: (a) physical configura-
tion; (b) equivalent transmission-line model. Two branch arms are
connected to the through arms in series. (From Ref. 12.)
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section (with a strip on top of the substrate and a slot in
the ground plane) connected by four microstrip output
lines as shown in Fig. 15a. An analysis of the coupler has
been made by Schiek [12] with the aid of the equivalent
transmission-line model of the hybrid branchline coupler.
From this design theory, an empirical de Ronde’s 3-dB
coupler was built at X band with a measured performance
as shown in Fig. 15b, which is close to the expected be-
havior. A complete analysis of de Ronde’s coupler has been
carried out by Hoffman and Siegl [13] using the method of
the even–odd mode of four-port network with double sym-
metry. The scattering parameters of the couplers were de-
rived and the compensated couplers were also
demonstrated. In 1995, Ho et al. [14] presented a unipla-
nar de Ronde CPW–slotline directional coupler. The new
coupler uses parallel and series CPW–slotline connections.
Both the CPW and slotline are on the same side of sub-
strate. A truly uniplanar de Ronde’s CPW–slotline direc-

tional coupler with 5 dB coupling was demonstrated for
use from 2.4 to 3.4 GHz.

Figure 16a shows the physical configuration of the uni-
planar de Ronde CPW–slotline directional couplers [16].
The couplers consist of sections of CPW and slotline that
are in close proximity and are continuously coupled. The
slotline coupling section with a compensation length LS is
terminated with a slotline radial stub on both ends, as
shown in Fig. 16a. The purpose of adding an extended
slotline section LS is to compensate for the difference of
phase velocity between the even- and odd-mode coupling.
The output four ports are formed by two CPW–slotline T
junctions. Figure 16b shows the equivalent transmission-
line model of the coupler.

To test the coupler, a wideband CPW–slotline transition
was used to connect to ports 1–4. The measurements were
made using standard SMA connectors and an HP-8510
network analyzer. Experimental results showed that the
uniplanar de Ronde coupler achieved a greater than 30%
bandwidth from 2.4 to 3.4 GHz, a power coupling of 5.5 dB
(including insertion loss), a 414 dB return loss, greater
than 17 dB isolation, and 901741 phase difference between
ports 2 and 3. The poor return loss is due to the mechan-
ical tolerances, misalignments, and connectors.

2.3.4. 1801 Reverse-Phase Hybrid Ring Couplers. The mi-
crostrip ratrace hybrid ring has been widely used in mi-
crowave power dividers and combiners. Figure 17a shows
the physical configuration of the hybrid ring coupler con-
sisting of three lm/4 sections, 3lm/4 delay section, and four
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microstrip T junctions. Typically this coupler has a band-
width of 20–25%. To extend the bandwidth, a modified
version of this coupler was proposed by Chua in 1971 [15].
This modified reverse-phase hybrid ring coupler used a lS/
4 section of a pair of microstrip–slotline transitions to re-
place the 3lm/4 section of the conventional 3lm/2 micro-
strip ratrace hybrid ring coupler as shown in Fig. 17b. The
microstrip–slotline transitions provide a remaining 1801
phase delay. Since the phase change of the microstrip–
slotline transition is frequency-independent, the resulting
reverse-phase hybrid ring coupler has a bandwidth of
greater than an octave. Although the modified version
gives good performance with a wide bandwidth, the dou-
ble-sided implementation of a curved 3lm/4 microstrip line
with an inserted lS/4 slotline is not easy for the photoli-
thography process. Also, ground pins are needed for the
microstrip shorts.

More recently, uniplanar transmission lines have
emerged as alternatives to microstrip in planar micro-
wave integrated circuits. A narrowband uniplanar hybrid
coupler was proposed by Hirota et al. in 1987 [16]. The
circuit is based on a slotline ring with three in-phase CPW
feeds via an airbridge. More recently, a broadband uni-
planar hybrid ring coupler [5] operating over an octave
bandwidth was developed using a one-wavelength cross-

over slotline ring and a one-wavelength crossover CPW
ring structure. However, these devices consist of l/4 sec-
tions that occupy large areas in MIC applications and the
bandwidth is limited by the electrical linelength. To over-
come these problems for monolithic integration, a unipla-
nar reverse-phase hybrid ring coupler [17] was proposed
using a slotline–CPW ring with a 1801 reverse-phase slot-
line–CPW back-to-back balun and four CPW feeds as
shown in Fig. 18a. The circuit consists of four CPW–slot-
line T junctions and one 1801 reverse-phase slotline–CPW
back-to-back balun that is formed using a pair of slotline–
CPW transitions. Figure 18b shows the equivalent trans-
mission-line model. The twisted transmission line repre-
sents the 1801 reverse-phase CPW–slotline balun. The
characteristic impedance of slotline ZS and CPW Zc in
terms of CPW feedline impedance Zco and y are given by

ZS¼Zc¼Zco

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð1� cot2 yÞ

q
ð3Þ

In this design, y¼ 721 (i.e., lgs/5) was chosen, resulting in
the characteristic impedances ZS and Zc¼ 66.9O. The hy-
brid ring coupler was fabricated on a 1.524-mm-thick RT/
Duroid 6010 (er¼ 10.5) substrate. Experimental measure-
ments presented in Fig. 18c show that the hybrid ring
coupler has a 1.3-octave bandwidth centered at 4 GHz, a
maximum power dividing imbalance of 0.4 dB, and a 2.51
maximum phase imbalance. Compared to microstrip re-
verse-phase hybrid ring coupler, the reduced-size slotline–
CPW hybrid ring coupler has the advantages of uniplanar
structure, small size, and broadband operation.

2.3.5. Magic Ts. Magic Ts (also known as ‘‘magic tees’’)
are widely used as 01 and 1801 power dividers or combin-
ers in microwave circuits such as balanced mixers, bal-
anced amplifiers, and frequency discriminators. The
matched waveguide double-T is a well-known and com-
monly used waveguide magic T. In 1964, Kraker [18] first
proposed a planar magic T that uses an asymmetric cou-
pled transmission-line directional coupler and Schiffman’s
phase shift network [19]. In 1980, Aikawa and Ogawa [20]
proposed a double-sided magic T that is constructed with

Transmit Isolated
port

4

3

2

1

1 3

2 4 

Input
port

Coupled
port

R

R

Zć Zć
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microstrip–slotline T junctions and coupled slotlines. The
two balanced arms of the double-sided magic T are on the
same side and do not need a crossover connection. The
double-sided magic T has a bandwidth from 2 to 10 GHz.

More recently, uniplanar magic Ts have been preferred for
planar microwave integrated circuits because they allow
easy series and shunt connections of passive and active
solid-state devices without via holes. In 1987, Hirota et al.
[16] proposed a uniplanar magic T that uses three CPW–
slotline T junctions and a slotline T junction. The in-phase
CPW excitation is via an airbridge, and the slotline T
junction is used as a phase inverter. The uniplanar magic
T has a narrow bandwidth. We next present a double-sid-
ed slotline magic T [21], then a uniplanar slotline magic T
will be discussed [22]. These two magic Ts are based on a
1801 phase reversal of the slotline T junction as shown in
Fig. 1e. Finally, a reduced-size uniplanar magic T will be
discussed [17] with its equivalent circuit. Since the out-of-
phase CPW-slotline T junction is basically frequency-in-
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dependent, the resulting magic T has a broad bandwidth
with good performance.

2.3.5.1. 1801 Double-Sided Slotline Magic T. Figure 19a
shows the circuit configuration of the double-sided slotline
magic T [21]. The circuit simply consists of a slotline T
junction connected to a slotline–microstrip transition and
a slotline ring with three microstrip feeds. The slotline T
junction is a well-known 1801 reverse-phase T junction
and is used as a phase inverter in the slotline magic T. In
Fig. 19a, ports E and H correspond to the E and H arms of
the conventional waveguide magic T, respectively. Ports 1
and 2 are the power-dividing balanced arms. The equiva-
lent transmission-line model of the slotline magic T is
shown in Fig. 19b. The twisted transmission line repre-
sents the phase reversal of the slotline T junction. The

characteristic impedance of the slotline ZS in terms of the
input–output characteristic impedance ZS0 is given by
ZS¼

ffiffiffi
2
p

ZS0. The radius of the slotline ring is determined
by 2pr¼ lgs, where lgs is the guide wavelength of the slot-
line ring. The test circuit was built on a RT/Duroid 6010.8
substrate (er¼ 10.8, h¼ 1.27 mm). Measured results show
that the slotline magic T has an excellent isolation of
greater than 35 dB and a good power-dividing balance of
0.2 dB over an 80% bandwidth. The calculated results
from the equivalent model agreed very well with the mea-
sured data.

2.3.5.2. 1801 Uniplanar Slotline Magic T. Figure 20
shows the physical configuration of the uniplanar slotline
magic T and its equivalent circuit [16]. Similar to the
double-sided slotline magic T, the E arm of the uniplanar
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magic T is fed through a slotline connected to a broadband
slotline–CPW transition. The slotline T junction is used as
a phase inverter to achieve the 1801 phase reversal. The H
arm and output balanced arms are all fed by CPW lines.
This uniplanar slotline magic T also has good performance
over a bandwidth of one octave from 2 to 4 GHz with
70.25 dB power-dividing balance and 711 phase balance.

2.3.5.3. Reduced-Size Uniplanar Magic T. Figure 21a
shows the circuit configuration of the magic T consisting
of one out-of-phase and three in-phase CPW–slotline T
junctions [17]. The out-of-phase T junction serves as a
phase inverter. In Fig. 21a, ports E and H correspond to
the E and H arms of the conventional waveguide magic T,
respectively. Ports 1 and 2 are the balanced arms. Figure
21b shows the equivalent transmission-line model of the
magic T. The twisted transmission line represents the
phase reversal of the CPW–slotline T junction.

3. SOLID-STATE INTEGRATED CIRCUITS (ACTIVE
COMPONENTS) USING SLOTLINES

This section presents various microwave integrated cir-
cuits such as mixers, oscillators, modulators, and frequency
doublers constructed by using slotlines or the combination

of the slotlines and other transmission lines with solid-
state devices. A few quasioptical circuits integrated with
slotline antennas are also briefly described.

3.1. Mixers

There are three basic types of mixer circuits: single-ended,
single-balanced, and double-balanced, which are common-
ly used in microwave applications. Some examples of pla-
nar mixer circuits with slotline follow.

3.1.1. Double-Balanced Mixer. In 1980, Ogawa et al.
[23] described a MIC double-balanced mixer. The mixer
consists of a magic T for combining the radiofrequency
(RF) and local-oscillation (LO) signals, and a balun tran-
sition circuit for separating the RF(LO) and intermediate-
frequency (IF) signals as shown in Fig. 22a. These circuits
are constructed by using combinations of microstrip lines,
slotlines, and coupled slotlines, together with four beam-
lead Schottky barrier diodes. In Fig. 22a through the mag-
ic T, the RF and LO signals are supplied to two pairs of
diodes in phase and 1801 out of phase, respectively. The IF
signal is derived from port I composed of a microstrip low-
pass filter, which is used to suppress undesired signals.
The diode circuit in Fig. 22a consists of two impedance-
matching slotline sections, four l/4 slotlines, two pairs of
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beam-lead diodes, six l/8 slotline shorted stubs, and two
cylindrical conductors used for connecting slotlines and
microstrip lines through holes in the substrate. These l/4
slotlines are used to utilize effectively the RF and LO pow-

ers fed to the diodes. The six l/8 slotline shorted stubs
serving as bandstop filters are connected to the slotlines in
order to suppress the sum frequency.

The double-balanced mixer was fabricated on a 0.3-
mm-thick alumina substrate with a dielectric constant of
9.6. Figure 22b shows the measured conversion loss for
several LO frequencies. The minimum conversion loss of
the mixer is 4.7 dB at a signal frequency of 9.6 GHz, and
isolation between the three ports is greater than 20 dB
from 18 to 21 GHz. This type of double-balanced mixer can
be easily fabricated using ordinary MIC techniques and
can be applied to other balanced devices like balanced
modulators and upconverters.

3.1.2. Uniplanar Double-Double-Balanced MMIC Mixer.
An arrangement for a double-double-balanced mixer
(DDBM) using slotlines, coplanar waveguides (CPW),
and coplanar strips (CPSs) is shown in Fig. 23 [24]. The
DDBM is composed of a 1801 hybrid, an IF balun, and
eight GaAs Schottky diodes. The circuit uses a balanced
LO input and an unbalanced RF input. The LO signal is
applied to the difference port, and the RF signal is
fed to the sum port. The 1801 hybrid couples the RF
signal in phase and LO signal opposite phase to the
diodes. Matching between the hybrid and diodes is accom-
plished by a slotline section and a CPS section in cascade.
The IF output is through the IF balun consisting of
a CPW-slotline transition followed by a slotline–CPS
transition.

The MMIC mixer was fabricated on a 0.4-mm-thick
GaAs substrate without the use of via holes. The resulting
DDBM operated over a RF bandwidth of 6 GHz, a LO
bandwidth of 8–18 GHz, and IF bandwidth of 2–7 GHz
with conversion loss ranging from 6.2 to 9.8 dB. Isolations

(a)

(b)

LO
in

IF
out

RF in

Figure 23. Double-double-balanced mixer: (a) photograph of the
circuit, chip size 4.57�6.1�0.4 mm3; (b) detail of dual diode ring
connection to the circuit. (From Ref. 24 with permission, r 1991
IEEE.)
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permission, r 1983 IEEE.)
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between the three ports were all greater than 20 dB. The
mixer was analyzed using the harmonic-balance method,
and the measured and simulated results were in reason-
able agreement.

3.1.3. Quasioptical Slotline Ring Mixer. The slotline ring
discussed in the previous section was also used as an an-
tenna to build a quasioptical mixer [25]. Figure 24 shows
the circuit arrangement. The RF signal arrives as a hor-
izontally polarized plane wave incident perpendicular to
the antenna. The LO signal is vertically polarized, and can
arrive from either side of the structure. VLO and VRF are
the electric field vectors on the antenna plane. By resolv-
ing each vector into two perpendicular components, it is
easy to see that the mixer diode D1 receives
ðVLO � VRFÞ=

ffiffiffi
2
p

, while D2 receives ðVLOþVRFÞ=
ffiffiffi
2
p

. In ef-
fect, each diode has its own independent mixer circuit
with the intermediate-frequency (IF) outputs added in
parallel. The IF signal appears as a voltage between the
central metal disk and the surrounding ground plane and
is removed through an RF choke. A double-balanced mixer

with improved isolation can be made by adding two addi-
tional diodes D3 and D4, as indicated.

The antenna mixer has good LO-to-RF isolation be-
cause of the symmetry provided by the balanced configu-
ration. A conversion loss of 6.5 dB was measured for this
quasioptical mixer operating at X band.

3.2. Oscillators

Oscillators are one-port circuits generating sinusoidal sig-
nals, and are widely applied in microwave transmission
and measurement systems. Early oscillator circuits were
made using waveguide or coaxial-line technology. Modern
designs are often made in planar technology such as mi-
crostrip, CPW, slotline, and their combination technolo-
gies as well as MIC and MMIC technologies. Examples of
oscillator circuits using slotlines follow.

3.2.1. MMIC Varactor-Tuned Oscillator Using a Slotline
Resonator. Varactor-tuned oscillators provide more con-
stant output power, wider tuning range, and faster
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sion from Microwave Journal, Sept. 1990,
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response than those of bias tuning oscillators. Figure 25a
shows an MMIC varactor-tuned oscillator using a slotline
resonator proposed by Roth et al. [26] in 1990. The oscil-
lator was driven by a GaAs field-effect transistor (FET)
connected in common source with a capacitive serial feed-
back. Coupling was realized by a GaAs varactor integrat-
ed on the same substrate with the FET. A slotline
resonator was built as a linear resonator with coplanar
waveguide (CPW) coupling to the FET gate. Bonding
wires were used to connect the circuit elements while
the output CPW connection was made with a microwave
probe. The equivalent circuit of the oscillator as shown in
Fig. 25b was used for circuit simulation and predicting
circuit performance. The capacitive serial feedback of the
FET provides a reflection coefficient r greater than unity
in the plane p–p0. The resonant frequency was determined
by the resonant circuit and the feedback varactor. A test
circuit was fabricated and measured. A tuning range of
nearly one octave was achieved with 10 mW output power.
The experimental results had good agreement with the
calculated electrical properties.

Another varactor-tuned oscillator driven by a Gunn di-
ode was built on CPW and slotline [27] as shown in Fig.
26a. The circuit consists of a Gunn diode, a varactor diode,
a CPW resonator, a slotline lowpass filter for RF choke and
diode biases, and a slotline–microstrip transition for cou-
pling power to output. This VCO provides 16.370.35 dB
output power throughout a 350 MHz tuning range cen-
tered at 10.37 GHz. Figure 26b shows the power output as
a function of frequency and varactor bias. The output pow-
er is fairly constant over the tuning range.

3.2.2. Active Slot Antennas Driven by Oscillators. Slot
resonators have been used as radiators for antenna appli-
cations. A ring-stabilized Gunn oscillator coupled with a
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slot radiator to form an active antenna was reported in
1995 [28]. The circuit configuration is shown in Fig. 27a. A
circular microstrip ring is used as the resonant element of
the oscillator. A slot on the ground plane of the substrate
coupled with the microstrip ring served as the radiating
element. A Gunn diode is mounted between the ring and
the ground plane of the substrate at either side of the ring.
A metal mirror block is introduced a quarter-wavelength
behind the ring to avoid any backscattering. The operat-
ing frequency of the active antenna was designed to be
close to the first resonant frequency of the circular micro-
strip ring. A radiated power of 16 dBm at 5.5 GHz was ob-
tained with the bias level of 12.6 V. The H-plane radiation
patterns are shown in Fig. 27b.

An FET oscillator integrated with a slotline ring an-
tenna was also developed [29]. Figure 28 shows the phys-
ical configuration. A simple transmission-line method was
used to predict the resonant frequency. The FET oscillator-
driven slotline antenna radiated 21.6 mW at 7.7 GHz with
18% DC-to-RF efficiency.

3.3. Modulators

A number of digital modulators have been developed for
digital communication systems. Digital modulators are
classified into three types: the amplitude shift keying
(ASK) modulator, the phase shift keying (PSK) modula-

tor, and the frequency shift keying (FSK) modulator. The
basic information about modulation can be found else-
where in this encyclopedia (see the article MODULATION

ANALYSIS FORMULA). Here we introduce some examples of
modulator circuits using slotlines.

3.3.1. ASK Modulator Using Double-Sided MIC. There
are three types of ASK modulators: reflection, transmis-
sion, and balanced. Reflection-type modulators need cir-
culators to separate input and output power or hybrid
couplers to maintain perfect matching, while transmis-
sion-type modulators use isolators instead of circulators.
Balanced-type modulators require balanced/unbalanced
hybrid transitions for transformation from unbalanced
modes to balanced modes, or vice versa. Generally, non-
reciprocal components or the matching resistance are nec-
essary to implement ASK modulators.

In 1989, an ASK modulator that does not require cir-
culators and matching resistances was proposed [30]. The
circuit using double-sided (slotlines and microstrips) MIC
is shown in Fig. 29. It consists of two l/4 slotlines, a slot-
line–microstrip transition, and two beam-lead p-i-n di-
odes. The measurements for the ASK modulator were
performed in the frequency range from 25.0 to 29.5 GHz.
A 2.8 dB insertion loss, a 12 dB return loss, and an ON/OFF

ratio of greater than 40 dB were obtained. This balanced
ASK modulator had a size more compact than that of other
types of ASK modulators because no circulators and hy-
brid couplers were needed, and it had a fairly high ON/OFF

ratio because of the balanced circuit configuration.

3.3.2. Integrated Balanced Biphase Shift Keying (BPSK)
and Quadriphase Shift Keying (QPSK) Modulators. PSK
modulators have two types of reflection and transmission
(balanced). The basic principle of the reflection-type PSK
modulators is similar to that of the ASK modulators.
Transmission-type PSK modulators use the difference in
pathlengths for carriers. By selecting a quarter-wave-
length for the carrier pathline, a 01–1801 (BPSK) modula-
tor can be produced. If a one-eighth wavelength of the
carrier line is selected, a 01–901 (QPSK) modulator can be
obtained.

3.3.2.1. Balanced BPSK Modulators. Balanced BPSK
modulators are commonly used as digital modulators.

S

DG

Figure 28. Circuit configuration of an FET active slotline ring
antenna. The circuit was etched on RT/Duroid 5870 board with
the following dimensions: relative dielectric constant er¼2.20;
substrate thickness h¼1.57 mm; inner radius of the slotline ring
di¼9.54 mm; outer radius of the slotline ring d0¼11.54 mm. The
active device used in the circuit is an Avantek ATF-26836 FET.
(From Ref. 29 with permission from Electronics Letters.)
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Figure 29. Circuit configuration of the bal-
anced ASK modulator. Solid lines represent
slotlines on the substrate. Dotted lines show
microstrips on the backside of the substrate.
(From Ref. 30 with permission, r 1987 IEEE.)
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Figure 30a shows the circuit configuration of a single-bal-
anced BPSK modulator proposed [31] for use in Ka band.
The circuit consists of two l/4 slotlines, two switching di-
odes, two slotline–microstrip transitions, and a gold wire
used to supply modulating pulses to the diodes. The BPSK
modulator operates as shown in Fig. 30b. The arrows rep-
resent the electric field of the carrier propagating along
the slotlines. When the carrier is supplied to port C, the
bias states of the diodes determine which path the carrier
takes as the data alternately switch the diodes ON and OFF.
The carrier takes path 1 or path 2, producing a biphase
output signal because the direction of the electric field at
the junction J1 is 1801 out of phase, as shown in Fig. 30b.
The modulated carrier is then fed to the microstrip port M
through the slotline–microstrip transition. The perfor-
mance of the BPSK modulator has 2.2 dB insertion loss
at a carrier frequency of 27 GHz and a greater than 25 dB
isolation over a 1 GHz bandwidth. The phase error and
amplitude deviation were less than 11 and 0.5 dB, respec-
tively.

3.3.2.2. Balanced QPSK Modulators. A balanced QPSK
modulator is important for digital wireless or satellite
communication systems because it allows effective use of
frequencies and has also been applied to microwave and
millimeter-wave transceivers. A QPSK modulator using

double-sided MIC techniques was reported in 1984 [32] for
directly modulating a 60 GHz carrier frequency. Figure 31
shows a block diagram and circuit layout of the QPSK
modulator. The circuit consists of a Wilkinson power di-
vider with 901 phase shift in one arm, two biphase switch-
es (BPSK modulators) using coupled slotline–microstrip
structure, and a microstrip–waveguide transition at the
output.

The circuit operates as follows. The unmodulated RF
carrier enters the circuit on microstrip and goes to the in-
phase power divider. The carrier is divided into two sig-
nals with equal amplitude and in phase. One arm of the
power divider drives biphase switch 1 directly. A 901 phase
shifter is introduced at the input of biphase switch 2 by
increasing the microstrip pathlength between the power
divider and biphase switch 2. The biphase switches intro-
duce an additional 01 or 1801 phase shift to each signal as
the data inputs switch the Schottky diodes. The two
biphase-modulated signals are then summed in an in-
phase power combiner producing a quadriphase-modulat-
ed signal. The QPSK modulator has the following design
features and advantages:

1. High isolation between the carrier input port and
the modulated carrier output port is obtained be-
cause of the balanced configuration.
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Figure 30. (a) Circuit configuration; (b) op-
erating principle of balanced biphase shift
keying (BPSK) modulator. (From Ref. 31
with permission, r 1982 IEEE.)
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2. A DC return path is not required because a slotline
is used.

3. The 901 phase shift is introduced by an additional
pathlength instead of using a 901 hybrid (this sim-
plifies the design since a low-loss, well-balanced 901
hybrid is difficult to realize at 60 GHz).

4. The 1801 phase shift is introduced by the built-in
field distribution of the slotting.

5. A simple configuration using only a wire bonding is
sufficient for a baseband input circuit.

6. Small size is achieved by using a sapphire substrate.

The QPSK modulator chip was integrated with a
Gunn voltage-controlled oscillator (VCO), a subharmonic
mixer, and a microstrip–waveguide transition to form the
RF exciter/modulator module. The modulator demonstrat-
ed excellent performance at 60 GHz with an output
phase error of less than 31 and maximum amplitude er-
ror of 0.5 dB.

3.4. Frequency Multiplier

Microwave and millimeter-wave signals can be generated
by frequency multiplication of lower-frequency signals
produced by a quartz-controlled generator. Frequency
multipliers are usually used to realize this conversion.
Figure 32 shows a block diagram of frequency multiplier.
A signal of angular frequency o0 is fed to a nonlinear de-
vice (varactor diodes or transistors), which generates har-
monics at angular frequencies no0. The output signal at
the desired frequency is then selected by a bandpass filter.
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Figure 31. (a) Block diagram; (b) circuit lay-
out of a quadriphase shift keying (QPSK) mod-
ulator chip (shown are both sides of the chip).
(From Ref. 32 with permission, r 1984 IEEE.)
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Figure 32. Block diagram of frequency multiplier.
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Two examples of quasioptical frequency multipliers using
slot antennas follow.

3.4.1. Quasioptical Frequency Multipliers Using Slot
Antennas. Using a uniplanar structure of slotline and
CPW, a parabola-feed frequency multiplier for millimeter-
and submillimeter-wave signal renovation has been re-
cently reported [33]. The multiplier uses a quadbridge di-
ode configuration to provide effective isolation between
input and output signals. Two pairs of double-slot anten-
nas with orthogonal polarizations directly couple input
and output signals to the diodes without the need for hy-
brid couplers in conventional balanced circuits. Figure 33
shows the circuit configuration of the frequency multiplier
implemented on a parabola feed with two pairs of slot an-
tennas. The two input antennas receive a vertically polar-
ized signal in phase while sending the signal to the diodes
with opposite phase. The output signal generated by the
diodes will be transmitted in phase through the two

horizontally polarized antennas. The input and output
signals are then coupled to free space by placing the mul-
tiplier circuit on an electrically thick substrate lens (a di-
electric-filled parabola in this case). This configuration
maintains the same conversion efficiency as single-diode
multipliers but quadruples the power-handing capability.
Measurement results of an X/K-band multiplier show fre-
quency conversion loss of 6.8 dB at the 20.3 GHz output
frequency.

Another quasioptical frequency multiplier using dou-
ble-sided MIC (coupled slot microscript) techniques was
proposed [34] in 1987. The configuration shown in Fig. 34
uses a meander microstrip line to feed an array of diode-
loaded slot antennas that are positioned in correct phase
to maximize the radiation performance of the multiplier. A
26 dBm, 5.4 GHz input multiplied to 10.8 GHz, was
achieved for the circuit. With a planar structure, control-
lable power coupling, and flexibility in array geometry, the
quasioptical frequency multiplier is suited for MIC and
MMIC applications.
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The propagation and radiation of high-frequency signals
are getting more important as the technology progresses.
For example, the clock rate for digital circuitry is over
hundreds of megahertz. The booming wireless applica-
tions have pushed the low-cost and high-volume products
to the gigahertz range. Engineers need to understand the
behavior of high-frequency signals to have a proper and
efficient layout when they design a new circuit. This arti-
cle introduces one type of high-frequency transmission
line called the slotline. The configuration, terminology,
analysis, and applications are discussed in subsequent
sections.

A slotline is an uniplanar wave-guiding structure
proposed by Cohn in 1968 [1]. Figure 1(a) shows the
basic configuration of a slotline. It consists of a narrow
slit between two metal planes that are on one side of the
substrate. It is different from a microstrip line that has a
strip and a ground plane on the opposite sides of a sub-
strate. The substrate property (m,e) and thickness h, the
slot width w, and the metal thickness t are parameters
determining slotline characteristics. The electromagnetic
fields of a slotline concentrate around the slot region and
propagate along the longitudinal direction as depicted
in Fig. 1(b). The main electric field lines are on the
transverse plane, and there are more lines in the sub-
strate region because it has a higher dielectric constant.
The propagation mode is nontransverse electromagnetic
(non-TEM). Unlike the non-TEM metal waveguide, the
slotline has no cutoff frequency because it has two sepa-
rated metals. We will use the spectral domain approach
to analyze the slotline. The propagation constant and
the characteristic impedance are obtained from this rigo-
rous analysis.

Microwave circuits are frequently packaged in a metal
shield. That is, the bottom of the substrate in Fig. 1(a) is
attached to a metal plane. Figure 2 shows a conductor-
backed slotline (CBSL). The additional bottom ground
plane provides better mechanical strength and heat-sink-
ing ability. However, the presence of the conductor back-
ing can cause a serious problem, which is power leakage in
the transverse direction. This power loss results in unde-
sirable package and crosstalk effects. The leakage phe-
nomenon is easy to understand. Besides the slotline mode,
the conductor-backed slotline also supports a parallel-
plate mode in a region away from the open slit. A slotline
mode is a non-TEM wave and has its fields spread in both
the substrate and air regions. A parallel-plate mode is a
TEM wave and has all its energy confined in the substrate
between two metal planes. Therefore, the effective dielec-
tric constant of a parallel-plate mode is always higher
than that of a slotline mode. Under these circumstances,
the parallel-plate mode behaves as the dominant mode,
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The propagation and radiation of high-frequency signals
are getting more important as the technology progresses.
For example, the clock rate for digital circuitry is over
hundreds of megahertz. The booming wireless applica-
tions have pushed the low-cost and high-volume products
to the gigahertz range. Engineers need to understand the
behavior of high-frequency signals to have a proper and
efficient layout when they design a new circuit. This arti-
cle introduces one type of high-frequency transmission
line called the slotline. The configuration, terminology,
analysis, and applications are discussed in subsequent
sections.

A slotline is an uniplanar wave-guiding structure
proposed by Cohn in 1968 [1]. Figure 1(a) shows the
basic configuration of a slotline. It consists of a narrow
slit between two metal planes that are on one side of the
substrate. It is different from a microstrip line that has a
strip and a ground plane on the opposite sides of a sub-
strate. The substrate property (m,e) and thickness h, the
slot width w, and the metal thickness t are parameters
determining slotline characteristics. The electromagnetic
fields of a slotline concentrate around the slot region and
propagate along the longitudinal direction as depicted
in Fig. 1(b). The main electric field lines are on the
transverse plane, and there are more lines in the sub-
strate region because it has a higher dielectric constant.
The propagation mode is nontransverse electromagnetic
(non-TEM). Unlike the non-TEM metal waveguide, the
slotline has no cutoff frequency because it has two sepa-
rated metals. We will use the spectral domain approach
to analyze the slotline. The propagation constant and
the characteristic impedance are obtained from this rigo-
rous analysis.

Microwave circuits are frequently packaged in a metal
shield. That is, the bottom of the substrate in Fig. 1(a) is
attached to a metal plane. Figure 2 shows a conductor-
backed slotline (CBSL). The additional bottom ground
plane provides better mechanical strength and heat-sink-
ing ability. However, the presence of the conductor back-
ing can cause a serious problem, which is power leakage in
the transverse direction. This power loss results in unde-
sirable package and crosstalk effects. The leakage phe-
nomenon is easy to understand. Besides the slotline mode,
the conductor-backed slotline also supports a parallel-
plate mode in a region away from the open slit. A slotline
mode is a non-TEM wave and has its fields spread in both
the substrate and air regions. A parallel-plate mode is a
TEM wave and has all its energy confined in the substrate
between two metal planes. Therefore, the effective dielec-
tric constant of a parallel-plate mode is always higher
than that of a slotline mode. Under these circumstances,
the parallel-plate mode behaves as the dominant mode,
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and the slotline mode is the first higher order mode on the
dispersion curves. Therefore, the energy in the slotline
mode tends to leak to the parallel-plate mode. This leaky
energy propagates at an angle with the longitudinal di-
rection and is frequency-dependent. A rigorous analysis to
predict the leaky performance and some methods to re-
duce the energy loss are discussed in Section 1.

Slotlines can be built using the same fabrication pro-
cess for the microstrip line and the coplanar waveguide
(CPW). All these transmission lines have planar in geom-
etries and are very useful in integrated circuit designs.
The easy integration of these structures on a substrate
provides an additional design choice. It becomes impor-
tant to understand completely the transition between dif-
ferent transmission lines. Slotline discontinuities, coaxial-
to-slotline, microstrip-to-slotline, and CPW-to-slotline
transitions are investigated in this article. Compared
with a microstrip line and a CPW, the slotline has high
dispersive characteristics and a divergent field distribu-
tion. Therefore, the slotline is not commonly used as a long
transmission line but rather as a short high-impedance
line or a radiating geometry. As another application, the
slotline has an elliptically polarized magnetic field that
makes it suitable for use with a ferromagnetic material to
build a nonreciprocal device [2].

1. THEORETICAL ANALYSIS

Several methods can be used to analyze a uniform slotline.
They range from a closed form expression, a quasistatic
approach, to full-wave frequency- and time-domain ap-
proaches [3–9]. The closed form and quasistatic approach
are time efficient but have limited accuracy. The rigorous
full-wave methods, on the other hand, provide accurate
data with a lengthy formulation and programming

process. As a result of the progress in computer technol-
ogy, a well-written simulation code can give complete
characteristics of a transmission line within few minutes
on a personal computer. We will concentrate on one of the
most versatile numerical methods called spectral domain
analysis, and also known as the spectral domain approach
(SDA) [10]. This technique is very efficient in analyzing
multilayered planar structures. Moreover, the same for-
mulation can be extended to analyze circuit disconti-
nuities. Readers who are interested in closed form expres-
sions can refer to Ref. 11.

1.1. Spectral Domain Analysis

1.1.1. Formulation of the Dyadic Green’s Function.
Figure 1(a) shows a single-layered slotline with its co-

ordinate system. The metal and substrate extend into in-
finity in the transverse, �y, direction. The wave
propagates along the þ x direction. The conductor thick-
ness t and loss from metal and dielectric are neglected in
the following derivation. We can easily extend the proce-
dures to a multilayered and lossy slotline. The formulation
is based on the concept of Hertz potentials [10,12]. If we
define TE-to-z and TM-to-z Hertz potentials as fe

i and fh
i ,

the field components can be expressed as
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Figure 2. Conductor-backed slotline that has a good mechanical
strength and heat-sinking capability.
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where a harmonic time dependence of ejot, o¼ 2pf , is as-
sumed and i¼ 1, 2, and 3 refer to regions 1, 2, and 3, re-
spectively. ei and mi are the electric permittivity and
magnetic permeability of each region. Hertz potentials
satisfy the Helmholtz wave equation

ðr2þ k2
i Þf

e;h
i ¼ 0 ð2Þ

Equations (1a)–(1f) and (2) are second-order partial diffe-
rential equations. However, they can be simplified into
ordinary differential equations by (1) assuming the
x-dependence as e�jax and (2) defining the spatial Fourier
transform in the y direction as

~ffe;h
i ðb; zÞ¼

X1

�1

fe;h
i ðy; zÞe

jby dy ð3Þ

With these definitions, the transformed fields of Eqs. (1a)–
(1f) and (2) are

~EExiðb; zÞ¼ � ja
d ~ffe

i

dz
� omib ~ff

h
i ð4aÞ

~EEyiðb; zÞ¼ � jb
d ~ffe

i

dz
þomia ~ff

h
i ð4bÞ

~EEziðb; zÞ¼
d2

dz2
þ k2

i

� �
~ffe

i ð4cÞ

~HHxiðb; zÞ¼oeib ~ff
e
i � ja

d ~ffh
i

dz
ð4dÞ

~HHyiðb; zÞ¼ � oeia ~ffe
i � jb

d ~ffh
i

dz
ð4eÞ

~HHziðb; zÞ¼
d2

dz2
þ k2

i

� �
~ffh

i ð4f Þ

d2

dz2
� g2

i

� �
~ffe;h

i ðb; zÞ¼ 0 ð4gÞ

where g2
i ¼ a2þ b2

� k2
i . Equation (4g) is an ordinary sec-

ond-order wave equation. The general solutions of this
wave equation at each region in Fig. 1(a) are

~ffe
1¼A1e�g1z ð5aÞ

~ffh
1 ¼A2e�g1z ð5bÞ

~ffe
2¼B1 sinh g2ðhþ zÞ

 �
þB2 cosh g2ðhþ zÞ

 �
ð5cÞ

~ffh
2 ¼B3 sinh g2ðhþ zÞ

 �
þB4 cosh g2ðhþ zÞ

 �
ð5dÞ

~ffe
3¼C1e�g3ðhþ zÞ ð5eÞ

~ffh
3 ¼C2e�g3ðhþ zÞ ð5f Þ

where A1, A2, B1, B2, B3, B4, C1, and C2 are unknown co-
efficients. All solutions are functions of the spatial variable
z only. We use the hyperbolic functions to represent the
standing wave nature of fields at the stratified region 2.
The decaying feature of energy in air regions above and

below the substrate is in the form of an exponential func-
tion. Substituting Eqs. (5a)–(5f) in Eqs. (4a)–(4f), we have
the general field solutions. There are a total eight un-
knowns in Eqs. (5a)–(5f). We need eight independent equa-
tions to get the dyadic Green’s function. The next step is to
match the transformed boundary conditions: At z¼ � h,

~EEx2¼
~EEx3 ð6aÞ

~EEy2¼
~EEy3 ð6bÞ

~HHx2¼
~HHx3 ð6cÞ

~HHy2¼
~HHy3 ð6dÞ

At z¼ 0,

~EEx1¼
~EEx2¼ ~eex ð7aÞ

~EEy1¼
~EEy2¼ ~eey ð7bÞ

~JJx¼
~HHy2 �

~HHy1 ð7cÞ

~JJy¼
~HHy1 �

~HHy2 ð7dÞ

By eliminating eight unknown coefficients using boundary
conditions in Eqs. (6a)–(6d) and (7a)–(7d), we have a set of
dyadic Green’s function

~JJx

~JJy

" #
¼

~GGxx
~GGxy

~GGyx
~GGyy

" #
~eex

~eey

" #
ð8Þ

where ð ~eex; ~eeyÞ and ð ~JJx; ~JJyÞ are electric fields and currents at
the slot and the conductor of the z¼ 0 plane, respectively.
In the formulation, all unknown coefficients in Eqs. (5a)–
(5f) are only functions of two variables ð ~eex; ~eeyÞ. The field
characteristic of a slotline is solved if we can find proper
functions to describe the slot fields accurately. This task
is done using the method of moment (MoM). One such
technique, called the Galerkin’s method, is discussed in
Section 1.1.2.

1.1.2. Galerkin’s Method. To solve the propagation con-
stant a and field distributions, we can use Galerkin’s
method. The Galerkin method uses the same weighting
function as the basis function. Suppose that the aperture
electric field is expressed as

~eexðbÞ¼
XM

m¼ 1

am
~ffxmðbÞ ð9aÞ

~eeyðbÞ¼
XM

n¼ 1

bn
~ffynðbÞ ð9bÞ

where ~ffxm and ~ffyn are complete basis functions with un-
known coefficients am and bn. As the electric fields and
currents are nonzero in complementary regions at the in-
terface z¼ 0, we can multiply both sides of Eq. (8) by the
complex conjugate of aperture electric fields. Then, inte-
grating the product at z¼ 0, we obtain a set of eigenvalue
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equations

~ZZxx
~ZZxy

~ZZyx
~ZZyy

" #
¼ 0 ð10Þ

By setting the determinant of Eq. (10) equal to zero, all
modes supported by the slotline are solved from the root-
searching results of a. The unknown coefficients in
Eqs. (9a) and (9b) are also obtained during this process.
Substituting the solved Eqs. (9a) and (9b) into Eqs. (4a)–
(4g) and (5a)–(5f), the electric and magnetic fields can be
calculated.

1.1.3. Characteristic Impedance. There is no unique
definition of characteristic impedance for a non-TEM
transmission line. Power-and-current, power-and-voltage,
and voltage-and-current are three commonly used defini-
tions in calculating the characteristic impedance. The
characteristic impedance of a slotline is usually defined
in terms of the power-and-voltage relation

Z0¼
V2

2Pavg
ð11Þ

where V is the voltage across the slot. This potential dif-
ference is calculated by integrating the electric field

V¼

Z

slot
EyðyÞdy ð12Þ

The time-averaged power Pavg propagated along the slot-
line is

Pavg¼
1

4p
Re

ZZ
½ ~EEyðb; zÞ ~HH�z ðb; zÞ

� ~EEzðb; zÞ ~HH�y ðb; zÞ�dz db

ð13Þ

where * means the complex conjugate.

1.1.4. Dispersion Behaviors of a Slotline. A computer
code based on Eqs. (10) and (11) is written for analyzing
a slotline. Figure 3 shows the propagation constant and
impedance of a slotline as a function of substrate thick-
ness. As the substrate thickness increases, the effective
dielectric constant of a slotline increases because there is
more energy in the substrate. Also, the slotline is a slow
wave structure because the normalized propagation con-
stant is always greater than one. Besides the characteris-
tics of the dominant mode, a full-wave analysis also
provides the information of higher order, evanescent,
and leaky modes [8,11].

As the fields of a slotline are concentrated around the
narrow slot, any parameter changes at this area affect the
slotline characteristic. Kitazawa analyzed the effect of fi-
nite metal thickness on the slotline performance with the
modified SDA [13]. He added a narrow, thin air region of
the height of the metal thickness into the formulation as
shown in Fig. 4. Then two sets of basis functions were set
at the top and bottom edges of the narrow slot region.

Figure 5 depicts the normalized propagation constant and
impedance of a slotline with different metal thicknesses.
As the slot is modeled as an air-filled region, there is in-
creasing energy in the air when the metal thickness in-
creases. Therefore, the propagation constant decreases
with increasing metal thickness. Obviously the metal
thickness influences the slotline. It is important to incor-
porate the metal thickness into consideration in designing
slot-type transmission lines (e.g., the slotline and the co-
planar waveguide).

1.1.5. Choice of Basis Functions [10,12]. The accuracy
and efficiency of the final solution depend on the accuracy
with which the basis functions represent the true electric
field. The entire domain basis functions (e.g., the sinusoi-
dal functions or Chebyshev polynomials) are preferred in
the analysis of a uniform transmission line. Only two or
three terms can yield a very accurate result. On the other
hand, the subdomain basis functions (e.g., rectangular
and triangular functions) are commonly used in the anal-
ysis of circuit discontinuities. Table 1 compares the results
of using the entire and subdomain basis functions in an-
alyzing a uniform slotline.

1.1.6. Leaky Phenomenon and Control on Conductor-
Backed Slotline. Recently, some work has been done to in-
vestigate and reduce the leaky phenomena in various pla-
nar structures [14–19]. This power leakage in terms of
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Figure 4. Basis functions used to simulate a slotline with a finite
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other guided waves is an interesting behavior and can be
analyzed easily with a little modification on the conven-
tional SDA. The integration path of a conventional SDA is
along the real axis of the spectral variable b. In order to
include the contribution of leaky waves, special attention
should be paid to the integration path [20]. For a leaky
transmission line, the model field is no longer bounded,
and the propagation constant becomes complex instead of
real. Therefore, a deformed integration path or residual
calculation is commonly used to handle the leaky waves as
depicted in Fig. 6. The deformed integration path is nu-
merically easily implemented. However, it suffers from the
numerical divergence when the integration path is close to
leaky-wave poles. In this case, the residue calculation is
preferred for an accurate and general formulation.

1.1.7. Leaky Phenomenon. The conductor-backed slot-
line shown in Fig. 2 has the inherent problem of power
leakage in the transverse direction. This is so because the
slotline mode of a CBSL has a lower effective dielectric
constant than that of a parallel-plate mode. Figure 7 de-
picts the dispersion curves for both modes. Clearly, the
phase constant of the slotline mode is always less than
that of a parallel-plate mode. With the complex root-
searching method, the attenuation constant (the imagi-
nary part of a) exists over all frequencies. It says that the

guided slotline mode loses energy when it propagates. The
leakage phenomenon is also frequency-dependent. Shige-
sawa et al. conducted a comprehensive analysis and mea-
surement of this issue [14].

1.1.8. Leakage Control. The leakage problem shadows
the CBSL. It is important to eliminate or reduce the power
leakage that causes unwanted coupling and energy loss.
Figure 8 depicts some proposed configurations to control
the power leakage [15–17]. The basic idea is to make the
effective dielectric constant of the slotline mode higher
than that of a parallel-plate mode with the additional di-
electric compensation [Fig. 8(a,b)]. Or, we can physically
confine the fields within the slot region using metal vias in
the substrate [Fig. 8(c)]. Figure 8(a) can be easily analyzed
using the SDA. Figure 9 demonstrates the leakage control
of a CBSL with a proper material combination. It must be
pointed out that the leaky phenomenon is caused by the
so-called LSM mode in Fig. 8(a) because there are two
substrates between metal plates. The attenuation be-
comes zero when the propagation constant of a slotline
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Table 1. Analysis of a Uniform Slotlinea

Number of Entire Subdomain
Basis Function Domain Function Function

1 1.9083 1.8977
2 1.8715 1.8795
3 1.8695 1.8751
4 1.8693 1.8734
5 1.8692 1.8725
10 1.8692 1.8708

aThe entire domain function is more suitable in analyzing a uniform slot-

line.
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Figure 6. Integration paths in the spectral domain analysis to
calculate the leaky wave-guiding structures.
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is higher than the LSM mode. There is a transition region
between then leaky and nonleaky regions. Some research-
ers have studied this microscopic picture of mode transi-
tions [21,22].

1.2. Slotline Discontinuities

The short end and the open end are two single-ended slot-
line discontinuities. These two discontinuities are fre-
quently used as parts of slotline components. Their
characteristics are, therefore, important for understand-
ing the component behavior.

1.2.1. Short End. The short end is realized by connect-
ing one end of the slotline shown in Fig. 1 with metal-
lization. This discontinuity has been analyzed both
theoretically and experimentally [23–25]. Figure 10 plots
the comparison for the normalized end reactance. The
short-end slotline exhibits inductive loading because the
reactance is positive. It means that the stored energy is
mainly in the form of magnetic energy. Besides the reac-
tive energy, there is a radiation and surface wave loss

caused by this discontinuity. The loss makes the reflection
coefficient less than one, which can be modeled as a resis-
tor in the equivalent circuit. Figure 11 shows the normal-
ized resistance of a shorted slotline using a full-wave
analysis technique [25]. Figures 10 and 11 say that the
inductive loading and the radiation loss gets stronger as
the frequency increases.

1.2.2. Open End. Unlike the microstrip line, an open-
ended slotline is difficult to realize and is sometimes im-
practical in circuit applications. Figure 12 depicts some
variations of an open-ended slotline. There is a very strong
radiation loss for the configurations in Fig. 12(a,b). Al-
though it is not a good candidate in circuit applications,
Fig. 12(b) is commonly used in the end-fired antenna de-
sign. Figures 12(c,d) have confined energy and are exper-
imentally studied by Chramiec [26]. If the operating
frequency is higher than the resonant frequency of the
disk resonator, Fig. 12(c,d) behaves like an open circuit.

1.3. Transitions

Transitions between the slotline and other wave-guiding
structures extend the design and test capabilities of a
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Figure 8. Configurations to reduce or eliminate
the leakage on a CBSL: (a) with an additional
substrate layer, (b) with a superstrate for dielec-
tric compensation, (c) with periodic vias in the
substrate.
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slotline. For example, a coaxial-to-slotline transition is
needed to test the slotline in a standard microwave mea-
surement system. There are several different ways to com-
bine two transmission lines. The one with a natural field
match at the junction region gives maximum energy
transfer. That is, for a good transition, the orientations
of electric and magnetic fields should match each other. In
the following sections, we will discuss several practical
transitions.

1.3.1. Coaxial-to-Slotline Transition. Most microwave
measurement systems use the coaxial cable as the input/
output (I/O) transmission line. It needs a good coaxial-to-
slotline transition to test the slotline performance. Figure 13
depicts the coaxial-to-slotline transition. These two
structures cross each other with a right angle to have
the proper field match. The center conductor of the coaxial

line is connected to one of the slotline metal planes, and
the outer conductor is connected to the other one. With the
open end at one side of the slotline, the energy propagates
along the uniform section. This configuration is also useful
in exciting a slotline antenna, which is a double short-
ended slotline. Knorr analyzed and measured this transi-
tion with a 50O microstrip line and a 75O slotline [27]. It
has a good voltage standing-wave ratio (VSWR) for fre-
quencies less than 4 GHz. The performance of the transi-
tion gets worse at higher frequencies

The open end of the slotline shown in Fig. 13 may cause
unwanted radiation loss. Although it has low return loss,
it does not mean that there is a maximum energy transfer
in the form of a guided wave. To reduce this radiation loss,
a movable short-end configuration is proposed [11]. As a
result of the resonant wavelength, this type of transition
has an optimal VSWR over a narrow frequency range.

1.3.2. Microstrip-to-Slotline Transition. Microstrip cir-
cuits are most widely used in microwave integrated cir-
cuits. The microstrip-to-slotline transition expands
applications for both the microstrip line and the slotline.
Also, the fabrication is very easy and accurate by etching
the metallization on both sides of the substrate. It makes
the double-sided circuit design feasible. A branch-line cou-
pler based on this transition has been demonstrated [28].
Figure 14 shows the transition with both lines crossing at
a right angle and extending about a quarter wavelength
beyond each other. Chambers et al. used an approximate
transmission line method to analyze this transition [29].
More rigorous full-wave methods were also reported
[25,30,31]. All simulations agree well with the experiment
done by Knorr at the lower frequency, but there is a large
discrepancy at the high-frequency end. The deviation may
be caused by fabrication tolerance. Besides, the substrate
used in the experiment [27] is Custom Hik 707-20
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Figure 12. Various structures for slotline open end: (a) an abrupt
discontinuity; (b) with a flared angle; (c) with a circular disk; and
(d) with a flared slot and half-disk (Reprinted with permission
from Microstrip Lines and Slotlines by K. C. Gupta et al., Artech
House, Inc., Norwood, MA, USA. http://www.artech-house.com.)
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ðer¼ 20Þ, which is usually very lossy at higher frequencies.
This loss parameter was not included in the previously
mentioned simulations.

Figure 14 is a narrow-band transition. The bandwidth
limitation is a result of the frequency dependence of the
quarter wavelength sections. Several papers have tried to
improve the bandwidth with different approaches [32–35].
It is found that the bandwidth is related to the stub reac-
tance and impedance. The lowest VSWR occurs when the
reactances cancel each other for the quarter wavelength
sections. Moreover, there is a maximum bandwidth when
the characteristic impedance of the microstrip stub is
2.618 times the characteristic impedance of the slotline
stub [35].

1.3.3. Coplanar Waveguide-to-Slotline Transition. Un-
like the microstrip-to-slotline transition, the coplanar
waveguide (CPW)-to-slotline transition can be built on
the same side of metallization. This configuration is pre-
ferred in the monolithic microwave integrated circuits
(MMICs), where all metals are on one side of the sub-
strate only. Much effort has been made to study this tran-
sition [36–39]. Figure 15 shows some of the representative
configurations. Figure 15(a) is a CPW-to-slotline T-junc-
tion that behaves like a power divider. Two output ports on
the slotline are available in Fig. 15(a). If a single output is
necessary, the other port can be shorted at a quarter wave-
length from the junction. The bonding wire is used to sup-
press the unwanted mode on the CPW. To increase the
bandwidth, a radial stub is used as shown in Fig. 15(b),
even though it requires a large circuit space. It is found
that Fig. 15(b) has the best performance in terms of band-
width and return loss [39]. The 1 dB insertion loss band-
width for this transition is more than 5.2:1. Unlike coaxial-
and microstrip-to-slotline transitions discussed previously,
one design advantage of this transition is that the I/O lines
can have an angle from 01 to 901. The optimal transition
can be obtained with a modification of circuit dimensions.
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SLOW WAVE STRUCTURES

KE WU

École Polytechnique de Montréal

1. GUIDED WAVES AND WAVEGUIDES

Electromagnetic wave propagation, which is fundamen-
tally governed by Maxwell’s field equations, is usually

characterized by its propagation constant. The propaga-
tion constant is used to derive its phase and group velocity
and attenuation relative to frequency or wavelength. The
phase velocity of a freely propagating wave is reduced or
increased compared with the speed of light if such a prop-
agation takes place in material other than air or vacuum.
Guided-wave phenomena [1–4] are electrically or magnet-
ically bounded waves propagating in air- or material-filled
tubes or strips, or called wave-guides or sometimes trans-
mission lines, and are the physical foundation for design-
ing and manufacturing radiofrequency (RF), microwave,
and optical components and systems. A waveguide can
also be defined as a structure that causes a wave to prop-
agate in a chosen direction because of some measure of
confinement in the plane transverse to the direction of
propagation. The topological view of a waveguide is graph-
ically sketched in Fig. 1(a), which may involve materials of
different properties and multiple conductors with or with-
out a specifically shaped dielectric or conducting enclo-
sure. Dielectric guides, hollow-pipe waveguides, and
planar guides are the most important building blocks in
practical use to date.

Generally, the guided-wave properties of a wave-
guide depend on physical aspects, such as boundary
conditions, materials, and frequency. Conventional uni-
form waveguides (rectangular metallic waveguides with-
out physical variations in the longitudinal direction,
for example) exhibit phase velocities of wave propagation
greater than the velocity of light, or in other words,
guided wavelengths are longer than the free-space
wavelength: these structures are usually called fast-
wave structures. Fast-wave structures, in most cases
have cutoff frequencies below which wave propagation is
halted.

The slow wave is a particular type of wave propagation,
usually of the guided-wave type, and it is described mostly
in the frequency-domain. Slow-wave structures [5–7] are
wave-guides or transmission lines in which the wave trav-
els with a phase velocity equal to or less than a certain
predesignated velocity of wave propagation. In other
words, the slow wave should be interpreted relative to
its fast-wave counterpart compared with a velocity of ref-
erence, such as the speed of light in a hollow metallic
waveguide. However, it may be disputable how to choose
the velocity of reference that is directly connected with the
slow-wave structure. Of course, one may always choose
the speed of light as the reference velocity (classic consid-
eration) to distinguish slow-wave propagation from other
guided waves. This was the common practice in very early
studies of slow-wave structures probably because the
early slow-wave development was closely related to the
rectangular and circular waveguiding structures. Since
the emergence of planar integrated dielectric-layered ge-
ometry, such a classic definition of slow-wave structure
was somewhat altered by the relative dielectric and mag-
netic properties of the materials of the structure. It is now
widely accepted that a slow-wave structure can support
wave propagation that has a phase velocity less than the
attainable value because of the inherent properties of the
waveguiding material, such as permittivity and perme-
ability.
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Figure 1(b) depicts schematically a concise classifica-
tion of guided-wave structures by comparing the normal-
ized guided wavelength with its free-space counterpart.
We consider the basic waveguiding geometry of Fig. 1(a) as
the reference in which the maximum permittivity and
permeability of a relevant subregion sets up the border
between material-related guided-wave and slow-wave
propagation. In most cases, only linear isotropic dielectric
materials are used in waveguides. In this description, the
slow- and fast-wave-guiding properties are simply char-
acterized by a popular technical term called the effective
permittivity, which may involve the effect of permeability
if the relative permeability is not equal to one, even
though the concept of a separate effective permeability is
valid.

2. FUNDAMENTALS OF SLOW-WAVE STRUCTURES

Generally, a slow wave cannot be obtained without artifi-
cial guided-wave structures. Special mechanisms in a
guided-wave structure need to be designed to generate
slow-wave propagation. The basic and absolute condition
of a guided-wave structure that supports slow-wave prop-
agation is that this structure should provide separate
storage of electric and magnetic energy in space either
in the axial or transverse directions. Obviously, any sus-
ceptible slow-wave generation depends on the geometry
and/or the core materials of a guided-wave structure sub-
ject to some particular criteria of construction, that lead to
a critical separation of energy in space. The effective spa-
tial separation of electric (capacitive effect) and magnetic
(inductive effect) energy constitutes the fundamental prin-
ciple for designing a slow-wave structure.

There are two fundamental classes of slow-wave struc-
tures, several typical examples of which are shown in Figs.
2 and 3. One is the periodic structure (Fig. 2) in the axial
or longitudinal direction, and the other consists of uniform
structures that have special geometry designed in the
transverse direction (Fig. 3). Periodic structures can be
formed with two configurations: (1) structures with contin-
uous but periodically varying material properties and (2)
structures with periodically loaded sections or periodic
boundary conditions. The most common type is the latter.
Uniform slow-wave structures usually consist of multilay-
ered or composite materials that have a specially arranged
thickness ratio and dielectric/magnetic property. The best
known example today in this category is probably the
metal-insulator-semiconductor (MIS) transmission line de-
scribed by the examples of Fig. 3. In this case, planar trans-
mission lines are deposited onto a very thin insulator that
is formed, depleted, or grown by using a semiconductor
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Figure 1. Graphic illustration of a generalized waveguide prob-
lem and its guided waves, (a) Physical view of an arbitrary wave-
guiding structure and (b) concise description of any potential
guided-wave propagation along its axial direction, which are clas-
sified in terms of three types of waves: slow wave, dielectric guid-
ed wave, and fast wave. The waveguide consists of a composite
medium with three blocks of different relative permittivities, er,
and permeabilities, mr, with the subscript r denoting 1, 2, and 3.
The outer enclosure may be in the form of a dielectric or metallic
boundary. The classification of guided waves is made by measur-
ing the free-space counterpart n0 relative to its guided-wave phase
velocity np, or equivalently the freespace wavelength l0 versus the
guided-wave wavelength lg. The abscissa in (b) refers to any sus-
ceptible physical and electrical parameter connected with wave
propagation.
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Figure 2. Bidimensional view of generalized periodic slow-wave
structures that may depict conventional metallic waveguides and
plannar transmission lines with a class of typical periodically
nonuniform physical layout or patterns (slots or strips) along the
propagative axis. p refers to the length of a periodic cell or block.
(a) A corrugated waveguide or comb-like line. (b) Either an inter-
digital line (strip case) or a meader line (slot case). (c) Either a
stub-loaded planar line or waveguide. (d) A zigzag nonuniform
coupled transmission line.
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microfabrication process on an appropriately doped semi-
conductor substrate. Interestingly, slow-wave generation
in periodic structures is achieved by separating electric
and magnetic energy in the longitudinal space, whereas
the uniform structures, such as MIS lines, use storage of
electric and magnetic energy separated in the transverse
direction.

Based on the building block, periodic structures usually
require a three-dimensional (3-D) description, whereas
uniform slow-wave structures are simply two-dimension-
al (2-D) problems. The slow-wave characteristics of the
two classes of structures differ in some aspects, but they
also share some common features. Slow-wave propagation
is related to particular electromagnetic modes of the struc-
ture, and its fundamental characteristic parameters are
the slow-wave factor and propagation loss even though
they may be represented differently in some cases. As for
other conventional wave-guides or transmission lines,
characteristic impedance is useful for design purposes,
but it may be difficult to define for some structures. To ac-
curately describe the guided-wave properties of slow-wave
structures, Maxwell’s field equations are required to cal-
culate the electrical parameters and to plot the distribu-
tion of the field quantities over the structures. The
calculation is usually done numerically except for some
classic periodic waveguides. These are typical boundary
value problems. Normally, the guided-wave properties of a

slow-wave structure are dispersive or frequency-depen-
dent, and they can also be greatly modified by changing
structure parameters, which are of paramount importance
for design purposes.

Now, let us consider some physical aspects of slow-wave
structures via two classic examples of periodic structure
(see Fig. 4), helix and cavity-chain waveguide, and two
popular examples of MIS structures (see Fig. 3), the co-
planar waveguide (CPW) and the Schottky-contact micro-
strip line. Of course, slow-wave generation along MIS
structures differs, but its physical principle remains sim-
ilar to that of periodic structures.

A practical helical slow-wave structure typically con-
sists of a metal wire or tape wound in the form of a helix,
supported by a longitudinal dielectric rod/bar. The entire
structure may also be enclosed in a dielectric/metallic en-
velope, depending on its intended use. Figure 4(a) shows a
typical geometry for a single-tape or single-wire helix that
was studied by J. R. Pierce [8] and S. Sensiper [9]. The
field is guided at the velocity of light along the helical path
if no dielectric rod is involved, so that the velocity along
the axial or z-direction is considerably less than the ve-
locity of light. Obviously, the tighter the helix is wound,
the smaller the pitch p, and the more slowly the wave ap-
pears to travel in the axial direction. If an electron beam
introduced into the above structures travels along the axis
with the same axial velocity as the wave, cumulative field
interactions take place, and we have a form of traveling-
wave tube. Interestingly, the induced inductance over one
helical period prevails over the capacitance, leading to the
separation of electric and magnetic energy in the axial
direction.
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Figure 3. Cross-sectional view of various metal-insulator-semi-
conductor (MIS) planar slow-wave transmission lines with low-
loss or ideally lossless insulator and doped lossy semiconductor.
(a) An MIS microstrip structure. (b) An MIS coplanar waveguide
(CPW). (c) A Schottky-contact slow-wave microstrip line with a
depletion layer that can be regarded as a special case of the MIS
structures. (d) A general multilayered planar structure that may
involve quantum-well layers. This structure is subject to slow-
wave propagation. Mathematical symbols used in the figure are
as follows: w and s stand for the widths of the center conductor
and slot, respectively. Subscripts i and s refer to the insulating
and semiconductor layers, respectively. e is the dielectric permit-
tivity, s is the conductivity of the doped semi-conductor, and h is
the thickness of layer.
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Figure 4. Two examples of classic periodic waveguides. (a) A
simple helix slow-wave structure made of tape or wire. p is the
pitch, y the pitch angle, and a the radius. (b) A periodically disk-
loaded (cavity-chain) circular waveguide. p is the periodic spacing
of the disks. In both cases, z is the propagation direction of the
slow waves.
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Figure 4(b) presents an example of metallic waveguides
loaded periodically by a series of obstacles, fins in this in-
stance, which slow the wave, as they would slow a stream
of water running through the pipe. The smaller the center
holes, the greater the reduction in field velocity through
the pipe. This structure belongs to the class of cavity-
chain, slow-wave structures, each of which consists of a
chain of coupled resonant cavities. These cavities are very
frequency-selective. Electrons, of course, can be intro-
duced to flow along the axis with a velocity that allows
them either to absorb power from or to deliver power to
the circuit wave. This mechanism can be used to realize
forward-wave traveling-wave amplifiers or backward-
wave oscillators, ‘‘Carcinatron.’’ Similarly, it can be ob-
served from guided-mode concepts that the spatial
separation of electric and magnetic fields satisfy the crit-
ical condition of slow-wave guidance.

The basic slow-wave MIS structures consist of planar
transmission lines usually in the form of a few or a hun-
dred micrometer-size microstrip, CPW, or other planar
patterns, which are fabricated on a doped thin or thick
semiconductor substrate, such as Nþ silicon (Si) or GaAs.
In an MIS CPW, as shown in Fig. 3(b), the metals are sep-
arated from the doped semiconductor by a low-loss or ide-
ally lossless insulating layer, such as silicon dioxide ðSiO2Þ

or silicon nitride ðSi3N4Þ, that is usually extremely thin
and ranges from the submicrometer range to two microm-
eters. The presence of back metallization usually has a
negligible influence on slow-wave propagation, whereas in
the Schottky-contact microstrip described in Fig. 3(c), a
low-loss depletion region is formed by applying a negative
bias voltage over the microstrip with respect to the ground
plane. Such a depletion region is equivalent to the insu-
lator of an MIS structure but inhomogeneous in profile
over the cross section. Therefore, the Schottky-contact line
can be regarded as a special MIS structure. The existence
of slow-wave propagation along these MIS structures can
be explained in the following manner. The low-impedance
doped semiconductor, which is a nonmagnetic material, is
virtually invisible to the magnetic field. Therefore, the
magnetic field freely penetrates into the semiconductor
layer, and it is nearly identical to that of an undoped CPW
structure. However, the electric field is highly confined in
the insulating layer between the semiconductor and the
center strip of the CPW. This field distribution corre-
sponds to separate storage of electric and magnetic
energy in space, which is the well-known condition for a
slow-wave mode to propagate. Obviously, transmission
loss is inevitable and is often the main design problem
because MIS structures always contain a doped semicon-
ductor layer. Heuristically, applying different bias voltages
on these MIS structures should modify the physical profile
of the insulating layer or depletion region, thereby chang-
ing the slow-wave propagation. This feature is exploited in
designing electronically tunable MIS devices.

3. A BRIEF HISTORY OF SLOW-WAVE DEVELOPMENT

Based on their classification, the development of the elect-
ro-magnetic slow-wave structures passed two historical

landmarks: the periodic structure and the metal-insula-
tor-semiconductor (MIS) structure. Of course, the MIS
structure is not unique for generating slow-wave propa-
gation on the basis of a uniform line made of special ma-
terial. Slow-wave effects are also observed in waveguides
that involve ferromagnetic, plasma, or other complex me-
dia, such as chiral materials, if the mechanism and con-
ditions of generating slow-wave propagation in those
structures exist. In other words, the spatial separation of
electric and magnetic energy takes place.

The very early development of slow-wave structures
can be traced back to World War II, when there was an
explosion of activity in the microwave electronics field. In
1939, a high-frequency tube, known as the klystron, was
developed by W. W. Hansen and the Varian brothers, fol-
lowing the invention of the high-power magnetron by A.
W. Hull in 1921. At that time, slow-wave structures were
built by cascading resonant cavities, which usually pro-
vided tremendous power gains over relatively short wave-
guiding length, but the frequency bandwidth was very
limited. These cavity-connected and ladder-type slow-
wave structures are still widely used today for highly
frequency-selective devices, such as narrowband filters,
multiplexers, and field polarization control devices.

In the early 1940s, R. Kompfner [10], reflecting on the
relative inefficiency and narrow bandwidth offered by the
klystron, reasoned that if an electron beam were to inter-
act continuously with a wave on a helix, it would interact
more efficiently. This is the velocity-matching principle for
the electron beam and electromagnetic wave, which are
supposed to travel at equal speeds in the ideal case, such
that maximum field interaction or energy exchange occurs
between the two waves. Furthermore, the helix would not
be strongly resonant at any frequency, and therefore it
would have a broad bandwidth. Kompfner’s first travel-
ing-wave tube (TWT) was successfully developed in 1943,
which marked the beginning of slow-wave structures. In
fact, a similar concept was proposed but not explicitly de-
scribed in the patent filed by Percival in 1935 [11] for dis-
tributed circuits. Subsequently, the TWT was refined by
Bell laboratory workers during and after World War II.
Among them, J. R. Pierce is perhaps most prominent. He
worked on the TWT theory and built high-performance
tubes [8]. Since then, a large class of broad-band and high-
performance traveling-wave electronic devices has been
proposed and developed on the basis of various slow-wave
structures [9,12]. These include distributed TWT amplifi-
ers, oscillators, and linear particle accelerators [13–16]. In
addition, the slow-wave phenomena were also observed
and studied for other classes of structures including plas-
ma- and ferrite-filled waveguides [17]. In those early
times, periodic structures were sometimes called delay
structures instead of slow-wave structures.

Since the mid 1950s, there has been tremendous re-
search and development into planar transmission lines
and high-frequency integrated circuits printed on low-loss
dielectric substrates or semiconductor wafers. These
transmission lines may be in the form of microstrip lines,
coplanar waveguides (CPW), slot lines, and other deriva-
tives. The concept of hybrid microwave integrated circuits
(HMICs) and monolithic MICs (MMICs) was eventually
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proposed in the early 1960s. Such microwave integrated
circuits (MICs) may be designed on lossy semiconductor
substrates. Slow-wave propagation along these layered
structures was predicted in 1967 [18], and immediately
an extensive and detailed study on MIS (Si-SiO2) slow-
wave microstrip lines was published in [19]. Subsequently,
a Schottky contact microstrip line [20,21] was used as a
variable slow-wave structure with an external voltage
control.

Periodic structures using planar fabrication techniques
had basically received no attention until the emerging
design requirement of the broad-band or high-directivity
microstrip line coupler in the early 1970s. A coupled paral-
lel-line system had been used to design couplers whose
electrical performance is usually limited by the mismatch
in the phase velocity of the even and odd modes. An effec-
tive solution to this problem was introduced by Podell [22]
by wiggling the edges of coupled lines. It is used to delib-
erately control the ratio of capacitance and inductance,
leading to the equalization of even and odd mode veloci-
ties. This marked the beginning of planar periodic struc-
tures that effectively generate slow-wave propagation [23].

Since the early 1970s, research on both MIS and planar
periodic slow-wave structures have continued, and a se-
lected set of publications issued before 1987 was presented
for MIS-related topics [7]. Other published works related
to MIS-based and planar periodic slow-wave structures
can easily be found in the IEEE MTT Transactions, letters
and conference publications (Microwave Theory and Tech-
niques), IEE Proceedings (Part-H), and Electronics Let-
ters. Recent advances include (1) the use of hybrid MIS
and periodic structures (cross-tie overlay) for low-loss,
slow-wave enhancement; (2) the observation of slow-
wave effects because of lossy conductor strips at low
frequency; (3) the proposal of inhomogeneous doping
techniques for improving MIS transmission loss; and
(4) the development of slow-wave structures using new
materials, such as chiral media, photonic bandgap struc-
tures, and quantum-barrier traveling-wave devices. Some
of these new developments are discussed in a subsequent
section. Readers are encouraged to consult those periodi-
cals and publications for more detailed information on
this subject.

4. BASIC THEORY OF SLOW-WAVE STRUCTURE

It is known that periodic and MIS structures yield slow-
wave propagation, depending on whether the fundamen-
tal condition of spatial separation of electric and magnetic
energy is sustained. This is to say that slow-wave propa-
gation does not necessarily occur along these structures
under certain circumstances. This critical requirement for
slow-wave propagation depends, in turn, on the physical
layout of the structure and the working range of frequen-
cy. The question is, how shall we describe them electro-
magnetically at a given frequency and also on which
theoretical platform should we rely to predict slow-wave
propagation? Furthermore, characteristic parameters
must be identified to formulate such guided-wave proper-

ties clearly because they are very important for under-
standing and designing slow-wave structures and circuits.

To begin with, let us consider Figs. 2–4, which show a
class of planar and nonplanar periodic and MIS struc-
tures. We realize, first of all, that the electric ~EE and mag-
netic ~HH fields along these structures should always satisfy
Maxwell’s equations, which are usually formulated in the
frequency-domain (angular frequency o¼ 2pf and f fre-
quency) for slow-wave guiding structures. Maxwell’s field
equations are easily found elsewhere [1–4,6]. To study
guided-wave properties, slow-wave structures are usually
assumed to be infinitely long. This stipulation is not just a
practical one imposed to simplify matters, as indeed it
does, but it turns out that fields and guided-wave charac-
teristics are rather useful and accurate for practical de-
sign of a finitely but sufficiently long structure. In
addition, results obtained for an infinitely long structure
may approach results for its finitely long counterpart
quite accurately if both ends are terminated or matched,
so as to satisfy the boundary conditions. In this case, the
slow-wave structures can be characterized simply by the
classic transmission-line theory in a unified lumped-cir-
cuit way, that is, the complex propagation constant
g¼ aþ jb and characteristic impedance Z0 derived from a
generic ladder network are described by its constituent
circuit elements RGLC that stand for distributed resis-
tance, conductance, inductance, and capacitance per unit
of length for a uniform line or per period for periodic
structures. Guided-wave properties, such as g and Z0, can
be rigorously modeled by applying Maxwell’s equations
with appropriate boundary conditions. This may call for
numerical approaches if simple analytical or closed-form
techniques fail to extract the characteristic parameters.
This is true in particular for planar periodic and MIS slow-
wave structures.

A unified transmission line model is introduced for both
periodic and MIS structures because they can be consid-
ered special classes of transmission lines. In addition, it
can be shown that transmission line theory (circuit aspect)
is consistent with Maxwell’s equations (field aspect) for
such guided-wave structures. This model mathematically
confirms the origin and existence of slow-wave propaga-
tion once an effective spatial separation of electric and
magnetic energy takes place. In addition, it should reveal
some guided-wave properties of the slow-wave structure.
Based on the difference in geometry compared with the
uniform MIS slow-wave line, the periodic structure may
be subject to some unique mathematical theorems and
treatments, which are described following, together with
other pertinent definitions frequently used with slow-
wave structures.

4.1. Periodicity or Floquet’s Theorem

The periodicity theorem helps us to formulate the guided-
wave properties of a linear, periodic, slow-wave system,
that is, to determine modes of electric and magnetic fields
subject to periodic boundary conditions. This theorem
is sometimes called Floquet’s theorem, a generalized
mathematical theorem for differential equations with pe-
riodic coefficients. A mode denotes a particular solution to
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Maxwell’s equations or to the wave equations at a certain
frequency. A slow-wave could be composed of a number of
modes in a hybrid form called hybrid mode, depending on
the nature of the structure. The electric and magnetic
fields over the cross section should be identical for the in-
finitely long helix and periodic waveguide, but with a
phase shift given by the factor e� jbp from any point z to
the point zþp, where b and p are the fundamental prop-
agation constant and the periodic length, respectively.
Without loss of generality, let us consider only electric
fields in a Cartesian coordinate system for the periodic
cavity-chain waveguide. Floquet’s theorem in Cartesian
coordinates states that

~EEðx; y; zþpÞ¼ ~EEðx; y; zÞ . e�jbp

¼ ~EEðx; y; zÞ . e�jbnp

bn¼ bþ
2np

p

ð1Þ

in which n¼ 0;�1;�2;�3; . . . and so forth, which stand for
the index terms of space harmonics. This equation sug-
gests that the electromagnetic solution to a periodic cell
with space-harmonic expansion constitutes the complete-
ness of a field solution for the entire periodic structure.
Equation (1) implies that ‘‘local’’ waves contained to some
extent in the periodic cells that interact with ‘‘guided’’
waves eventually yield a space separation of electric and
magnetic energy. The exponent says that the nth mode
has a propagation constant bn on the basis of a Fourier
(space harmonic) expansion and that the periodic phase
shift of the structure is always dictated by the term or bp
or j.

The determination of b at a given frequency o is the
central problem in a periodic slow-wave structure. The
solution is sometimes called the o–b diagram, or disper-
sion curve. Note that the concept of a space harmonic dif-
fers from that of a mode in that a space harmonic is the
inseparable component of a wave containing the explicit
exponent factor and it may be a component of a mode. A
single space harmonic rarely satisfies all of the boundary
conditions, and it may or may not satisfy Maxwell’s equa-
tions. Nevertheless, under some circumstances, the space
harmonic expansion may correspond directly to the
modes. Sometimes in the literature, this expansion of
fields over a periodic cell is called spatial harmonics, or
sometimes Hartree harmonics, to represent the guided-
wave properties of the complete structure.

Of the infinite number of spatial harmonics, half are
forward waves, whereas the other half are backward
waves. This interesting and useful feature of periodic
slow-wave structures is discussed following.

5. (x – b) DISPERSION DIAGRAM AND SLOW-WAVE
PARAMETERS

Our general understanding of the behavior of slow-wave
structures depends greatly on o–b dispersion curves,
sometimes called the Brillouin diagram. This is a plot of

o against b. In some cases, the phase shift jðj¼ bpÞ may
also be used (o–j curves) for periodic structures. This
classic graphic representation is popular for periodic
structures but not for uniform MIS structures, which
use other alternatives, such as a slow-wave factor. Figure
5 depicts a typical o–b dispersion curve for a slow-wave
periodic structure. The phase and group velocities are cal-
culated from

up¼
o
b

ug¼
@o
@b

ð2Þ

The phase velocity np of a mode is the velocity with which
an observer must travel to keep in step with this mode,
and it stands for the phase transmission characteristic of
each frequency relative to the frequency of reference. Usu-
ally, np differs from mode to mode on the basis of Floquet’s
theorem. The group velocity ng yields the energy trans-
mission (or power flow) velocity at a finite frequency. The
concept of dispersion is used to measure the degree of field
variation over the cross section or periodic cell of a struc-
ture as the frequency changes. If ng remains constant over
a range of frequency, signal information carried by these
frequencies travel with the same velocity in the structure.
In other words, a structure may be dispersionless if its o–b
curves are simply straight lines or the two characteristic
parameters are linearly related to each other. Interesting-
ly, in a periodic structure, the group velocity is the same
for all the modes because @o=@bn¼ @o=@b is always satis-
fied according to Eq. (1). Thus the group velocity is a pa-
rameter for an entire wave. If b is positive in Fig. 5, ng is
positive at point A, meaning that the signal power flows in
the þ z-direction (forward wave), whereas ng negative at
point B means that the signal power flows in the � z-
direction (backward wave). At point C, the wave is cutoff or

�c

�

�0
A

C

B

�o �c �

Figure 5. Characteristic dispersion curve, or o–b diagram, for a
slow-wave structure (typically for periodic structures). o is angu-
lar frequency, b propagation constant (usually b is for the funda-
mental mode of a periodic slow-wave structure). Points A and B
represent forward and backward propagating waves in the case of
a positive b, respectively, and point C is the cutoff frequency at
which energy flow is halted.
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in a state of local resonance where ng becomes zero. The
forward and backward waves are the fundamental
physical attributes of periodic waveguides. Obviously,
the forward and backward waves are not related only to
positive b.

Figure 6 gives a set of o–j dispersion curves for a typ-
ical periodic waveguide structure. The fundamental for-
ward and backward slow waves are described in Fig. 6(a)

and Fig. 6(b), respectively, via the sign of b and slope of o–
j dispersion curves relative to the space harmonics. There
are two possible scenarios for realizing forward waves as
shown in Fig. 6(a): (1) the dispersion curves have positive
slopes ðug > 0; and the energy propagates in the þ z-direc-
tion) because bn¼ bþ 2pn=p; or (2) the dispersion curves
have negative slopes ðugo0; and the energy propagates in
the � z-direction) because bn¼ � bþ 2pn=p: Obviously,
forward wave propagations take place if and only if
@o=@bn¼ @o=@b and o=b have the same sign at a given
frequency. Similarly, there are also two corresponding sce-
narios for achieving backward waves, as shown in Fig.
6(b): (1) the dispersion curves have positive slopes (ug > 0,
and the energy propagates in the þ z-direction) because
bn¼ � bþ 2pn=p; or (2) the dispersion curves have nega-
tive slopes (ngo0, and the energy propagates in the � z-
direction) because bn¼ bþ 2pn=p. In this case, the back-
ward wave propagations take place if and only if
@o=@bn¼ @o=@b and o=b have opposite signs at a given
frequency. It is helpful to remember that the propagative
direction of the fundamental mode guidance differs from
that of the energy flow. Based on the difference of disper-
sion curve behavior between the two classes of waves (b¼
0, for example), the slow-wave structure design for for-
ward wave propagations may differ from those of back-
ward waves. The forward wave structures have been used
to design amplifiers, such as TWT, usually on the basis of
the fundamental mode (n¼ 0). The space harmonics (na0)
are often involved in spurious field interactions. The back-
ward wave structures have been popular in designing
voltage-controlled oscillators. Space harmonics (na0)
could sometimes be used to obtain lower control voltages.

Figure 6(c) shows a composite diagram or general form
of ðo� jÞ dispersion curve, which involves the frequency
response of spatial harmonics for three characteristic
curves. A transverse electric and magnetic (TEM) mode
periodic line may be considered when o1¼ 0. Otherwise,
this is for a non-TEM mode structure. The frequency
ranges between the extremes of an o� j curve are called
passbands, that is o1 � o2;o3 � o4, and o5 � o6 because
b0 is real and the fields carry real power through the
structure. A frequency range between two passbands is a
stopband, that is 0� o1;o2 � o3, and o4 � o5 within
which no real power can flow because the fields decay ex-
ponentially away from the reference source. This impor-
tant feature is of considerable significance in designing
filters and other components based on periodic structures.

Passband and stopband characteristics are unique for
periodic structures. In the MIS structures, the wave prop-
agation depends, first of all, on the fundamental charac-
teristics of a planar line. A microstrip line is different from
a slotline [7,24], for example. The slow-wave characteris-
tics of an MIS structure are characterized by a complex
propagation constant and a complex characteristic imped-
ance. In turn, the complex propagation constant can be
expressed by the slow-wave factor Z and loss a in dB/mm.
The slow-wave factor is simply defined as

Z¼
u0

up
¼

l0

lg
¼

b
b0

¼
ffiffiffiffiffiffiffi
eeff
p

ð3Þ
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Figure 6. A general form of o–j dispersion curve, or Brillouin
diagram, for a typical periodic waveguide structure. (a) Forward
wave o–j relationship and curve slopes for space harmonics with
the energy flowing in the þ z-direction ðbn¼bþ2np=pÞ for the
solid lines; and with the energy flowing in the � z-direction
ðbn¼ � bþ2np=pÞ for the dotted line. (b) Backward wave o–j
relationship and curve slopes for space harmonics with energy
flowing in the þ z-direction ðbn¼ � bþ2np=pÞ for the solid lines,
and with energy flowing in the � z-direction ðbn¼bþ2np=pÞ for
the dotted line. (c) Composite o–j diagram showing alternated
passbands and stopbands. The first three characteristic curves
feature forward and backward spatial harmonics. The band-
widths of the three stopbands are not necessarily the same.
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where l0 and lg denote the free-space and guided wave-
lengths, respectively. b0 and eeff are the free-space propa-
gation constant (or wavenumber) and the effective
dielectric constant, respectively. Obviously, the slow-
wave factor, which is identical to the effective index
commonly used in optics, can also be applied to the charac-
terization of periodic structures. The central problem in
MIS research work is to obtain the highest slow-wave fac-
tor possible at higher frequencies, and the lowest line loss
is desired. Potential dielectric, ohmic, and radiative losses
contribute to the whole loss. Generally speaking, each
loss effect is strongly frequency-dependent. In addition,
the physical layout may be designed with some expected
impedance value. Sometimes, the MIS slow-wave propa-
gation is measured by a quality factor or figure-of-merit as
Q as follows:

Q¼
Z
a

ð4Þ

There is no consistency in the literature for the definition
of Q, which is also defined elsewhere as ða . lgÞ

�1 [25] or
b=2ðaÞ [26].

5.1. Unified Transmission Line Model

For the periodic and MIS structures shown in Figs. 2–4,
the slow-wave propagation of a mode can be represented
simply by an equivalent transmission line model with the
characteristic lumped elements whether per unit length
or per periodic cell, denoted by RGLC. Conventionally, R
and G (resistance and conductance per unit length) are
caused by the longitudinal current flow on the lossy con-
ductor and transverse current dissipation in the dielectric

region, respectively. L and C (inductance and capacitance
per unit length) are produced by the longitudinal current
flow and transverse electric field effect, respectively. As
multiple modes possibly exist in a waveguide, for instance,
the periodic waveguides, multiple lossy network top-
ologies are required to characterize different guided-
wave properties of these modes, such as lowpass, high-
pass, and bandpass prototypes. Nevertheless, any network
topology can be theoretically transformed from the funda-
mental lowpass prototype, shown in Fig. 7. Therefore, a
unified transmission line model can be set up to interre-
late lumped line voltages and currents at an interval of a
unit or a period, which is very informative in analyzing
slow-wave properties.

In the frequency-domain, the transmission line equa-
tions (or telegraph equations) can be expressed by

dVðzÞ

dz
¼ � ðRþ joLÞIðzÞ ð5aÞ

and

dIðzÞ

dz
¼ � ðGþ joCÞVðzÞ ð5bÞ

Uncoupling these two equations leads to wave equations
for the voltage and current on the line

d2VðzÞ

dz2
¼ g2VðzÞ ð6aÞ

(a)

Z or Y

p or ∆z

(b)

I(z)

V(z) G C G

R LR L

C

Figure 7. Unified network prototypes or equiva-
lent transmission line model of the slow-wave
structures, characterizing frequency responses or
guided-wave properties through a set of lumped
elements. (a) Arbitrary T or p network represen-
tation for any type of slow-wave transmission line.
Z and Y stand for complex impedance and immit-
tance, respectively. (b) A general cascaded RGLC

lumped-element transmission line model for the
periodic and MIS slow-wave structures with the
concept of distributed voltages and currents.
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and

d2IðzÞ

dz2
¼ g2IðzÞ ð6bÞ

where g¼ aþ jb¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ joLÞðGþ joCÞ

p
is the complex

propagation constant and the complex characteristic im-
pedance of the line can be calculated from
Z0¼Z0rþZ0i¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ joLÞ=ðGþ joCÞ

p
:

The propagation constant may be expanded in a Taylor
series to show the asymptotic behavior of the loss and the
phase velocity. For high frequency and low loss, such that
R5oL and G5oC; the first-order approximation is easily
made to obtain the following formulas:

a �
1

2
R

ffiffiffiffi
C

L

r
þG

ffiffiffiffi
L

C

r !
ð7aÞ

and

b � o
ffiffiffiffiffiffiffi
LC
p

ð7bÞ

Similarly, the complex characteristic impedance can be
approximated for low-loss lines such that the real and
imaginary parts are given by

Z0r �

ffiffiffiffi
L

C

r
ð8aÞ

and

Z0i � �
1

2o

ffiffiffiffi
L

C

r
R

L
�

G

C

� �
ð8bÞ

Of course, the phase velocity of a slow-wave structure can
be directly derived from Eq. (7b) via

up �
1ffiffiffiffiffiffiffi
LC
p ð9Þ

This simple equation reveals the fundamental require-
ments for a guided-wave structure to allow slow-wave
propagation: either a large inductance or a large capaci-
tance per unit of length or per period, or both, along the
signal path by spatially separating electric and magnetic
energy. In a periodic structure, a large reactance (induc-
tance and/or capacitance) is induced by the periodic cell,
whereas the MIS structure produces only an excess ca-
pacitance and its inductance remains basically unchanged
with reference to its normal line counterpart. Based on
other equations, the loss may be critical in using an MIS
structure as opposed to a periodic structure because the
lossy semiconductor layer is always required in construct-
ing an MIS structure, and both conductance and resis-
tance could be significant at high frequencies. The
transmission attenuation of a periodic structure is essen-
tially caused by the conductive (ohmic) loss and potential
radiation loss (discontinuity effect). The change in vp

should affect the other line parameters. Consider a helix

slow-wave structure that generates a large inductance. Its
characteristic impedance may be high, whereas the MIS
structure yields a low impedance because of its large ca-
pacitance. In fact, the lumped elements can be obtained by
approximate and quasistatic models for the slow-wave
structures.

6. APPROXIMATE AND QUASISTATIC MODELS

As some slow-wave structures like helical and planar pe-
riodic lines are complex, it is rather difficult or even im-
possible to solve these problems analytically. In the earlier
days, high-speed computing resources and modeling ca-
pacity were quite limited, and it was not practical to gen-
erate tedious field solutions for design purposes.
Approximate and quasistatic models that are common in
engineering practice were widely used to obtain, within an
acceptable margin of error, guided-wave properties and
design databases for a large class of slow-wave structures
including helical and lumped-element models of planar
transmission lines. The approximate models are usually
developed on the basis of a much simplified geometry that
neglects some physical effects and parameters, whereas
the quasistatic models are generated simply by consider-
ing the limiting case of f ¼ 0. The approximate models can
be applied to any slow-wave structures, but the quasistatic
models are applicable only to those supporting TEM
modes or static field solutions. Generally, all of these mod-
els are amenable to simple analytical procedures or some-
times closed-form solutions. Advantages of the quasistatic
models are that they allow one to gain insight easily into
the slow-wave properties of a structure through its ex-
tracted lumped elements.

As the models and analysis techniques of waveguide
slow-wave structures are easily found in the literature
and technical books [1,2,6,8,13–15,17], our attention in
this article is focused on slow-wave models and character-
istics of planar structures, which are also recent subjects
of interest in research and development. Selected quasi-
static and lumped-element models are briefly presented to
showcase earlier development of modeling and design
tools.

6.1. Sheath-Helix Model

Probably the best known approximate model of periodic
structures is the sheath-helix model introduced by P. R.
Pierce and then refined by Sensiper. Subsequently, it was
extensively used for a large class of helices. This model is
not presented in this article because it is well documented
[6,8,9,14]. Other recently published textbooks contain de-
tailed information [2,3]. The sheath-helix has dispersion,
or ðo� bÞ curves, that approximate the reality of a helical
structure remarkably well. In this model, the actual helix
of a finite thickness, whether made of wire or tape, is re-
placed by a fictitious cylindrical tube model, which has
such features as (1) an infinitesimal thickness; (2) a radius
equal to the mean radius of the actual helix of finite thick-
ness; and (3) anisotropic conductivity, such that the sheath
conductivities are infinite and zero in directions parallel
and perpendicular to the helical winding direction,
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respectively. The sheath-helix model would be closer to the
actual situation if the helix is more tightly wound.

6.2. Model for Planar Periodic Structure

As a typical and simplified example of planar periodic
structures, Fig. 8 shows a linear and isotropic microstrip
line consisting of its double-layered geometrical layout
with an infinitely thin periodic strip conductor. Its
lumped-element equivalence is built on the basis of qua-
sistatic or quasi TEM mode propagation or low-frequency
operation such that the length p of a periodic cell is much
smaller than the wavelength. The structure is considered
lossless for most quasistatic models even though the ohm-
ic dissipation in a conductor may be significant at higher
frequency. Obviously, the wide line section W1 generates a
capacitive effect, whereas the narrow line section is re-
sponsible for an inductive effect. In this way, the separa-
tion of electric and magnetic energy is achieved in
longitudinal space, potentially leading to slow-wave prop-
agation. The lumped capacitance C and inductance L per
cell section can be effectively calculated, and the voltage
and current are considered stationary over the periodic
section. The phase velocity and characteristic impedance

can be readily obtained if L and C are calculated. There-
fore, the slow-wave problem is simply reduced to calcula-
tions of L and C per periodic cell. The approach, as
described in Ref. 23, can be applied to other quasistatic
periodic structures.

6.2.1. Capacitance Calculation. Electrostatic field prob-
lems are usually handled via the 3-D Poisson equation,
which operates on scalar potential functions. With refer-
ence to the symmetrical structure of Fig. 8, which is di-
vided into two cross-sectional regions I and II, the periodic
cell section is bounded by magnetic walls over which there
are no normal electric fields. This is a consequence of the
quasistatic condition. The 2-D electric charge density dis-
tributed over the periodic conductor surface is denoted by
reðx; zÞ. The electrostatic potentials are expanded in a Fou-
rier series considering boundary conditions. Such expan-
sions are usually in the form of infinite series summations
of trigonometric functions, which satisfy the bidimension-
al boundary conditions over the periodic cells [23]. The
infinite summation is subject to a convergence-allowable
truncation in numerical calculations. This procedure in-
volves some unknown coefficients. The total energy We

stored in a periodic section is simply given by 0:5
R
u ej
~EEj2du,

in which the electric fields are derived from the scalar po-
tential functions. To eliminate the unknown coefficients, a
set of boundary conditions at y¼h2 are used. In this case,
the coefficients are formulated by re(x, z). Therefore, the
energy is explicitly expressed by

We¼
2

ap

X1

m¼ 1

X1

n¼ 0

Geðm;nÞ

.

Z p

0

Z a

0

reðx; zÞ sin
mpx

a
cos

npz

p
dx dz

� �2
ð10aÞ

Geðm;nÞ¼
1

dðnÞkmn
ðe1 coth kmnh1

þ e2 coth kmnh2Þ
�1

ð10bÞ

dðnÞ¼
1 ðnO0Þ

2 ðn¼ 0Þ

(
ð10cÞ

In Eq. (10b), the term Ge denotes Green’s function for
this electrostatic field problem. Now, capacitance per
periodic section is given by C¼Q=V¼Q2=ð2WeÞ, where
Q¼

R p
0

R a
0 reðx; zÞdx dz. Q is the total electric charge on the

conductor, and it is calculated from the charge density
function reðx; zÞ.

6.2.2. Inductance Calculation. As a result of the struc-
tural symmetry, the inductance L can be calculated by
applying a procedure similar to that for calculating the
capacitance. Otherwise, the L calculations are not so sim-
ple, and it may require vectorial magnetic potentials that
are related to the current density distributed over the
conductor. Nevertheless, the magnetic fields in this case
have only normal components at the interface y¼h2 out-
side the conductor strip. This is a complementary problem

z

y

x

II

I

h2

h1
w1 or w2

a

(a)

 �2    �2

�1    �1

W1

p

(b)

L

C

W2

Figure 8. (a) Cross-sectional view (b) longitudinal view and net-
work equivalence of a generalized periodic microstrip slow-wave
line sandwiched by two different linear and isotropic dielectric
substrates. This periodic line is simply represented by a lumped-
element LC model in the absence of both losses and conductor
thickness. Geometrical dimensions and substrate parameters
sketched in the figure are similar to the previous illustrations.
The lumped elements are extracted by an approximate quasistatic
model.
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of duality. The scalar magnetostatic potentials proportion-
al to the magnetic fields ðH¼ � cmÞ are used to satisfy the
Poisson equation, and they can be expanded with a set of
unknown coefficients. At the boundary between the two
layers, the normal component of the magnetic flux density
is continuous.

In contrast with the electrostatic case, the magnetic
flux density is a hypothetical term, and of course, its nor-
mal component cannot exist on the conductor surface
(rm¼ 0 on the conductor). Similarly, the unknown expan-
ded coefficients can be effectively eliminated, and the total
magnetostatic energy is easily obtained by equations in
magnetic identity similar to Eq. (10), except that e is re-
placed by m�1. The inductance L is given by L¼
F=I¼F2=ð2WmÞ with F¼

R p
0

R a
0 rmðx; zÞdx dz: F is the total

magnetic flux interlinking the strip conductor. As the
magnetic flux across one side of the conductor is equal in
magnitude and opposite in sign to that over the other side,
it can be calculated from the one-side flux density function
rm(x, z).

6.2.3. Charge Density Calculation. To complete our cal-
culations of capacitance and inductance, we need to know
the electric and magnetic charge density functions. Usu-
ally, various techniques connected to the method of mo-
ments, such as the Rayleigh–Ritz variational procedure,
may be applied to solve this problem. To do so, the un-
known charge density functions are expanded in terms of
well-behaved basis functions with unknown coefficients,
even though the actual charge densities may be very com-
plex. In the C calculation, for example, the electric charge
density function may be expressed in terms of known
basis functions fk of finite series, such that reðx; zÞ¼PK

k¼ 1 akfkðx; zÞ, in which ak are unknown coefficients.
The purpose of applying a method of moments is to calcu-
late the unknown coefficients, and then an approximate
solution to the problem can be obtained. The L calculation
can be made similarly. With the calculated L and C, the
slow-wave velocity and characteristic impedance can be
derived by applying Eqs. (7–9). The theory and applica-
tions of the method of moments can be found in the liter-
ature [27]. Details on applying the variational principle
are described in Ref. 23, which also presents a number of
typical theoretical and experimental results of single and
coupled microstrip periodic structures.

6.3. Model for Planar MIS Structure

Various approximate models were proposed for modeling
an MIS microstrip line and CPW, whose cross sections are
shown in Fig. 3 with a unified equivalent circuit model, as
described in Fig. 9. Details of these classic techniques are
well formulated in technical papers and books, and they
include the parallel-plate waveguide model for the micro-
strip line [21] and the conformal mapping technique for
both the microstrip line and the CPW [26]. Valid use of
these techniques is always subject to careful approxima-
tions or assumptions about geometrical dimensions and
physical parameters. The Schottky-contact microstrip
line, which is regarded as a special case of the MIS mi-
crostrip line, can be treated similarly to the MIS structure.

Of course, the MIS structure consists of an unavoidable
lossy semiconductor layer and an extremely thin insulator
usually with very narrow guiding strips. Therefore, the
loss is a critical factor in analyzing and designing an MIS
structure. There are three potential difficulties encoun-
tered in modeling planar MIS structures: (1) accurate
characterization of conductor loss; (2) accurate calculation
of fringing fields (usually in the case of the parallel-wave-
guide model); and (3) the quasistatic multilayer model.

Three different modes of propagation exist along an
MIS structure as frequency varies [19,21,26], called ‘‘slow-
wave mode,’’ ‘‘dielectric quasiTEM mode,’’ and ‘‘skin-effect
mode,’’ respectively. Generally, these modes are roughly
distinguished by three characteristic frequencies, namely,
the dielectric relaxation frequency fd, the characteristic
skin-effect frequency fs, and the relaxation frequency of
interfacial polarization fp¼ fdðesh1Þ=ðeih2Þ in which the
physical parameters are specified in Fig. 3. The lumped-
element RGLC depicted in Fig. 9 is easily derived from the
quasistatic (TEM mode) models [19,21,26]. Table 1 sum-
marizes quasistatic approximations of the lumped ele-
ments for the MIS microstrip (including Schottky-
contact line) and CPW. In Table 1, e0 and m0 are the per-
mittivity and permeability of free space, respectively, and
F is a geometrical factor stemming from the conformal
mapping model, which is approximated by

F¼

ln
2ð1þ

ffiffiffi
k
p
Þ

ð1�
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Þ
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Þ
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>>>>>>>>><
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in which k¼W=ðWþ 2SÞ and k0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
p

. The parameter
K in Table 1, which can be numerically calculated by an
exact static model, accounts for the effect of fringing fields,
and its value is slightly greater than 1.0. The effect of
conductor loss is reflected in its complex impedance Zm. It
can be derived by several techniques, such as the incre-
mental inductance rule [7], phenomenological loss equiv-
alence [28], and surface impedance approach [7]. Other
parameters are described in Fig. 3.

L

R
C

G

Zm

Figure 9. Unified equivalent circuit model for an MIS slow-wave
structure including microstrip and CPW lines (see Fig. 3). In ad-
dition to the previously defined lumped-elements RGLC, Zm is
used to account for the conductor loss, which can be obtained by
the calculating surface impedance Zs, for example.
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7. ACCURATE AND HYBRID-MODE FIELD MODELS

Accurate field models are usually required when approxi-
mate models are no longer valid or the operating frequen-
cy is too high to use a quasistatic approximation. In other
cases, the use of hybrid-mode field techniques are manda-
tory because the slow-wave structures cannot support a
quasiTEM mode propagation, such as the corrugated
periodic waveguide and the fin line, to name two typical
examples. Some physical approximations simplify or make
a field model useful before its analytical development.
Therefore, the choice of an appropriate field model is criti-
cally important for its expected accuracy and efficiency
when applied to the structure of interest. There are many
techniques available today, whose solutions are usually in
numerical form. They include the method of moments and
finite-difference and finite-element techniques. Readers
are referred to other articles and literature for details on
the numerical techniques. There is no ‘‘lumped-element’’
consideration in the field models to account for the spatial
separation of electric and magnetic energy in contrast
with the quasistatic models.

In the past, a number of efficient techniques were ap-
plied to various periodic waveguides (3-D problems) and
MIS multilayered planar transmission lines (2-D prob-
lems). Earlier models for the waveguide problems were
usually related to modal expansion or mode-matching
techniques. Planar periodic structures were studied with
a spectral-domain approach [24,29,30], which can also be
applied to MIS slow-wave structures. In this case, the
conductor thickness is usually assumed to vanish even
though its effect may be included in the model. In fact, the
conductor loss with a finite thickness in the field-based
models can be evaluated by various techniques, such as
the surface impedance scheme [7] and the self-consistent
technique [31]. The semiconductor layer of an MIS struc-
ture may be inhomogeneous under certain circumstances,
such as a depletion region of the Schottky-contact struc-
tures and partially doped MIS lines. Therefore, a gener-
alized technique may be required to handle such complex
topologies. In Sections 7.1 and 7.2, two typical techniques
are presented narratively to showcase modeling using
field theory.

7.1. Model for Planar Periodic Waveguide

Electromagnetic fields in a planar multilayered periodic
structure are described by scalar electric and magnetic
potential functions that also satisfy Helmholtz equations
and boundary conditions [30]. Such potentials can be ex-
panded as functions of trigonometric functions in their
infinite summations by considering Floquet’s spatial har-
monic representation in the periodic cell. Similarly to the
static model, the infinite summation must be truncated.
As detailed in Ref. 30, the Floquet harmonics can be re-
garded as ‘‘modal spectra’’ in the Fourier sense or as a
‘‘natural Fourier transform’’ in the half-periodic cell (p/2).
As such, a double Fourier expansion is developed over the
planar periodic fin line or slotline cell along the x–z plane,
as shown in Fig. 10. The resulting formulation suggests
that a procedure called ‘‘higher order resonant harmonic
decoupling’’ can be readily applied, meaning that even
and odd harmonics in the z-direction (p/2) can be separa-
ted regardless of the fundamental mode. This argument
translates the Floquet’s theorem into a linear super-
position of the spatial harmonics in a periodic cell with
fictitious electric and magnetic walls defined at the
periodic boundaries with the interval (p/2), as indicated
in Fig. 10.

This decoupling procedure provides us with a powerful
bidimensional Fourier transform tool in the x–z plane. In
addition, this consideration allows predicting the exis-
tence of two modes: TM (even harmonics) and TE (odd
harmonics). In this way, the Helmholtz equations can be
transformed into y-dependent, ordinary differential equa-
tions that are solved analytically along the layered trans-
verse direction. This corresponds to a set of transmission
line equations in the spectral-domain. The use of the
transmission line equations and additional boundary
conditions leads to algebraic, spectral-domain-coupled,
Green’s function ~YY in the form of a matrix at the
periodic discontinuity:

~YYxxðam; xn; bÞ ~YYxzðam; xn;bÞ

~YYzxðam; xn; bÞ ~YYzzðam; xn; bÞ

" #
.

~EExðam; xnÞ

~EEzðam; xnÞ

" #
¼

~JJxðam; xnÞ

~JJzðam; xnÞ

" #

ð12Þ

Table 1. Basic Characteristic Frequencies and Lumped-Element Equations of the Approximate
Quasistatic Model for MIS and Schottky-Contact Microstrip Lines and MIS Coplanar Waveguides (CPW)
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Obviously, the elements in Green’s function are related
to am (the x-oriented spectral variable), xn¼ 2pn=p (the z-
oriented spectral variable), and the unknown b. Then,
the unknown aperture fields E and currents J can be
expanded in terms of bidimensional basis functions with
unknown coefficients, and Galerkin’s technique is applied
to derive a coefficient matrix equation in the spectral-
domain.

A nontrivial solution for the propagative constant
is obtained by setting the determinant of the coefficient
matrix M(b) equal to zero. Several algorithms may be
applied to search for solutions of this resulting non-
linear equation (eigenvalue problems). As explained in
Ref. 30, the basis functions can be defined as functions
of two types, namely, ‘‘guided’’ and ‘‘stored’’ basis func-
tions. The field quantities and other parameters can be
calculated once the fundamental propagation constant is

obtained, leading to the visualization of the field profile
over the structure.

7.2. Model for Planar MIS Structure

As the MIS structures are a class of typical planar lossy
transmission lines with a multilayered dielectric, a broad
range of field-based techniques can be applied. However,
the spectral-domain approach, the method of lines, and
the mode-matching technique are the widely accepted
schemes for modeling these structures because the MIS
structures have such special features that the ratio of
thickness among the multiple layers is relatively large
and also the line width may be critically small compared
with other structures. In addition, an inhomogeneous dop-
ing profile is possible for improving line performance [32].
Therefore, those fine details must be efficiently taken into
account if a successful model is to be obtained. These ar-
guments recommend that a model free of space disc-
retization from layer to layer is favored, which includes
the previous schemes. The following presentation is lim-
ited to an overview of the method of lines [25], which is a
popular alternative to the spectral-domain approach when
applied to the same problem. In particular, this method
has some unique features, and it allows handling complex
crosssectional geometries, as in an inhomogeneously
doped layer.

To begin with, an ideal lossless guiding conductor of
vanishing thickness is considered for simplifying the mod-
el description. The same field equations as in the modeling
of planar periodic structures are used herewith with the
two potential functions. The whole MIS structure depicted
in Fig. 3 is sampled by a set of alternating electric and
magnetic lines perpendicular to the conducting strip
plane. The potentials of each of the sampling lines must
satisfy the Sturm—Liouville and Helmholtz equations.
The Sturm–Liouville equations allow one to account for
an inhomogeneous profile [25]. Using finite-difference
techniques, these partial differential equations are cast
into spatially coupled ordinary differential equations for
each layer of the MIS guiding structure. Then they can be
decoupled by matrix diagonalization via matrix eigenval-
ue techniques to yield simple transverse transmission line
equations.

In our model, the lower boundary is a perfect
electric wall under the ground plane, whereas the upper
boundary may be infinity, corresponding to a matched
transverse transmission line. Starting from both bound-
aries with the aid of transverse transmission concepts,
we enforce field continuity at each interface. Finally,
by equating the upper and lower tangential field compo-
nents at the entire interface of the conducting strip,
a characteristic matrix relationship may be derived
from the matrix transformation back in the original
space-domain. Extracting the sampling lines that inter-
sect the conductor over which the tangential electric
fields are null, we obtain a smaller matrix. The complex
propagation constant is obtained from its nontrivial
solution.

In contrast with the spectral-domain approach, the
method of lines is always formulated in the semidiscrete
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Figure 10. Two-dimensional physical layout description (a) and
spatial-harmonics representation (b) of a periodically loaded pla-
nar slotline or fin line whose periodic cell is defined by d (the
spacing between two adjacent stubs along the axial direction), 2w

(the gap between the inline stubs), and 2s (the distance between
the two bottom lines). The cross section of this structure may be in
the form of multilayer dielectrics, whereas the spatial harmonics
are transformed into a linear superposition of even (magnetic)
and odd (electric) harmonics in a single periodic cell for a hybrid-
mode model.
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space-domain. The underlying advantages are its rigorous
approach, simple convergent behavior, and fast algorithm
with small memory requirements.

8. SLOW-WAVE SUMMARY AND APPLICATIONS

The two classes of slow-wave structures discussed previ-
ously, periodic structures and MIS transmission lines,
have their own distinct characteristics because the mech-
anism of generating slow-wave propagation differs in
separating electric and magnetic energy in space. The
difference between them can be largely seen from their
parameters, such as the slow-wave factor, transmission
loss, characteristic impedance, bandwidth, frequency
response, dispersion, and power handling capability.
Modeling strategies for both types also differ. In fact,
different groups of periodic structures and MIS lines
also exist, based on the fundamental building block’s
geometry. The hybrid periodic MIS structures (some-
times called cross-tie overlay MIS structures) are also in-
teresting in their own right, because they share some of
the common characteristics of both periodic and MIS
structures.

Slow-wave structures are characterized theoretically
and experimentally for design purposes. There are several
experimental techniques available, such as classic mea-
surement methods for both periodic and MIS structures
[7,30]. Other alternative methods, such as the ring-reso-
nator technique, electrooptical sampling, time-domain
measurements, and on-wafer probing techniques are also
useful. Figure 11 shows an example of the measurement
test setups for periodic structures, which allow one to ex-
tract the slow-wave factor and transmission loss.

Slow-wave structures are very useful in practice
and play roles of paramount importance in the electrical
and electronic fields. They are used and will continue
to be used in diversified applications, including a broad
range of passive and active circuits and devices in radio-
frequency, microwave and millimeter-wave, and lightwave
technologies. Now, slow-wave structures are categorized
in terms of guided-wave properties, and various appli-
cations are also presented to highlight the importance of
slow-wave structures in high-frequency electromagnetic
engineering.

8.1. Slow-Wave Structures and Properties

8.1.1. Periodic Structures. There are two classes of pe-
riodic structures: nonplanar and planar. The nonplanar
structures include metallic waveguides, coaxial lines, and
dielectric waveguides, whereas the planar structures are
related to the integrated planar dielectric layers on which
periodic metallic patterns are formed or printed. The pe-
riodic structures have quasiperiodic frequency response in
the form of bandpass and bandstop (see Fig. 6 and Ref. 29
for an illustration), and they are quite dispersive. Low-
loss, slow-wave transmission usually occurs in the band-
pass region, and the structures may exhibit relatively
high dispersion. A broad range of characteristic imped-
ance and bandwidths are achievable on the basis of flexible
and simultaneous separation of electric and magnetic en-
ergy in space. The nonplanar periodic structure may pro-
vide high-power handling capability and high Q (low loss)
over its planar counterpart.

Three categories among the periodic structures in
the form of nonplanar structures that have a relatively
long history are the helix, the periodically obstacled
waveguide, and the serpentine line. Planar structures
may have similar periodic patterns, but they are formed
on the 2-D plane, whereas the non-planar structures
have 3-D features, and they are more flexible in structur-
al design.

The helix (wire or tape) has continued to enjoy wide-
spread use since its inception in a TWT. Three typical
structures of the helix are the simple helix; the bifilar he-
lix, also called the folded helix, made of two contrawound
helices of equal but reversed pitches; and a ring-and-bar
structure [14]. The last two helix-derived structures may
have improved performance over the simple helical struc-
ture, such as higher allowable voltage, better thermal con-
ditions, higher interactive impedance, and higher gain,
when used in a TWT. However, the simple helix has the
largest bandwidth. Similar helical patterns could also
be realized by planar means, but very few examples are
known to date because they are not useful for high-power
applications.

Periodic waveguides supporting nonTEM modes usual-
ly behave as high-pass or bandpass filters, depending on
the geometry of periodic obstacles or patterns. The topo-
logical form of such periodic obstacles characterizes the
slow-wave properties. Typical examples include cavity-to-
cavity chain structures. The intercavity couplings are
made through capacitive or inductive schemes with vari-
ous shapes, such as slot, cloverleaf, annular ring, and disk.
Using the planar technique, the cavity can be easily made
in the form of a patch or other geometry, and it can be
coupled via gaps and other means.

Some typical examples of the serpentine line structure
are the folded waveguide, including the meander-type line
and the interdigital structure. Obviously, these structures
can be realized easily by planar techniques. A number of
these lines exhibit TEM-mode slow-wave propagation and
usually the dispersion is low over a wide frequency range.
Typical stationary field profiles and mode description over
the periodic cell are shown in Fig. 12 for a fin-line struc-
ture at its fundamental resonance [30].

Oscillator
or

source

Wave meter
or

frequency counter

Detector
or

spectral analyzer

Slow-wave component
under test

Short or open

�

Figure 11. An example of the illustrative measurement setup of
a conventional experimental procedure for a periodic structure in
the frequency-domain.
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8.1.2. MIS Transmission Lines. The MIS structures con-
sist of thin (several micrometers) and thick-film (several
hundred micrometers) types on the basis of the thickness
of the semiconductor (Si, GaAs, or InP) layer. The insu-
lating layer (SiO2 or Si3N4) is always kept very thin at
around the order of less than 2 mm. The fundamental char-
acteristics of an MIS structure depend, first of all, on its
line pattern. The thin-type MIS line was developed much
earlier than its thick-type counterpart. Generally speak-
ing, the thin-type semiconductor layer is less doped than
the thick film for a much higher slow-wave factor, but its
dispersion is also relatively high. The thick type is usually

heavily doped and has low dispersion over a wide frequen-
cy range. The low-loss propagation of a thick-film type
may easily exceed 10 GHz with moderate slow-wave fac-
tors and easy-to-match impedance, whereas the thin-film
type is limited to several GHz. There is also a difference
between the normal MIS structures and Schottky-contact
lines. Usually, the Schottky-contact line may require a
voltage bias for practical use, and it is usually made of a
microstrip line even though other lines are still feasible.
The normal MIS structures may have any form of line
patterns, such as microstrip, CPW, coplanar strip, fin line
and slotline, and so on.

As mentioned in its lumped-element model, the MIS
structure presents three basic characteristic frequencies
with which it is convenient to design a ‘‘characteristic fre-
quency map’’ in connection with the doping conductivity
and frequency, as shown in Fig. 13. This map indicates the
three possible modes of propagation identified in an MIS
structure:

1. Dielectric QuasiTEM Mode. This is for the region
where fdofofs. In this range, oes > s, such that the
doped semiconductor layer acts like a normal dielec-
tric and confines most of the guided-wave energy in
it. The propagation is usually lossy.

2. Skin-Effect Mode. When fsofofd, the doped semi-
conductor layer behaves as a lossy conductor wall to
the wave because oes5s. Hence, the depth of pen-
etration or the skin depth d¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=ðom0sÞ

p
becomes

smaller than h2. The propagation is significantly
dispersive.

3. Slow-Wave Mode. This is for the region where f5fd

and f5fs as indicated in the map. In this case, f is
perceived as not so ‘‘high’’ with the moderate value
of s.
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Figure 12. Typical electric field patterns or fundamental mode
profiles in the (x–z) section of a resonant periodic slow-wave struc-
ture (the periodic length p is equal to half of the guided-wave
length lg=2 in this circumstance), which are generated by a hy-
brid-mode modeling technique. (a) TM11 mode; and (b) TE10 mode,
in the case of a slotline or fin-line structure, as indicated in
Fig. 10.
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Figure 13. s� f characteristic frequency map of a typical MIS
slow-wave structure (TEM-mode type lines) that characterizes
three modes: slow-wave mode, dielectric quasiTEM mode, and
skin-effect mode. This symbolic map is useful in designing an MIS
structure with preliminary consideration of parametric effects on
its slow-wave factor and transmission loss.
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The electric field is confined within the insulator, whereas the
magnetic field penetrates freely over the cross section, result-
ing in energy separation in space.

The conductor loss is an important aspect in designing
an MIS structure. The loss may be accurately calculated
by a self-consistent approach [25,31]. In this case, the
conductor of a finite thickness is modeled merely as a
normal lossy dielectric layer with intrinsic conductivity.
For an MIS line operating in the slow-wave mode, the
conductor contributes largely to the total loss at low
frequency, over which the semiconductor loss is rela-
tively small.

8.2. Slow-Wave Applications

It is known that slow-waves are not limited to periodic and
MIS structures. Other structures that generate slow-wave
propagation may be competitive in finding applications.
Conductors, including superconductors [31,33], for exam-
ple, exhibit slow-wave effects at low frequency. In this
case, the field may penetrate into the conductor, leading to
a significant increase in line inductance. Complex media,
such as chiral waveguides, may support slow-wave prop-
agation with specially arranged and coupled electric and
magnetic properties to separate electric and magnetic en-
ergy. A photonic bandgap structure presents merely peri-
odic lattice geometry, which is also subject to slow-wave
propagation. Nevertheless, most slow-wave applications
known so far rely essentially on the periodic and MIS
structures.

The basic applications for slow-wave structures are
usually related to the following uses as passive circuits
and active devices: circuit miniaturization, frequency-se-
lective devices and filters, traveling-wave devices, anten-
nas, time-delay lines, phase shift and equalization,
impedance match, mode polarization, energy conversion,
amplification, oscillation, pulse shaping, and signal syn-
chronization. Table 2 presents a general comparison and
summary of performance among the periodic waveguides

and MIS lines for slow-wave propagation based on the
previous discussion. The table provides a critical choice of
these structures for various applications, such as high-
power traveling-wave devices, integrated microwave cir-
cuits, high-speed signal interconnects, optoelectronics,
and superconducting devices. Selected devices and circuits
are discussed following to highlight some uniquely useful
features of slow-wave structures.

Phase Shifter and Delay Line. Both periodic and MIS
structures can be used to design these devices as hy-
brids or monoliths. Usually, the periodic slow-wave
structures present fixed-phase shifting and long time-
delay lines. In this case, superconducting technology
may be used to significantly reduce the intrinsic con-
ductive loss, for example, a physically very long line
required to achieve more than several nanoseconds of
group delay. Delay-line concepts were developed
much earlier with periodic waveguide structures,
whereas the phase shifter has been a popular re-
search topic using the MIS slow-wave structures,
especially in designing tunable phase shifters [34].

Linear and Nonlinear Traveling-Wave Devices. Some
classic slow-wave examples are high-power traveling-
wave tubes, backward-wave oscillators, amplifiers,
and linear accelerators using periodic waveguides.
The planar technologies allow designing similar dis-
tributed devices based on transistors and nonlinear
transmission lines (NLTL) for broad-band devices in-
cluding broad-band impedance matching networks,
field grating devices, and of course, broad-band ampli-
fiers [35]. On the other hand, the velocity-match mech-
anism of electrical and optical signals can be realized
by using periodic electrodes and also the control of
MIS slow-wave guidance on traveling-wave electroop-
tical modulators and photodetectors for wideband
applications [36].

Filtering and Pulse-Control Devices. A class of filters
and multiplexer can be designed with periodic

Table 2. Critical View and Comparison of High-Frequency Electrical and Mechanical Characteristics of
Periodic and MIS Slow-Wave Structures Judging from their Passive Circuit Applications
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structures, using their bandpass and bandstop
characteristics. Extremely low-loss and linear-phase
narrowband filters are realized from superconduc-
ting slow-wave lines that have various periodic
patterns [37]. Frequency-selective devices and
some traveling-wave antennas can also benefit
from the advantageous features of periodic slow-
wave structures. Pulse-control lines, including
pulse-shaping devices, are often seen in high-speed
digital circuits and interconnects. In this case, the
MIS structures may play an important role in
designing low-dispersion and signal-synchronized-
pulse routine lines [38].
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SMALL ANTENNAS
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1. GENERAL

What is a small antenna? This question then leads to an-
other question. How small is small in small antennas?
When one looks at a millimeter-wave horn antenna of a
palm size (Fig. 1), the antenna is said to be small, simply
because the physical size is small. On the other hand,
when one takes a look at a photo of Marconi’s antenna
used for the first transocean communication in 1901 (Fig. 2),
the antenna is surely said to be ‘‘a quite big antenna.’’ The
Marconi’s antenna had a vertical fan-like structure sup-
ported by a horizontal wire stretched between two masts
about 48 meters high and 60 meters apart [1]. It is natural
that smallness might be judged by its physical dimen-
sions. However, smallness of an antenna is not only
viewed by the physical size, but also the electrical size de-
fined in comparison with the operating wavelength. When
the aperture size of a millimeter-wave horn antenna is
much larger than the operating wavelengths, it is not
called small, but large in terms of the electrical size, al-
though the physical size is small. In turn, the Marconi’s
antenna can be said to be small in terms of the wave-
length, because it is measured to be about one-tenth of the
operating wavelength. Use of the electrical size often is
more meaningful than the physical size, because the an-
tenna characteristics and performances are more reason-
ably dealt with in terms of the operating wavelength.

The smallness of an antenna can be viewed in other
ways. For example, low-profile antennas such as the In-
verted-L antenna [Fig. 3(a)], planar antennas such as the
patch antenna, microstrip antenna (MSA) [Fig. 3 (b)], and
so forth, may be classified into small antennas, as the
height or thickness, one part of these antennas, is con-
strained to an electrically small size. In this case, the term
‘‘physically constrained small’’ is considered appropriate.

Another way to classify an antenna as being small is an
attribute of its functions. When an antenna has attained
either additional functions or enhanced performances
without significant change in its dimensions, the anten-
na is said to be equivalently small, as the corresponding
functions would not otherwise be obtained without en-
larging the dimension. An example is a case where beam
steering function (Fig. 4) is endowed to an antenna with-
out any change in the dimensions; that is to say, the
antenna of smaller dimensions is altered to give a beam

steering function, which cannot be realized by smaller an-
tennas. This type of antenna is classified into ‘‘functionally
small antenna.’’

Then small antennas are categorized into four types
[2]: Electrically Small Antenna (ESA), Physically Small
Antenna (PSA), Physically Constrained Small Antenna
(PCSA), and Functionally Small Antenna (FSA). Although
one uses four categories, the classification is not necessar-
ily distinct, so that one class of antenna can be classified
into more than one class; for instance, when a patch an-
tenna has the edge (radiating aperture) of one-fifth wave-
length in its peripheral, the antenna is referred to as both
ESA and PCSA.

Two major subjects exist in small antennas: (1) investi-
gation of characteristics and performance of small anten-
nas, and (2) exploitation of methods to attain small
antenna, particularly ESA. The former is mainly con-
cerned with fundamentals of electrically small antennas.
The essentials of small antennas have long been studied by
many investigators; however, many problems must still be
solved. Among them, limitations of small antennas is the
most significant and interesting subject remaining of the
important problems. It is directly concerned with how to
realize small antennas with reasonably high gain or broad
bandwidth. The physical limitation was first discussed by
Wheeler [3] and then Chu [4], in 1947 and 1948, respec-
tively. Since then, small antenna problems have been dis-
cussed among many investigators, particularly regarding

Figure 1. Microwave horn antenna.

Figure 2. Marconi’s first transoceanic communication antenna.

(a)

(b)

Figure 3. Low-profile antennas. (a) Inverted-L antenna.
(b) Patch antenna.
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antenna quality factor Q, gain, bandwidth, and efficiency
[5–10] in conjunction with the limitation.

Meanwhile, various efforts to accomplish practically
useful small antennas have continuously been made,
and at the same time, attempts were made to realize an-
tennas having performance as close as possible to the lim-
itations. Among them, realization of ESA has been a
continuously interesting one in the field of antennas and
communications, because small antennas have been re-
quired for a variety of wireless systems and downsizing of
systems subsequently demand downsizing of antennas
rather urgently at the same time. Recent progress in min-
iaturization of electronic components, devices, and thus
circuitries is notable, whereas antenna sizes have not
necessarily followed it. The concept of downsizing in an-
tennas is essentially different from that of other electronic
components or devices, because antenna problems are
inherently concerned with the physical nature of electro-
magnetic waves in open space, whereas circuitry is con-
cerned with problems within closed space.

Nevertheless, there have been increasing demands for
small antennas in a variety of situations. The most urgent
requirements in recent years are for the fields of mobile
communications, where the number of small terminals
such as mobile phones has explosively increased and the
antennas for such mobile terminals are required to be not
only small, but also to be built into the unit, and yet to
have higher or at least similar performance without ap-
preciable degradation. In practice, gain and bandwidth
should be maintained the same as that before the size re-
duction. Furthermore, with the advancement of systems,
there have often been encountered the need for antennas
that have capability for multiple-band or wideband oper-
ation for some systems. Other growing demands also have
developed in various wireless systems, which are applied
to transmission of not only information, but also data,
video signals, and control signals. A typical example is the
wireless LAN (Local Area Network) system, including in-
door as well as outdoor networks. Another important re-
quirement is for reception of the Digital Television (DTV)
broadcasting. Small, wideband and yet reasonably high-
gain antennas are demanded. The demands are not only
outdoor and indoor antennas, but also vehicle-mount an-
tennas, which should be as small and light as possible.
Diversity or adaptive control function is inevitable for
vehicle antennas.

Various types of small antennas have so far been de-
veloped. Planar and low-profile antennas are typical.
Practical examples are Planar Inverted-F antenna
(PIFA) [Fig. 5(a)], patch antennas, and microstrip anten-
nas (MSA) [Fig. 5(b)], whereas examples of linear anten-
nas are Normal Mode Helical Antennas (NMHA) [Fig.
5(c)], Meander Line Antennas (MLA) [Fig. 5(d)], Inverted-
L antennas (ILA), and so forth. Materials such as ferrites
and dielectrics are used to reduce the antenna size. Ce-
ramic Chip Antennas (CCA) [Fig. 5(e)] and ferrite coil an-
tennas [Fig. 5(f)] are practical examples. Among them, a
very small Ceramic Chip Antenna exists made up with
dimensions of several-millimeter square for applications
to small mobile terminals in 1–5 GHz frequency regions,
which is considered the physically smallest antenna to be
used for small mobile terminals that can be produced by
the present state of the art.

2. DEFINITION

‘‘Small antennas’’ are categorized into four types accord-
ing to the dimensions or the functions: Electrically Small
Antenna (ESA), Physically Constrained Small Antenna

(a)

(b)

(c)

(d)

Figure 5. Various examples of small antenna. (a) Planar
inverted-F antenna. (b) Microstrip antenna. (c) Normal mode
helical antenna (NMHA).

Figure 4. Beamsteering antenna.
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(PCSA), Functionally Small Antenna (FSA), and Physi-
cally Small Antenna (PSA) [2].

* ESA is an antenna that has much smaller dimensions
as compared with the wavelength. Conventionally, an
antenna that has a much smaller volume than a vir-
tual sphere, called ‘‘radian sphere’’ having radius r of
l/2p (l: wavelength) (Fig. 6), is referred to as ESA
[11]. The radius of l/2p is significant in small anten-
na, because near space around a small antenna is
occupied mainly by the stored energy of its electric
field or a magnetic field, and the surface of the radian
sphere is the transition region from where the energy
flow produced by the small antenna changes mainly
to the radiation energy.
However, two other terms were previously proposed
to define ESA: (1) when an antenna has its greatest
dimension less than one-tenth of wavelength [12] and
(2) when it has less than one-eighth l [13]. Although
a radian sphere is referred to in the definition of ESA,
an antenna may no longer be said to be ESA when it
has a length equal to the diameter of the radian
sphere; that is, 2� l/2p (0.32l). Thus, it is reasonable
to say that an antenna having the size less than one-
tenth l should be classified to be ESA.

* PCSA is an antenna that is not necessarily catego-
rized as an ESA, but has a shape that has consider-
ably reduced size in one part of the antenna. A low-
profile antenna with the height of say one-fiftieth l or
so, like a small MSA, can be classified into PCSA.

* FSA is an antenna that has additional functions or
higher performance than an antenna with the same or
smaller dimensions. FSA may not necessarily satisfy
the above two categories, ESA and PCSA. For in-
stance, an antenna accomplishing a beam steering
function that would ordinarily be realized by an an-
tenna of greater dimensions can be classified into FSA.

* PSA is an antenna that is not categorized in any of
the above, but still regarded as small in a relative
sense; that is, an antenna is judged to be small by its
appearance. When the volume is bounded by 30 cm or

less in one length, the antenna can be called PSA.
No strict physical meaning exists in the definition
of PSA. An example is a microwave horn antenna,
which can be placed on a palm. An MSA can be PCSA
and also PSA.

These definitions cannot be analytically formulated in
practice, because an antenna may be differently classified
depending on the practical situation. For instance, when a
short monopole categorized as ESA is placed on a rectan-
gular conducting plate of one-quarter l, as shown in Fig. 7,
radiation performance of the monopole may be enhanced,
as the effective length is extended by the addition of the
conducting plate. Then one may consider that the addition
of the conducting plate to the monopole antenna forms a
new size-extended antenna system, which no longer be-
longs to ESA. In other words, performance of an ESA can
be enhanced with assistance of a conducting material be-
sides the antenna element. A small chip antenna placed
on the ground plane in a small mobile terminal is a typical
example.

3. REQUIREMENTS FOR SMALL ANTENNAS

General requirements for small antennas are listed below.

(1) General
dimensions (small)
light weight
compactness
low profile
built-in
low cost
easy construction

(2) Electrical performances
gain (high) *1

efficiency (high)*1
bandwidth (wide)*1

low interaction (desired)*1
radiation pattern (desired)*2

polarization *2

Antenna

R

Figure 6. Radiansphere.

Feed

Figure 7. A monopole mounted on a rectangular conducting box.
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*1 as high/wide/low value as obtainable
*2 realization as is expected

4. MAJOR SUBJECTS RELATED WITH SMALL ANTENNAS

One of the practical and indispensable problems that con-
cern small antennas is the study of the limitation of an-
tennas and another is how to realize small antennas,
especially ESA. Study of the limitation is particularly im-
portant because knowledge of the limitation is necessary
as a guiding principle when development of a new antenna
is attempted or small antennas are designed.

The physical limitation of small antenna was first dis-
cussed by Wheeler [3], and then by Chu [4], followed by
Harrington [8], Hansen [9], McLean [10,11], and Grimes
[12]. Recently, Geyi has shown an extended theory of lim-
itation [13] from Chu’s theory to include cases for arbi-
trary geometry and excitation of antennas and discussed
the minimum Q and the largest G/Q in antennas.

The essential problem regarding Q is the relationships
between antenna size and the lowest bound of antenna Q,
which is the inverse of the bandwidth. Antenna designers
often encounter practical problems asking how wider
bandwidth or how higher efficiency could be obtained
with a given size of small antenna. Thiele treated prob-
lems of Q based on the superdirective theory, as a small
antenna is essentially a superdirective antenna. He ob-
tained a lowest bound of Q in practical point of view and
verified why practical antennas do show much higher Q
than the theoretically lowest Q by showing some examples
of typical antennas [14].

Recent needs for small antenna are urgent, as the
downsizing in wireless systems has advanced rapidly
and antennas to be applied to these systems should also
meet the requirement that is downsizing. It is well known
that the smaller the antenna size, the lower the radiation
efficiency and narrower the bandwidth. The practical
problem is how to keep the antenna performance un-
changed or equivalent, even though the size is made
smaller. Antenna designers must design antennas that
satisfy the requirements, even when the size becomes
smaller. With knowledge of the limitation, antenna design
turns out to be an effort on how to approach a limitation as
closely as possible, for instance, how to obtain wider band-
width with a given small-sized antenna.

The fundamental concepts of making an antenna small
in practice are (1) filling space (two or three dimensional-
ly) effectively that encloses the antenna, (2) realizing uni-
form current distributions on the antenna element, (3)
increasing radiation modes, (4) making self-resonance
within an antenna system, and (5) adding functions.

The concept of filling space is based on Chu’s theory, in
which he derived minimum Q of a small antenna enclosed
in a radian sphere. In practical antennas, the minimum Q
can hardly be realized without fully using the volume of
the sphere. As small dipoles or loops do not use the spher-
ical volume effectively, their lower bound of Q is relatively
high and, hence, the theoretically obtainable wideband
characteristics can never be realized. In order to overcome
the inherent narrow bandwidth problem in small anten-

nas, filling space effectively enclosing an antenna as much
as possible is significant and useful. Space is not neces-
sarily three dimensional, but also two or one dimensional
depending on an antenna structure. For example, fractal
antennas may have fairly wide bandwidth, as they can
occupy the space two dimensionally surrounding the an-
tenna.

Chu also had shown that the ideal current distribution
to attain the maximum gain is uniform (Fig. 8) [4]. How-
ever, uniform distribution on a dipole cannot ordinarily be
realized by a small antenna structure, because current
distribution goes to zero toward the end of an antenna el-
ement. The current distribution on a small dipole is as-
sumed to be a triangular shape with zero at the end of the
element (Fig. 9). One way to obtain uniform current dis-
tribution is to load an impedance component. The most
popular example is top loading. The longer the linear an-
tenna size is, the nearer the current distribution ap-
proaches to uniform, as the distribution is gradually
changed more smoothly than a shorter antenna, which is
usually assumed to be triangular. By using a traveling
wave structure, an equivalently long antenna structure
can be attained.

Integration technique, by which an antenna system is
constituted with combination of devices or circuitry and
an antenna, is another method to obtain uniform distri-
bution, although it may not be perfect, but nearly uniform.

Increasing radiation mode is another important meth-
od. Hansen discussed in [9] that antenna Q will be reduced
by half with excitation of TE and TM modes at the same
time.

Achieving self-resonance in an antenna structure is an
important concept of making an antenna small. If self-
resonance is attained in a small antenna, one may in-
crease radiation efficiency or avoid the degradation be-
cause of loss in the matching circuitry. Without using a
reactive matching component with loss, connection be-
tween an antenna and the RF front end can be made sim-
ple and cost effective.

Self-resonance can be accomplished by (1) loading tech-
niques, (2) using traveling wave structures, and (3) apply-
ing IAS (Integrated Antenna Systems) techniques.

Loading of an impedance component, including an an-
tenna element, is essentially to change the current distri-
butions on the antenna element so that the resonance
condition is attained. Loading of a conjugate impedance is

Figure 8. A uniform current distribution on a small dipole an-
tenna.

Figure 9. A triangular current distribution on a dipole antenna.
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to attain resonance for a wide frequency range, that is,
wide bandwidth. Complementary structures do not only
aim at achieving self-resonance condition, but also obtain-
ing frequency-independent characteristics.

By adding function into an antenna, either enhance-
ment of antenna performance or improvement of antenna
characteristics can be expected. It depends on the func-
tions to be integrated into an antenna system. If integra-
tion of amplification function could result in the increase
of the antenna gain, it would conversely mean the reduc-
tions of an antenna size with the gain kept unchanged.

The integration technique may bring evolutional an-
tenna systems that cannot be realized by the conventional
method. Either passive or active integration, or a combi-
nation, are possible, and either improvement of antenna
characteristics or enhancement of antenna performance
could be expected as a result of integration. Typical ex-
amples are enlargement of bandwidth, improvement of
radiation efficiency, control of radiation patterns, and so
forth. Enhancement of antenna performance or improve-
ment of antenna characteristics may bring novel antennas
with small size that cannot practically be realized by con-
ventional antennas, although sometimes it would not be
as easy as expected.

Application of nonmetallic materials to reduce an an-
tenna dimensions and/or enhance antenna performance is
also another important method, by which not only realiz-
ing very small antennas, but also having high-efficiency
small antennas would be possible.

Realizing small antennas is, in other words, achieving
either wider bandwidth or higher efficiency while main-
taining the antenna size unchanged.

The practical systems sometimes require a very small
antenna to fit to the unit having very small size. Antenna
designers thus should attempt to realize an antenna hav-
ing the practically obtainable performances for the re-
quired size, although some difficulty may still exist.

5. PROPERTIES OF SMALL ANTENNAS

5.1. General

Small antennas have some characteristics that distin-
guish them from ordinary antennas. A very small anten-
na can be considered essentially as an electric dipole or a
magnetic dipole, and the reactive impedance is highly ca-
pacitive or inductive, whereas the resistive impedance is
very small. With this impedance characteristic, particular
care must be taken for small antennas. If the length of a
dipole is shorter than one-tenth l, a perfect match to the
load of 50O is very difficult. However, it is interesting to
note that the effective aperture of it is about 0.119 l2

[Fig. 10(a)], when the antenna is perfectly matched, which
is only an 8.5% smaller value than that of the one-half l
dipole, the effective aperture of which is 0.13 l2 [Fig. 10(b)]
[15], which can be understood by inspecting the flow of
the Poynting vector into a small antenna, as shown in
Fig. 11 [16]. The figures illustrate cases for when (a) a
short dipole is not matched, so the energy passes through
the antenna, resulting in no energy absorption, (b) a very

short dipole is perfectly matched and the incoming energy
is efficiently absorbed, and (c) a matched one-half l-dipole
is used.

In practice, however, matching of a small antenna to
the load of 50O is not so easy, because the input imped-
ance has inherently very low radiation resistance and very
high reactive impedance. Matching to the load of 50O thus
needs a high conjugate reactance component to compen-
sate the high antenna reactive impedance and a trans-
former to transform the low antenna resistance to 50O.
When a small antenna is a type of electric dipole, high ra-
diation efficiency may not be expected even if perfect
matching could be attained.

The radiation efficiency Z is given by

Z¼Rrad=ðRradþRlossÞ ð1Þ

where Rrad denotes the radiation resistance and Rloss is
the loss resistance, which is composed of RLa and RLc ex-
isting in the antenna and the matching circuit, respec-
tively. In a small electric dipole antenna, the reactive
component of the input impedance is capacitive, so an in-
ductive impedance is required for matching. When the di-
pole is a short stub of 0.16 l with thickness of 3.3�10�4 l,
Rrad is 0.1O and Xrad (input reactance impedance) is
� 2071O. In order to achieve matching, an inductive com-
ponent of 2071O is used. When QL of this component is
100, RLc is 20.7O. The radiation efficiency Z in this case is
about 0.005, or 0.5%. With QL of 400, Z increases to 0.019,
or 1.9%, which is still very low. A loss resistance because of
the inductive component, which is used for the matching
circuit, may far exceed the radiation resistance and, con-
sequently, causes low radiation efficiency. It will become a
serious problem in designing a small dipole antenna, as
very small size is required.

Meanwhile, when a small magnetic dipole of the cir-
cumference 0.1 l with the same thickness as the above di-
pole is used, Z is 9.28% with QLc of 1000. If QLc is 4000, Z
becomes 21.1%. As a capacitive component can give higher
Q than that of an inductive component (a coil), a small

�/2

0.119�

(a)

�/2

0.13�

(b)

Figure 10. Effectvie aperture. (a) A small dipole. (b) A half-wave
dipole.
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magnetic dipole is preferred in order to obtain higher ra-
diation efficiency when about the same size of small an-
tenna is required.

Gain G of an antenna is defined by

G¼ ZDMp ð2Þ

where D is the directivity, M is the impedance matching
factor, and p is the polarization matching factor. M is giv-
en by using the reflection factor G at the input terminals
as

M¼ 1� jGj2 � 1 ð3Þ

¼ 4S=ð1þSÞ2 ð4Þ

where S is VSWR and related with G by

S¼ ðGþ 1Þ=ðG� 1Þ ð5Þ

The polarization factor p is given by

p¼ jqH; qEj
2¼ j cos fpj

2 � 1 ð6Þ

where qH and qE are unit vectors of the wave with hori-
zontal and vertical polarization, respectively, and fP is the
angle between the two vectors. Here, the electric fields EH

and EE of incoming waves, respectively, are described as

EH¼ qH EH ð7Þ

EE¼ qE EE ð8Þ
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Figure 11. Poynting vector flow in the vicinity of a dipole antenna. (a) A small antenna is not
matched. (b) A small antenna is perfectly matched.(c) A half-wave dipole is matched. (From Ref. 16
with permission from Wiley and IEICE.)
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Gain of a very small antenna is determined almost by Z
and M, because D is 1.5 [4] without regarding the size, and
p is usually taken as unity, because polarization matching
is made in almost all cases. The radiation efficiency Z of a
dipole shown above was for cases where M¼ 1. If Ma1,
the gain G is lowered as M decreases.

Another important factor in small antennas is Q. Q, in
general, is defined as

Q¼ 2oX=Prad ð9Þ

where X denotes the reactive energy stored in an antenna,
o¼ 2pf (f : frequency), and Prad expresses the radiated
power from an antenna. When Q is smaller than 10, the
reverse of Q can be taken to be the bandwidth B. Either Q
or bandwidth B is an essential factor in small antenna
design, because in small antenna, Q rapidly increases, and
as a consequence, bandwidth B decreases rapidly, as the
size of antenna reduces. The lowest Q or highest obtain-
able B, and the highest possible G/Q have been studied by
many investigators. Chu calculated G and Q of a linearly
polarized omnidirectional antenna by using spherical
mode expansions, by which the fields around the hypo-
thetical antenna enclosed by a sphere of radius (a) are
expressed [4]. He discussed about the possibility of wide
bandwidth with an antenna of the maximum dimensions
of 2r when the gain is equal to or less than 4 r/l, which is
the gain obtained by a current distribution of uniform
amplitude and phase along a line of the length 2r. He also
mentioned that efficient use of the volume of the hypo-
thetical sphere is essential for realizing the minimum Q,
thus the wide bandwidth. Chu showed the directivity of a
small antenna was 1.5, independent of the size. Later,
Hansen discussed the limitation of antennas [9] and men-
tioned that the minimum obtainable Q shown by Chu
could only be approached and never be equaled. He illus-
trated minimum obtainable Q with respect to the size (kr)
of an antenna, as Fig. 12 shows. In the figure, Q’s for di-
poles of both thin and thick radius and Goubau’s antenna
are shown for comparison with the Chu’s results. Limita-
tion problems will be described in Section 5.3.

Specialty in small antennas is observed in not only its
properties but also the evaluation of the properties, par-
ticularly when the size becomes very small. The instru-
ment itself for the measurements may disturb the antenna
characteristics or the performance when the size is similar
or larger compared with the antenna size. Errors in the
measurement may often be observed especially when a
small antenna has complicated structure, as proper con-
nection of instrument to the antenna may hardly be made.
These problems will be discussed in Section 5.3.

5.2. Characteristics of Small Antennas

5.2.1. Impedance. Theoretical input impedance Zdip of
a thin linear short dipole antenna having the length 2h
and the thickness 2a is given as function of kh by [17]

Zdip¼Rdipþ j Xdip ð10Þ

where

Rdip� ¼ 20ðkhÞ2 ð11Þ

and

Xdip¼ � j 120fln ðh=aÞ � 1g=kh ð12Þ

Rdip and Xdip with respect to kh are drawn in Fig. 13 [18],
where a parameter O¼ 2ln (2h

a ) is used. The resistive com-
ponent Rdip decreases rapidly as kh decreases, whereas
the reactive component Xdip increases rapidly. When kh is
0.314, i.e., 2h¼ 0.1l, Rdip is 1.97O and Xdip is � 3.8�
103O.

Theoretical input impedance Zloop of a thin small cir-
cular loop antenna having radius (a), and the thickness 2d
is given by [19]

Zloop¼Rloopþ j Xloop ð13Þ

where

Rloop¼ 20p2ðbaÞ4 ð14Þ

Xloop¼oL ð15Þ

and

L¼ moa½ln ð8a=dÞ � 2� ð16Þ
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Figure 12. Minimum obtainable Q with respect to antenna di-
mensions kr. (From Ref. 9 with permission from Wiley and IEEE.)
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Resistive component Rloop and inductive component L are
shown in Fig. 14 (a) and (b), respectively. When (a) is 0.05 l
and the thickness is 0.005 l, Rloop is 15.8O, and Xloop is
202O.

5.2.2. Bandwidth. The bandwidth Df is the range of fre-
quencies on either side of a center frequency, at which the
antenna characteristics, such as impedance, gain, radia-
tion efficiency, and so forth, are within an acceptable range
of those at the center frequency. For narrowband antennas
like small antennas, a ratio of Df/f0¼B is defined as

B¼Df=f0¼ ðf1 � f2Þ=f0 ð17Þ

where f1 and f2, respectively, are the higher and the lower
frequencies at which the power declines 3 dB from the

0 0.1 0.2 0.3 0.4 0.5
�0h

0.6 0.7 0.8 0.9

100

R0

10

1.0

0.1

2h

2a
−x0 R0

1.0 1.4

103

102

104

105

Ω :20

15
12.5
10

Figure 13. Input impedance of a small dipole. (After Ref. 18.)
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maximum and f0 is the center frequency of the bandwidth
Df. This B is referred to as the relative bandwidth and is
practically used instead of the bandwidth Df. The center
frequency f0 is given by

f0¼ ðf1þ f2Þ=2 ð18Þ

Quality factor Q can be used instead of the relative
bandwidth B when the bandwidth Df is narrow (B510%),

B¼ 1=Q ð19Þ

Q of an antenna is generally defined as [20]

QA¼ 2oWe=Pr; We > Wm ð20aÞ

or

QA ¼ 2oWm=Pr; Wm > We ð20bÞ

where o is the radian frequency 2pf, Pr is the radiated
power, and We and Wm, respectively, are the time average

nonpropagating stored electric energy and the time aver-
age nonpropagating stored magnetic energy.

As the size of antenna decreases, Q increases greatly
and the bandwidth Df becomes smaller. Q of a small dipole
is expressed by [10]

Q¼ ðkrÞ�3
þðkrÞ�1; kro1 ð21Þ

where r is the radius of a virtual sphere, which encloses
the antenna.

The relationships between the antenna size kr, the rel-
ative bandwidth B, and the efficiency Z are illustrated by
Fig. 15, which is modified from Fig. 12 in [9]. In practical
small antennas, variation of Q with respect to the size is

0
100

101

102

103

104

0.2 0.4 0.6 0.8 1

�a or �L /�

QA

Dipole |X/R|
Far field Q
McLean

McLean

Far field Q

Typical wire dipole

Figure 17. Radiation Q with respect to antenna dimensions (ba
and L/l):McLean’s curve is the lower bound for an ideal dipole,
which has a uniform current distribution. Far-field Q is the lower
bound for a dipole with sinusoidal current distribution. Top curve
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Figure 18. A wire type bow-tie antenna. (From Ref. 14 with
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not necessarily the same as that of Q shown in Figs. 12
and 15. Figure 16 illustrates an example, showing varia-
tion of B and Z with respect to the size (volume V) of a
practical PIFA (Planar Inverted-F Antenna). In practice,
B(Q) increases (decreases) as the volume V of antenna in-
creases (decreases), which seems somehow in conflict with
the tendency shown in Fig. 12. The reason for it is that
efficiency varies with change of the antenna size as well as
the bandwidth, in contrast with the curves shown in
Fig. 12, where curves are drawn with constant efficiency.

5.2.3. Radiation Patterns. As the size of antenna be-
comes small, directivity Dmax approaches 1.5, which im-
plies the radiation pattern fills two-thirds of the entire
solid angle of a space, and the pattern is simply a donut-
shaped sin y pattern.

5.3. Limitation of Small Antennas

The reduction of antenna size imposes a fundamental lim-
itation on the antenna performance. Antennas such as
ESA having dimensions much less than the wavelength
are subject to the limitations. Fundamental properties of
small antennas were first treated by Wheeler [3], as was
mentioned previously. Wheeler used the radiation power
factor Pr, which was defined as a measure of radiation of a
small antenna by taking a ratio of the radiation power to
the reactive energy. In his treatment, a small antenna was
assumed to have dimensions much smaller than the wave-
length and, at most, less than one radiansphere (¼ l/2p) in
space. In small antennas, because the reactive energy ex-
ceeds the radiation power, an antenna is equivalently ex-
pressed by either a capacitance C or inductance L, both of
which occupy a volume V. He discussed that Pr is propor-
tional to volume and also concerned with antenna shape
factor. Radiation efficiency Z, which is defined as Pr/(Prþ
Ploss), where Ploss is loss power factor, decreases with
antenna size, because Pr is small whereas Ploss relatively
increases with the size reduction.

Chu showed a fundamental limitation in small anten-
nas by using spherical function expansions, expressing
fields with a sum of spherical modes [4]. The antenna was
assumed to be enclosed by a virtual sphere (Fig. 6), and
the electromagnetic (EM) fields produced by the antenna
located in the sphere were expressed with modes in a
spherical harmonic series. By using the spherical func-
tions, fields in open space can be treated with radial modes
as well as the fields in a closed space like a circular wave-
guide. In his treatment, no azimuthal variations exist, i.e.,
the radiation is omnidirectional in the azimuth plane. An
equivalent circuit was derived based on the field expres-
sions obtained from mode expansions, from which mode
impedance can be derived as a ratio of the mode voltages
to the mode currents in the equivalent circuit. The anten-
na quality factor Q is then obtained for each mode with
respect to the antenna dimensions, and the lowest limita-
tion of Q was discussed.

As in small antennas bandwidth is the inverse of Q, the
largest bandwidth can be found for antenna dimensions.
Chu also showed maximum obtainable gain G and then a
ratio of G to Q.

Chu’s treatment of small antennas was followed by
many investigators, and problems regarding limitations of
antenna were subsequently discussed.

Fante worked on the antenna Q based on the spherical
wave function expansion for the fields outside the circum-
scribing sphere of the antenna [21], along with Collin and
Rothschild’s idea, by which the stored energy was treated
as the difference of total field energy and the asymptotic
limit of the energy density at infinity [22]. Hansen also
discussed limitations of small antennas essentially based
on Chu’s theory and illustrated relationships between an-
tenna Q and antenna size taking radiation efficiency as
the parameter [9]. He had shown that when both TE and
TM fields are considered at the same time, Q will become
one-half of that of the single mode. McLean improved
Chu’s theory by deriving an exact result for the antenna Q
using the field for TM01 mode directly. His results were
similar to Chu’s; however, he found a slightly higher lower
bound on Q for antennas, the length of which is approach-
ing to a length of one-third l.

Chu and McLean’s results provide the lowest Q, how-
ever, as this lower bound Q can hardly be realized by a
practical antenna, because uniform current distributions
on the antenna system should be presumed and also the
sphere enclosing an antenna should be used fully by the
antenna. Foltz and McLean attempted to overcome this
problem by expanding the fields around an antenna using
prolate spheroidal functions, instead of spherical func-
tions, and obtained a little higher Q, which was a more
practical value than Chu’s results. This result can be un-
derstood in that a dipole can be better represented by a
prolate spheroidal volume than a spherical volume, as it
occupies higher fraction of the volume inside the prolate
spheroid than a sphere.

Thiele took a different approach to find a lower bound
on the radiation QA for ESA [14]. His approach is based on
the concept of superdirectivity RSD [23], which is defined
as the ratio of an integration of the far-field pattern func-
tion over all space (i.e., visibleþ invisible) to an integra-
tion over visible space as follows:

RSD¼

Z 1

�1

f ðuÞ
�� ��2du

Z pL
l

�pL
l

f ðuÞ
�� ��2du

ð22Þ

where f(u) is the normalized far-field pattern function in u
space, u¼ (bL/2) cos y, and L is the length of the linear
source. Here it is assumed that the source is along the z
axis with constant phase and the main beam direction is
broadside. RSD is equal to (QAþ 1) [14] if

QA¼

Z �pL
l

�1

f ðuÞ
�� ��2duþ

Z 1
pL
l

f ðuÞ
�� ��2 du

Z pL
l

�pL
l

f ðuÞ
�� ��2 du

ð23Þ

However, he discussed validity of using f(u) only in
Eq. (22) and then added the element pattern function
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g(u) to f(u) in Eq. (23), whereby consistency with QA de-
fined by Eq. (21) is kept. QA is then expressed by

QA¼

Z �pL
l

�1

EnðuÞ
�� ��2 duþ

Z 1

pL
l

Enj j
2 du

Z pL
l

�pL
l

Enj j
2 du

ð24Þ

where Eu¼ f(u) g(u) normalized field pattern. For a dipole
of arbitrary length L along the z axis with a sinusoidal
current distribution,

EnðuÞ¼

cos u� cos
bL

2

� �

1� cos
bL

2

� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
2u

bL

� �2
s ð25Þ

Examples of radiation QA’s obtained by Eqs. (24) and
(25) are shown in Fig. 17. A curve on top in the figure is
typical radiation QA of a thin linear dipole obtained as a
ratio of antenna input reactance to antenna input resis-
tance, by using the method of moment. A curve at bottom
shows the lower bound QA for an ideal or Hertzian dipole,
which has uniform current distribution. McLean derived
this QA by using the lowest order TM mode and that mode
only. TM01 mode generates fields equivalent to the fields
produced by a dipole of uniform current distribution,
which corresponds to an ideal dipole. When the current
distributions are sinusoidal, the lower bound of radiation
QA is higher than that of antennas with uniform current

Monopole

Slot

Figure 25. An example of self-complementary structure.
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Figure 21. Minimum possible Q and minimized Q. (From Ref. 13
with permission from IEEE.)
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Figure 22. G/Q for antenna with and without directivity. (From
Ref. 13 with permission from IEEE.)

Figure 23. A planar bow-tie antenna.

Figure 24. An example of fractal structure. Figure 26. A capacitor plate-loaded dipole.
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distributions, which is considered to be a more practical
case. The middle curve, denoted ‘‘far-field QA,’’ is obtained
by using Eq. (25) for a dipole of a sinusoidal current dis-
tribution. The curve is in between the top and the bottom
ones. QA of a bow-tie dipole, which fits into the spherical
volume of radius L/2 as shown in Fig. 18, has slightly
higher values than the far-field QA, as Fig. 19 shows by a
curve plotted with &-symbols. An end-loaded dipole,
shown in Fig. 20, has nearly uniform current distribution
on the radiating element, so its radiation QA lies between
McLean’s curve and the typical radiation QA, as shown by
a curve plotted with J-symbols in Fig. 19. With increas-
ing size, current distribution gradually varies to sinusoi-
dal from uniform, and then the QA approaches to
McLean’s curve. The top two curves show effects of anten-
na thickness, that is, increasing QA with decreasing the

thickness of a dipole antenna. Thiele also discussed QA

with variation of radiation efficiency.
When an antenna is excited by both of the lowest modes

TM01 and TE01, the lowest Q, which is one-half that for
either mode alone, is obtained [9]. In this case, the field is
circularly polarized. The practical example is a case where
both a small electric dipole and a small loop are used for
the circular polarization. Q of this two-antenna system is
one-half that of either the dipole or the loop alone. How-
ever, when circular polarization is generated by a cross
dipole system with a p/2 phase difference, the Q will differ
from the dipole-loop system and also differ from the Q of
either element alone.

Grimes and Grimes have shown that Q of a crossed-
Hertzian electric dipole approaches one-third that of a
single dipole as the dipole becomes electrically small [12].

(a) (b) (c)

(d) (e) (f) (g)

Figure 27. Various examples of loaded monopole on the ground plane. (a) Inverted-L, (b) Inverted-
F, (c) T-shaped, (d) Umbrella type, (e) Loop-loaded, (f) Spiral-loaded, and (g) Device integrated.
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Figure 28. Connection of unbalanced line to bal-
anced line. (a) Direct connection of a coaxial cable to
a two-wire transmission line.(b) Equivalent expres-
sion of unbalanced mode. (c) Equivalent expression of
balanced mode.
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They used a time-dependent Poynting theorem. This fac-
tor one-third cannot be obtained by using frequency-do-
main approaches, because the near fields of the two
dipoles are coupled and a phase difference exists between
them.

Geyi further extended Chu’s theory to include antennas
of arbitrary geometry and excitation. He has first derived
the minimum possible antenna Q and then the maximum
possible ratio of gain G over Q, based on the spherical
mode theory. Fante had shown Q for directional antennas
previously; however, Geyi examined Fante’s approach and
pointed out that was incorrect. He discussed fundamental
limitation of antenna by showing minimum possible Q and

maximum possible G/Q for both omnidirectional and di-
rectional antennas. They are expressed by [13] for direc-
tive antennas,

max
G

Q

����
small

dir

�
6ðkaÞ3

2ðkaÞ2þ 1
ð26Þ

Qsmall
dir

��
small
�

1

ka
þ

1

2ðkaÞ3
;Gsmall

dir

��
small
� 3 ð27Þ

for omnidirectional antennas,

max
G

Q

����
small

omn

�
3ðkaÞ3

2ðkaÞ2þ 1
ð28Þ

Qmin
omn

�� � 1

ka
þ

1

2ðkaÞ3
; Gmax

omn

��
small
� 1:5 ð29Þ

For small antennas, which are considered here as anten-
nas with the length less than one-eigth l, the max G/Q and
min Q can be achieved simultaneously. Gmax, given by
Eq. (27), corresponds to the directivity of an infinitesimal-
ly small dipole. Therefore, an omnidirectional antenna,
which can achieve maximum bandwidth, has the same di-
rectivity as that of an infinitesimally small dipole.
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Figure 29. A dielectric material-loaded
small monopole antenna used for evaluation
of very small radiation resistance. (After
Ref. 25.)
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Figure 30. Measured results. (a) Radiation resistance vs. rela-
tive permittivity of loaded material. (b) Inverse of input reactance
vs. relative permittivity of loaded material. (After Ref. 25.)
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Figure 31. Wheeler-cap method for the radiation efficiency
measurement. (From Ref. 24 with permission from Artech House.)
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Qmin|dir, Qmin|omn, and minimum Q are shown
in Fig. 21, where it is observed that Qmin|dir4
Qmin|omn4minimum Q, excepting for Kao1. G/Q|dir
and G/Q|omn are depicted in Fig. 22, where G/Q|dir is
seen always larger than G/Q|omn, which can be easily
understood that a directional antenna may have higher
gain even when Q is kept near the same value.

6. REALIZATION OF SMALL ANTENNAS

Various practical ways exist of making an antenna small.
First, applying the space-filling concept to an antenna

structure is the most significant. Chu discussed this con-
cept, stating that gain increase with minimum Q can be
accomplished by effectively filling space within which an
antenna is enclosed. He also showed that uniform current
distribution on a dipole antenna leads to achieving max-
imum gain. The concept is not only associated with three-

dimensional structures, but also one- or two-dimensional
structures. A planar structure is a simple case in which
the problem is how to constitute an antenna that can oc-
cupy the space to the greatest extent possible. A bow-tie
antenna is an example (Fig. 23). More effective space fill-
ing is seen in fractal structures (Fig. 24), by which space to
be filled will be increased by increasing the number of
modes. Recently, much attention has been paid to the
fractal structure by many investigators in great expecta-
tions of developing small antennas having wide bandwidth.

Second, accomplishing self-resonance in an antenna
structure is significant. In a small dipole, for example,
the shorter the antenna size becomes, the harder achiev-
ing the resonance within the antenna structure becomes,
as the radiation resistance decreases to very small values,
whereas the capacitive reactance increases greatly. Then a
very high inductive reactance is required for matching.
This high inductive reactance, which introduces a higher
loss resistance than the radiation resistance, will degrade
the radiation efficiency. On the contrary, if self-resonance
condition can be satisfied in the antenna structure, such a
loss can be avoided and achievement of appreciable radi-
ation efficiency can be expected.

Self-resonance can be attained by integrating conju-
gate components into an antenna structure, as the reac-
tive impedance is compensated. A composite antenna
structure, for instance, a combination of a small dipole
and a small loop, produces the self-resonance condition in
the antenna system by compensating their reactance com-
ponents against each other. If an antenna adopts comple-
mentary structure, self-resonance for a wide frequency
range may be attained. The complementary structure
(Fig. 25) has inherently frequency-independent property
when it is constituted on an infinite platform.

Third, realizing uniform current distribution is another
important concept for obtaining small antenna. However,
in a practical antenna system like a dipole, uniform cur-
rent distributions can hardly be realized, as the current
diminishes at the end of the dipole element. One way to
realize nearly uniform current distribution on an element
is to load an impedance component or an antenna element

0.5 0.3 0.1 0.2 0.4 0.6 (mA/V)

5.0 00 −1.0 (mA/V)

00

Real

Imaginary

Without cap

Spherical cap

Cubic cap

Figure 32. Variation of current distribution on an inverted-L
element under the effect of Wheeler-cap. (From Refs. 24,27 with
permission from Artech House.)

∼

Figure 33. A planar-cap loaded small monopole on the ground
plane.

(a)

(d) (e)

(b) (c)

Figure 34. Various models of top-loaded monopoles.(a) A bar
loaded at one side. (b) A bar loaded at both side. (c) T-bar loaded.
(d) L-bar loaded. (e) Cross-bar loaded.
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within the antenna. Top loading is an example. A capac-
itor plate is attached on top of a monopole standing on the
ground so that the current on the monopole can be ad-
justed to have nearly uniform amplitude, as shown in
Fig. 26. Loading of wire elements on top of a monopole, as
Fig. 27 shows, is another method. The figure shows var-
ious types of top-loaded antennas; (a) inverted-L, (b) in-
verted-F, (c) T-shape, (d) umbrella-shape, (f) loop-loaded,
and (e) spiral-loaded. By integrating some devices or cir-
cuitry into the antenna structure, current distributions
may be modified to realize distribution of as near to uni-
form as possible [Fig. 27(g)].

Fourth, a more significant concept is to increase the
modes. Gain increase or bandwidth enhancement can be
expected with increase of modes. Two radiation modes can
be produced by exciting an antenna with both TE and TM
modes. A practical example is combination of a dipole and
a slot. If they have complementary structure and are con-
structed on an infinite platform, it has frequency-inde-
pendent characteristics. In practice, however, because an
antenna structure can hardly be constituted on an infinite
platform, perfect frequency-independent characteristics
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Figure 35. Input impedance characteristics of top-loaded
monopoles shown in Fig. 34. (After Ref. 51.)
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Figure 36. A small ceramic chip antenna. (Courtesy of Murata
Mfg. Co.)
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Figure 37. Exploded view of a multilayered chip antenna.
(Courtesy of Murata Mfg. Co.)
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cannot be accomplished. Nevertheless, an antenna with
fairly wideband characteristics, and yet small size, can be
realized, even with imperfect complementary structure.

Fifth, integration of devices or circuitry into an anten-
na structure is a useful technique to obtain either im-
provement of the antenna characteristics or enhancement
of the antenna performance. By means of this technique,

possibility of gain increase, bandwidth enhancement, or
improvement of radiation efficiency in a small antenna
may exist. It does not mean, however, that these improve-
ments and/or enhancements cannot always be accom-
plished, but it is dependent on antenna structure,
integrating devices, method of integration, operating fre-
quency, and so forth.
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Figure 38. A chip antenna mounted on a
ground plane. (a) A chip antenna placed at a
corner of ground plane. (b) Detail of chip antenna
mounting. (Courtesy of Murata Mfg. Co.)
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Figure 39. Various applications of chip antenna. (a) Module, (b) Cellular phone, (c) PDA, (d) Lap-
top personal computer. (Courtesy of Murata Mfg. Co.)
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7. MEASUREMENTS [24]

7.1. Considerations Necessary Prior to the Measurement
of Small Antennas

It seems no essential difference exists in small antenna
measurement from the ordinary antenna measurement.
However, the difference of small-antenna performance
from that of ordinary antennas gives rise to the difference
in their measurement. The reduction of antenna size
presents various problems to the antenna designers be-
cause of the performance penalties in antenna character-
istics, such as impedance, efficiency, bandwidth, and so
forth. As far as the small antenna is concerned, the prob-
lems are not only associated with antenna design, but also
with its measurements. The smaller the antenna size, the

harder is the determination of its performance. The diffi-
culty in small antenna measurements is attributed to the
performance penalties as well as the antenna structure,
which may have an asymmetric configuration. Problems
will become complicated when a small antenna is mounted
on or built into a platform in a unit of wireless systems.
The antenna system then assumes a composite structure
of an antenna and the unit body as an antenna system,
and thus the measurement must perform to evaluate the
performance of such composite antenna system. Special
care is necessary to obtain a reliable determination of
small antenna performance. Some typical cases to which
particular attention should be paid are as follows:

a. When the size of the antenna is very small compared
with the wavelength or the size of nearby conducting ma-
terials.

b. When the antenna structure is asymmetric.

c. When some proximity effects exist on the antenna.

Although particular considerations are given to the
measurement of small antennas, some cases may exist
where no effective method is found for the accurate deter-
mination of antenna characteristics. For example, when
the size of the antenna is extremely small, the resistance
becomes too small to be determined. Another case is where
the antenna structure is so complicated that precise mea-
surement becomes very difficult to perform. When the an-
tenna size is very small, difficulty in the measurement
develops from not only the specific antenna performance,
but also subjects related to antenna structure, proximity
effect, and so forth.

Antenna measurements are often made by using an
image plane as the ground plane (GPL). With an image
(ground) plane, measurements can be made simpler and
more accurate as compared with measurements without
an image (ground) plane. When an antenna under test has
simple and symmetric structure, half the antenna struc-
ture can be replaced by an image plane, and convenient
measurements may then be made on one-half of the an-
tenna. By using a GPL, a coaxial cable can be used for
feeding of a test antenna. As almost all of the instruments
have unbalanced mode output terminals, a coaxial cable is
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Figure 40. A rectangular loop antenna used for a pager. (From
Ref. 29 with permission from Research Studies Press.)
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used in ordinary measurements. Use of a coaxial cable
is convenient and simple, and no Balun (balanced-
unbalanced transformation) is necessary. In addition, a
stable measurement can be performed, as noise and
interference can be isolated from the antenna feed. The
feature of using a coaxial cable feed behind the GPL is
not concerned about the unbalanced current that disturbs
the measurement.

When an antenna has balanced feed terminals and is
connected by a unbalanced cable to feed, an unbalanced
current may be easily produced on the feed cable. Similar
situations are encountered when a small antenna is com-
posed of asymmetrical, irregular, or complicated struc-

tures. Use of a Balun is a must, and every means must be
taken to avoid coupling, proximity effects, and so forth.

As a practical GPL cannot be made with infinite size,
an undesired unbalanced current may be induced on the
plane and further flow behind the plane. Thus, the deter-
mination of the antenna impedance becomes uncertain
and radiation patterns are distorted. Hence, a usual com-
promise is to use a conducting plane of several wave-
lengths or more to obtain antenna performance nearly
that of free space. For this purpose, use of a high-imped-
ance ground plane (HIG), designed based on the electronic
bandgap (EBG) concept, is recommended. However,one
should be careful about the frequency dependence of the
HIG.

7.2. Antenna Structure

When the size of antenna under test is comparable with or
smaller than that of the instrument connected to the test
antenna, electromagnetic coupling is likely to exist be-
tween the antenna element and nearby objects, including
cables, instruments, and so forth. Such coupling effects
may disturb the measurement. For example, if a coaxial
cable is connected to an antenna element, the cable cou-
ples electromagnetically with the antenna element, and
the impedance of the antenna may be measured with an
error.
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Figure 43. Receiving patterns. (a) Pattern produced by a bal-
anced mode. (b) Patterns produced by unbalanced mode. (c) Com-
bined pattern resulted in omnidirectional pattern. (From Ref. 29
with permission from Research Studies Press.)
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Figure 44. Self-resonance of a small loop antenna. (a) Variable
parameters; feeding gap t and series capacitor C. (b) Variation of
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Environmental condition may likely affect antenna per-
formance, and thus some errors will be produced in the
measurement. When an antenna has a complicated struc-
ture, such environmental conditions may likely affect the
antenna performance. A typical example is a case where
an antenna is used for small mobile terminals, where the

mobile unit effectively acts as a part of radiator, as the
antenna element excites the conducting materials in the
unit. In this case, a combination of the antenna element
and the unit constitutes an equivalent antenna system,
and the measurement will be on the equivalent antenna
system.

When undesired mode current exists in the ant-
enna systems, uncertainty of the measurements is
increased and exact antenna performance cannot be
determined.
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Figure 46. A typical complementary antenna; a monopole and a
slot.
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Figure 48. Normal mode helical antenna (NMHA).
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7.3. Balanced and Unbalanced Transformation

When a coaxial cable, which has an unbalanced mode, is
connected directly to a two-wire line, which has a balanced
mode [Fig. 28(a)], the system is equivalently expressed by
two parts: an unbalanced mode [Fig. 28 (b)] and a bal-
anced mode [Fig. 28(c)]. The unbalanced mode current Iu
contributes to produce radiation, whereas the balanced
mode current Ib does not. If the unbalanced mode current
exists on the outside of the outer conductor of the coaxial
cable, it may produce undesired radiation and may cause
an error in the measurement of impedance and radiation
patterns.

7.4. The Effect of Nearby Conducting Materials

The effect of nearby conducting materials on an antenna
system, which is called the proximity effect, is an unde-
sired phenomenon for small-antenna measurements. The
usual attempt is to remove the proximity effect or to keep
it as small as possible in the measurement system. If any
proximity effect exists near a feed point, antenna current
may be varied so that antenna characteristics such as im-
pedance and efficiency are varied as well.

When some materials are located very near to an an-
tenna element, removal of the proximity effect is not fea-
sible. If an appreciable amount of radiation current flows

on the materials, the materials are considered a part of the
‘‘radiator,’’ and the antenna element and the materials to-
gether are considered as a combined radiator. In this case,
the measurement is performed for the combined radiator.
A typical example is a mobile phone unit, in which the
mobile phone body and antenna element act as an anten-
na system.

7.5. The Accuracy, Precision, and Stability of the Instrument

If the antenna under test has such small size that its re-
sistance is, for example, several ohms, the instrument to
be used should have high enough accuracy and precision
to measure such a low resistance value. A typical case is
where the efficiency of an ESA that has dimensions on the
order of one-tenth l or less is determined. When an an-
tenna impedance in the VHF-UHF ranges or higher is less
than 0.5O, for example, no way to determine the true im-
pedance may exist because an instrument with high
enough accuracy to determine such a small value may
not be available.

A successful measurement for such small impedance
with reasonable accuracy was reported in [25], in which
very low impedances of dielectric material-loaded dipoles
(Fig. 29) are introduced. The results are shown in Fig. 30,
where small values of radiation resistance and inverse of
input reactance with respect to the relative permittivity of
loaded dielectric material are shown. Efficiency-band-
width ratio, which corresponds to Wheeler’s radiation
power factor, is used to evaluate small values of radiation

Figure 49. Equivalent expression of NMHA.
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Figure 50. A model of normal mode helical antenna. (From Ref.
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resistance along with Wheeler-cap method for efficiency
measurement.

Stability of the instrument is also important because,
if the instrument is not stable enough, errors because
of fluctuation in the measurement system become involved
in the measured results. For instance, when a small
impedance of an ESA, e.g., about 1O is measured, stabi-
lity of the instrument must be high enough to deter-
mine one-tenth of 1O or so. The results obtained by
the measurement with an unstable instrument are mean-
ingless.

7.6. Measurement of Radiation Efficiency

There are three typical methods to determine the antenna
efficiency: pattern integration method, Q-factor method,
and Wheeler method [26].

The pattern integral method determines Prad from the
integration of the radiation pattern intensity, which is ob-
tained from the far-field measurement. Although pattern
integration method is considered the most accurate avail-
able, especially when the absolute efficiency of an antenna
is desired, it usually takes a rather long time, because it
needs to measure radiation patterns and to perform inte-
gration of the radiation patterns over a spherical surface
completely enclosing the antenna.

On the contrary, Q-factor and Wheeler methods have
the advantage of being quick and easy to employ, as com-
pared with the pattern integration method. These two
methods relate with antenna efficiency to the input im-
pedance rather than the far-field pattern integration. The
two methods have the advantage that the measurement
does not require any particular system, but can employ
ordinary methods and also be performed in ordinary lab-
oratory rooms. However, there is a tradeoff between the
accuracy and ease of the measurement because the accu-
racy of the antenna efficiency obtained by these two meth-
ods is relatively lower than by the pattern integration
method.

The Q-factor method is based on a measurement of two
antenna Q values; one is the QRL of the test antenna and
another is the QR of an ideal antenna. QRL can be deter-
mined by measuring the impedance of the test antenna.
Qr can be determined from calculations based on Chu’s
theory. If the Q of an antenna is high, it can be interpreted
as the reciprocal of the relative bandwidth B. The B can be
known from the impedance-frequency characteristics. B is
defined as the bandwidth for the half-power frequencies
that occur for a power reflection coefficient of 0.5 (VSWR¼
5.83). As a result of the inherent difficulty in determining
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Figure 52. Radiation efficiency Z versus pitch P. (From Ref. 33
with permission from Research Studies Press.)
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Figure 54. Model of meander-line antenna. (From Ref. 34 with
permission from IEICE.)
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Figure 55. Equivalent expression of meander-line antenna.
(From Ref. 34 with permission from IEICE.)
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QR, the Wheeler method is recommended because it is
simpler in practice.

In the Wheeler method (Fig. 31), the antenna resis-
tance is measured in two ways: Rin of an antenna reradi-
ating into free space and Rloss of an antenna placed
within a Wheeler cap, which eliminates radiation from
the antenna. By using these two resistances, Rloss and
Rin, Rrad can be found, because Rin¼RradþRloss. Then
the efficiency Z is calculated from

Z¼Rrad=ðRradþRlossÞ ð30Þ

The dimension of a cap is recommended to be about l/2p
or less, although no exact theories to prove this idea exist.
From the experimental results, no severe limitation in the
cap size seems to exist unless it does not greatly exceed l/
2p. For the shape of a cap, either a hemisphere or cubic
shape can be used. The shape somehow depends on the
size and type of test antennas. For a thin, short monopole,
both hemispheric and cubic shapes can be used. A cubic
shape seems to be better for antennas, such as an invert-
ed-F antenna, because it has elements parallel to the sides
of the cap, and the distance between the antenna element
and the cap can be made nearly equal; thereby, variation

in the antenna current is made small after the cap covers
the antenna.

In any case, care must be observed for the resonance or
antiresonance of the antenna, cap, or both. Note that the
principle of the Wheeler method is based on the measure-
ment of the series resistance or the parallel conductance
at or near resonance or antiresonance frequencies; resis-
tance or conductance becomes very low or approaches an
infinitely large value, and no consistency in the measured
values can be expected.

The inner surface of a cap should be plated to reduce
the ohmic loss. Usually, the interaction of the cap surface
current with the antenna current is ignored because it can
be assumed to be very small. However, it may become an
appreciable value when the antenna element approaches
the inner surface of the cap because the cap surface cur-
rent may interact with antenna current. Then the cap
surface loss becomes included in the antenna loss. Plating
the cap surface with gold is best.

Another problem in the Wheeler method lies in an as-
sumption that the antenna current is not changed in the
Wheeler cap, which is not really true. Figure 32 shows
that the antenna current of an inverted-F antenna varies
because of a Wheeler cap [27]. Variation of the current
depends on the shape and the size of the Wheeler cap as
well as the type and the size of the antenna. Errors in the
measurement are greatly increased, especially at the fre-
quency of resonance or antiresonance, which depend on
the type and size of the antenna as well as the shape and
size of the Wheeler cap.
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Figure 60. Meander-line antenna composed of two strips in par-
allel. (From Ref. 35 with permission from IEICE.)
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8. PRACTICAL SMALL ANTENNAS

8.1. ESA

8.1.1. Self-Resonance Structure
8.1.1.1. Short Monopole with Capacitor Cap Top-Load-

ing. A capacitor cap is placed on top of a monopole stand-
ing on the ground plane (GPL) (Fig. 33) in order to
increase the radiation resistance of a short monopole.
With assistance of an image presumed below the GPL,
the antenna system is considered as a dipole with end-
loading. The input resistance Rr is one-half that of the di-
pole, which is given by [17]

Rr¼ 1000ðh=lÞ2 ð31Þ

8.1.1.2. Short Monopole with Wire Top-Loading. Figure
34 depicts a top view of various top-loaded antennas: (a) a
bar one-side loaded, (b) a bar both-side loaded, (c) L-bar
loaded, (d) T-bar loaded, and (e) cross-bar loaded.

The impedance characteristics of these antennas are
shown in Fig. 35 [51].

8.1.2. Material Loading
8.1.2.1. Ceramic Chip Antenna. This example may be

the world’s smallest antenna at present; the size of the
ceramic substrate measures 1.6 mm wide, 3.2 mm long,
and 1.3 mm high, as depicted in Fig. 36. Figure 37 illus-
trates an exploded view of the antenna structure. The thin
ceramic substrate is composed of multilayered thin ce-
ramic sheets. The type of antenna is a normal mode helix,
which is formed in the substrate by connecting printed
patterns on the top layer and bottom layer via wires. This
antenna has been practically used for small mobile termi-
nals, in which the antenna is placed on a corner of the
ground plane (GPL), as shown in Fig. 38. It is usual that a
small part of the ground plane beneath the antenna
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element is taken out in order to avoid excessive loss be-
cause of the GPL. However, the antenna needs the help of
the GPL. In other words, this antenna actually excites the
GPL so that the small antenna and the GPL work as a
combined antenna system. Thus, the antenna perfor-
mance depends on the size of the GPL and how and where
the antenna element is placed on the GPL. Some examples
of antenna applications are shown in Fig. 39, in which
antenna mounting; operating frequency; and antenna per-
formance, such as gain, bandwidth, and radiation pat-
terns are presented.

This type of antenna has features in having a resonant
frequency controlled by an easily adjustable structure, has
reasonably high gain and wide bandwidth, in addition to
being very small in size and very lightweight. Typically, it
has the gain of �5 to þ 10 dBi and the bandwidth of about
100 MHz in 5 GHz regions.

8.1.3. Composite Structure
8.1.3.1. Small Rectangular Loop Antenna. This is an ex-

ample of an ESA with composite structure, consisting of a
small loop and an equivalent dipole structure [28]. The
size of this antenna is 0.007 l. The design of this antenna
was based on the important concepts of realizing small
antennas, which are (1) increasing modes, (2) accomplish-
ing self-resonance, and (3) use of magnetic current source
and its image. The antenna was practically applied to a
small pager unit, as shown in Fig. 40. A rectangular small
loop antenna is directly connected to the receiver input as
Fig. 41(a) shows. Without using a Balun for the connection
between the loop and the receiver input, both balanced
and unbalanced currents are produced at the feeding

Initiator

Generator

Indentation width Figure 66. The iterative-generation proce-
dure for a Minkowski island fractal. (From
Ref. 36 with permission from IEEE.)

Generator

Figure 67. Three successive iteration of a Koch fractal. (From
Ref. 39 with permission from IEEE.)
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Stage 3Stage 2

Figure 68. The first three stages of Koch snowflake. (From Ref.
38 with permission from IEEE.)

Stage 0 Stage 1

Stage 2 Stage 3

Figure 69. The first three stages of a Sierpinski gasket fractal.
(From Ref. 38 with permission from IEEE.)
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terminals, as shown in Fig. 41(b) and (c), respectively,
resulting in creating two modes, a loop mode and a dipole
mode, in the antenna system. The balanced part is the
original loop antenna, whereas the unbalanced part forms

an equivalent dipole, being composed of the ground plane
as one part and the loop structure as another part. Then
the combined antenna system performs combined perfor-
mances of both loop and dipole. The receiving patterns, for
example, are nearly omnidirectional, as shown in
Fig. 42, where (a) shows the loop pattern, (b) shows both
the loop and the dipole patterns, and (c) shows the
combined pattern of these. It is interesting to know that
the pattern on the plane normal to the receiver unit is
omnidirectional. With a single loop antenna, the pattern is
only a figure 8-shaped pattern. The omnidirectional pat-
tern is favorable, because a pager should have sensitivity
without regarding direction of the signal incidence while
moving.

Self-resonance was attained by integrating a capacitor
C in series near the loop input and adjusting the gap t of
input terminals [Fig. 43(a)], so that matching to the load of
50O can be attained. Figure 43(b) shows how self-reso-
nance, and thus matching conditions, can be attained by
adjusting C and t.

Another point is that the loop element is placed
normal to the wide side of the unit so that the loop faces
normal to the human body when the unit is placed in a
chest pocket [Fig. 44(a)]. By this means, image of the loop
presumed inside the human body produces the additive
magnetic field on the surface of the human body
[Fig. 44(b)], so that the receiver sensitivity can be made
about 3 dB higher as compared with that of a receiver in
free space.

Balun

Coax
cable

Figure 70. Experimental model of a first iteration of a Minkowski
fractal. (From Ref. 36 with permission from IEEE.)
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The design concepts of this type of composite antenna,
such as realization of self-resonance, utilization of unbal-
anced component, and use of magnetic current source as
an additional radiator, can be applied to any other type of
small antennas.

8.1.3.2. Complementary Antenna
8.1.3.2.1. general. The principle of the self-complemen-

tary antenna (SCA) was first introduced by Mushiake in
1948 [29,30], where SCA had shown to be an antenna sys-
tem having constant input impedance, independently of
the source frequency and shape of the antenna. The con-
cept of SCA has been applied to create various types of
wideband antennas, and subsequently practical applica-
tions have been made so far.

8.1.3.2.2. theory. Here, we assume a pair of mutually
complementary antennas, as shown in Fig. 45, where (a)
depicts an arbitrarily shaped planar antenna and (b) its
complementary slot antenna. The electromagnetic fields
E1, H1 for Fig. 45(a) and E2, H2 for Fig. 45(b) satisfy the
duality relationship as follows:

E2¼ mH1 and H2¼ � gE1 ð32Þ

where g¼ ðjoeþ sÞ=ðjomÞ, e, m, and s are permittivity, per-
meability, and conductivity of the medium, respectively.
The input impedance Z1 and Z2 of the planar antenna and
slot antenna, in Fig. 45(a) and (b), can be expressed by
the ratio of the input voltages and input currents at the
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respective feeding terminals a–b and c–d as follows:

Z1¼

Z a

b

E1 .dl=2

Z d

c

H1 .dl ð33Þ

Z2¼

Z c

d

E2 .dl=2

Z a

b

H2 .dl ð34Þ

where dl denotes the line element, and the integral is per-
formed in the vicinity of the feed terminals. From Eqs.
(32)–(34), the following relationships can be derived.:

Z1Z2¼ ðZ0=2Þ
2

ð35Þ

where Z0 is the intrinsic impedance of the medium, which
is approximately equal to 120p ohms in free space. If an
antenna is identical to its complementary structure, the
antenna is referred to as the self-complementary antenna
(SCA). The input impedance Z1 of the original structure is
equal to that of its complementary structure Z2, and is
assumed to be Z, then

Z1¼Z2¼Z¼Z0=2¼ 60 p ð36Þ

which is referred to as Mushiake’s relationship [27], which
means that input impedance is a constant, independent of
the source frequency and of the shape of the structure.

In other words, SCA has infinite bandwidth in terms of
the input impedance. However, in practical antenna sys-
tems, infinite structure can never be realized so that con-
stant impedance would only be approximate in practice.
Thus, truncation effect because of the finite structure will
always bring more or less deterioration of the bandwidth.
However, study has shown even with finite dimensions,
antenna systems having self-complementary structure
have fairly wide bandwidth that can be used practically
for various wideband wireless systems [31].

A typical example of SCA with small size is depicted in
Fig. 46, where a monopole and its complementary slot are
used to compose an SCA. Three antenna models shown in
Fig. 47(a) are introduced here. In Fig. 47(a), the antenna
dimensions and other parameters are also given. The an-
tenna performances such as VSWR, radiation efficiency,
and radiation patterns are illustrated in Fig. 47(b). As can
be seen in the figures, the antenna has fairly wide band-
width that cannot be obtained by other antennas of sim-
ilar size.

8.1.3.3. Traveling Wave Structure
8.1.3.3.1. normal mode helical antenna (NMHA). Nor-

mal mode helical antenna is a helical antenna that radi-
ates in the direction normal to the helical axis and the
radiation patterns are essentially the same as that of a
short dipole (Fig. 48). The dimensions of the helix are
usually taken much smaller than the operating wave-
length, the length of an individual turn being a small
fraction of a wavelength l and the axial length being also
much less than a one-quarter l. With this structure, an
NMHA is equivalently expressed by an array of small
loops and short monopoles (Fig. 49) [32]. Inductive imped-
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Figure 75. The impedances of the Minkowski island fractal antennas. (a) M11 fractal loop
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ance is increased by the array of loops and compensates
the capacitive impedance of short monopoles. As a conse-
quence, the helical structure can be arranged to have self-
resonance property, although the antenna length (in the
axial direction) is considerably shorter than that of a con-
ventional resonant monopole or dipole antenna. Then the
antenna efficiency can be improved, and extension of
the antenna length may lead to increased bandwidth.
The NMHA has been used in modern mobile phones
worldwide.

An antenna model shown in Fig. 50 is considered. The
impedance characteristics of an antenna having dimen-
sions of the helical diameter Dh¼ 0.018 l, the pitch

Table 1. The Performance Properties of the Euclidean Loop Antennas (From Ref. 39 with permission from IEEE.)

Rectangular Loop Circular Loop

Resonant frequency (MHz) 29.22 56.33 29.22 57.72
Feed-point resistance (O) 134.2 268.6 139.6 183.8
SWR wrt 50 ohms 2.68 5.37 2.79 3.68
2:1 SWR bandwidth wrt resonant resistance (%) 8 8.9 8.3 6.2
Radiation efficiency (%) 99.3 99.6 99.4 99.4
Peak gain (dBi) 3.23 2.9 3.6 3.0
Overall dimensions (l) (length by width or dia.) 0.273�0.259 0.526�0.50 0.332 0.656
Total enclosed area (l2) 0.071 0.263 0.087 0.338
Total wire length (l) 1.065 2.054 1.044 2.061

Table 2. A Comparison of the Performances of the M10, M11, M12, and M13 Fractal Loop Antenna at their Resonant
Frequencies (From Ref. 39 with permission from IEEE.)

M10 M11 M12 M13

Resonant
frequency (MHz)

29.22 56.33 21.33 39.48 15.19 27.89 11.48 21.83

Feed-point
resistance (O)

134.2 268.6 57.8 77.75 28.1 19.1 17.6 9.6

2:1 SWR
bandwidth
wrt resonant
resistance (%)

8 8.9 3.14 2.1 1.18 0.39 0.61 0.13

Radiation
efficiency (%)

99.3 99.6 98.1 98.1 94.1 89.5 81.8 66.7

Peak gain (dBi) 3.23 2.9 2.38 4.5 1.83 3.5 1.0 2.1
Overall

dimensions (l)
0.273�0.259 0.526�0.50 0.199�0.185 0.368�0.350 0.142�0.135 0.261�0.247 0.106�0.099 0.201�0.189

Total wire
length (l)

1.065 2.054 1.161 2.152 1.397 2.564 1.749 3.326

K0 K1 K2 K3 K4 K5

Figure 76. The geometrical configurations of the Koch fractal
monopole antennas. (From Ref. 39 with permission from IEEE.)

Table 3. The Resonant Performance Characteristics of the
Koch Fractal Monopole (From Ref. 39 with permission
from IEEE.)

Koch
Fractal
Iteration

Resonant
Frequency

(MHz)

Resonant
Resistance

(ohms)

2:1 SWR
Bandwidth

(%)

K0 1201 36.8 8.5
K1 981.5 24.3 5.6
K2 835.2 18.5 4.3
K3 745.3 15.4 3.5
K4 691 13.8 3.1
K5 673.7 14.5 3.2

 M1  M2  M3  M4  M5

Figure 77. Meander-line antennas. (From Ref. 39 with permis-
sion from IEEE.)
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P¼ 0.006 l, and the wire diameter 2a¼ 0.0002 l are shown
in Fig. 51, where number of turns MT is taken as the
variable parameter. Figure 52 shows the radiation effi-
ciency with respect to the pitch. The design chart, by
which design parameters can be found, are provided in
Fig. 53 [33], where relationships between Dh and P are
given. In Fig. 52, the parameter used in (b) is the number
of turns MT, whereas that in (c) is the radiation resistance
R at resonance.

8.1.3.3.2. meander line antenna. A meander line anten-
na is an antenna that has a periodical array structure of
alternative square patterns as shown in Fig. 54. With this
pattern, the extended wire length can be made much long-
er than the initial antenna (dipole) length so that the self-
resonance can be attained. The resonance frequency is
then lower and radiation resistance is higher than that of
a dipole with the same length, which in turn implies that
the antenna is effectively made small.

Here, a meander line dipole antenna shown in Fig. 54,
where dimensional parameters are given, is considered
[34]. Figure 55 shows the equivalent expression of the an-
tenna, which is composed of a series connection of shorted
two-wire transmission lines (a) and a monopole (b). By
using this model, design parameters can be found. At first,
a relationship between the resonance frequency f0 and the
wire radius B/pitch p is obtained, as Fig. 56 shows. Here,
the planar line of width B is replaced equivalently by a

wire of diameter d. When the resonance frequency f0 is
given, the number of turns N can be determined with prior
knowledge of the wire radius B and the antenna width w
by using Fig. 57. As the antenna length becomes shorter,
the radiation resistance Rrad decreases. The ratio of the
Rrad to that of a half-wave dipole is shown in Fig. 58 as a
function of the antenna length-reduction ratio Re. Figure
59 shows radiation efficiency Z and number of turns N
with respect to the length l (el) of the antenna.

In order to enhance the bandwidth, a meander line an-
tenna is constituted with two strips in parallel, as shown
in Fig. 60, where dimensional parameters are also given
[35]. The antenna, which stands on a ground plane, can be
equivalently modeled by a shorted two-wire transmission
line with one line shorted at the ground plane [Fig. 61(a)]
and further divided into two parts: balanced and unbal-
anced modes, respectively, as Fig. 61(a) and (b) show.
Thus, a meander line antenna composed of two strips
can be treated by an equivalent circuit shown in Fig. 62,
where Zu denotes impedance related with the unbalanced
mode and Zb with the balanced mode (the subscript u de-
notes the unbalance mode and B the balanced mode). With
this model, antenna characteristics can be found and pa-
rameters necessary for the design are determined. Fig. 63
illustrates VSWR S with respect to frequency f along with
various values of radiation resistance Rrad. Here, param-
eter u¼Q(2Df)/f0, where Q is the quality factor of the an-
tenna and Df¼ (f�f0). An example of the antenna
admittance Y(¼Guþ j(BuþBb) is shown in Fig. 64,
where Gu and Bu, respectively, are conductance and
susceptance of the balanced mode and Bb is susceptance
of the balance mode. Relative bandwidth Bm(¼ 2Dfm/f0)
vs. VSWR Sm is shown in Fig. 65, where Dfm is the max-
imum Df and Sm is the maximum VSWR required.

8.1.3.3.3. fractal structure. Fractal structure is applied
to miniaturization of antenna by using its space-filling
property. The fractal geometry is known as a structure
having infinitely iterative intricate fine contour. Starting
from a Euclidean square (the initiator), for example, and
replacing each segment of the geometry with the genera-
tor, Minkowsky fractal island is generated, as shown in
Fig. 66 [36]. Significance of application of a fractal

Table 4. The Resonant Performance of the Meander-Line
and NMHA Fractal Antennas (From Ref. 39 with
permission from IEEE.)

Antenna
Iteration

Resonant
Frequency

(MHz)

Resonant
Resistance

(ohms)

2:1 SWR
Bandwidth

(%)

K0 1201 36.8 8.5
M1 989.8 25.0 5.8
M2 809.5 17.7 4.0
M3 662.5 12.8 2.9
M4 544 9.8 2.1
M5 446.5 7.8 1.6
H1 975.7 24.6 5.7
H2 786.5 17.3 3.9
H3 634.6 12.4 2.7
H4 513.3 9.2 1.8
H5 413.6 7.3 1.4

H1 H2 H3 H4 H5

Figure 78. Normal mode helical antennas. (From Ref. 39 with
permission from IEEE.)
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Figure 79. Inverted-L IAS. (From Ref. 40 with permission from
Research Studies Press.)
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structure to antennas is two-fold; one is to endow the an-
tenna with increased space-filling ability, attributed to the
intricate shape to fit into a smaller physical area and bring
an increase in the electrical length, by which resonance
frequency can be lowered. Another is to increase the ra-
diation resistance as a consequence of increase in the elec-
trical length. These are effective ways to realize small
antennas that have higher gain or lower Q as compared
with the same size of conventional antennas.

The first example of how a fractal structure could be
used for miniaturizing an antenna was the Koch fractal
monopole (Fig. 67) [33], in which an antenna with better
performance in terms of Q than the Euclidean monopole
was demonstrated. Later, more intricate dipole structures
have been analyzed [37]. These results have shown that
the bandwidth of an antenna was improved when the an-
tenna used more effectively the available volume of the
virtual sphere that surrounds the antenna.

The geometrical configuration of the Koch fractal
monopole antenna starts out as an equilateral triangle
in a plane and forms snowflake shapes that are construct-
ed by adding smaller and smaller triangles to the original
structure in an iterative fashion, as Fig. 68 shows.
Another popular fractal structure is Sierpinski gasket
fractal, which is depicted in Fig. 69 [38]. This fractal is

constructed by removing smaller and smaller triangles,
opposite to the Koch fractal, from the original structure.

Miniaturization of a loop antenna, as an example, is
shown in Fig. 70, where the generation procedure starting
from a square loop and the initiator are depicted [36]. The
fractal is formed by displacing the middle third of each
straight segment by some fraction of one-third, which is
called the indentation width w that takes value from 0 to
1. The resulting structure has five segments for every one
of the previous iteration, but not all of the same scale.

Antenna performance of a corner-fed small square loop
and a first iteration Minkowsky fractal loop shown in
Fig. 70 is compared in terms of input match, as shown in
Fig. 71. It is observed that with the fractal structure the
resonance frequency is lowered and better matching can
be made, although the Minkowsky fractal has 15% smaller
height than the small square loop. Radiation patterns are
illustrated in Fig. 72, in which it is shown that the fractal
structure produced an appreciable amount of horizontal
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patterns, as it has some horizontal components in its
shape.

Various antenna performances have been studied for
various types of fractal antennas [39]. For comparison, a
square loop having a size of 2.66 m� 2.8 m and a circular
loop having a radius of 1.704 m have been used. The im-
pedances of these two antennas are shown in Fig. 73,
whereas the impedance characteristics of fractal loops are
shown in Fig. 74. Minkowsky fractals are shown in Fig. 75.
The performances such as resonant frequency, feed point
resistance, VSWR, radiation efficiency, dimensions, and so
forth, are provided in Tables 1 and 2, where parameters
are presented at the two lowest series-resonance frequen-
cies. The progressive decrease in resonance frequency is
observed; however, as the fractal iteration increases, the
decrease in resonant frequency begins to converge to a
lower limit, which implies that the benefit of lowering
resonant frequency diminishes with a progressive in-
crease in the fractal iteration.

Koch fractal monopoles shown in Fig. 76 have imped-
ance properties presented in Table 3 and the resonant
performance characteristics of other types of fractal struc-
ture, such as meander line (Fig. 77) and normal mode he-
lix structure (Fig. 78), are shown by Table 4.

Horizontal element

Vertical
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Ground plane
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Figure 83. Inverted-L antenna.
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8.1.4. Integrated Antennas Systems (IAS)
8.1.4.1. Inverted-L Integrated Antenna System. A tran-

sistor circuit was integrated into the middle of an invert-
ed-L element, by which a long monopole antenna
previously used was replaced [40]. With the Inverted-L

IAS, about 10 dB higher S/N gain over the conventionally
used monopole antenna of about a one-third wavelength
was attained. Figure 79 shows the antenna installed in-
side an 80 MHz small portable receiver. Figure 80 shows
receiver S/N gain improvement over that when the mono-
pole was used. This IAS can be referred to functionally
small antenna, because downsizing of the antenna was
attributed to integration of amplification function.

8.1.4.2. Ferrite AIAS (Active Integrated Antenna Sys-
tem). Gain of a small ferrite antenna was drastically in-
creased by integrating parametric excitation into a ferrite
antenna [41]. Figure 81 illustrates the antenna structure
along with signal, pump, and output circuits. By the para-
metric excitation to a rectangular ferrite bar with pump-
ing of 3 MHz, signal input of 1 MHz is transformed into
output of 2 MHz with higher S/N gain than that of the
same size ferrite antenna. S/N gain performance obtained
is shown in Fig. 82, in which about 10 dB higher S/N gain
can be seen.

This ferrite AIAS is a real ‘‘active’’ antenna, whereas in
general active antennas, the radiator is not really ‘‘active,’’
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Figure 89. Goubau antenna. (From Ref. 45 with permission from
IEEE.)
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but inherently passive, although it is called ‘‘active antenna.’’
In this ferrite AIAS, the part that is concerned with radi-
ation (receiving) performs like a real ‘‘active’’ radiator as a
consequence of the parametric excitation.

This antenna can be also classified into an FSA, as the
smallness of antenna was achieved by integration of
amplification function.

8.2. PCSA

8.2.1. Inverted-L Antenna. Inverted-L antenna (ILA) is
an antenna that is composed of a short vertical element
and a little longer horizontal element attached to the ver-
tical element, as shown in Fig. 83. The ILA is a class of
low-profile antenna and is classified in a physically con-
strained small antenna, because the height of the antenna
is, in almost all cases, constrained to a fraction of the op-
erating wavelength. The horizontal element is not neces-
sarily short, but the length is usually shorter than a
quarter wavelength (Fig. 84).

This type of antenna was used in ships in the early days
of wireless communications and later at home for recep-
tion of broadcasting, as the antenna is very simple and
easily built by using thin wires. As ILA has a feature of
low profile and simple structure, it has been applied to
various communication systems, particularly mobile com-
munications. ILA does not have, however, really favorable
characteristics, because the radiation resistance is very
low and reactive impedance is very high, as shown in
Fig. 85 [42]. Then, in practical applications, various modi-
fied antennas have been developed and used. The typical
one is the inverted-F antenna (IFA), from which the planar
inverted-F antenna (PIFA) has evolved. PIFA and its vari-
ations have been widely applied to mobile phones.

8.2.2. Inverted-F Antenna (IFA). IFA shown in Fig. 85
can be treated by an antenna shown in Fig. 86 (a) with

its image. This IFA shown in Fig. 86(b) is equivalently
decomposed into two parts: an ILA with its image and two
two-wire shorted transmission lines, as Fig. 86(c) express-
es. The two-wire transmission lines compensate capacitive
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Figure 90. Bandwidth characteristics of Goubau antenna. (From
Ref. 45 with permission from IEEE.)
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impedance of the ILA and, at the same time, stepup the
input impedance so that matching to the 50 ohm load is
made feasible. The input impedance of IFA is expressed by

Zin¼ 4Za \ 2Zb ð37Þ

where Za denotes the input impedance of the antenna
shown in Fig. 86(b), Zh is the impedance of the shorted
two-wire transmission line having the length h and
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Figure 94. Folded-loop antenna. (a) Initial loop antenna.
(b) Folded loop. (c) Antenna mounted on a ground plane. (From
Ref. 47 with permission from IEICE.)
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the width S, and
T

expresses parallel combination of
impedances.

The input impedance of an IFA can be adjusted by
selecting S and h appropriately. An example is shown in
Fig. 87 [43].

8.2.3. Planar Inverted-F Antenna (PIFA). PIFA is a
modified antenna from IFA being composed of a short
vertical element and a planar horizontal element. How-
ever, it should be noted that PIFA is not an IFA, from
which the horizontal element is simply replaced by a
planar element. The principle of the PIFA performance
differs from that of the IFA, because the source of radia-
tion of PIFA is nearly a half wavelength aperture formed
along the peripheral of the horizontal element, whereas
that of IFA is a short vertical element and a quarter wave-
length horizontal element. PIFA has initially started with
a slot antenna placed on the side of a rectangular con-
ducting body, as shown in Fig. 88(a). The slot has the
length nearly a half wavelength and is fed at a point
near a shorted end. The idea was born in the process of
development of handset antennas. The basic concept is
based on the handset antenna having a small and
low-profile structure, and magnetic current as a source
of radiation is recommended. This slot antenna satisfies
these requirements. Meanwhile, the microstrip antenna
(MSA) had been known as a useful planar antenna,
having a small and low-profile structure. Then an attempt
was made to place that slot antenna on a ground plane
to form a planar structure like an MSA [Fig. 88(b)], and
the performance was confirmed to be satisfactory for
handset use. Finally, the antenna configuration was ar-
ranged to have a structure, as illustrated in Fig. 88(c), in
which the shorted part is shown with reduced size for
making the antenna size small. In a PIFA, its peripheral
aperture of a half wavelength contributes to radiation,
whereas in MSA, a patch end of a quarter wavelength does
to radiation.

An initial attempt was made for increasing the band-
width of a linear IFA by replacing the linear horizontal
element with a planar element; however, it was not suc-
cessful, as the bandwidth increase obtained was only
1–2%, unless otherwise increasing the height.

8.2.4. Disk-Loaded Antennas. Goubau developed a mul-
tielement sectored-disk antenna [44], which had a VSWR
bandwidth of about 2 to 1. Figure 89 illustrates the
antenna configuration. Two of the posts are connected to
the ground plane, whereas two other posts are used for
feed connections. The wideband performance is shown in
Fig. 90.

Friedman later demonstrated a simple disk-loaded
antenna, which had shown wideband performance of
2 to 1 or 3 to 1 in terms of VSWR [45]. He developed
a wideband matching method to achieve a low VSWR
over a desired bandwidth for small antennas and applied
it to a small disk-loaded antenna, obtaining compara-
tive wide bandwidth with the Goubau antenna. The disk
antenna is integrated with impedance matching circuits,
consisting of two parallel side posts and a conductive
biconical center post located in the space under the
disk. The concept of the matching circuit is basically
a wideband double-tuning to impedance match to a line
resistance.

8.2.5. Multilayered Antenna. A multilayered antenna
demonstrated by Tokumaru has a small, low-profile, and
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lightweight structure, and yet features very wideband
performance [46]. The wide bandwidth was accomplished
by the two-layered plate structure, with which multi-
resonance performance was attained. The antenna
structure and its dimensions are shown in Fig. 91. The
SWR performance is illustrated in Fig. 92, by which
wideband performance can be observed to be about
48%. The radiation patterns at 1.5 GHz are shown in
Fig. 93. Similar radiation patterns were obtained at
1.8 GHz but not shown here. The measure of size reduc-
tion is evaluated by using a size reduction ratio S¼V/l3,
where V is the physical volume of the antenna. S of var-
ious antennas are compared. S of this antenna is 0.0057
when the dimensions are 60� 60� 20 (mm) (1.5 GHz),
whereas 0.0004 for a Planar Inverted-F antenna when
the dimensions are 45� 30� 10 (mm) (0.92 GHz), and
0.0052 for a stacked-MSA when the dimensions are
3.8�3.8� 1.8 (mm) (20 GHz).

8.2.6. Folded-Loop Antenna. A wideband folded-loop
antenna, depicted in Fig. 94(c), has been demonstrated
in [47]. The antenna is originally a one-wavelength rect-
angular loop, as shown in Fig. 94(a), and is folded to con-
stitute a small, low-profile antenna, as shown in Fig. 94(b).
Three resonance modes exist in the antenna structure
that contributes to make this antenna wideband. The
wideband performance in the 1 GHz band is illustrated
in Fig. 95, in which about 40% or wider bandwidth can be
observed.

This antenna is not really an ESA; however, because
this sort of wideband characteristics may not ordinarily be
accomplished by the same-sized antennas, this antenna
may be said to be a functionally small antenna.

This antenna is designed to be used as a builtin anten-
na in a handset unit. In Fig. 94(c), two feeding methods,
with either balanced line or unbalanced line, are shown.
Use of the balanced linefeed is meaningful for antennas
used in a handset, because it is effective to avoid an oper-
ator’s hand effect on the antenna system, as the undesired
current flow on the feeding cable can be reduced. This an-
tenna has, however, the self-balance property, and hence
either balanced or unbalanced feed can be used.

8.3. FSA

8.3.1. Integrated Antenna System
8.3.1.1. Reactance Component-Integrated Dipole Antenna

(RCDA). Beam shifting or steering realized by a single
dipole was demonstrated by using a 0.8-wavelength
antenna, into which one or two reactance components
were integrated [48], which is a typical example of
FSA, because beam shifting, which usually needs at
least two antennas, was accomplished by a single dipole,
although the length was a little longer than a half
wavelength. Beam shifting is attributed to asymmetrical
current distributions on the dipole that was accom-
plished by asymmetrical integration of reactance compo-
nents, as shown in Fig. 95, where two different reactance
components were used. An example of beam shifting
pattern is shown in Fig. 96, where parameters used are
also shown.

When one reactance component, instead of two, is in-
tegrated into a dipole element, the reactance component is
placed symmetrically with respect to the feed point so that
asymmetrical current distribution on the dipole element is
achieved, thereby beam shifting is attained. Figure 97 il-
lustrates an example.

When beam steering or scanning is required, it can be
achieved by varying the integrated-reactance values
through electronic means.

8.3.1.2. Array of RCDA. Two elements of reactance
component-integrated dipoles are arrayed, as shown in
Fig. 98(a), and beam shifting achieved is shown in
Fig. 98(b) [49]. As two-dimensional pattern control is fea-
sible by using a RCDA, three-dimensional pattern control
may be possible by array of two RCDA’s, which implies
possibility of array thinning by using RCDA.

8.3.1.3. Transistor Circuit-Integrated Dipole Antenna.
Electronic beam control can be realized by integrating a
transistor circuit into a dipole antenna. Figure 99 depicts
an example [50], where a transistor circuit is placed asym-
metrically with respect to the feed point, so that asym-
metrical current distribution is realized. By varying the
bias voltage to the transistor circuit, the circuit parame-
ters are varied, resulting in pattern control.

BIBLIOGRAPHY

1. J. Rumsay, Highlight of antenna history, IEEE AP-S News
Letter, Dec. 1981.

2. K. Fujimoto, A. Henderson, K. Hirasawa, and J. R. James,
Small Antennas, Research Studies Press, Letchworth, Hert-
fordshire UK, 1987.

3. H. A. Wheeler, Fundamental limitations of small antennas,
Proc. IEEE, 35:1479–1484 (1947).

4. L. J. Chu, Physical limitations of omnidirectional antennas, J.

Appl. Phy., 19:1163–1175 (1948).

5. H. A. Wheeler, The radiansphere around a small antenna,
Proc. IRE, 47:1325–1221 (1959).

6. R. W. P. King, The Theory of Linear Antennas, Harvard Uni-
versity Press, Cambridge, MA, 1956.

7. S. A. Shelkunoff and H. T. Friis, Antenna Theory and Practice,
Wiley, New York, 1952.

8. R. F. Harrington, Effect of antenna size on gain, bandwidth
and efficiency, J. Res. Nat. Bur. Stand, 64-D:1–12 (1960).

9. R. C. Hansen, Fundamental limitations in antennas, Proc.

IEEE, 69:170–182 (1981).

10. J. S. McLean, A re-examination of the fundamental limits on
the radiation Q of electrically small antennas, IEEE Trans.

Ant. Propagat., 44:672–675 (1991).

11. H. D. Foltz and J. S. McLean, Limits on the radiation Q of
electrical small antenna restricted to oblong boundary re-
gions, IEEE AP-S Int. Symp., 4:2702–2705 (1999).

12. D. M. Grimes and C. A. Grimes, Radiation Q of dipole-gener-
ated fields, Radio Sci., 34(2):281–296 (1999).

13. W. Geyi, Physical limitations of antennas, IEEE Trans. Ant.
Propagat., 51(8):2116–2123 (2003).

14. G. A. Thiele, P. L. Detweiler, and R. P. Penno, On the lower
bound of the radiation Q for electrically small antennas, IEEE

Trans. Ant. Propagat., 51(6):1263–1269 (2003).

4798 SMALL ANTENNAS



15. J. D. Kraus, Antennas for All Applications, 3rd ed., McGraw-
Hill, New York, 2002, p.35.

16. K. Ishizone, Poynting vector flow in the vicinity of a dipole
antenna, IEICE Tech Report, AP-88:38 (1981).

17. C. T. Tai, Cylindrical dipoles,4-5, 4-6, in Antenna Engineering

Handbook, 2nd ed., H. Jasik, ed., McGraw-Hill, New York
(1984).

18. R. W. P. King, The Theory of Linear Antennas, Harvard Uni-
versity Press, Cambridge, MA, 1956.

19. W. L. Weeks, Antenna Engineering, McGraw-Hill, New York,
1968, pp. 41–46.

20. R. F. Harrington, Time-harmonic Electromagnetic Transmis-
sions, McGraw-Hill, New York, 1961, p. 305.

21. R. L. Fante, Quality factor of general ideal Q, IEEE Trans.

Ant. Propagat., AP-17:151–155 (1969).

22. R. E. Collin and S. Rothschild, Evaluation of antenna Q, IEEE

Trans. Ant. Propagat., AP-12:23–27 (1964).

23. C. H. Walter, Traveling Wave Antennas, CAL Peninsula, CA,
Los Altos, 1990.

24. K. Hirasawa and M. Haneishi, eds., Analysis, Design, and

Measuerment of Small and Low-Profile Antennas, Chapt. 9,
Artech House, London, 1992.

25. I. Ida, T. Sekizawa, H. Yoshimura, and K. Ito, Dependence
of the efficiency- bandwidth product of small dielectric loaded
antennas on the permittivity, Proc. ISAP. 1:61–64 (2000).

26. E. D. Newman, P. Bohley, and C. H. Walter, Two methods for
measurement of antenna efficiency, IEEE Trans. Ant. Prop-

agat., AP-23(3):457–461 (1975).

27. R. Y. Chao, K. Hirasawa, and K. Fujimoto, Wire antenna cur-
rent distributions within a Wheeler cap, Trans. IEICE, J71-
B(11):1370–1372 (1988).

28. pp. 86–106 in [2].

29. Y. Muashiake, The input impedance of a slot antenna, Joint
Convention Record of Tohoku Section of IEE and IEIC of
Japan, 1948, pp. 25–26.

30. Y. Mushiake, Self-Complementary Antenna, Springer-Verlag,
New York, 1996.

31. P. Xu and K. Fujimoto, L-shaped self-complementary anten-
na, IEEE APS Int. Symp., 3:95–98 (2003).

32. J. D. Kraus, Antennas for All Applications, 3rd ed., McGraw-
Hill, New York, 2002, pp. 293–294.

33. pp. 60–66 in [2].

34. T. Endo, Y. Sunahara, S. Satoh, and T. Katagi, Resonant
frequency and radiation efficiency of meander line
antenna, Trans. IEICE, J80 B-II(12):1044–1049 (1997). (in
Japanese)

35. K. Noguchi, M. Mizusawa, T. Yamaguchi, Y. Okumura, and
S. Betsudan, Increasing the bandwidth of a small meander
line antenna consisting of two strips, Trans. IEICE, J82-B(3):
402–409 (1999). (in Japanese)

36. J. P. Gianvittonio and Y. R. Samii, Fractal antenna: a novel
antenna miniaturization technique and applications, IEEE

AP Mag., 44(1):20–36 (2002).

37. P. Baharda, C. Romeu, A. Cardama, The Koch monopole: a
small fractal antenna, IEEE Trans. Ant. Propagat., AP-
48(11): 1773–1781 (2000).

38. D. H. Werner, An overview of fractal antenna engineering re-
search, IEEE AP Mag., 45(1):38–56 (2003).

39. S. R. Best, Discussion on the significance of geometry in
determining the resonant behavior of fractal and other
non-Euclidean wire antennas, IEEE AP Mag., 45(3):9–28
(2003).

40. pp. 130–135 in [2].

41. K. Tamura and K. Fujimoto, A parametric-excitation-inte-
grated ferrite antenna, IEEE Trans. MAG-8, 3:384 (1972).

42. K. Fujimoto, A. Henderson, K. Hirasawa, and J. R. James,
Small Antennas, Research Studies Press, UK, 1987, pp.
116–130.

43. pp. 120–121 in [2].

44. G. Goubau, Multi-element monopole antenna, Proc. ECOM-
ARO Workshop on Electronically Small Antennas, Fort
Monmouth, NJ, 1976, pp. 63–67.

45. C. H. Friedman, Wide-band matching of a small disk-loaded
monopole, IEEE Trans. Ant. Propagat., AP-33(10):1142–1148
(1985).

46. J. W. Yang, T. Iijima, and S. Tokumaru, Multiplates: low pro-
file antenna, Trans. IEICE, J80-BII(12):1050–1057 (1997).
(in Japanese)

47. S. Hayashida, H. Morishita, and K. Fujimoto, A wideband
folded loop antenna for handsets, Trans. IEICE, J86-
B(9):1739–1805 (2003).

48. pp. 152–159 in [2].

49. pp. 160–164 in [2].

50. K. Fujimoto, A. Henderson, K. Hirasawa, and J. R. James,
Small Antennas, Research Studies Press, UK, 1987, pp.
164–181.

51. R. W. P. King and C. H. Harrison, Antennas and Waves, The
MIT Press, 1969, p. 473.

SMART MATERIALS

OSAMA O. AWADELKARIM

SAMIA A. SULIMAN

The Pennsylvania State
University

University Park, Pennsylvania

1. INTRODUCTION

Since the industrial revolution in the second half of the
eighteenth century engineering has made enormous ad-
vances in the design and manufacture of machinery and
systems. All these advancements were based on tradi-
tional materials, which do not have particularly special
physical or chemical properties. The traditional materials
included metals, such as steel and gold, and insulators,
such as glass. The machinery and systems developed
included the wooden wheel, steam engine, and gaseous
electronics.

Contemporary research on new machines and systems,
however, focuses on the development of new materials and
engineered material structures that possess unique prop-
erties that may be utilized in new engineering applica-
tions. This research involves the tailoring of some special
material systems and structures in order to realize a
particular physical or chemical property needed for a
certain application. Alternatively, the research involves
the discovery of new properties in some special groups of
materials; these properties may open up the door for
several new and exciting engineering applications.
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however, focuses on the development of new materials and
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Traditional materials, on one hand, have very well
established and limited physical properties that cannot
be significantly altered. For example, metals have high
electrical conductivities that change very slightly with
temperature, and glass remains insulating over a wide
temperature range. ‘‘Smart materials,’’ on the other hand,
have properties that can be dramatically altered. For
example, ‘‘semiconductors’’ are a special group of materi-
als in which electrical conductivity can change by orders of
magnitude as their temperatures and/or compositions are
very slightly changed. Moreover, the optical properties of
semiconductors can be significantly modulated by engi-
neering a multitude of semiconductor structures incorpor-
ating different semiconductor films. Needless to say, these
properties of semiconductors paved the way for a revolu-
tion in information technology, communication, and nano-
technologies. This revolution is fueled by advancements in
nanoscale electronics, optics, and mechanics.

The group of smart materials reviewed in this article
includes (1) semiconductors, (2) superconductors, (3)
piezoelectric materials, and (4) shape memory materials.
Our choice of these materials for review in this article does
not limit the list of smart materials to this group of
materials. Indeed, it is very well known by now that
several other materials, such as liquid crystals and rheo-
static materials, possess very interesting properties that
are widely employed in many exciting engineering appli-
cations. However, the group of smart materials discussed
here is particularly important to the advancement of the
rapidly expanding fields of nanoelectronics and integrated
circuits (ICs), nano/microelectromechanical systems
(N/MEMS), optoelectronics, and communication.

2. SEMICONDUCTORS

To fabricate ICs or N/MEMS, many different kinds of bulk
materials and thin films are used. We will refer to these
bulk materials and thin films used in IC and N/MEMS
fabrication as electronic materials [1]. The bulk materials
are predominantly semiconductor materials. The most
important semiconductors in IC fabrication are silicon
and gallium arsenide. The thin films used in IC fabrication
can be classified into four groups: thermal silicon dioxide,
dielectric layers, polycrystalline silicon (poly-Si), and me-
tal films. The dielectric layers include deposited silicon
dioxide (sometimes referred to as the oxide), and silicon
nitride. These dielectrics are used for insulation between
conducting layers, for diffusion and ion implantation
masks, for structural components in N/MEMS, and for
passivation to protect devices from impurities, moisture,

and scratches. Poly-Si is used as a gate electrode in metal–
oxide–semiconductor (MOS) devices, as a conductive ma-
terial for multilevel metallization, as a contact material
for devices with shallow junctions, and as a structural
material in N/MEMS. Metal films are used to form low-
resistance interconnections and rectifying metal–semicon-
ductor barriers. The thermal oxide is usually a better
quality oxide (compared to deposited oxide) and is used for
the gate oxide layers in field effect transistors. It is, hence,
apparent that semiconductors are the backbone for ICs
and N/MEMS since they are used in both their crystalline
and polycrystalline forms as well as they are used in the
chemical growth of dielectric films needed for device
operation and protection. The sections below focus on
the properties of semiconductors and demonstrate the
multitude of smart characteristics associated with these
materials.

2.1. Electrical and Chemical Properties of Semiconductors

Semiconductors are inorganic materials made from ele-
ments in the fourth column (group IV) of the periodic
table. Semiconductor materials from group IV elements in
the periodic table include silicon, germanium, and carbon
(diamond); semiconductors from group IV elements are
called elemental semiconductors. Semiconductor materials
can also be made from a combination of elements from
either group III and group V or group II and group VI;
these are called compound semiconductors. Examples of
these are gallium arsenide and zinc telluride materials.
The term semiconductor is given to these materials be-
cause above certain temperature regimes they are able to
exhibit good electrical conduction properties, and below
these temperature regimes they behave as insulators.

Among the elemental semiconductors, Si is by far the
most commonly used semiconductor. Si is the most im-
portant material for nano/microelectronics and IC tech-
nology. Also, Si-based compounds and technologies are
becoming the major cornerstones for the rapidly develop-
ing fields of N/MEMS and nanofabrication. For this reason
we will be emphasizing Si and use it in demonstrating
several semiconductor properties. Table 1 lists a few of the
mechanical, electrical, and thermal properties of single-
crystalline silicon. GaAs, on the other hand, is the most
common of the compound semiconductors, and it is widely
used in fabricating optical and high-speed devices.

The crystal structure of many semiconductors, includ-
ing Si and GaAs, is the diamond lattice (Fig. 1a). Diamond
structure is that of two interleaved face-centered cubic
arrays with one array displaced a fraction of the intera-
tomic distance from the other. In the GaAs type of

Table 1. Electrical, Mechanical, and Thermal Properties of Crystalline Silicon

Electrical Mechanical Thermal

Resistivity (P-doped) 1–50O � cm Yield strength 7�109 N/m2 Thermal conductivity 1.6 W/cm � 1C
Resistivity (Sb-doped 0.005–10O � cm Young’s modulus 1.9�1011 Pa Thermal expansion 2.3�10�6

1C� 1

Resistivity (B-doped) 0.005–50O � cm Density 2.3 g/cm3

Minority-carrier lifetime 30–300ms Dislocations o500/cm2

Source: Ref. 1.
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compound, one of the two arrays is composed entirely of
Ga atoms, while the other array is composed of As atoms.
This particular class of the diamond structure, called the
zincblende, is shown in Fig. 1b for the II–VI compound
semiconductor zinc sulfide. In the diamond lattice each
atom has four nearest neighbors. In both elemental and
compound semiconductors, there is an average of four
valence electrons per atom. Each atom is thus held in
the crystal by four covalent bonds with two electrons
participating in each bond. In a perfect semiconductor
crystal and at absolute zero temperature the number of
electrons available would exactly fill the inner atomic
shells and the covalent bonds. At temperatures above
absolute zero some of these electrons gain enough thermal
energy to break loose from these covalent bonds and
become free electrons. This thermal energy relates to a
quantum-mechanical property of the semiconductor crys-
tal called the energy gap, often written as Eg and ex-
pressed in electronvolts (eV). The smaller the energy
gap, the lower the temperature at which the semiconduc-
tor becomes conducting. Free electrons are responsible
for electrical conduction across the semiconductor crystal.
Some of the physical properties of selected elemental and
compound semiconductor crystals are given in Table 2.

2.2. Growth and Deposition: Single-Crystalline and
Polycrystalline Silicon

To demonstrate the methods of growing semiconductors
we will consider growth of single-crystal silicon in details.
We choose silicon since it is the most utilized semiconduc-

tor in nano/microelectronics and N/MEMS. Basically, the
technique used for silicon crystal growth from the melt is
the Czochralski technique [2]. The technique starts from a
pure form of sand (SiO2) called quartzite placed in a
furnace with different carbon-releasing materials such
as coal and coke. Several reactions take place inside the
furnace and high purity metallurgy-grade silicon (MGS) is
produced. The Czochralski technique uses the apparatus
shown in Fig. 2, called the puller. The puller comprises

Zn

S

Si

a

a

a

a

(a)

(b)

Figure 1. Semiconductor crystal structures: (a) diamond;
(b) zincblende.

Table 2. Structure and Lattice Properties for Some Known
Semiconductorsa

Material
Lattice

Structure
Lattice

Constant (Å)
Energy

Gap (eV)

Ge Diamond 5.66 0.66
Si Diamond 5.43 1.12
InSb Zincblende 6.46 0.18
InAs Zincblende 6.04 0.33
InP Zincblende 5.86 1.25
GaAs Zincblende 5.64 1.44
GaSb Zincblende 6.12 0.78
PbSe Zincblende 6.14 0.27
PbTe Zincblende 6.34 0.30

aThe lattice constant a (see Fig. 2) and bandgap are given at T¼ 300 K.

Source: Ref. 1.

Seed holder

Seed

Crystal

rf coil

Graphite
susceptor

Melt

Solid-liquid
interface

Silicon
crucible

CCW

CW

Figure 2. A schematic view of the puller: the apparatus used in
the Czochralski growth of Si [1].
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three main parts: (1) a furnace that consists of a fused-
silica (SiO2) crucible, a graphite susceptor, a rotation
mechanism, a heating element, and a power supply; (2)
a crystal pulling mechanism, which is composed of a seed
holder, and a rotation mechanism; and (3) an ambient
control, which includes a gas source (usually an inert
gas), a flow control, and an exhaust system. In the
crystal growth process, MGS is placed in the crucible
and the furnace is heated above the melting temperature
of Si. An appropriately oriented seed crystal (e.g., [100])
is suspended over the crucible in a seed holder. The
seed is lowered into the melt. Part of it melts but the tip
of the remaining seed crystal still touches the liquid
surface. The seed is then gently withdrawn. Progressive
freezing at the solid–liquid interface yields a large single
crystal ingot. Finally the ingot is sliced by diamond saw
into wafers.

The method for growing single-crystal silicon layer on a
substrate wafer is epitaxial process where the substrate
wafer acts as a seed crystal. Epitaxial processes are
different from crystal growth from the melt in that the
epitaxial layer can be grown at a temperature very much
below the melting point. Among various epitaxial pro-
cesses, vapor-phase epitaxy (VPE) is the very common
process for single-crystal silicon layer growth.

A schematic of the VPE apparatus is shown in Fig. 3.
The figure shows a horizontal susceptor made from gra-
phite blocks. The susceptor mechanically supports the
wafer, and in induction-heated reactor it also serves as
the source of thermal energy for the reaction. Several
silicon sources are usually used: silicon tetrachloride
(SiCl4), dichlorosilane (SiH2Cl2), trichlorosilane (SiHCl3),
and silane (SiH4). The typical reaction temperature for
silicon tetrachloride is B12001C. The overall reaction in
the case of silicon tetrachloride is reduction by hydrogen
[2]:

SiCl4ðgasÞþ 2H2ðgasÞ ! SiðsolidÞþ 4HClðgasÞ ð1Þ

A competing reaction, which would occur simulta-
neously, is

SiCl4ðgasÞþSiðsolidÞ ! 2SiCl2ðgasÞ ð2Þ

In reaction (1) silicon is deposited on the wafer, whereas
in reaction (2) silicon is removed (etched). Therefore if the

concentration of SiCl4 is too high, etching rather than
growth of silicon will take place.

An alternative epitaxial process for single-crystal sili-
con layer growth is molecular-beam epitaxy (MBE), which
is an epitaxial process involving the reaction of a thermal
beam of silicon atoms with a silicon wafer surface under
ultrahigh vacuum conditions (B10� 10 Torr). MBE can
achieve precise control in both chemical composition and
impurity (if introduced intentionally) profiles. Single-crys-
tal multilayer structures with dimensions of the order of
atomic layers can be made using MBE.

Polycrystalline silicon is often used as a structural
material in N/MEMS. Poly-Si is also used in ICs and N/
MEMS for electrode formation and as a conductor or high-
value resistor depending on its doping level. A low-pres-
sure reactor, such as the one shown in Fig. 3, operated
between 600 and 6501C is used to deposit poly-Si by
pyrolyzing silane according to the following reaction [2]:

SiH4 �!
600�C

Siþ 2H2 ð3Þ

The most common low-pressure processes used for poly-
Si deposition are the ones that operate at pressures
between 0.2 and 1.0 torr using 100% silane. Another
process for poly-Si deposition involves a diluted mixture
of 20–30% silane in nitrogen.

2.3. Doping

A pure semiconductor with insignificantly low concentra-
tions of ‘‘impurities’’ is referred to as an intrinsic semi-
conductor. However, when impurities are intentionally
added to a semiconductor the semiconductor is said to be
‘‘doped’’ with impurities. Figure 4a shows a hypothetical
two-dimensional Si crystal in which one Si atom is re-
placed (or substituted) by an atom from group V elements
in the periodic table, namely, phosphorus. Phosphorus has
five valence electrons as opposed to Si, which has only
four. The phosphorus atom will share four of its electrons
with four neighboring Si atoms in covalent bonds. The
remaining fifth valence electron in phosphorus is loosely
bound to the phosphorus nucleus. Using the hydrogen
atom model, one can estimate the ionization energy of Ed,
an impurity atom in a semiconductor crystal as

Ed¼
e0

es

� �2 m	n
m

� �
En ð4Þ

where e0 is the permittivity of free space, es is that of the
semiconductor, m is the electron’s mass, and m	n is its
effective mass in the semiconductor crystal. When the
phosphorus atom in Si is ionized, the released electron
becomes a free electron, which is available for conduction.
The phosphorus atom is, hence, called a donor atom since
it donates a free electron to the crystal. All atoms with five
valence electrons can potentially do the same thing done
by phosphorus to the Si crystal, that is, donate a free
electron to the semiconductor crystal; however, the
amount of energy needed Ed for this process to occur
may differ from one type of donor atom to another. Atoms

Gas in-lets

Heating coil

Wafers

Susceptor
To vent

Gas flow
rf heating

Figure 3. A schematic view of a typical VPE apparatus [1].
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with five valence electrons are those in group V of the
periodic table. These atoms will donate electrons if they
substitute for host atoms in crystals of group IV elemental
semiconductors. The atoms in group V of the periodic
table, such as phosphorus or arsenic, are called donor
atoms or simply donors, and the doped semiconductor is
now called extrinsic semiconductor.

If one is able to introduce a large concentration of
phosphorus atoms in an otherwise pure Si crystal, such
as a phosphorus atom concentration of B1015 cm� 3, then
with a minimal energy supply, these phosphorus atoms
will donate each an electron to the crystal amounting to a
concentration of electrons in the conduction band of the
order of 1015 cm�3 at room temperature. This concentra-
tion of electrons is to be contrasted with the concentration
of conduction electrons in an intrinsic Si at room tempera-
ture, which is of the order of 1010 cm� 3. With this doping
level a five-order-of-magnitude increase in the free-elec-

tron concentration is achieved. Note that in a solid there
are B1022–1023 atoms/cm3 and a doping level of
B1015 cm� 3 is equivalent to merely replacing one Si
atom in every 107–108 atoms/cm3 by a phosphorus atom.
Clearly this level of doping introduces a very insignificant
change in the overall crystal structure, but its effect on the
free-electron concentration is apparently very significant.
Therefore, conduction in phosphorus-doped Si is domi-
nated by electrons. This type of extrinsic semiconductor, or
more specifically Si, is called n-type semiconductor or n-
type Si. The term n type indicates that the charge carriers
are the negatively charged electrons. The example dis-
cussed above was specific to Si doped with phosphorus;
however, the conclusions arrived at will generally apply to
all elemental semiconductors doped with atoms of a group
V element; thus, any elemental semiconductor doped with
atoms from group V elements becomes an n-type semicon-
ductor. The ionization energies Ed for several group V
donors in Si are given in Table 3.

We now consider the situation where our elemental
semiconductor is doped with atoms from an element in
group III of the periodic table, specifically, atoms that have
only three valence electrons. To be more specific, we will
take as an example Si doped with boron as is shown in the
hypothetical two-dimensional Si lattice in Fig. 4b. As can
be seen from Fig. 4b, the net effect of having a boron atom
substituting for Si is the creation of a free ‘‘hole’’ (an
electron deficiency in a covalent bond). This hole, which is
essentially a positively charged particle with the same
charge magnitude as that in an electron, is generated as
follows. Since boron has three valence electrons, three
neighboring Si atoms will be bonded covalently with
boron; however, the fourth nearest-neighbor Si atom has
one of its four valence electrons sitting in a dangling
bond—thus the whole system of the boron atom and the
four neighboring Si atoms is missing one electron. An
electron from a neighboring Si-Si covalent bond may re-
place the missing electron, thereby creating an electron
deficiency (a hole) at the neighboring bond. The net effect
is hence the generation of a free hole in the Si crystal.
Therefore this type of extrinsic semiconductor, Si in this
particular example, is called p-type semiconductor or p-
type Si. It is p-type because electrical conduction is carried
out by positively charged free holes. Common acceptor
atoms to silicon are listed in Table 3.

Diffusion and ion implantation are the two key pro-
cesses used to introduce controlled amounts of dopants
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Figure 4. The effects of doping on a hypothetical two-dimen-
sional Si crystal: (a) ntype; (b) ptype.

Table 3. Common Donor and Acceptor Atoms inSi
Together with Their Ionization Energies

Atom
Atomic
Number Type

Ionization Energy
inSi (eV)

Boron 5 Acceptor 0.045
Aluminum 13 Acceptor 0.057
Phosphorus 15 Donor 0.044
Gallium 31 Acceptor 0.065
Arsenic 33 Donor 0.049
Indium 49 Acceptor 0.160
Antimony 51 Donor 0.039

Source: Ref. 2.
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into semiconductors. These two processes are used to
selectively dope the semiconductor substrate to produce
either n-type or a p-type region. In the diffusion method
the dopant atoms are placed on the surface of the semi-
conductor by deposition from the gas phase of the dopant
or by using doped-oxide sources. Diffusion of dopants is
typically done by placing the semiconductor wafers in a
furnace and passing an inert gas that contains the desired
dopant through it. Temperatures for doping range be-
tween 800 and 12001C for silicon. The diffusion process
is described in terms of Fick’s diffusion equation [3]

@C

@t
¼D

@2C

@x2
ð5Þ

where C is the dopant concentration, D is the diffusion
coefficient, t is time, and x is measured from the wafer
surface in a direction perpendicular to the surface. Typical
values for D at B9001C are of the order of 10�14 cm2/s [4].

Ion implantation is the process whereby high-energy
ions are thrown at a semiconductor substrate. Typical ion
energies used in ion implantations are in the range 20–
200 keV, and ion densities could vary between 1011 and
1016 ions/cm2 incident on the wafer surface. Commonly
implanted elements are boron, phosphorus, and arsenic
for doping elemental n- or p-type semiconductors. After
implantations wafers are rapidly thermally annealed to
electrically activate the dopants. Oxygen is also implanted
in silicon wafers to form buried oxide layers.

2.4. Piezoresistivity in Semiconductors

Piezoresistivity is defined as the change in the resistivity
of a material when subjected to a mechanical stress. The
prefix piezo is Greek for ‘‘to press.’’ All materials probably
have a piezoresistance effect to some extent, but it is
particularly important in some semiconductors. Silicon
exhibits piezoresistivity in either one of its p-type or
n-type forms and because of this silicon is very commonly
used in the fabrication of strain gauges and force/pressure
sensors. The fact that Si crystal is anisotropic has made
the relation between the change in resistivity and the
applied stress more complex. For a three-dimensional Si
crystal of resistivity r, the change in resistivity tensor Dr
and the stress tensor (s values for the normal stress
components and t values for shear stress components)
are related via a 6�6 piezoresistive coefficient matrix [p]
as [5,6]

1

r

Drxx

Dryy

Drzz

Drxy

Dryz

Drzx

2
666666666664

3
777777777775

¼

p11 p12 p12 0 0 0

p12 p11 p12 0 0 0

p12 p12 p11 0 0 0

0 0 0 p44 0 0

0 0 0 0 p44 0

0 0 0 0 0 p44

2
666666666664

3
777777777775

sxx

syy

szz

txy

tyz

tzx

2
666666666664

3
777777777775

ð6Þ

where we notice that only three piezoresistive coeffi-
cients—p11, p12, and p44—are nonzero for Si. p11 and p12

are associated with the normal stress components sxx, syy,

and szz, whereas the coefficient p44 is associated with the
shear stress components. The values of these coefficients
in Si at room temperature are given in Table 4. If we
denote the piezoresistive coefficients of a piezoresistor
along the longitudinal and transverse directions by pL

and pT, respectively, then the relative change in resistance
DR/R of the piezoresistor may be written as

DR

R
¼ pLsLþ pTsT ð7Þ

where sL and sT are the longitudinal and tangential
stresses, respectively. The piezoresistive coefficients for
p-type Si piezoresistor in the longitudinal (x-axis) and
tangential (y-axis) directions are given in Table 5.

2.5. Temperature Effects on Semiconductors

Thermoresistors are those materials for which the resis-
tivity is a strong function of temperature. There are two
types of thermoresistors: metal thermoresistors and semi-
conducting thermoresistors. The term thermistor is gen-
erally given to a semiconductor thermoresistor. The use of
intrinsic semiconductors as thermistors is attractive be-
cause the resistivity’s dependence on temperature is prac-
tically controlled by the carrier generation mechanism,
namely, free-carrier concentrations n for electrons and p
for holes as functions of temperature, rather than the
‘‘mobilities’’ of electrons and holes in the semiconductor.
This is because the temperature-dependence of mobility in
intrinsic semiconductors is much weaker than that of n
and p. In an intrinsic semiconductor the dependence of
resistivity r on temperature can be expressed as

r¼A exp
Egð0Þ

2kBT

� �
ð8Þ

where T is temperature in kelvins, Eg(0) is the energy
bandgap at the absolute zero temperature, kB is Boltz-

Table 4. Piezoresistance Coefficients forSi at Room
Temperature

r
p11 in

10� 11(Pa)
p12 in

10� 11(Pa)
p44 in

10� 11(Pa)

p-type Si 7.8 þ6.6 �1.1 þ138.1
n-type Si 11.7 �102.2 þ53.4 �13.6

Source: Ref. 7.

Table 5. Longitudinal and Tangential Piezoresistive
Coefficients for Si

Crystal
Plane

Orientation
/xS

Orientation
/yS pL pT

(100) /100S /100S þ0.02p44 0.02p44

(100) /110S /100S þ0.5p44 0
(100) /110S /110S þ0.5p44 �0.5p44

(100) /111S /211S þ0.66p44 �0.33p44

Source: Ref. 8.
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mann’s constant, and A is a preexponential factor that
varies very slowly with temperature. If one defines the
temperature coefficient of resistivity (TCR) a as

a¼
1

r0

dr
dT

ð9Þ

where r0 denotes the resistivity at some reference tem-
perature T0, often taken to be 01C. From (8) we find out
that for intrinsic semiconductors TCR is given by

a � �
Egð0Þ

2kBT2
ð10Þ

Unfortunately, silicon does not exhibit an intrinsic
behavior that can be reliably utilized for temperature
sensing. This is because the lowest concentration of elec-
trically active impurities, and therefore dopant atoms
obtainable in silicon is B1012 cm� 3, which is two orders
of magnitude higher than the intrinsic carrier concentra-
tion ni in silicon at room temperature, which is
B1010 cm� 3. However, another elemental semiconductor,
germanium, is successfully utilized in measuring cryo-
genic temperatures in the range 1–35 K [9].

2.6. Optical Absorption and Photoconductivity
in Semiconductors

Radiation is absorbed by a semiconductor, and the degree
of absorption varies with the material optical properties
and the radiation energy. In this context the term optical
does not necessarily imply that the photons absorbed are
in the visible part of the electromagnetic spectrum. In fact,
many semiconductors absorb photons in the infrared
region, which is included in the term optical absorption.
In semiconductors the major process that leads to the
absorption of radiation is that of creating an electron–hole
pair. Photons with energies greater than the bandgap of
the semiconductor (i.e., hn4Eg) are absorbed by the
semiconductor, whereas photons of energies lower than
the bandgap (i.e., hnoEg) are not absorbed and, instead,
transmitted through the semiconductor. The electron and
hole created are called excess carriers. The optical absorp-
tion is determined by the properties of the semiconductor
via a parameter called absorption coefficient. The absorp-
tion coefficient a is a measure of the fractional decrease in
incident radiation intensity I0 with distance into the
material x measured from the surface exposed to the
radiation

IðxÞ¼ I0e�ax; a¼ �
1

I

dI

dx
ð11Þ

where I(x) is the intensity of radiation at x. Figure 5 shows
a typical a/l plot where we note that at long wavelengths
ðhc=l{EgÞ there is no significant absorption of radiation
and considerable absorption of photons with larger en-
ergies (hc/lZEg).

Photoconductive cells are semiconductor resistor struc-
tures that are used as optical sensors that utilize the
photoconductivity effect, in which light striking the resis-

tor reduces its resistance. The optical sensitivity of a
semiconductor is assessed in terms of its optical genera-
tion rate Gop, the concentration of excess carriers gener-
ated per unit time. If the lifetimes, defined as the mean
time each carrier spends before it is annihilated, is tn or tp

for electrons and holes, respectively, one may write

Dn¼Goptn; Dp¼Goptp ð12Þ

Accordingly, the photoconductivity change Ds in the
semiconductor is

Ds¼ eGopðmntnþ mptpÞ ð13Þ

This change in conductivity translates into a change in
overall resistance DR of the semiconductor cell given by

DR¼
1

Dst

l

w

� �
ð14Þ

where t is the thickness and (l/w) is the aspect ratio of the
cell.

2.7. Magnetoresistance in Semiconductors

Let us consider a slab of a semiconductor such as the one
shown in Fig. 6 with the magnetic and electric fields
orientations indicated in the figure. As they drift in the
semiconductor, free carriers, namely, electrons and holes,
will experience Lorentz force, which tends to deflect car-
riers to one of the semiconductor surfaces (top or bottom).
This will continue until an electric field, called the Hall
field, develops along the y axis. This field produces a force
on the carrier that is exactly equal to the Lorentz force.
Hence, in the steady state the total current in the y
direction must be zero, and the Hall field will increase

hc/�  (eV )

� 
(c

m
−1

)

Eg

Figure 5. A typical a/l plot in a semiconductor.
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until this is the case. However, we also note that the
Lorentz force is directly proportional to the velocity of the
carrier, and that not all carriers have the same velocity. In
the steady state, for some charge carriers the Lorentz
force is larger than the force due to the Hall field and for
other carriers the opposite is true. This will cause some
carriers to deflect upward and some to deflect downward,
as shown in Fig. 6. The path of these charge carriers as
they cross the slab is somewhat longer, and this leads to
an increase of the resistance in the semiconductor. This
effect is called physical magnetoresistance. Physical mag-
netoresistance is not severe in semiconductors as com-
pared to metals. This is because the carrier mobilities in
semiconductors are too small to induce any change in
resistance for such a small change in the carrier’s path.
However, when coupled with the right geometry, magne-
toresistance could be made significant in semiconductors.
The dependence of the resistance of the semiconductor
slab on the magnetic field is of the form [10]

R¼R0ð1þ karm2BÞ ð15Þ

where kar is an aspect ratio parameter, R0 is the resistance
at zero magnetic field, and m is the carrier mobility.

2.8. Chemical Interactions and Semiconductors as
Chemoresistors

Back in 1953 it was discovered that the adsorption of some
gases into the surfaces of some semiconductors could
produce large changes in the resistivity. These semicon-
ductors are primarily compound metal oxides such as
ZnO, TiO2, In2O3, or SnO2. The latter is the most com-
monly used semiconductor in gas sensors, especially com-
bustible gases, such as methane (CH4). In an oxygen-rich

environment SnO2 acts as a n-type semiconductor. How-
ever, oxygen can occupy a lattice vacant site in SnO2 and
acts as a single electron or double electron trap, in which
the oxygen atom, once it occupies the lattice site, is able to
bind one (to become O� ) or two free electrons (to become
O2� ) to its core and therefore restricts the free motion of
the electron or the two electrons. These trapped electrons
are no longer free electrons, and the net effect is a
reduction in the free-electron concentration n. This way
the incorporation of oxygen in the crystal lattice of SnO2

increases its resistivity. The electron-trapping process is
reversed, however, by the exposure of the oxygen contain-
ing SnO2 resistor to a gas such as CH4. CH4 reacts with
the single negatively (O� ) or double negatively (O2� )
charged oxygen to produce CO2. As this reaction is com-
pleted O� or O2� give back to the crystal of SnO2 one or
two free electrons, respectively. This reaction enhances
the free-electron concentration and decreases the resis-
tance.

A simple theory predicts an increase in the conductivity
Ds of the semiconductor, which can be related to the
increase in carrier concentration Dn and, from the reac-
tion kinetics, to a fractional power m of the gas concentra-
tion [11]

Ds¼ emnDn / ½X�m where 0:5omo1 ð16Þ

where [X] represents the gas concentration.

2.9. Insulator-on-Semiconductor Structures: Oxidation/
Nitridation of Silicon and Oxide/Nitride Deposition

2.9.1. Thermal Oxidation. Thermal oxidation is the
method by which a thin film of SiO2 is grown on top of a
silicon wafer. It is the key method of producing thin SiO2

layers in modern IC and N/MEMS technologies. Thermal
oxidation of silicon in oxygen or water vapor can be
described by the following chemical reactions [1,2]:

SiðsolidÞþO2ðgasÞ½or 2H2OðgasÞ�

�!
900�1200�C

SiO2ðsolidÞ½orþ 2H2ðgasÞ�

ð17Þ

The silicon–silicon dioxide interface moves into the
silicon during the oxidation process. Using the densities
and molecular weights of silicon and silicon dioxide, one
can show that growing an oxide thickness x consumes a
layer of silicon that is 0.44x thick. Oxidation in high-
pressure steam or oxygen can produce substantial accel-
eration in the growth rate and is often used in growing
thick oxides. One advantage to high-pressure oxide
growth is that oxides can be grown at significantly lower
temperatures and at reasonable growth rates.

The basic structural unit of thermal SiO2 is a silicon
atom surrounded tetrahedrally by four oxygen atoms as
shown in Fig. 7. The silicon–oxygen and oxygen–oxygen
internuclear distances are 1.6 and 2.27 Å, respectively.
SiO2 or silica has several crystalline structures (e.g.,
quartz) and an amorphous structure. Typically amor-
phous SiO2 has a density of B2.2 g/cm3, whereas quartz
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Figure 6. A slab of a biased semiconductor placed in a magnetic
field.
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has a density of B2.7 g/cm3. Thermally grown oxides are
usually amorphous.

2.9.2. Silicon Oxide and Silicon Nitride Deposition.
Three deposition methods, all based on chemical vapor
deposition (CVD), are commonly used in forming a thin
dielectric film on a substrate: atmospheric-pressure che-
mical vapor deposition (APCVD), low-pressure chemical
vapor deposition (LPCVD), and plasma-enhanced chemi-
cal vapor deposition (PECVD). The latter method is an
energy-enhanced CVD method. The appropriate method
from among these three deposition methods is based on
the substrate temperature, the deposition rate and film
uniformity, the morphology, the electrical and mechanical
properties, and the chemical composition of the dielectric
films.

CVD is used extensively in depositing SiO2 and silicon
nitride (Si3N4). CVD deposited SiO2 does not replace
thermally grown SiO2, which has electrical and mechan-
ical properties superior to those of CVD oxide. However,
CVD oxides are used instead to complement thermal
oxides and in many cases to form oxide layers that are
much thicker than thermal oxides in relatively very short
timeframes. SiO2 can be CVD-deposited by several meth-
ods. It can be deposited from reacting silane and oxygen in
a LPCVD reactor at B300–5001C [1,2]:

SiH4þO2 �!
500�C

SiO2þ 2H2 ð18Þ

It can also be LPCVD-deposited by decomposing tetra-
ethylorthosilicate, Si(OC2H5)4. The compound, abbre-
viated TEOS, is vaporized from a liquid source. TEOS
decomposes as follows:

SiCl2H2þ 2H2O �!
900�C

SiO2þ 2N2þ 2HCl ð19Þ

Table 6 compares different SiO2 films deposited by
different methods and contrasts them with thermally
grown oxides. Likewise, Si3N4 can be LPCVD-deposited
by an intermediate-temperature process or a low-tempera-
ture PECVD process. In the LPCVD process, which is the
more common process, dichlorosilane and ammonia react
according to

3SiCl2H2þ 4NH3 �!

800�C

Si3N4þ6HClþ 6H2 ð20Þ

3. SUPERCONDUCTORS

Superconductors are materials that exhibit no resistance
to current flow. This definition implies that electrical
resistance in these materials is zero, which suggests that
once current is initiated in these materials, it continues to
flow indefinitely without the need for maintaining the
applied voltage that was necessary to produce the current.
Superconductivity occurs in materials below a certain
temperature that is specific for a given material. This
temperature is referred to as the transition or critical
temperature TC.

3.1. Types of Superconductors

Superconductivity was discovered in 1911 by Kammer-
lingh Onnes in Leiden University in the Netherlands [12].
Kammerlingh Onnes cooled mercury down to liquid he-
lium temperature (4.2 K) and found out that mercury
looses its DC resistance below that temperature, which
then becomes the critical temperature for mercury. Sub-
sequent to Kammerlingh Onnes’ discovery, several mate-
rials exhibited superconductivity at TC, which is much
higher than 4.2 K. Superconductors that have low TC are
often categorized as low-temperature superconductors
(LTSs). The LTS category of superconductors consists
mainly of metals and metalloids that show some conduc-
tivity at room temperature. They require extremely low
temperature (in the neighborhood of 4.2 K) to slow down
core vibrations sufficiently and inhibit electron scattering
by phonon, which impedes electron flow.

O atom Si atom

2.27 Å

1.60 Å

Figure 7. The basic structural unit of SiO2.

Table 6. Properties of Deposited and Thermally Grown Oxide Films

Property Composition Step Coverage Density (gm/cm3) Refractive Index Dielectric Strength (V/cm)

Thermally grown at 10001C SiO2 — 2.2 1.46 410� 5

Deposited from SiH4þO2 at 4501C SiO2(H) Nonconformal 2.1 1.44 8�10�6

Deposited from TEOS at 7001C SiO2 Conformal 2.2 1.46 10�5

Deposited from SiCl2H2þN2O at 9001C SiO2(Cl) Conformal 2.2 1.46 10�5

Source: Ref. 1.
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In 1986 superconductivity was discovered in a new
group of materials that have a significantly higher transi-
tion temperature (TCB40 K or above) [13]. TC in this
group of materials is at least 10 K higher than the highest
TC in LTS. Therefore, this group of superconductors are
referred to as high temperature superconductors (HTSs).
Except for a very few elements, HTS comprises metallic
compounds and alloys. One prominent class of these
compounds is the perovskites. Reported TC values in
HTS have reached B140 K and are projected to reach
200 K or higher. The temperature dependence of the
resistance in an ordinary metal is shown in Fig. 8 and
contrasted with those in low-temperature and high-tem-
perature superconductors. Also, Table 7 gives TC for a
selected group of superconductors.

3.2. The Meissner Effect

We now consider a hypothetical perfectly pure metal at T
¼ 0 K in which the resistance is zero because of the
absence of phonon scattering. This perfect conductor
with a vanishing resistance is a perfect diamagnet; thus
if placed in a magnetic field, the perfect conductor would
expel the magnetic field and the magnetic field intensity
within the perfect conductor would be zero. Conversely, if
the hypothetical perfectly pure metal is placed in a
magnetic field at T40 K (phonon scattering is present
and the metal resistance is nonzero), a nonzero magnetic
field develops within the metal. However, if the metal
temperature is lowered to 0 K, at which point the metal
becomes a perfect conductor, the magnetic field within the
now perfect conductor remains trapped within. Both of
these effects are derived from Lenz’ law, which imply that
current loops would be generated to exactly cancel the
imposed field. Therefore, a solely zero resistance model for
the superconductor would suggest that the superconduc-
tor in a magnetic field would behave similar to a perfect
conductor.

However, the situation in a superconductor is found to
be unexpectedly different from that in a perfect conductor.
A superconductor in a magnetic field would have a non-
zero magnetic field at T4TC as shown in Fig. 9a. In
contrast to the perfect conductor, however, and when
temperature is lowered to TrTC the magnetic field within
the superconductor vanishes and the magnetic flux is
expelled as shown in Fig. 9b; thus, the superconductor
has a zero effective permeability. It was concluded that in a
weak magnetic field and at TrTC a superconductor is a
perfect diamagnet except for a thin surface layer of the
body, which is B100 nm deep. This effect is called the
Meissner effect in superconductors [16].

The preceding discussion assumes a weak magnetic
field. However, a superconductor looses its supercon-
ducting state at magnetic fields higher than a critical
field value BC. The critical field at any temperature is
given as

BC¼B�C 1�
T

TC

� �2
" #

ð21Þ
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Figure 8. The resistance dependence on temperature for an
ordinary metal and low- and high-temperature superconductors
(LTS, HTS).

Table 7. Properties of Some Selected Superconductors

Element/Compound TC (K) 2D (meV) BC(T) (tesla) Atomic Density (�1028 m� 3)

Nb 9.25 3.05 0.206 (0 K) 5.56
Pb 7.196 2.73 0.0803 (0 K) 3.30
La 6.00 1.9 0.1096 (0 K) 2.70
Hg 4.154 1.65 0.0411 (0 K) 4.26
In 3.408 1.05 0.0281 (0 K) 3.83
Al 1.175 0.34 0.0105 (0 K) 6.02
TIBa2Ca2Cu3Oy 115 — 10 (77 K) —
(Bi,Pb)2Sr2Ca2Cu3Ox 107 — 3 (30 K), 1 (77 K) —
YBa2Cu3O7� x 92 — 10 (77 K) —
Nb3Ge 23.2 — 36 (4.2 K) —
Nb3Sn 18.4 — 22 (4.2 K) —

Source: Refs. 14 and 15.
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where B�C is a constant [17]. Table 7 gives the critical field
for a number of superconductors.

3.3. Microscopic Theories of Superconductivity

The microscopic theory of superconductivity was devel-
oped by the trio Bardeen, Cooper, and Schrieffer (BCS) in
1957, and this theory is widely referred to as the BCS
theory [18]. This theory describes the metal LTSs very
successfully, and it leads to results that quantitatively
agree with experimental results. Later in 1972 Bardeen,
Cooper and Schrieffer were awarded the Nobel prize in
physics for their BCS theory.

The basic hypothesis of the BCS theory of the super-
conducting state is that the electrons occupy the momen-
tum states in pairs, which are attracted to one another. In
a pair of electrons, referred to as Cooper pair, the two
electrons occupy the momentum states k and –k with
opposite spins. In the superconducting ground state
(T¼ 0 K) the energy necessary to separate electrons in
the pairs is called the energy gap D. The BCS theory
relates D to TC as

2D¼ 3:52kBTC ð22Þ

where kB is Boltzmann’s constant. Also in the supercon-
ducting ground state (T¼ 0 K) the probability of pair
occupation of momentum states is reminiscent of the
normal Fermi–Dirac occupation probability at T¼0 K. At
T40 K some of the pairs are separated and the generated
single electrons obey Fermi–Dirac statistics. The energy
gaps for selected superconductors are given in Table 7.

In spite of the remarkable success of the BCS theory in
describing superconductivity in metal LTSs, there is, as
yet, no acceptable microscopic theory for HTSs. The main

reason for this is that HTSs are highly anisotropic and
their superconducting response depends very strongly in
their crystallographic structure. Note that the BCS theory
is based on the isotropic electron gas in a metal.

3.4. Superconductor Applications

The most obvious application of superconductors would be
in power transmission lines. More than 10% of the gener-
ated electricity is dissipated as heat in the transmission
lines, and the prospect of zero-loss superconducting trans-
mission lines is appealing. However, the hurdle for such
an application is the cooling below TC requirement. Nio-
bium–titanium with TCB10 K and BCB15 tesla is used in
superconducting magnets applications. Superconducting
magnets are essential to magnetic resonance imaging
(MRI) of the human body. MRI requires very strong and
uniform magnetic fields that can be generated only by
superconducting coils.

Another prominent application of superconductors is in
the superconducting quantum interference device
(SQUID), which consists of two superconductors sepa-
rated by insulating layers, thereby forming two parallel
Josephson junctions. SQUID is able to detect minute
magnetic fields such as the ones occurring in living
organisms and animal brains.

4. PIEZOELECTRIC MATERIALS

4.1. The Piezoelectric Effect

Piezoelectricity is the development of electric polarization
in a crystal produced by an applied mechanical stress
(direct) and the converse process of development of me-
chanical elastic strain in a crystal by the application of an
electric field (indirect). Piezoelectricity is therefore an
electromechanical phenomenon that occurs in piezoelec-
tric materials. In simple terms piezoelectric materials can
produce a voltage if subjected to a mechanical stress. The
reverse process, that is, the application of a voltage to a
piezoelectric material, can change its shape.

For a crystal to be piezoelectric its structure must have
no center of symmetry. Hence a stress applied to such a
crystal will modify the separation between positive and
negative charge sites and consequently results in a net
polarization at the crystal surface. This polarization gives
rise to the potential difference generated in the crystal. In
piezoelectric materials, coupling between the electrical
and mechanical parameters gives [1]

sij¼ cE
ijklSkl � ekijEk; Di¼ eiklSklþ es

ikEk ð23Þ

where s and S are second order stress and strain tensors,
respectively, and i and j assume values of 1, 2, or 3 (x, y, or
z). The former tensor is expressed in pascals (Pa), and the
latter is unitless. cE, given in pascals, is the elastic
stiffness constant at a given electric field E, measured in
V/m, with the kth component Ek. e is the piezoelectric
constant in units of C/m2 and e, given in F/m, is the
permittivity of the piezoelectric material. Di is the ith
component of the electric displacement measured in C/m2.

B

B

(a)

(b)

Figure 9. A superconductor in a magnetic field (a) at T4TC and
(b) at ToTC.
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The two equations in (23) are referred to as the piezo-
electric constitutive equations. In matrix notation they
take the form

½s� ¼ ½c�½S� � ½eT�E; D¼ ½e�½S� þ ½e�E ð24Þ

where [e] is a 3� 6 matrix with its elements depending on
the symmetry of the piezoelectric crystal and [eT] is the
transpose of the matrix [e]. With e¼ 0, Eqs. (23) and (24)
reduce to the familiar Hookes law and the familiar rela-
tion between electric field and displacement vectors
D¼ eE. Hence, D can be nonzero in the absence of any
electric field ðE¼0Þ provided that the crystal undergoes a
strain, whereas the application of an electric field can
result in strain in the absence of mechanical stress (s¼ 0).

4.2. Piezoelectric Materials and Their Preparation

Piezoelectric materials are predominantly ceramic solids
and a number of polymers. Piezoelectricity is exhibited by
a number of natural crystals such as quartz, sodium
potassium tartrate, and tourmaline. Among the synthe-
sized piezoelectric crystals are the Rochelle salt, barium
titanate (BaTiO3), lead zirconate titanate (PZT), zinc
oxide, aluminum nitride, and the polymer polyvinylidene
fluoride (PVDF).

Piezoelectric films are commonly used in semiconduc-
tor sensor and N/MEMS applications. The most popular
piezoelectric films for these applications are ZnO, AlN, and
PZT. Advantages of these films over others include (1)
high electromechanical coupling, (2) good adhesion to
substrates, (3) stable and not significantly affected by
environment, (4) compatible with CMOS processing, and
(5) relatively low cost. Major applications of these films are
in pressure and gas microsensors, acoustic resonators,
accelerometers, filters, and microactuators. Several meth-
ods for the preparation of piezoelectric films are employed
depending on which material and substrate are used.

The major preparation methods for piezoelectric films
are vacuum deposition and solgel [19]. The latter method
is used exclusively for piezoceramic films, such as PZT and
PLZT, deposition. The solgel method involves the spinning
of a chemical solution, which allows for a better control of
composition and film homogeneity. Also solgel deposition
is very low cost compared to vacuum deposition methods
and is very suitable for large-area film preparation. How-
ever, solgel deposition may not be appropriate for the
deposition of thick piezoelectric (Z1-mm) films because of
localized microscopic cracks that could develop in thicker
films, especially if subsequent thermal annealing of the
film is part of the final device processing. Piezoelectric
films with cracks have very low piezoelectric coupling and
results in very poor device performance.

Vacuum deposition methods comprise sputtering and
direct, indirect, or reactive evaporations [20–22]. Reactive
evaporation is particularly important in depositing ZnO
and AlN films. ZnO and AlN are also deposited using
variations of sputtering: ‘‘triode sputtering,’’ ‘‘RF sputter-
ing,’’ and ‘‘magnetron sputtering’’ [23]. ZnO sputtering
employs a pure zinc target that is reactively sputtered in
an oxygen/inert-gas mixture. Improved ZnO film deposi-

tions are obtained with triode sputtering at submicron
pressures. Also higher sputtering rates and excellent film
qualities have resulted from DC and RF magnetron
sputtering. RF magnetron sputtering was also applied to
AlN growth at low temperatures. Early preparations of
AlN films have used metallorganic chemical vapor deposi-
tion (MOCVD) methods [24].

4.3. Piezoelectric Material Applications

Piezoelectric materials form essential components for
transducer devices that convert mechanical signals to
electrical ones. Likewise, piezoelectric materials form
essential components for actuator devices, which convert
electrical signals to mechanical ones.

To understand the electrical-to-mechanical energy con-
version process and, hence, illustrate the actuation appli-
cation of piezoelectric materials, we consider the
hypothetical two-dimensional piezoelectric crystal in Fig.
10. Figure 10a shows the piezoelectric crystal in the
absence of any applied stress or electric field with the
vertical separation l between positive and negative charge
centers. When an electric field E is applied in the direction
shown in Fig. 10b, the positive and negative ion centers
are displaced; positive ions are displaced upward, whereas
negative ions are displaced downward. This increases the
separation l between ions and results in crystal expan-
sion—a net positive strain occurs in the crystal in this
case. Similarly, by changing the applied electric field
polarity, negative strain develops in the crystal as shown
in Fig. 10c. This is a case of unidirectional loading, which
is very common in many piezoelectric transducer applica-
tions. Instead of using the complex relations given in Eqs.

+ + + + +

+ + + + +

− − − −

− − − −

VV

(a)

(b) (c)

l
> l

< l

Figure 10. A piezoelectric crystal (a) in the absence of electric
field, (b) with applied electric field, and (c) with applied electric
field in a direction opposite that in (b).
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(23) and (24) engineers often use the simple relation [25]

S¼dE ð25Þ

where, as in Section 4.1, S and E are the strain and the
magnitude of the electric field, respectively, and d is a
piezoelectric coefficient, which is dependent on the piezo-
electric material and is given in units of meters per volt. d
relates to e in Eqs. (23) and (24) through c and e.

Conversely, in sensor applications of piezoelectric ma-
terials and for unidirectional loading of the electric field,
resulting from the application of a mechanical stress to
the piezoelectric crystal, is simplified by the relation [25]

E¼ fs ð26Þ

where f is another material dependent piezoelectric coeffi-
cient and satisfies the relation

1

fd
¼ c ð27Þ

The effectiveness of the conversion of mechanical energy
to electrical energy and vice versa is gauged via an
electromechanical conversion factor K defined as follows
[25]:

K2¼
mechanical energy output

electrical energy input
or

K2¼
electrical energy output

mechanical energy input

ð28Þ

The piezoelectric coefficient d as well as the conversion
factor K for common piezoelectric crystals are given in
Table 8.

5. SHAPE MEMORY MATERIALS

5.1. Shape Memory Alloys

5.1.1. The Shape Memory Effect in Alloys. The shape
memory effect (SME) is a property of a group of alloys
that exhibit martensitic transformation [27]. The shape
memory alloy (SMA) undergoes a deformation in the low-
temperature phase and recovers its original shape on
heating to a critical temperature called the reverse trans-
formation (RT) temperature. Martensitic transformation
(MT) is a diffusionless process in which atoms move
collectively by a shearlike mechanism. Usually the parent

phase , which occurs at a high temperature, is cubic; and
the martensite phase, which occurs at a low temperature,
has a lower symmetry. MT is schematically shown in Fig.
11, where as, the temperature is lowered, the parent phase
yields the two martensites A and B, which have the same
crystal structure but two different orientations. The two
martensites A and B are called the correspondence var-
iants (CVs). Since the martensite phase is of a lower
symmetry than the parent phase, many variants could
be formed from the parent phase. For example a MT in
which the parent phase is face-centered cubic (fcc) and the
martensite phase is body-centered tetragonal (bct) comes
with three CVs. MT is normally accompanied by either
slip or twinning, depending on the kind of alloys; this is
why twins or dislocations are normally observed in mar-
tensites under electron microscopy. MT may occur as a
result of temperature change; however, a uniaxial stress
would always assist MT giving rise to a stress-induced
martensitic (SIM) transformation. Now, if the tempera-
ture of the alloy is raised high enough to render the
martensite phase unstable, a reverse transformation
(RT) occurs, if it is crystallographically reversible, and
the martensite reverts back to the parent phase, hence
giving rise to SME.

Figure 12 illustrates the SME by showing the parent
phase of a single-crystal SMA (Fig. 12a) transforming into
a self-accommodated martensite phase (Fig. 12b) on cool-
ing to a temperature T between Ts

M and Tf
M, where the

former temperature is the martensite start temperature
and the latter is the martensite finish temperature. As the

Table 8. Piezoelectric Coefficients d and conversion
factors K for Selected Piezoelectric Materials

Piezoelectric Crystal d�10� 12 m/V K

Quartz (SiO2) 2.3 0.1
Barium titanate (BaTiO3) 100–190 0.49
Lead zirconate titanate, PZT,

(PbTi1� xZrxO3)
480 0.72

Polyvinylidene fluoride (PVDF) 18 —

Source: Refs. 25 and 26.

Martensite

Martensite

A

B

Parent phase

Parent phase

Figure 11. A martensitic transformation in a SMA showing the
martensite and parent phases. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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temperature of the crystal is increased to T > Tf
A > Ts

A,
where Ts

A and Tf
A are the start and finish temperatures of

RT, respectively, the crystal regains its original shape.
Also, a deformation in martensite (Figs. 12c and 12d),
resulting from any kind of stress such as tensile, compres-
sive, or bending, may proceed by the growth of one variant
at the expense of the others (e.g., twinning or detwinning).
As long as the strain is below some critical value, the
deformed crystal reverts back to its original shape in Fig.
12a as the temperature is increased beyond Tf

A.
Figure 13 provides a tensile stress–strain behavior in a

typical SMA. At Ts
MoToTf

M the stress–strain curve is as
shown in Fig. 13a: SIM occurs and is stable; hence a
substantial strain remains on load removal and absence of
stress. This strain is eliminated and the material returns
to its original shape as indicated by the dotted line in Fig.
13a upon increasing the temperature to T > Tf

A. On the
contrary, when the SMA is tensile-stressed at T > Tf

A,
strains recover simply by unloading (Fig. 13b). One notes
that often SMAs have another unique property called
superelasticity at T > Tf

A. Superelastic materials are those
materials exhibiting large (B20%) nonlinear recoverable
strain on loading and unloading.

5.1.2. Shape Memory Alloys and Their Processing. Some
selected SMAs are given in Table 9 together with their
composition and structural change. TiNi-based alloys are
the most prominent SMAs with good strength properties,
ductility and resistance to corrosion, as well as excellent
SME characteristics. However, TiNi-based alloys are ex-
pensive, which make them unsuitable for many applica-
tions. Cu-based SMAs, however, are rather inexpensive

and have been extensively studied for several applica-
tions. They are superior to TiNi-based SMAs in electrical
and thermal conductivities and in deformability. Among
the Cu-based SMAs that are widely investigated are CuZn
and CuAl.

The fabrication of commercial SMAs involves three
major steps [28]: (1) melting and casting, (2) hot- and
coldworking, and (3) shape memory treatment. The con-
trol of the alloy composition is very important to the SMA
characteristics. In particular, room temperature is very
sensitive to composition. For example, a 1% shift in Ni
content results in 100 K changes in Ts

M and Tf
A of TiNi

SMA. Melting is usually performed at high temperatures
(B1500 K and higher) in high vacuum or an inert-gas
atmosphere since the molten metals would often be very
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Figure 12. The SME effect and transformation paths over dif-
ferent temperature and deformation cycles in a SMA. (This figure
is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)
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Figure 13. A tensile stress–strain behavior in a SMA.

Table 9. Properties of Some Selected SMAs

SMA Composition TS
M ðKÞ Tf

M ðKÞ TS
A ðKÞ Tf

A ðKÞ

Polycrystalline CuAlNi — 191 203 213 225
Crystalline FePt 25% Pt 131 — — 148
Crystalline FePd 30% Pd 179 — — 183
Crystalline FeMnSi 30%Mn–1% Si 300 — 410 —

Source: Ref. 28.

4812 SMART MATERIALS



reactive to oxygen. A high-frequency induction melting
method is commonly used. Advantages of induction melt-
ing include the homogeneity and controllability of chemi-
cal composition throughout the ingot. Other melting
methods utilize electron beams. Electron-beam melting
comes with the lowest impurity content in the SMA;
however, controllability of the composition is much less
precise. Hot- or coldworking is used to forge and roll the
ingot into a bar, a wire, or a slab with appropriate size.

5.2. Shape Memory Polymers

Certain polymers show SME; however, the mechanism
involved is completely different from that in SMA. Rubber-
like polymers show elastic behavior at room temperature;
they exhibit large strains in response to applied stresses
and completely recover their original shapes when the
stresses are removed [28]. However, when the tempera-
ture of the strained rubberlike polymer is decreased to
very low levels, the strained polymer may loose its elasti-
city and may not revert back to its original shape on the
removal of stress. The low temperature at which this
happens for a particular polymer is called the glass
temperature Tg of the polymer (Fig. 14). When the tem-
perature of the unloaded polymer is increased above Tg,
the polymer returns back to its prestress shape, thus
exhibiting a SME. Polymers that show the SME are
referred to as the shape memory polymers (SMPs). The
properties of SMAs and SMPs are compared in Table 10.
Among SMPs are polynorbornene, polyisoprene, polyur-
ethane, and polyethylene.

5.3. Applications of Shape Memory Materials

The most important applications of SM materials are in
thermal actuation, which results in the generation of force
and/or motion. The thermal actuator is a device that
converts thermal energy to mechanical energy via the
thermomechanical properties of a shape memory material.
The most commonly used shape memory material element
in an SM actuator is a coil spring since this form makes

possible the generation of high degrees of large force and
motion. The major application of SM actuators is in
thermally actuated valves. Other applications for SM
actuators are the ones where the actuator is used as
both a sensor and an actuator. These applications include
thermal protection devices for domestic water filtration
units, steam traps for passenger train steam heating
units, and thermally actuated electric switches for diesel
engine radiator fans.

SMAs and SMPs are also used in N/MEMS. These
include robotic micromanipulators [29] and microgrippers
[30]. Moreover, SME have more recently been used suc-
cessfully in dental and medical fields. Examples of SME
applications in dental fields are the use of TiNi alloys in
dental arc wires [31], dental implants [32], and partial
dentures [33]. In medical applications, however, bone
plates made of TiNi alloys are attached with screws for
fixing broken bones.
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SMITH CHART

LEONARD M. SCHWAB

Germaine Development Corp.

The origin of the Smith chart as a fast and accurate
graphical design tool is rooted in the predigital computer
era of the 1930s. The original paper chart format was rou-
tinely used to solve difficult transmission-line matching
problems in a variety of broadcasting, microwave, circuit
design, and telecommunication applications. While it has
since evolved almost exclusively into a software format,
the original paper forms remain a convenient detailed
medium for print output of finished work from software
implementations of Smith’s graphical method.

Phillip H. Smith, inventor and developer of the Smith
chart, was affiliated with Bell Telephone Laboratories for
his entire engineering career after graduating from Tufts
College in 1928. At Bell Labs, Smith repeatedly demon-
strated his incisive, pragmatic, problem-solving abilities
on a variety of technical problems. In his first decade on
the job he developed the chart to its common present form
through an iterative trial process of several more rudi-
mentary forms Smith’s original intended application was
to simplify the tedious work of installing and matching
open wire transmission lines for antennas. During this
period he almost single-handedly developed and proved
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the concept of using a graphical chart as a viable solution
method. One can certainly appreciate his desire to mini-
mize tedious slide-rule calculations required to solve
transmission line equations involving hyperbolic func-
tions. Smith [1] cited his routine need to obtain imped-
ance solutions using Fleming’s [2] telephone equation as a
driving force to consider a graphical solution alternative.
(Readers interested in greater detail on the life of Phillip
Smith are referred to the Foreword section of Ref. 3 for a
written transcript of the memorial session in Phillip
Smith’s honor presented at the 1990 IEEE MTT/S Sym-
posium. An on-line IEEE sources [4] also provides good
detail on Smith’s back-ground.)

The Smith chart was first published in a usable devel-
opmental form in 1939 by Smith [5]. A subsequent publi-
cation [6] in 1944 described the refined form known and
used today. A standard preprinted paper chart in this for-
mat is shown in Fig. 1a, and Fig. 1b shows only the en-
larged central portion around the normalized point z¼ (1
þ j0). In each of Smith’s publications the fundamental
equations and methods are provided along with demon-
strations of the utility of the chart method. Certainly the
ability to represent and mathematically manipulate a
complete impedance data vector on a single compact
graphical paper chart was a significant step forward at
the time for the telecommunication and emerging elec-
tronics industries at the onset of World War II.

1. THE ATTRACTION OF A GRAPHICAL SOLUTION
METHOD

The essential objective in using the Smith chart is stated
simply. An impedance (or equivalent admittance) locus
over a frequency range is systematically repositioned on
the chart in well-defined ways by the progressive effects of
series or shunt elements, thereby placing the passband
portion of the impedance vector in the central area of the
chart and the stopband portion at the outer periphery of
the chart. The circuit elements commonly used include
distributed elements such as transmission lines and quar-
ter-wave stubs, discrete elements such as inductors and
capacitors, and any combination of these and related ele-
ments. Resistance elements are seldom intentionally used.

There is no need for a graphical method as an aide to
solve a straightforward equation such as Ohm’s law. How-
ever, the more difficult general equation for the input im-
pedance (‘‘sending impedance’’ in early-twentieth-century
publication parlance) of a transmission line with an arbi-
trary value of load impedance (‘‘receiving impedance’’) is
another matter. The presence of multiple hyperbolic func-
tions in Fleming’s equation is shown in Table 1, line 1.
Figure 2a illustrates the concentric circular arc movement
on the interior of the chart for a value of load impedance
ZL connected to a length l/l of transmission line to
produce an input impedance of Zi. The input impedance

(a)
Figure 1. Full-size Smith chart grid; (b) en-
larged center portion of the chart.
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equations for transmission-line stubs (i.e., lengths of line
typically less than a half-wavelength, with short-circuit
and open-circuit load impedance values) are given by the
equations of Table 1, lines 2 and 3, respectively. Figure 2b
illustrates the concentric circular arc movement along
the periphery of the chart for a value of load impedance
(ZL¼ 0 for the short-circuit stub and ZL¼N for the open-
circuit stub), connected to a stub with length l/l, to
produce an input impedance of Zi.

The equation of Table 1, line 2 shows the effective parallel
LC circuit tuning effect for a short-circuit stub, and line 3
illustrates the effective series LC circuit tuning effect for the
case of an open-circuit stub. At relatively higher frequencies
for which the length of the stub is greater than a half-wave-
length, these tuning effects repeat unlike the effect of dis-
crete (lumped element) parallel or series LC circuits.

The repetitive nature of these three equations when
line length exceeds a half-wavelength is evident when one

(b)Figure 1. (Continued).

Table 1. Distributed and Lumped-Element Components Commonly Used in Smith Chart Analysis and the Direction of
Progression with Frequency on the Chart

Element Type Defining Equation Motion on the Smith Chart

Transmission line Zin¼Z0 (ZLþZ0 tanh gl)/(Z0þZL tanh gl) CW along a circle centered at Z0¼1þ j0 (see Fig. 2a)
Short-circuit stub Zin¼ jZ0 tan gl CW along chart perimeter with region near N

especially useful (l¼ l/4) (see Fig. 2b)
Open-circuit stub Zin¼ � jZ0 cot gl CW along chart perimeter with region near 0

especially useful (l¼ l/4) (see Fig. 2b)
Inductance E¼ IXL; XL¼ joL CW along constant-R circles (see Fig. 2c)
Capacitance E¼ IXC; XC¼1/joC CCW along constant-R circles (see Fig. 2c)
Resistance E¼ IR To right along constant-X arcs toward R¼N
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looks at them plotted on the chart. Likewise, the tuning
effects of discrete elements is also calculable and treated on
the chart. The inductor and capacitor are used especially in
typical equalizer, filter, and matching circuits. The resistor
element, while it can also be treated on the chart, is seldom
used except in cases such as ultrabroadband (i.e., multioc-
tave to decade bandwidth) tuning of electrically short an-
tennas to meet a VSWR specification. The equations for the
discrete elements and the relative motion of their locus on
the chart is given in Table 1, lines 4, 5, and 6. Figure 2c
illustrates the movement on the chart along arcs of con-
stant resistance for some load impedance ZL when a ca-
pacitance or inductance is placed in series.

The Smith chart’s power as a graphical solution method
comes from its versatility to design cascade and parallel
circuits made up of any combination of distributed and
lumped circuit elements defined by the equations given in
Table 1. In addition, algorithmic methods such as the de-
sign of transmission-line impedance transformers can also
be implemented directly on the chart. Design aids such as
a voltage standing-wave ratio (VSWR) goal plotted as a
circle concentric to the center of the chart and other geo-
metric constructs such as forbidden areas and boundary
circles make the design process straightforward. These

design aids as well as the line entries in Table 1 are dis-
cussed in greater detail in subsequent sections.

2. MATHEMATICAL STRUCTURE OF THE CHART

The mathematical basis of the Smith chart is a conformal
bilinear transformation for which all data values ap-
proaching infinitely large values on the {(R, X) or (G, B)}
complex plane map to a single uniquely defined finite
point. In implementing the transformation, the simple,
familiar, straight-lined, rectangular, impedance grid with
resistance (or conductance) on the positive abscissa and
reactance (or susceptance) on both positive and negative
axes of the ordinate map into two families of circles that
intersect orthogonally to one another. This holds true for
charts scaled for impedance or admittance.

The equations that uniquely define the bilateral trans-
formation between complex normalized impedance and
complex reflection coefficient are given as

z¼
1þ k

1� k
and k¼

z� 1

zþ 1
ð1Þ

(b)(a)

(c)

ZL

Zi Z0

Zi

ZL

l/ λ

l/ λ

Zi Z0

l/ λ

ZL= •

ZL= •

l/ λ

l/ λ

l/ λ
Zi Z0 ZL= 0

ZL= 0

(Zi – jXC)

(Zi + jXL)

Zi

Figure 2. (a) Concentric circular movement along the chart interior to a value of input impedance
Zi resulting from addition of a transmission line to a load impedance ZL; (b) concentric circular
chart movement along the chart periphery for the input impedance of a short-circuit (ZL¼0) and
an open-circuit (ZL¼N) stub; (c) movement along circular arcs of constant resistance for addition
of a capacitance (downward) and inductance (upward) to a load impedance ZL.
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where z represents normalized impedance (Z/Z0), k is the
complex reflection coefficient at the point where z is mea-
sured, and Z0 is the reference or normalizing value of im-
pedance.

The generality of the underlying bilinear transforma-
tion is seen by plotting normalized impedance values (or
analogously admittance values) on the right half of a Car-
tesian coordinate plane and evaluating the paired Eq. (1)
for reflection coefficient loci that have constant values of
magnitude with varying modulus as well as constant mod-
ulus (angle) values with varying magnitudes. Figure 3a
illustrates normalized impedance plotted in a Cartesian
frame, with the dashed lines indicating constant-resis-
tance and constant-reactance values (hereafter referred to
as constant-R and constant-X, respectively). Figure 3b

uses the same frame to depict loci of constant-k values
as solid-lined full circles, and it uses loci of constant phase
angle values for variable-k magnitudes as solid-lined par-
tial circles. The constant angle value loci all intersect at
the single point z¼ (1þ j0) for which k¼ (0þ j0).

Alternately, one can plot the complex reflection coeffi-
cient [k¼K exp(jf)] in two-dimensional cylindrical (i.e.,
polar) coordinates as shown in Fig. 4a, with k¼ (0þ j0)
located at the center and cylindrical angle representing
the reflection coefficient angle f. Then the transformation
to complex normalized impedance using Eq. (1) results in
loci for constant-R and constant-X values that are again
full circles and partial circles, respectively, as illustrated
in Fig. 4b. These circles and circular arcs have progres-
sively offset centers located along the orthogonal axes de-
fined by the horizontal line at x¼ 0 and the vertical line
tangent to the outer circle at the right side point. Figure 4
illustrates the orthogonality features in both domains of
(a) reflection coefficient and (b) normalized impedance.
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Figure 3. (a) Plots of normalized constant R and constant X on a
Cartesian frame; (b) loci of constant-k (full circles) and constant-f
angle (circular arcs).
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Figure 4. (a) Two-dimensional cylindrical coordinate plot of loci
of constant reflection coefficient magnitude and constant reflec-
tion coefficient angle; (b) loci of constant-R circles and constant-X
circular arcs scaled to fit on the reflection coefficient loci plot of
part (a).
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The latter grid of circle and circular arcs represent exactly
the chart solution method first proposed by Smith to the
radio engineering community.

The radii and centers of the constant-R circles and con-
stant-X circular arcs of Fig. 4b are derived relative to the
center of the cylindrical coordinate plot of complex reflec-
tion coefficient. The radii are given by Eq. (2), where the
value of either r or x is held constant. The geometric lo-
cations of the centers of the constant-R circles are given by
Eq. (3), and the positions of the centers of the constant-X
circular arcs are given by Eq. (4)

rk¼
½ðr2 � 1þ x2Þ

2
þ 4x2�1=2

ðrþ 1Þ2þ x2
ð2Þ

ðkx
R;k

y
RÞ¼

r

rþ 1
; 0

� �
ð3Þ

ðkx
X ; k

y
X Þ¼ 1;

1

x

� �
ð4Þ

where the subscripts R and X denote constant-R circles
and constant-X arcs, respectively, and the superscripts x
and y denote the directional components.

3. NORMALIZATION OF THE CHART

For commonality and other reasons, it is useful to deal
with normalized rather than unnormalized charts. Both
full-size and enlarged central area charts are normalized
by dividing values of resistance (R) and reactance (7X) by
the real reference value (Z0). This scaling results in all
real axis values to the left of the centerpoint having values
between 0 and 1, and all real axis values to the right of the
centerpoint represent values between 1 and infinity.
Charts that plot admittance values are analogously nor-
malized using the reference value Y0¼1/Z0. The usage of
normalized impedance values on the Smith chart grid fa-
cilitates the computation of reflection coefficient, VSWR,
and return loss from the chart. Design examples given in
subsequent sections for transmission-line problems illus-
trate the advantage of using normalized values for chart-
based computation.

4. GRID-BASED FEATURES OF THE SMITH CHART

A number of useful design features result from the final
form of the chart grid as derived by Smith. In addition to
the interrelation of VSWR, return loss, and reflection co-
efficient, one is also able to read length (1/l) along a trans-
mission-line segment from the rim of the chart and use
boundary circles as a design aid. These features are re-
viewed below, but the reader is referred to Smith’s seminal
text [7] for added detail on these and other features. This
reference also contains an exhaustive bibliography on
publications related to the Smith chart through 1969.

4.1. VSWR Circles

The relationship between VSWR and reflection coefficient
is given by Eq. (5), where K is the magnitude of the com-
plex reflection coefficient written as k¼K exp(jf):

VSWR¼
1þK

1�K
ð5Þ

On the Smith chart, loci of constant VSWR are concentric
circles with all centers located at K¼ 0, and radii are
nonuniformly distributed between unity and infinity for
values of K ranging from 0 to 1.

4.2. Chart Perimeter as Transmission-Line Length

The classical transmission-line equation (see Table 1, line
1) clearly illustrates that impedance, and hence VSWR,
varies in a repetitive fashion every half-wavelength in
distance along a lossless line. On the Smith chart this is
equivalent to repeated values for reflection coefficients
with every complete rotation around the chart relative
to the center of the chart. The entire perimeter of the
Smith chart calibrates uniformly as a 7 quarter-wave-
length distance relative to a reference location. Clockwise
rotation around the chart’s periphery is equivalent to
moving along the line in a direction toward the source
(generator), and counterclockwise rotation around the
chart is equivalent to moving toward the load.

4.3. Impedance and Admittance Locus Movement
for Discrete Circuit Elements

Electronic circuit impedance matching is easily performed
utilizing the Smith chart. Typically one desires to use only
lossless components to accomplish a match. The addition
of a discrete circuit element such as a capacitance or an
inductance in a matching circuit has a well-defined effect
on moving the locus of a load impedance vector on the
chart grid. The four key discrete circuit elements com-
monly used in circuit matching are given as follows along
with their effects on motion of an impedance locus (for se-
ries elements) or an admittance locus (for shunt ele-
ments):

* Series inductance rotates an impedance locus CW on
a constant-R circle

* Series capacitance rotates an impedance locus CCW
on a constant-R circle

* Shunt inductance rotates an admittance locus CCW
on a constant-G circle

* Shunt capacitance rotates an admittance locus CW
on a constant-G circle

Here CW and CCW denote clockwise and counterclockwise
motion, respectively, on the specified circles.

4.4. Boundary Circles

The chart-centered circle for a finite value of VSWR leads
directly to the useful design construct known as boundary
circles, which serve as a visual aid to determine the correct
value of a circuit element that will provide the proper
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amount of rotation of an impedance or admittance locus
for acceptable matching (i.e., that meets the VSWR re-
quirement).

For a specified VSWR there are two related pairs of
boundary circles. Each pair consists of two circles that are
centered on the x¼ 0 line and are doubly tangent to both
the VSWR circle and the periphery of the chart, where the
magnitude of the reflection coefficient is unity. Figure 5
shows the combination of a VSWR¼1.25 circle along with
its associated pair of boundary circles. Knowing the direc-
tions of rotation for an impedance or admittance locus
caused by the addition of series or shunt elements, respec-
tively, one immediately determines that impedance values
over a very large portion of the chart—namely, the interior
portions of both small boundary circles, as well as the up-
per and lower exclusion areas outside both of the larger
boundary circles—cannot be matched to within a specified
value of VSWR with a single matching element.

5. OTHER IMPORTANT OPERATIONS EXECUTABLE ON
THE SMITH CHART

5.1. Two-Element Matching over the Entire Chart

In contrast to the case just shown where impedance values
over much of the chart area cannot be matched with a
single element, it can be shown that all single-frequency
impedance values anywhere on the chart exclusive of the
outer rim circle (r¼ 0) can always be perfectly matched to
a value of r¼ (1þ j0) by use of a two-element circuit.
Smith [8] and a current software chart implementation
[9] provide overlay diagrams of the eight possible ell-type
circuits (four L-C, two L-L, and two C-C), each with its
associated allowed area and supplementary forbidden
area on the Smith chart. (The same diagrams are also il-
lustrated in Ref. 10, p. 40.) Any point within an allowed
area can always be perfectly matched using the associated
ell circuit.

5.2. Transmission-Line Transformers

Frequently the design of an impedance-matching circuit
must be implemented using distributed parameter ele-

ments such as transmission lines. Somlo [11] has shown
how a single-frequency design for a transmission-line
transformer is graphically implemented using a Smith
chart. Narrow-bandwidth-matching designs are also
achievable using the same method. The Somlo technique
is implemented as a utility tool in the software implemen-
tations of Refs. 9 and 12.

The ability to graphically analyze the matching effects
of a variety of transmission-line circuit elements (e.g.,
open- or short-circuit stubs as well as transmission-line
sections and impedance transformers in both series and
shunt configurations) gives the Smith chart more versa-
tility than do software synthesis tools, which are typically
unable to treat a full array of transmission-line elements.

6. EXAMPLE

A circuit-matching design exercise is described here to il-
lustrate the methods used in obtaining a solution on the
Smith chart. To keep the charts visually succinct, each of
the intermediate plotting steps including Z-Y and Y-Z
inversions as well as the effects of individual branch-by-
branch circuit constructions are presented on a set of in-
dividual charts. The traces plotted on the charts use the
convention of ZN or YN for the driving point impedance or
admittance when looking toward the load from branch
N. Readers who wish to study a variety of antenna-match-
ing problems executed in step-by-step detail can consult
Ref. 13.

In this problem a device, such as an antenna, has a
highly capacitive input impedance vector as given in Table
2 for the range of 850–925 MHz. The objective is to produce
a matching circuit that meets a VSWR requirement of
2.5:1 over the reduced frequency range of 855–920 MHz
with the restriction that no lumped circuit inductors be
used in the matching circuit.

The bandwidth requirement of about 8.5%, the highly
capacitive values, and the implementation restriction of
no lumped inductors all imply that additional elements
beyond a simple two-element L configuration will be re-
quired to implement a satisfactory matching circuit. The
two solutions derived by use of a software chart method
are described in Table 3, giving all the circuit element pa-
rameter values. The first solution uses transmission lines
and short-circuit stub elements exclusively and is illus-
trated in the set of successive charts in Fig. 6. The second
solution requires fewer elements but includes a capaci-
tance and a short-circuit stub having a low value of Z0 that
is virtually impossible to implement. It is presented in the
second part of Table 3 for purposes of contrast only.

VSWR
circle

Boundary  circles

Figure 5. VSWR circle and its associated boundary circle pairs
for a value VSWR¼1.25.

Table 2. Load Impedance Values for Example Matching
Problem

Frequency (MHz) Load impedance (O)

850 15.0–j250
875 19.0–j227
900 21.5–j192
925 25.0–j180
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The first element in the matching circuit must be either
of the two inductive types: a short-circuit stub or a trans-
mission line of sufficient length to rotate the load imped-
ance trace toward the inductive reactance portion (i.e.,
upper half) of the chart. There is, however, a distinct ob-
servable difference in how the two candidate initial ele-
ments cause the load impedance trace to rotate on the
chart. A series-wired short-circuit stub will move the load
trace CW and upward along constant-R gridlines, causing

the rotated impedance vector to lie closer to the center of
the chart, but extending it over the chart to a greater de-
gree than would be caused by a series transmission line.
Conversely, the series transmission line keeps the rotated
load trace further out toward the chart periphery. A com-
promise for the initial element is to use a short length of
transmission line with high Z0. This has an impedance-
transforming effect in bringing the load trace toward the
center of the chart, but the short length keeps the trace

Table 3. Component Types and Values for the Solutions of Example Problem

Element No. Element Type Parameter Values (v/c¼Group Velocity)

Primary Solutiona

1 Transmission line Z0¼234O, 2.60 cm, v/c¼0.69
2 Shunt short-circuit stub Z0¼10.1O, 4.84 cm, v/c¼0.69
3 Transmission line Z0¼76.22O, 0.70 cm, v/c¼0.69
4 Shunt short-circuit stub Z0¼6.53O, 6.25 cm, v/c¼0.69
Contrasting Solution

1 Transmission line Z0¼100O, 4.91 cm, v/c¼0.69
2 Shunt capacitance 9.4 pF
3 Transmission line Z0¼42.8O, 5.84 cm, v/c¼0.69
4 Shunt short-circuit stub Z0¼3.12O, 5.91 cm, v/c¼0.69

aSee Fig. 6 for associated chart traces.

ZL

Z1

(a)

Y1 Y2

(b)

Z3

Z2

(c)

Y4

Y3

(d)

Figure 6. Solution to the example imped-
ance-matching problem requiring no
lumped-element inductors: (a) ZL trace
and Z1 trace after adding series transmis-
sion-line section; (b) Y1 trace and Y2 trace
after adding shunt short-circuit stub; (c) Z2

trace and Z3 trace after adding series
transmission line section; (d) Y3 trace and
Y4 trace after adding shunt short-circuit
stub.

SMITH CHART 4821



located mostly on the capacitive side of the chart. In this
case the characteristic impedance and length of the trans-
mission-line element are selected to rotate the impedance
locus such that it approximately straddles the lower-left
crescent of the boundary circles associated with the spec-
ified VSWR.

The second element, a shunt position short-circuit stub,
rotates the Y1 trace CCW and downward to position the
ends of the Y2 trace on the inductive susceptance side of
the chart with the trace approximately surrounding the
center of the chart. This begins the process of pulling the
ends of the trace inward toward accomplishing the ulti-
mate goal of collapsing the final trace into a loop config-
uration and positioning it inside the 2.5:1 VSWR circle.

The third element, a length of transmission line, ro-
tates the Z2 trace CW to an approximately vertical orien-
tation with about half of the trace in each of the top and
bottom halves of the chart. With the central portion of the
Z3 locus inside the VSWR circle, the sole purpose of the
fourth and final element will be to complete the process of
collapsing the trace into the needed loop and place it in-
side the VSWR circle.

The fourth element, a shunt-wired short-circuit stub,
adds sufficient compensating susceptance (inductive sus-
ceptance at the low frequencies and capacitive suscep-
tance at the high frequencies) to further close the loop. To
provide the necessary magnitude of compensating suscep-
tance given by Bstub¼ � (cot gl/Z0), the characteristic im-
pedance required for the shunt short-circuit stub element
is a small value. This also keeps the Y4 trace tightly
looped. In practice, this low value of Z0 is typically accom-
plished with four equal-length stubs wired in parallel and
each having a Z0 of about 25O, which is a practical phys-
ical lower limit. Frequency interpolation is used to confirm
that the VSWR specification is met for the frequency
range of 855–920 MHz.

The contrasting solution listed in Table 3 follows much
the same sequence used in the first solution. The primary
difference in the two methods is that use of a capacitance
for the second element places its associated Y2 trace in a
more vertical orientation with the extremes of the trace
spread further out from the VSWR circle. That causes the
value of characteristic impedance for the short-circuit stub
used for the fourth element to be much lower than that for
the first solution method, where more of the admittance
locus for the third element is already within the VSWR
circle. This second solution is clearly not a physically re-
alizable situation. Hence, the associated chart traces are
not shown.

7. REVITALIZATION OF THE SMITH CHART IN SOFTWARE

The original printed paper versions of the Smith chart
were primarily used in industrial research and World War
II development efforts through the 1940s. For the follow-
ing three decades, these paper charts became a mainstay
tool in every transmission-line course in academia as well
as a broad-based industry design tool. Beginning about
1980 with the onset of a variety of numerical design tools
such as the real-frequency method pioneered by Yarman

and Carlin [14] and implemented in commercial software
[15], the paper version of the Smith chart fell into relative
disuse. However, beginning about 1990, a number of soft-
ware tools [9,10,12,16,17] became available that imple-
mented the core operations of the Smith chart on a
computer screen.

These software implementations of the Smith chart al-
leviated most or all of the key difficulties encountered with
manual use of the paper charts. These advantages include
(1) elimination of math errors since the software internal-
ly performs all the background calculations of branch im-
pedance or admittance values including normalization, (2)
elimination of errors due to using an incorrect rotation
direction on the chart, (3) elimination of interpolation er-
rors when plotting data onto or reading value off of the
chart, (4) requiring the user to select a proper value of
group velocity for a transmission line (v/co1), (5) having
the software internally perform spline calculations to plot
smoothly contouring line vectors on the chart, (6) the dra-
matic speed improvement factor over hand-drawn Smith
charts, and (7) toggled screen presentation of VSWR and
boundary circles as convenient design aids. In addition, an
attractive feature of the software versions is their ability
to plot the finished work in excellent detail on a preprinted
paper Smith chart form for delivery or publication pur-
poses.

With the availability of software-based Smith chart
programs, the professional circuit designer, student, and
researcher can take full advantage of the clarity and sim-
plicity of graphical methods with a minimum investment
of labor and time to obtain the needed solution. More im-
portant, one gains the value of personal insight into the
process of design of a matching circuit when using this
graphical method.

The value of the Smith chart as a potent graphical de-
sign tool was well stated by Carlin [18] at a 1983 IEEE
MTT/S professional workshop on broadband matching:
‘‘So far the ‘best’ transfer functions analytic theory has
to offer are based on Chebyshev polynomials and almost
invariably these yield matching structures which can be
surpassed in performance by significantly simpler equal-
izers. In effect the old-fashioned procedure of ‘playing
around’ on the Smith chart may produce better results
than sophisticated theory.’’

As software-based Smith chart tools evolve to include
additional capabilities such as built-in circuit optimization
functions and IEEE 488 interfaces to port measured im-
pedance data from network analyzers, it is expected that
they will enjoy continued future usage by a variety of
technical practitioners and students.
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Spaceborne remote sensing instruments allow the acqui-
sition of global and synoptic information for Earth science
investigations. In particular, active microwave observa-
tions have the added advantage of providing diurnal mea-
surements and are relatively uncontaminated by the
intervening atmosphere. Here, we review three different
applications of active microwave remote sensing that have
contributed geophysical measurements on a scale and ac-
curacy that surpass what could be accomplished with air-
borne or in situ observations. These are synthetic aperture
radar interferometry, scatterometry, and altimetry. For
each of these areas, we describe the measurement princi-

ple, the current technology, the applications, and give a
brief look into the future.

1. SPACEBORNE IMAGING RADAR INTERFEROMETRY

1.1. Background

Radar interferometry is a technique for combining coher-
ent radar images recorded by antennas at different loca-
tions or at different times to form interferograms that
permit the detection of small differences in range, to better
than the wavelength (l) of the signal, between the two
points of observation. The measurements are extremely
useful for construction of high-resolution topographic
maps and surface change maps. The observational geom-
etry of across-track interferometry is depicted in Fig. 1.
For a given set of repeat-pass observations, from the ith
and jth epochs, with baseline Bij and look angle y, the in-
terferometric phase difference at each sample is

Dfij¼ ð4p=lÞBij sinðy� aijÞþ ð4p=lÞDrij

¼ftopographyþfdisplacement

ð1Þ

where a is the tilt of the baseline with respect to the
horizontal. The difference in the slant range pathlength
|ri—rj| is approximated by B � r. The first term ftopography

contains phase contributions from the topography of the
Earth surface relative to the interferometric baseline. The
sensitivity of the measurements to surface relief is directly
proportional to the length of the baseline. If the scatterers
are displaced by Drij in the range direction between the
two observations, then the observed phase will include a
second contribution of (4p/l)Drij due to this displacement.
This additional term fdisplacement is independent of the
spatial baseline. When the ith and jth observations are
acquired at the same time (single-pass interferometry),
only the first term is relevant. If the ith and jth observa-
tions are separated by a time interval, it is generally re-
ferred to as repeat-pass interferometry. In the case where
more than one observation is available, it is known as
multiple-pass interferometry. The reader is
referred to the following articles for a more detailed
description of the principles of imaging radar inter-
ferometry [1–4].

B

B

Baseline     B
Look angle
Tilt

θ

θ

φ φφ
θ

α

α

δ

α

r + 
r

I

BII

z

y

Repeat pass interferometry

Note: line-of-sight displacement

disp

dispφ      = 2k v ⋅r  T
φ      = 2kB sin  (   –   )

=
topography

topography

+

Figure 1. Radar interferometry—imaging geometry.
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Here, we consider the more important practical limita-
tions to the solution of Eq. (1) that affect the accuracies of
the derived topography or motion field: phase unwrap-
ping; baseline length/orientation; and phase noise. A dig-
ital interferogram is the product of two coregistered
complex images Ii and I	j (* is the complex conjugate).
The measured phases are modulo-2p of the absolute phase
Dfij in Eq. (1). In order to create relative measurements,
this phase field needs to be unwrapped to remove the 2p
ambiguity. This is a difficult task, especially if the phase
noise (introduced by the radar system) is high or if the
phase field has high spatial frequency [2]. The unwrapped
phase differs from the absolute interferometric phase Dfij

by an integer number of cycles for the entire phase field.
Assuming fdisplacement¼ 0 in the following discussion, a
simple method to determine this constant would be to find
one target in the interferogram with known position rel-
ative to the interferometer. Other methods for estimating
absolute phase have been proposed and are used in differ-
ent types of processing. Another significant error source
results from errors in knowledge of the baseline length
and orientation. It is impossible to separate an error in the
baseline angle knowledge from a slope in the surface to-
pography. Hence, the sensitivity of interferometer to sur-
face relief is a function of baseline length and orientation.
Extremely precise knowledge of the baseline geometry
and length is required if absolute height estimates are
needed. Phase noise results from various factors including
thermal noise, sampling and processing artifacts, and the
correlation of individual radar echoes before they are com-
bined to form the interferogram. Uncertainties in baseline
orientation cause slowly varying error whereas phase
noise (expected to be random) describes the statistical
variability of elevation estimates at each sample.

If an interferogram contains a mixture of topography
and motion components in the observed phase, additional
information is required to separate the two measure-
ments. Much of it depends on the nature and magnitude
of the motion field. For example, if a digital elevation
model (DEM) of the region of interest is available, then the
topographic phase could be removed. On the other hand,
multiple interferograms could be used to estimate the two
parameters. Some examples in the following sections il-
lustrate several interesting uses of spaceborne interfero-
metric datasets.

1.2. Evolution of the Technology

Imaging radar interferometry involves a mix of radar
technology and data/signal processing techniques. Simi-
lar to most application technologies, the rate of develop-
ment was limited by available datasets for
experimentation and verification. Graham [5] of Goodyear
Aerospace Corporation first demonstrated the feasibility
of operating an airborne imaging radar system in the in-
terferometric mode to generate elevation maps using op-
tically processed data. Their interferometer consists of two
antennas mounted one above the other on a side-looking
moving gimbal. Subsequently, Zebker and Goldstein [1] at
the Jet Propulsion Laboratory (JPL) refined these tech-
niques using digitally processed complex data from a side-

looking synthetic aperture radar mounted on the NASA
CV990 aircraft. Gray and Ferris-Manning [6] of the Can-
ada Center for Remote Sensing (CCRS) also reported the
results of a repeat-track implementation. The single-pass
airborne systems of JPL and CCRS have generated exten-
sive datasets for a number of years. Since then, there have
been a growing number of interferometric systems devel-
oped for high-resolution topographic mapping and for
studies in geology, glaciology, hydrology, and forestry.
The current JPL TOPSAR system has two interferome-
ters, both flush-mounted to the fuselage of the DC-8 air-
craft and operating at L and C bands. The CCRS system
uses the C-band channel of radar on the Convair CV-580
aircraft. Other airborne interferometers were developed
by the following organizations: Environmental Research
Institute of Michigan [7]; Norden Systems; and United
Technologies. The Technical University of Denmark and
Dornier of Germany both have operational airborne inter-
ferometers.

Researchers at JPL first demonstrated that interfero-
metric procedures could be applied to satellite SAR data
acquired on separate SEASAT passes [2,3]. Differential
interferometry (using multiple interferograms) was used
by Gabriel et al. [8] for detection of subcentimeter surface
displacements over a large area. The SEASAT satellite,
launched in 1978, provided a key source of satellite data
for interferometric studies until the launch of the Euro-
pean Remote Sensing Satellite (ERS-1) in July 1991. The
SEASAT SAR was operated at L band (25 cm wavelength)
and the ERS-1 SAR was operated at C band. Both provid-
ed temporal baselines close to 3 days, but the longer wave-
length of SEASAT makes that data less prone to temporal
decorrelation. At shorter wavelengths, the data are more
prone to temporal decorrelation, due to their sensitivity to
small-scale changes in the scattering characteristics of the
natural medium. The Japanese J-ERS1 radar, launched in
1992, has an L-band SAR, which also provided repeat-pass
interferometric datasets. The repeat period of 44 days,
however, was rather long for certain applications. Numer-
ous Earth science studies have been carried out using
these datasets.

The Spaceborne Imaging Radar (SIR-C/X-SAR) mis-
sions (both approximately 10 days) were flown in April
and October 1994 and tested the technology of repeat-pass
radar interferometry for topographic mapping of Earth
and for detection of surface change. The multifrequency
radars mounted in the shuttle bay were operated at L, C,
and X bands. The L- and C-band radars had vertical and
horizontal transmit and receive capabilities for collecting
multipolarization observations. These radar datasets al-
lowed an assessment of the relative merits of repeat-pass
interferometers for mapping the Earth surface.

During late 1995 and early 1996, the ERS-1 and ERS-2
(launched in 1995) SARs were flown in tandem to collect a
near-global dataset suitable for repeat-pass interferomet-
ric analysis. The orbits were maintained such that the re-
peat tracks of the two radars were separated by one day,
thus providing 1-day intervals between data acquired for
interferometry. Subsequently, ERS-1 was decommissioned
as an operational sensor. Late in 1995, the Canadian RA-
DARSAT (another C-band SAR with 24-day repeat) was
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launched but the orbits were not routinely adjusted to the
baseline tolerances required for interferometry. However,
it still provided subsets of data suitable for interferometric
studies.

These satellite systems have collected significant vol-
umes of repeat-pass datasets. The use of these data for
Earth science investigations has grown considerably.

1.3. Applications in Earth Science

We provide examples of three Earth science areas where
the use of radar interferometry has blossomed: topograph-
ic mapping; measurement of glacial ice motion; and mon-
itoring of earthquakes. The most direct application of
radar interferometry is topographic mapping. Accurate
DEMs are required by a number of Earth science disci-
plines, including hydrology, ecology, glaciology, geomor-
phology, and atmospheric circulation [9]. For example, the
JPL/NASA TOPSAR system exhibits errors of about 1 m
rms in flatter regions and 3 m in mountainous areas. By
comparison, the standard United States Geological Sur-
vey (USGS) product generally available has a 30 m posting
and a level of accuracy of approximately 7 m. The achiev-
able accuracy is better than standard U.S. maps. For parts
of the world that are relatively poorly mapped, topograph-
ic mapping using radar interferometry is an alternative to
traditional photogrammetric surveys. This is especially
attractive in regions where the cloud cover precludes the
use of visible sensors.

Goldstein et al. [10] produced the first map of ice mo-
tion over the Rutford Ice Stream in Antarctica. In their
demonstration, they used an image pair with very small
baseline (B4 m) to avoid contamination due to surface re-
lief. The sensitivity to line-of-sight motion is better than
1 m/year, and comparison of derived measurement with
ground-based observations showed good agreement. Sub-
sequently, Joughin et al. [11] and Rignot et al. [12] both
demonstrated the observability of ice motion on the
Greenland Ice Sheet after the removal of the topograph-
ic component of the signal. Kwok and Fahnestock [13]
used a sequence of interferograms to separate the motion
and topographic components of the measured interfero-
metric phase with the assumption that the motion is con-
stant over the observation period. Other studies have
progressed further in the use of interferometric observa-
tions to produce maps of grounding lines and multiple

observations to derive three-dimensional velocities. As an
illustration, Fig. 2 shows a map of the motion field of the
Ross Ice Shelf in Antarctica just east of Roosevelt Island;
the topographic component of the phase was removed.
Flow patterns east of Roosevelt Island are explained by
the flow of ice through the channel bounded by the Shirase
Coast (400–500 m/year). The situation is more complicated
west of Roosevelt Island, where large rifts extend away
from the Bay of Whales and slice through the ice shelf.
Eventually, these large blocks of ice will separate (an
event known as calving) from the shelf ice and flow off
as icebergs. Observations such as this have given glacio-
logical investigators an unprecedented view of the velocity
fields of the various regimes of glacial ice flow. By analyz-
ing only a few synthetic aperture radar (SAR) images,
these interferometric procedures can provide dense fields
of observation that otherwise would require many years of
extremely expensive fieldwork to compile.

The mapping of coseismic displacement of earthquakes
was demonstrated by Massonnet et al. [14,15] and Zebker
et al. [16]. Massonnet et al. [14] used two images (before
and after an earthquake) and removed the topographic
component using a simulated topographic phase field gen-
erated using an available DEM. Zebker et al. [16] used
three complex SAR images: one before and two after the
main Landers earthquake in June 1992. The topographic
phase is removed by differencing two interferograms—one
with surface motion and one without. Again, these tech-
niques have been used routinely to monitor the effects of
earthquakes in the past several years. Figure 3 shows a
map of ground motion in the aftermath of an earthquake.
This figure of the area around Kobe, Japan was created by
combining two JERS-1 synthetic aperture radar images
acquired 2.5 years apart to form an interferogram, which
contains a record of the topography of the surface and the
change in topography between the imaging times. Because
the JERS-1 satellite imaged the area from nearly the same
path on orbit (baseline¼ 0 m at the top of the scene and
about 100 m at the bottom of the scene), there is very little
sensitivity in the interferogram to the topography; the
steep mountains north of the city of Kobe cannot be seen
in the signature of the interferogram. However, the sur-
face changed dramatically over the 2.5 years because the
magnitude 7 Kobe earthquake occurred between imaging
times. Most of the gray level variations on Awaji island
and in the city of Kobe are the signature of strong

Figure 2. Ice motion of the Ross Ice Shelf, Antarc-
tica near Roosevelt Island. This ERS tandem phase
data was recorded at the U.S. McMurdo Reception
Facility in Antarctica in January 1996.
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displacement of the surface due to the earthquake. The
distance that the ground moved is depicted as gray level
contours, with 11.75 cm of distance shown as one cycle of
color variation. It can be seen that the ground moved by
greater than 1 m from before to after the earthquake. Very
noisy signals along the port areas east of Kobe indicate
massive surface disruption from liquefaction of the sur-
face and collapse of structures.

1.4. Future Perspectives

Radar interferometry is rapidly maturing into a routine
tool for providing important measurements for supporting
Earth science investigations and other applications. There
are a number of spaceborne radar systems on the horizon
designed to provide interferometric observations as one of
their primary missions.

In 1999, the Shuttle Radar Topography Mission
(SRTM) was launched with the purpose of producing the
most accurate and complete topographic map of the Earth
surface. The SRTM mission is a joint project of the De-
partment of Defence’s National Imagery and Mapping
Agency (NIMA), NASA, and the German and Italian
Space Agencies. SRTM planned to build on the technolo-
gy of the earlier SIR-C/X-SAR missions that were flown in

1994. The objective of the 1999 mission was to collect el-
evation measurements of nearly 80% of Earth’s land sur-
face. These observations were to be assembled into DEMs.
These DEMs had a planimetric resolution of 30 m and a
relative height accuracy of 10 m. Maps of this accuracy can
be used for a large number of scientific, civilian, and mil-
itary applications. The SRTM interferometer will operate
at two frequencies (C and X bands). The interferometer
had a baseline of approximately 60 m. A set of antennas
were mounted in the bay of the shuttle, and another set
were mounted at the end of a boom deployed from the
shuttle bay after orbit insertion. The interferograms were
obtained from complex SAR data collected from the two
sets of antennas. In this case, we will have a C-band and
X-band interferograms were provided for most of the
Earth surface. The entire dataset was acquired in an 11-
day mission. The bulk of the data processing to convert the
radar signal data to DEMs took more than a year.

The European Space Agency (ESA) launched ENVISAT
in late 1998 as a follow-up to the ERS satellites, and the
Canadian Space Agency (CSA) launched RADARSAT II in
1999. The proposed NASA LightSAR was an imaging sat-
ellite that would use advanced technologies to reduce the
cost and enhance the quality of images taken with SAR
technology. All these spaceborne missions had an interfe-
rometry component. The data from these missions have
provided quantitative measurements at an unprecedented
spatial and temporal scale into the present century.

2. SPACEBORNE SCATTEROMETRY: OCEAN WINDS

2.1. Background

Wind scatterometers are radars specifically designed to
measure wind velocities over the oceans. During the early
1960s, an aircraft radar measurement program conducted
by the Naval Research Laboratory indicated that ocean
radar clutter was dependent on windspeed and sea state
[17,18]. Thereafter, NASA sponsored the development of
airborne radars with extensive field programs to help in-
terpret scatterometer measurements in terms of oceanic
parameters. In 1966, Moore and Pierson [19] proposed a
spaceborne scatterometer on a polar-orbiting satellite to
obtain ocean surface wind measurements. During the
1970s, NASA sponsored improved aircraft (AAFE RAD-
SCAT) and Skylab-193 scatterometer programs [20,21]
that paved the way for a full-blown demonstration of a
spaceborne sensor: the SASS experiment.

On June 28, 1978, SASS was launched on SEASAT to
provide global measurements of ocean surface wind vec-
tors [22,23]. Although SEASAT operated only for three
months, SASS demonstrated the feasibility of ocean wind
measurements from space. The scientific results can be
found in the special issue of Journal of Geophysical Re-
search [88(C3) (Feb. 28, 1983)].

Following the SASS experiment, the ERS series of sat-
ellites with onboard C-band microwave scatterometers
[24] have provided surface wind measurements since
1991. The NASA Scatterometer (NSCAT) aboard the Jap-
anese Advanced Earth Observation Satellite (ADEOS)
was launched on August 17, 1996. Although ADEOS-1

Figure 3. Image showing surface displacement due to the mag-
nitude 7 earthquake in Kobe, Japan derived from JERS-1 data.
(Courtesy of Dr. P. Rosen, Jet Propulsion Laboratory, California
Institute of Technology.)
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ceased operation after June 1997, due to the solar paddle
failure, NSCAT has been found to have had a significant
impact on numerical weather forecasting, storm monitor-
ing, and many other scientific applications. This prompted
NASA to decide to launch a copy of the Sea Winds Scat-
terometer in early 1999 to fill in the data gap between the
NSCAT and ADEOS-2/SeaWinds missions. Subsequent
NASA and ESA satellite scaterometers were planned to
extend the time series of satellite wind products to the
twenty-first century.

2.2. Measurement Principle

Scatterometers measure ocean surface winds based on the
dependence of radar backscatter (s0) on ocean surface
roughness, which is a function of surface wind velocity.
Here, s0 is defined as the normalized radar cross section of
the sea surface. Wind-roughened surfaces in the form of
gravity and capillary waves, breaking waves and foam,
are due to the balance of wind input and dissipative pro-
cesses. Changes in wind velocity cause changes in the
roughness of these surface waves. Directional response of
the ocean surface to wind forcing makes the profiles of
gravity and capillary waves rougher in the along-wind di-
rection than those across. Additionally, the nonlinear in-
teraction of long and short ocean waves makes the short
ocean waves rougher on the leeward faces of the long
waves than on the windward faces [26,27]. These surface
waves interact with radar waves, and the strength of the
returned echoes is modulated by the windspeed and
direction.

The typical dependence of microwave ocean backscat-
ter on surface wind velocities is illustrated in Fig. 4. As
shown, s0 is a monotonically increasing function of wind-
speed at incidence angles above 201, and has a few decibels
(dB) of variation over azimuth angles. s0 is larger in the
upwind direction than in the crosswind direction (upwind-
crosswind asymmetry), and there is a small difference be-
tween upwind and downwind observations (upwind-down-
wind asymmetry). These asymmetries are caused by the
preferential directional features of surface waves de-
scribed in the foregoing. At small incidence angles
(o101), the backscatter signal is dominated by the spec-
ular reflection by the surface, usually referred to as geo-
metric optics scattering. Because the short ocean
waves reduce the specular reflectivity of the surface, s0

has a negative wind speed sensitivity at near normal
incidence angles. However, geometric optics scattering is
insensitive to wave direction at less than 151 incidence
angles. Hence, microwave scatterometers typically oper-
ate at above 201 incidence for near-surface wind velocity
measurements.

To facilitate the retrieval of surface wind velocities
from radar measurements, a geophysical model function
(GMF) relating the microwave ocean backscatter to the
surface wind velocity is required. In principle, if there is
an accurate mathematical representation of ocean surface
waves and an accurate scattering theory accounting for
the interaction of electromagnetic waves with ocean sur-
faces, the relationship of s0 and ocean surface parameters
can be established for any observation angles and fre-

quencies. However, present hydrodynamic and electro-
magnetic theories are not yet mature enough to produce
an accurate geophysical model function for operational
considerations. An alternative approach for deriving the
scatterometer GMF is to empirically correlate the radar
measurements with in situ data. A variety of input winds,
including numerical weather model winds and buoys,
have been considered for the development of such an em-
pirical function [28–30]. For example, the C-band geophys-
ical model function [30] developed for the European Space
Agency (ESA) is based on the colocated European Centre
for Medium-Range Weather Forecasts (ECMWF) analysis
field and ERS-1 scatterometer measurements. A similar
approach using the National Center for Environmental
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Figure 4. The dependence of microwave ocean backscatter on
surface wind velocities at Ku band derived from NSCAT-1
geophysical model function. 01, 901, and 1801 azimuth angles
correspond to upwind, crosswind, and downwind. Incidence angle
is the angle between the direction of surface normal and the radar
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Prediction (NCEP) and ECMWF winds together with the
Special Sensor Microwave/Imager windspeed products
was employed to derive the first version of NSCAT mod-
el function (see Fig. 4).

Since s0 depends on both windspeed and direction, a
single s0 measurement is inadequate for the retrieval of
both variables (see Fig. 4). To retrieve the wind vector,
multiple s0 measurements are made at several different
azimuthal angles. Figure 5 depicts the measurement ge-
ometries of SASS, ERS, NSCAT, and SeaWinds scattero-
meters. SASS collected s0 measurements at two azimuth
angles separated by 901, and there are up to four possible
wind directions for the SASS measurement geometry. To
reduce the number of wind direction solutions (ambigui-
ties), ERS scatterometers and NSCAT added one antenna
beam to the SASS antenna geometry. Without measure-
ment noise, ERS scatterometers and NSCAT measure-
ments allow unique determination of the correct wind
direction. However, the upwind and downwind asymme-
try of ocean s0 are not significant, and, the correct wind
direction (closest to the true) and the one in the opposite
direction are often confused by noise. Hence, the ambigu-
ity selection skill, which is defined as the probability that
the correct wind direction solution is selected, is a very
important parameter for scatterometer performance.

The scatterometer wind accuracy is limited by the ac-
curacies of radar measurements and geophysical model
functions. The sources of radar measurement errors result
from uncertainties in instrument calibration, background
and instrument thermal noise, radar integration time–
bandwidth product, and propagation loss through the at-
mosphere. Instrument calibration errors typically appear

as biases and may drift as a function of time. Thermal
noise and limited time–bandwidth product uncertainties
are expected to be random and are important at low winds
because of low signal-to-noise ratio. Atmospheric loss is
expected to be smaller for ERS scatterometers operating
at C band (5.3 GHz) than NSCAT operating at Ku band
(13.995 GHz), but will introduce biases in the retrieved
windspeed if left uncorrected. In particular, the error
caused by atmospheric loss can be significant at high
winds typically associated with thick cloud cover and
rain. The other major error source for wind retrieval is
the uncertainty of the geophysical model function, which
may be influenced by many other geophysical parameters
besides the winds, such as wave height and sea and air
temperatures.

2.3. Current Technology

The NSCAT is a follow-on instrument to SASS. It operates
at Ku band and employs antenna fan beams and Doppler
filtering to determine the cell resolution. However, based
on the study of SASS data, significant improvements have
been made to address NASA science requirements. These
include the addition of a third antenna beam for each side
of the swath and an onboard digital Doppler processor to
replace the analog filtering employed by SASS. The de-
tailed design and implementation of each of these subsys-
tems are described in Ref. 31.

The NSCAT antenna subsystem consists of two sets of
three antenna fan beams. All NSCAT antenna beams are
dual-polarized. The midbeam can transmit and receive
vertical and horizontal polarizations, but NSCAT was

SASS NSCAT

13.995 GHz

V, V-H, V

Variable Doppler

25/50 km

77/97%

8/96 - 6/97

SeaWinds

13.402 GHz

V, H

Spot

20/25 km

93/100%

11/98 - 11/00 +, 8/00 - 8/03

ERS-1/2 

5.3 GHz

V only

Range gate

25/50 km 

41%

91 + 

Daily / 2-day coverage

Dates

Swath

Beam resolution

Resolution

Polarization

Scan pattern

Frequency 14.6 GHz

V-H, V-H

Fixed Doppler

50/100 km

Variable

6/78 - 10/78

Figure 5. Measurement geometries of SASS, ERS scatterometers, NSCAT, and SeaWinds.
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designed to excite only the vertical polarization ports of
fore and aft antenna beams. The baseline operation scans
sequentially through these eight antenna ports in 3.746 s,
leading to a sampling resolution of 25 km along the track.
The scanning sequence is determined by a beam sequence
table containing 8 beam numbers stored in the on-board
computer. The addition of a third antenna beam to the
SASS design is to improve the ambiguity selection skill of
NSCAT. The results of postlaunch NSCAT calibration and
validation studies have suggested that NSCAT multiple
antenna measurements without additional meteorological
information allow the selection of the closest solution more
than 90% of the time, representing a significant improve-
ment over SASS.

Another improvement of NSCAT over SASS is the use
of onboard digital Doppler filtering. Due to the relative
motion of spacecraft and Earth surfaces, the Doppler shift
of the return echos varies across the swath. The onboard
DSS divides the swath into 25 cells based on the Doppler
shift. The Doppler center and bandwidth of each of these
cells are adjusted as a function of spacecraft orbit location
to maintain the swath location and across-track cell res-
olution. A table containing the constants necessary for the
calculation of Doppler frequencies on orbit is called the
‘‘binning table’’ and is used by the NSCAT on-board com-
puter for real-time calculations. Because the binning and
beam sequence tables can be updated and uploadable to
the satellite, the along- and across-track resolutions of
each NSCAT cell are adjustable. For example, NSCAT has
been configured to operate at 6.25 and 12.5 km measure-
ment resolutions for about 2 days during the first three
months of operation. The resulting high-resolution data
have enabled the observations of the significant effects of
land surface topography on coastal ocean winds.

SeaWinds is the follow-on to NSCAT. SeaWinds also
operates at Ku band. The SeaWinds system represents a
major design change of NASA scatterometers. Instead of
using the fan beam design, SeaWinds uses a conically
scanning reflector. This is due to the limited space avail-
able on ADEOS-2, which does not provide a clear field of
view for NSCAT-like fan beam antennas with broad ele-
vation antenna beam patterns. As mentioned earlier, the
first copy of SeaWinds Scatterometer went on a U.S. sat-
ellite in early 1999. The second copy of SeaWinds will be
aboard ADEOS-2 as planned for a year 2000 launch.

The SeaWinds reflector is illuminated by two offset an-
tenna feedhorns, resulting in two spot beams illuminating
the Earth surface at 461 and 541 incidence angles. The
outer beam operates at vertical polarization, and the inner
beam operates at horizontal polarization. Because the
horizontally polarized ocean backscatter has a larger up-
wind–downwind asymmetry than in the vertically polar-
ized response, the mixed polarization combination was
determined to have a better ambiguity selection skill than
the other combinations. The antenna reflector is mounted
on a spinning assembly with a nominal rotation rate of
18 rpm. The antenna footprints produced by these two an-
tenna beams will trace out two circles on the surface, en-
abling two to four azimuth radar observations for a given
spot on the surface. The relative azimuth angles of these
observations vary across the swath, unlike the fan beam

designs where the relative azimuth angles are essentially
constant from near to far swath. The varying azimuth ge-
ometry degrades the measurement performance at outer
swath and near nadir track where the fore and aft looks
reduce to one or have 1801 separation.

Because of the change of antenna design, the signal
detection principle and hence the electronics design of
SeaWinds is also different from those of NSCAT. The res-
olution of the SeaWinds radar footprints is basically de-
fined by the size of the antenna reflector and is about
35 km in range and 26 km in azimuth. To improve the
range resolution, the SeaWinds radiofrequency electronics
were designed to chirp the transmit signal over 375 kHz in
one pulselength (1.5 m). Onboard digital processing then
applied range compression to divide the radar echo into
range bins, resulting in about 5 km resolution in range.
This makes the size of the SeaWinds measurement cell
comparable to the nominal resolution of NSCAT.

Another important feature of the SeaWinds scanning
geometry is that the measurement swath is contiguous
without a gap near the subsatellite nadir track, which is
present in fan-beam scatterometer designs. Although the
accuracy of retrieved wind velocity near the spacecraft
nadir track is not as good as that in the midswath, a con-
tiguous swath does allow SeaWinds to image 90% of global
ice-free oceans in 1 day compared with 2 days required for
NSCAT.

The ESA has launched two ERS scatterometers since
July 1991. ERS scatterometers are part of the Active Mi-
crowave Instrument (AMI) on ERS satellites. AMI oper-
ating at a frequency of 5.3 GHz (C band) consists of three
operational modes: the image mode, the wave mode, and
the wind mode. In the image and wave modes, AMI is
configured as a synthetic aperture radar, while in the
wind mode, it is configured as a scatterometer. These
modes time-share the operation in orbit [24].

The ERS scatterometers employ a fan-beam antenna
design with three vertically polarized antennas looking to
the right-hand side of the satellite. The midbeam is per-
pendicular to the ERS-1 ground track and the fore and aft
antenna beams are offset by 451 in azimuth with respect to
the midbeam. The antenna beamwidths are 261 in eleva-
tion and 0.91 in azimuth for fore and aft beams and 241 in
elevation and 1.41 in azimuth for aft beam. These antenna
beams provide three radar images of the ocean surface
with a swath width of 500 km. However, unlike SASS and
NSCAT designs based on Doppler filtering, ERS scattero-
meters employ short transmit pulses and range gate the
return echos to sharpen the resolution along the broad-
beam direction. This design eliminates the complexity of
Doppler filtering, but an on-orbit yaw steering of ERS sat-
ellites was required to compensate for the Doppler shift.

The other distinct feature of ERS scatterometers is the
use of high transmit power. Because the traveling-wave-
tube amplifier (TWTA) used for ERS AMI provides an out-
put peak power of 4 kW, the transmit power of ERS scat-
terometers is much larger than the nominal 100 W output
power used by SASS, NSCAT, and SeaWinds. Although
100 W transmit power has been shown to be adequate for
fan-beam scatterometers as demonstrated by NSCAT per-
formance, a significantly higher transmit power raises the
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signal-to noise ratio (SNR) and reduces the signal detec-
tion uncertainties of low wind s0 at high incidence angles.

The difference in transmit frequencies between ERS
and NASA scatterometers leads to several performance
differences in geophysical retrieval. The lower operating
frequency makes ERS scatterometers less sensitive to at-
mospheric water vapor and clouds than Ku-band scattero-
meters; hence C-band scatterometers are expected to
outperform Ku-band scatterometers under severe weath-
er conditions. However, C-band backscatter is less sensi-
tive to wind direction, particularly at low winds, and has
smaller upwind and downwind backscatter differences.
Consequently, Ku-band scatterometers have better wind
direction accuracy than C-band scatterometers. It was ob-
served that ERS scatterometers are very inadequate in
discriminating the upwind and downwind ambiguities.

2.4. Applications in Earth Science

As the largest source of momentum to the upper ocean,
winds drive oceanic motions on scales ranging from sur-
face waves to basinwide current systems. Winds over the
ocean modulate air–sea fluxes of heat, moisture, gases,
and particulates, regulating the crucial coupling between
atmosphere and ocean that establishes and maintains
global and regional climates. Figure 6 is an example of
global ocean surface winds provided by satellite scattero-
meters, illustrating the wind velocities over the Pacific
Ocean on September 21, 1996, acquired by NSCAT. Gray
levels in the image represent windspeed in meters per
second. Dark shading shows low speeds, and light shading
shows high speeds. In the tropical areas just north of the

equator, called the Intertropical Convergence Zone, winds
from the Northern and Southern Hemispheres collide and
force an upwelling of air. In the subtropical areas, air
sinks back, creating a zone of divergence and low winds
that was long ago called the Horse Latitudes. To the south
(north) of the Horse Latitudes in the northern (southern)
hemisphere, there are strong, steady winds known as
Trade Winds. At latitudes greater than the Horse Lati-
tudes, the Coriolis force is strong. High vorticity in this
area creates the cyclones characterizing Earth’s weather
system. The light spiral features in the upper left near
Japan are typhoons Violet and Tom.

Measurement of surface wind velocities can be assim-
ilated into regional and global numerical weather models,
thus improving our ability to predict future weather. Sat-
ellite wind data, such as those from ERS scatterometers
and NSCAT, have generated more accurate forecasts and
extended the useful range of weather forecasts by more
than 24 h in the Southern Hemisphere. The mapping of
wind fields in the equatorial areas of the Pacific Ocean is
particular useful for the prediction of El Niño events,
leading to changes of rain patterns and weather world-
wide. The ability of satellite scatterometers in the predic-
tion of El Niño and other seasonal and annual climate
changes will benefit the management of global agricul-
ture, fisheries, and water reserves.

Scatterometer wind data are also valuable for various
commercial applications, including storm warning, ship
routing, oil production, and marine food harvesting. In a
collaborative effort with NASA/JPL, National Oceanic and
Atmospheric Administration (NOAA) was able to measure
surface winds from NSCAT data within 3 hours after data
acquisition for operational use. The scatterometer data
can pinpoint the location, structure, and strength of
storms [32], as indicated in Fig. 6. Severe marine storms,
including hurricanes near America and typhoons in the
western Pacific, are among the most destructive of all nat-
ural hazards. The use of satellite scatterometer wind data
facilitates the monitoring and forecasting of tropical and
midlatitude storms. Captains of ocean ships can rely on
regular scatterometer data with large-scale coverage to
choose routes that avoid heavy seas, high head winds, and
severe weather systems. As oil production is ongoing at
many offshore platforms around the world, long time se-
ries of scatterometer wind data will be indispensable for
the design of drilling platforms and warnings of impend-
ing storms. Because winds drive the ocean currents that
transport heat and nutrients, scatterometer data together
with other types of spaceborne sensors can be used to
study the biogeochemical balance of the ocean–atmo-
sphere system. Detailed wind data from satellite scattero-
meters can aid in the harvesting of natural seafood crops.

2.5. Future Perspectives

As the use of scatterometers becomes more widespread in
meteorology, oceanography, and operational weather fore-
casting, there are several challenges for the development
and applications of spaceborne scatterometer technology
in the twenty-first century.

Figure 6. Ocean surface winds provided by NSCAT of the Pacific
Ocean on September 21, 1996. The image represents windspeed
in meters per second. Dark shading represents low speeds
and light shading high speeds. (Courtesy of Drs. W. T. Liu and
W. Tang, Jet Propulsion Laboratory, California Institute of
Technology.)
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Although satellite scatterometers have already demon-
strated a significant impact on climate research and
weather forecasting, the volume, mass, and cost of a space-
borne scatterometer mission remains high, creating a sig-
nificant barrier for these instruments to be flown on
operational weather satellites. For instance, the cost of
NSCAT and SeaWinds science missions are in the range of
100–200 million dollars for a mission life of 3 years, and
both instruments weigh about 300 kg. It is necessary to
incorporate new technologies to reduce the size, weight,
and power of scatterometers. For example, reducing the
noise figure of low-noise amplifiers will enable the reduc-
tion of transmit power, hence leading to a smaller demand
on spacecraft power. Advanced electronics technology will
allow the use of fewer and smaller components, but with
more capabilities, resulting in a decrease of size and
weight. This in turn will allow the use of a smaller launch
vehicle and make it easier to accommodate the instru-
ments on the spacecraft. Furthermore, if the mission life-
time can be extended beyond 3–5 years through the use of
more reliable components and technologies, spaceborne
scatterometry will be more cost-effective.

The temporal coverage and spatial resolution of space-
borne scatterometers need to be improved to enable the
study of many natural phenomena with high variability
and resolution. The radar footprint size and sampling res-
olution of ERS scatterometers, NSCAT and SeaWinds are
in the range of 25–50 km, which is inadequate for imaging
high-resolution features in the weather fronts, wind fields
with high vorticity near the eyewall of tropical cyclones,
tropical convective cells, and coastal winds. In addition,
NSCAT and SeaWinds require a few days to complete cov-
erage of the tropical oceans, where there are significant
diurnal-period variations. A more frequent coverage is
needed to resolve these variations for investigating trop-
ical air–sea interaction dynamics. These issues will de-
mand a high-resolution scatterometer with an improved
swath coverage or a constellation of low-cost instruments.

The main objective of spaceborne scatterometers is to
provide surface wind measurements over the global
oceans. However, scatterometers also acquire radar mea-
surements over land surfaces and polar sea ice, together
occupying more than 30% of the Earth surface. Recent in-
vestigations of ERS scatterometers and NSCAT data have
indicated that scatterometers have a strong potential for
studies of the dynamics and changes of land surface and
polar regions, for example, tropical deforestation monitor-
ing, glacier ice sheets, sea ice extent, and sea ice motion.
The challenge is to come up with an accurate geophysical
interpretation of scatterometer data collected over these
targets and to develop algorithms for a consistent, quan-
titative retrieval of geophysical parameters.

3. ALTIMETRY: LARGE-SCALE OCEAN DYNAMICS

3.1. Background

Radar altimetry is used to measure the precise height of
sea surface relative to the geocenter, a very useful variable
for geophysical studies. Many physical processes affect the
height of the sea surface. The dominant factor is the spa-

tially varying gravity field of Earth, making the sea sur-
face follow Earth’s gravitational equipotential surface, or
the geoid. This effect creates a sea surface relief of hun-
dreds of meters. For instance, the height of the Tropical
Indian Ocean is lower than that of the western Tropical
Pacific Ocean by more than 100 m. The reader is referred
to McAdoo and Marks [33] for an example of the applica-
tions of altimetry to the study of Earth’s gravity field.
Apart from the geoid are sea surface variations of magni-
tude from centimeters to meters caused by various ocean-
ographic phenomena, such as tides, waves, currents, and
storm surges. Among these, the effect of currents is
most interesting in the study of large-scale ocean dynam-
ics that is key to understanding the Earth’s climate. The
application of altimetry to the measurement of sea surface
height for the study of ocean dynamics is the focus of this
section.

The fundamental relation between sea surface height
and ocean current is the geostrophic balance [34], a bal-
ance between the pressure gradient at the sea surface and
the Coriolis force resulting from the movement of water on
a rotating Earth. The pressure gradient is derived from
the ocean topography, defined as the elevation of the sea
surface relative to the geoid. The ocean topography is di-
rectly related to the ocean surface current velocity as fol-
lows

u¼ �
g

f

@h

@y

v¼
g

f

@h

@x

where u is the eastward velocity, v is the northward ve-
locity, x is the east coordinate, y is the north coordinate, h
is the elevation of the ocean topography, f¼ 2O sin (lati-
tude); O¼ 7.29 � 10–5 s–1 (rotation rate of Earth), and g is
the local gravitational acceleration at the sea surface. The
velocity determined in this way is not the total surface
velocity, but the important component that penetrates the
deep ocean. There is a surface boundary layer of directly
wind-driven current (called the Ekman layer; see Ref. 34)
that has no signatures in ocean topography and hence is
invisible to altimeters. This aspect makes altimetry par-
ticularly useful for the study of the circulation of the en-
tire water column.

The relief of the global ocean topography is on the order
of 1 m, a small signal to retrieve from space. This signal
has to be measured with an accuracy of a few centimeters
in order to calculate the precise change in the ocean cir-
culation. For instance, a 1 cm tilt of the ocean topography
implies the transport of up to several million metric tons of
water per second, which is a significant fraction of the
transport carried by the major ocean current systems. The
challenge of altimetry is to achieve this centimeter accu-
racy for oceanographic studies.

For a general introduction to altimetry the reader is
referred to Stewart [35], Wunsch and Gaposchkin [36],
and Chelton et al. [37]. The basic concept is straightfor-
ward. The radar altimeter bounces microwave pulses from
the sea surface and measures the round-trip travel time to
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determine the altitude of the spacecraft above the sea sur-
face. By subtracting this altitude from the distance be-
tween the spacecraft and the geocenter, a distance
determined by the technique of precision orbit determina-
tion [38], one can thus obtain the height of the sea surface
relative to the geocenter.

Shown in Fig. 7 (adapted from Ref. 39) is a schematic
representation of the technique of pulse ranging by a ra-
dar altimeter. It shows the variation with time of area il-
luminated by a short, widebeam pulse. The power of the
return pulse is proportional to the area of illumination
and thus has a similar dependence on time. The time of
the arrival of the leading edge of the return pulse is used
to determine the range from the sea surface to the radar
antenna. In the presence of ocean waves, the wave crests
reflect the pulse back to the altimeter sooner than do the
wave troughs, creating a further stretch of the leading
edge. The extent of the leading edge of the return pulse
can thus be used to determine the height of the waves. The
frequency used by most radar altimeters is in the range of
the Ku band (B14 GHz, which corresponds to a wave-
length of about 2 cm). At vertical incidence in the case of a
radar altimeter, the return signal strength decreases with
the amplitude of these centimetric waves, which are ex-
tremely sensitive to windspeed. When the wind is weak,
the sea surface is smooth and hence reflects more radar
signals than does a rough sea resulting from a strong
wind. A strong return pulse is thus related to low wind-
speed, and a weak return pulse is related to high wind-
speed. Therefore, an altimeter can also measure ocean
windspeed.

To obtain the centimeter measurement accuracy, a host
of technical challenges arises despite the apparent sim-
plicity of the basic measurement principle of radar altime-
try. For example, the radar pulse needs to be compressed
to resolve travel time in nanoseconds; thousands of pulses
need to be transmitted and received every second to av-
erage out the noise in the return signals; the delay of elec-
tromagnetic waves due to the dry and wet air mass in the
troposphere as well as the free electrons in the ionosphere
needs to be accounted for; the distance between the center

of mass of the spacecraft and the geocenter needs to be
determined within a few centimeters (a precision of one in
ten millions).

3.2. Evolution of the Technology

The early satellite altimeters were primarily flown for
proving the concept of this potentially powerful remote
sensing tool [40]. The noise levels of the altimeters on
board Skylab (1974), GEOS-3 (1975–1978), and Seasat
(1978) were 60, 25, and 10 cm, respectively. The Seasat
altimeter [41] was the first to have reached a precision
level useful for oceanographic studies. Unfortunately, Sea-
sat lasted only slightly over 100 days. The next satellite
altimeter was flown by the U.S. Navy’s Geosat (1985–
1989). This instrument has several improvements over
the Seasat altimeter (42), notably the longer radar pulse
(102.4 ms instead of 3.2 ms). This long pulse, plus some
other hardware improvements, has reduced the peak
power requirement from 2 kW (for Seasat and GEOS-3)
to 20 W, making the instrument more robust. The Geosat
altimeter has lasted for four years and generated a rich
data set for oceanographic and geophysical studies [the
Geosat special issues of the Journal of Geophysical
Research 95(C3,10): 1990 [43].

Despite the success of Geosat, it has several limita-
tions. The altimeter has only one frequency channel
(13.5 GHz) and hence is not able to retrieve the pulse de-
lay caused by the ionospheric free electrons. This delay
can create an error of 2–20 cm. An altimeter operating at
two properly separated frequencies would be able to de-
termine this delay from the difference in pulse travel time
between the two signals. The pulse delay by the water va-
por in the troposphere creates another source of error of
up to 40 cm. This delay requires knowledge of the water
vapor content of the atmosphere whose determination
would require a microwave radiometer. Such a radiome-
ter was missing in Geosat. Moreover, the uncertainty in
the radial position of the Geosat orbit was determined only
with an accuracy of 1 m, making the applications to large-
scale ocean dynamics difficult.
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Figure 7. Altimeter pulse interaction with the
sea surface and the characteristic return wave-
form generated by the altimeter electronics
(From Zieger et al. [39]).
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Launched in August 1992, the United States/France
joint TOPEX/POSEIDON Mission [44] has provided a
state-of the-art altimeter system that is specifically de-
signed to meet the challenge posed by the requirement of
measuring the largescale, small signals in sea surface
height caused by ocean currents. There are two radar al-
timeters on board the satellite. The primary one (provided
by the United States) operates at two frequencies (13.6
and 5.3 GHz) for retrieving the ionospheric pulse delay.
The secondary one (provided by France) is a solid-state,
single-frequency (13.65 GHz) system to demonstrate low-
power, low-cost technology for future altimeter missions.
The primary NASA altimeter has several improvements
over the Geosat altimeter [39]. The 13.6 GHz channel has
a pulse rate of 4000/s compared to Geosat’s 1020/s, result-
ing in reduction of noise level to an RMS magnitude of
1.7 cm. The instrument software in waveform sampling
and analysis is also improved. The French altimeter, using
a different design, performs at a noise level of 2 cm.
TOPEX/POSEIDON also carries a three-frequency radi-
ometer for measuring the total columnar water vapor con-
tent along the altimeter line of sight. This measurement is
used to determine the pulse delay caused by the water
vapor. The total error in the altimeter range measurement
is estimated to be 3.2 cm (RMS) at the rate of one mea-
surement per second, covering an along-track distance of
6.2 km.

The precise location of the satellite in orbit is deter-
mined by three independent tracking systems [38].

Conventional laser tracking was performed by an onboard
laser retroreflector array with a worldwide ground net-
work of laser stations. A dual-frequency microwave Dopp-
ler system called DORIS (Doppler Orbitography and
Radio-positioning Integrated by Satellite) was provided
by the French, involving an onboard receiver and a world-
wide, densely populated network of ground beacons. An
experimental Global Positioning System (GPS) receiver
was carried as the third system, which involves the con-
stellation of the GPS satellites and a network of ground
stations. The accuracy of the satellite radial orbital posi-
tion calculated from these measurements with the use of a
state-of-the-art model of Earth’s gravity field [45] has
reached a level of less than 3 cm. The total uncertainty
in the measurement of sea surface height has therefore
reached a level of 4 cm, making the signals created by the
variability of basinwide ocean circulation detectable from
space for the first time.

Radar altimeters are also part of the payload of the
ERS satellite series [46]. Single-frequency altimeters were
flown on both the ERS-1 (1991–1996) and ERS-2 (1995 to
the present) satellites. The level of performance of these
two altimeters was somewhere between Geosat and TO-
PEX/POSEIDON. The accuracy of the orbit determination
for ERS-2 has been significantly improved by the Precise
Range and Range-Rate Equipment (PRARE) system,
which failed to work on board ERS-1. However, it has
been demonstrated that by adjusting the ERS-1 data to
simultaneous TOPEX/POSEIDON data it was possible to

Figure 8. Standard deviation (in centimeters) of the sea surface height variability over the global
oceans based on the first year of the TOPEX/POSEIDON data. The white areas represent vari-
abilities larger than 25 cm with peak values larger than 50 cm.
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minimize the orbit errors in the ERS-1 data [47]. A major
disadvantage of the ERS system is the lack of a second
channel for determining the ionospheric pulse delay.

3.3. Applications to Large-Scale Ocean Dynamics

TOPEX/POSEIDON has opened a new door to the study of
large-scale ocean circulation and its governing dynamics.
A wealth of results can be found in two special issues
of the Journal of Geophysical Research [99(C12): 1994;
100(C12): 1995], as well as Wunsch and Stammer [48]. For
the first time scientists can obtain snapshots of the global
ocean topography every 10 days and monitor its changes
over weeks to years. The ocean is turbulent on a wide
range of scales from millimeters to thousands of kilome-
ters, from seconds to years and decades. However, most of
the kinetic energy of ocean currents is concentrated at
the so-called mesoscales: 100 km in space and 100 days
in time. This is the scale of ocean storms, or eddies [49].
Figure 8 shows a map of the global distribution of the sea
surface variability associated with the ocean eddies. The
map was constructed from data taken over one year. It

reveals the regions of energetic ocean currents such as the
Gulf Stream, the Japan Current (the Kuroshio), the Bra-
zil/Malvinas Current, and the Antarctic Circumpolar Cur-
rent among others. This type of map is very useful for
testing the performance of computer models of ocean cir-
culation [50–52], which, when properly calibrated and val-
idated, are powerful tools for studying Earth’s climate
system.

Altimetry date are often analyzed in the form of sea
surface anomalies, which are deviations of ocean topogra-
phy from its time average and represent the variations of
ocean currents that are affecting climate variability.
Shown in Fig. 9 is a comparison of the sea surface anom-
alies in the Pacific Ocean derived from the TOPEX/PO-
SEIDON data and the simulation by a state-of-the-art
ocean circulation model [52]. The degree of similarity is
striking, although the amplitude of the anomalies is gen-
erally weaker in the model simulation. In December 1994,
the 1994/95 El Niño (see Ref. 53 on the subject) reached its
peak. Note the manifestation of the El Niño as high (dark
area) in the central equatorial Pacific in both the data
and the model, indicating the capability of the model in

Figure 9. TOPEX/POSEIDON observation
(lower) and computer simulation (upper) of
the sea level in the Pacific Ocean during De-
cember 1994, when the 1994–95 El Niño
event reached its peak. The excessive heat
associated with the anomalously high seal
level in the central equatorial Pacific altered
the path of the atmospheric jet stream and
caused unusual weather worldwide. (From
Fu and Smith [52]).
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simulating major ocean anomalies. However, the quantita-
tive accuracy of the model still needs to be improved. One
effective approach is to apply data assimilation techniques
(54) to combining the data with the model such that the
information of the sea surface height observation can be
used to improve the model simulation of the circulation, as
well as temperature and salinity at depths [55,56].

3.4. Future Perspectives

The accuracy and precision of the TOPEX/POSEIDON ob-
servation has set the standard for future altimetric mis-
sions. Since the ocean circulation and its effect on climate
has timescales from years to decades and longer, we need
to establish a long record of high-quality altimeter data to
gain significant understanding of the ocean’s role in cli-
mate and to improve its prediction. A series of follow-on
missions to TOPEX/POSEIDON, called Jason, was devel-
oped by France and the United States to extend the
TOPEX/POSEIDON-class data record into the twenty-first
century. The first of these series, Jason-1, was launched in
2000. This was intended as a solid-state, dual-frequency
altimeter based on the heritage of the French altimeter on
TOPEX/POSEIDON. The satellite was also equipped with
a three-frequency water vapor radiometer as well as DO-
RIS, GPS, and laser tracking devices. The objectives were
to achieve a performance at the TOPEX/POSEIDON level
with a goal of approaching 1 cm accuracy in sea surface
height. Some new challenges are to develop new algorithms
that would allow (1) recovery of signals over extremely
calm seas or rain cells that produce an impulselike return
waveform, and (2) better determination of the electromag-
netic bias (a sea surface height bias toward the ocean wave
troughs) that needs to be removed from the data. Another
important task is calibration and validation of the system
for consistency with TOPEX/POSEIDON to ensure conti-
nuity of the data for detecting long-term sea level trends
and global change.

Two other altimetry missions were scheduled for the
next five years. The U.S. Navy’s Geosat Follow-On (GFO),
launched in 1998, was equipped with a single-frequency
altimeter and a two-frequency water vapor radiometer. Its
challenge was to make ionospheric correction using mod-
els and data from other sources such as GPS. The ESA’s
Environment Satellite (ENVISAT), launched in 1999,
carried a dual-frequency altimeter and a water vapor ra-
diometer among several other instruments. The measure-
ment performance was probably be close to that
of TOPEX/POSEIDON. However, the satellite flew in an
orbit that was not optimized for large-scale ocean dynam-
ics due to multiple mission objectives.

Given the missions noted above, the prospects of future
altimetric observations are excellent. The bilateral com-
mitment of France and the United States to the continu-
ation of TOPEX/POSEIDON-quality measurement via the
Jason series has laid the foundation for a global observing
system for monitoring the ocean in the present century.
The quality promised by the Jason measurements will
underlie their utility in serving as a framework to
integrate other satellite observations into a powerful
datastream for assimilation by sophisticated numerical

models. Such a system of data and models will make rou-
tine scientific diagnosis and reliable prediction of the
ocean and climate changes a reality.
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1. HISTORICAL BACKGROUND

During the first few decades of the twentieth century, op-
erating frequencies of several hundred megahertz were
mostly ignored and ‘‘microwaves’’ were not yet deemed
necessary. It was not until the advent of World War II,
where the detection of enemy ships and aircraft became
the key to national defense and the method of radio de-
tection and ranging (radar) was born. The British used
longwave radar to detect German bombers approaching
the English shore and then scramble fighters to intercept
the aircraft. However, longwave radar was limited by poor
resolution and large ground interference. As a radar’s res-
olution (i.e., the minimum object size that it can detect) is
inversely proportional to the frequency of operation, short-
er operating wavelengths are better suited to detect small-
er objects. Although resolution improves with shorter
wavelengths, higher operating frequencies require im-
proved circuits, antennas, and sources. With respect to
radiofrequency (RF) power sources, it was not until Ran-
dall and Boot developed the internal cavity magnetron [1]
that shorter wavelengths could be used effectively in radar
applications. A magnetron source demonstrated 10 kW of
pulsed power at S-band (2–4 GHz). The technology was
carried over to the United States and developed through
the efforts of the Radiation Laboratory of the Massachu-
setts Institute of Technology. The development of the mag-
netron and similar tube-type devices in the early 1940s
gave the allies a definitive edge in detecting enemy at-
tacks and shortened the duration of the war considerably.

The MIT Radiation Lab also developed a wide range of
waveguide circuits and antenna components that contin-
ue, nearly unchanged, to this day. These microwave cir-
cuits have since become an integral part of modern society
used in many space, scientific, and commercial applica-
tions. The term microwave refers to that part of the fre-
quency spectrum from 300 MHz to 300 GHz. Another more
recent term, millimeter waves refer to the subset of the
microwave range where the operating wavelength is one
millimeter long (i.e., Z30 GHz).

A radar’s performance is determined by its operating
frequency, bandwidth, power output, antenna gain, and
receiver sensitivity. Higher operating frequencies and
higher output power combined with larger antennas, im-
proved receiving, and processing circuits allow longer de-
tection ranges, higher resolution, and improved perimeter
protection. The success of microwave radar has enabled
the development of a wide range of devices and compo-
nents. The availability of these components has facilitated
the introduction of many other applications such as point-
to-point data communication links, telemetry, medical
imaging, wireless local area networks, motion and pres-
ence sensing systems, remote sensing and imaging, selec-

tive heating of tumors, and spectroscopy for material
identification. For example, police radar started at
X-band (10.525 GHz) and later, with the improvement
of components, moved to K-band (24.1 GHz), then to
Ka-band (35.5 GHz), and Laser frequencies. At the same
time, a new consumer market emerged to detect the pres-
ence of police radar with radar detectors. In a similar
fashion, automatic door openers, perimeter surveillance,
and detection systems have been successfully deployed at
S-band, X-band, and now at K-band.

As more applications are introduced, overcrowding and
interference tend to push new applications toward higher
operating frequencies. Crowded spectrum has pushed
many satellite communication systems from C- to X- to
Ka-band. Higher operating frequencies provide larger in-
stantaneous bandwidth, which can translate to faster data
rate and larger information throughput. Higher operating
frequencies also provide greater antenna directive gain for
a given aperture size. At higher frequencies, however, de-
vices perform poorly with respect to power and efficiency,
distribution circuits have higher losses and require sig-
nificantly improved and often complicated fabrication
methods. Low-loss materials and complex fabrication
methods also increase the cost of materials and compo-
nents. Another problem is that high-frequency circuit
models are often over-simplified and inaccurate, which
leads to more design iterations, loss in delivery schedules,
and higher system costs.

Over the last decade, many improvements in personal
computing power, commercial software tools, and emerg-
ing consumer markets has propelled significant improve-
ments in materials, processes, devices, components, and
systems. Regardless of the specific application, complete
low-cost system solutions require the successful combina-
tion of materials, mechanical parts, and electronic compo-
nents as well as reasonable manufacturing, assembly, and
test processes. Substrate material properties continue to
improve in terms of dielectric constant, loss tangent, me-
chanical stability, and lot-to-lot repeatability. Mechanical
parts are being fabricated in larger volumes with tighter
dimensional tolerances at relatively low costs (i.e., casting,
molding, plating, etc.). Electronic devices continue to im-
prove in efficiency and frequency performance while the
device packages are more robust, less expensive, and eas-
ier to handle with automatic pick-and-place machines.
Similarly, printed wiring board fabrication methods are
improving with respect to multiple-layer registration,
laminations, via-plating, drilling, and routing. These im-
provements have resulted in reduced per unit component
costs and improved performance, which has, in turn,
opened up new markets and applications. The synergy be-
tween the various areas has contributed to an explosion of
new products.

This article discusses various aspects of power combin-
ing techniques, including devices, integrated antennas,
and methods for power combining. Section 2 briefly de-
scribes vacuum tube devices used in RF power generation
and reasons for replacing them with solid-state devices.
This description is followed by power combining classifi-
cations and descriptions of quasioptical and spatial power
combiners.
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2. RF POWER GENERATION

Types of devices used to generate RF power at millimeter
wavelengths include magnetrons, klystrons, traveling-
wave tubes (TWT), cross-field amplifiers (CFA), and sol-
id-state devices. Tubes are very efficient at high power
levels and continue to be used in many critical applica-
tions. However, tubes tend to be costly, bulky, and not as
reliable as solid-state devices. Tubes require heaters for
cathodes, finite warm-up time, high-voltage power sup-
plies, oil-filling or encapsulation, and a large space for im-
plementation.

Semiconductors, on the other hand, do not require
heaters, are not limited by warm-up delays, can use low-
voltage supplies, and can be implemented in relatively
compact spaces. Tubes tend to operate in bandwidths less
than 20%, whereas solid-state devices can operate over
broader bandwidths (B50%). Solid-state devices are fab-
ricated using photolithographic techniques and can be in-
tegrated monolithically within circuits of varying
functions that exhibit consistent, repeatable performance
and greater mean time between failures (MTBF).

However, solid-state devices, in general, provide rela-
tively little power as compared with tube-type devices or
similar high-power microwave sources [2,3]. Single solid-
state electronic devices have thermal and impedance lim-
itations that limit the RF output power and power-added
efficiencies. These deficiencies get progressively worse
with increasing frequency and limits their use in many
high-power military and commercial applications.

Solid-state devices, however, continue to hold the prom-
ise of higher operating frequencies with lower costs, high-
er reliability, increased repeatability, and greater MTBF.
To address and overcome the RF power and efficiency is-
sues of combining many distributed sources [4], several
techniques at microwave [5] and millimeter [6] wave-
lengths have been proposed and demonstrated in both in-
dustry and academia.

3. POWER COMBINING TECHNIQUES

Power combining techniques have been implemented at
various levels such as chip, circuit, and spatial levels. In
the area of spatial combiners, two references detail com-
ponents and configurations implemented up to 1995 [7,8].
The references describe individual active antenna ele-

ments and grid configurations used in a wide range of ap-
plications, including spatial power combining.

In some applications, a component may employ several
levels of combining to achieve the desired output power.
Power combining classifications are listed below and
shown in Fig. 1 [9].

1. Chip level [10,11]: Clustering or grouping of multiple
devices in sub-wavelength lattices. Single wafer imple-
mentation is preferred, but chip devices can be diced
and grouped together after wafer fabrication.

2. Circuit level (waveguides and planar media)

a. Resonant cavities [12–14]
b. Nonresonant [15–17]

i. N-way combiners [18–22]
ii. Corporate combiners [23]

3. Spatial Power Combining

a. Open resonator cavities [24–27]
b. Array of resonant radiators
c. Arrays of nonresonant radiators [28] and Grids [29]

Chip-level combining of solid-state devices can be ac-
complished monolithically on the wafer if yields and con-
sistency throughout the process can be tightly controlled.
If yields are not high, then good devices on the wafer can
be diced and die-attached to a carrier plate for DC biasing,
RF matching, and power combining. Chip-level combining
has much tighter sub-wavelength lattice spacing over sim-
ilar circuit-level combiners. Circuit-level combining has
been used extensively in a broad range of media and com-
bining configurations. As listed above, circuit-level com-
bining can take many forms, including resonant cavities
and nonresonant circuits. Resonant cavities may include
rectangular and cylindrical waveguides or similar planar
resonant structures. Nonresonant circuits include N-way
and corporate combiners. N-way combiners include radial
line, conical waveguide, and Wilkinson combiners, where-
as corporate combiners include hybrid-coupled and chain-
coupled circuits.

Circuit-level power combiners are limited by ohmic and
dielectric losses, which increases proportionally with the
number of devices combined. Overmoding is an issue with
resonant combiners, and device-to-device isolation often
limits the graceful degradation that distributed sources
exhibit. Free-space combining provides an alternative

Chiplevel
power

combiners

Circuitlevel
power

combiners

Non
resonant

Resonant
cavities

Non
resonant
radiators

Spatiallevel
power

combiners

Resonant 
radiators

Open
resonator

N-way Corporate
Figure 1. Power combining classifications.
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method of power combining that addresses some of these
deficiencies.

Spatial power combiners overcome circuit losses by
combining in free space. Spatial combiners include open
resonator arrays of resonant and nonresonant antennas
(i.e., grids). Similar to chip-level combiners, grids tend to
be tightly spaced, nonresonant individual devices clus-
tered in a two-dimensional lattice. Several grids can be
layered to develop many other components, such as filters
[30,31], multipliers [32], oscillators [33,34], mixers [35],
amplifiers [36], variable impedance surfaces [37], nonfer-
rite isolators [38,39], polarization converters, and voltage-
controlled frequency-selective surfaces [40].

4. OPEN RESONATOR SPATIAL POWER COMBINER

The open resonator was first proposed by J. Mink. It uses a
spatial combining array within a quasioptical cavity. The
distributed, self-running sources are injection locked to a
quasioptical resonant mode of an open cavity as shown in
Fig. 2 [41].

Open resonators are referred to as quasioptical because
of the similarities with laser cavities at optical frequencies
(i.e., Fabry–Perot). Open-cavity power combiners relax
fabrication tolerances of typical circuit resonant cavities
and avoid dielectric and ohmic losses of circuit-level com-
biners. Open resonators replace transmission line circuits
with free space and use the open-cavity modes to synchro-
nize all of the free-running sources. These open-cavity
modes have high quality factors, which enhance stability
and phase-spectra of the output signal. The large open-
cavity dimensions allow the combination of many devices
while avoiding multimode issues of circuit-level resonant
cavities. A partially transparent reflector is used to main-
tain the open resonator mode while still coupling power
out for system use. Open resonator combiners have been
demonstrated using both two- and three-terminal devices
that are clustered at the beam waist of the dominant
mode. Partial reflector, which provides feedback for sus-
taining the open resonator mode, also allows transmission
for energy radiation. DC biasing of the array of sources,
thermal management, mode stability, and modulation are

issues that require some careful attention for this quasi-
optical combiner.

5. ANTENNA ARRAYS IN SPATIAL POWER COMBINERS

Spatial power combiners using an array of free-running
sources also relax fabrication tolerances of circuit cavity
combiners and avoid dielectric and ohmic losses of circuit-
level combiners. Spatial power combiners radiate freely as
large planar arrays of distributed sources synchronized to
produce a single higher output power signal. Unlike the
open resonator, spatial combiners require alternative
methods for synchronization, such as mutual coupling,
external circuitry, partial reflection for external feedback,
or an external source as shown in Fig. 3. Spectral purity
and stability of the spatial combiner will depend on the
injection locking method and the qualities of the injection
locking source used.

Spatial power combiners are not limited to the open
resonator beam waist dimensions, so many more sources
can be injection-locked and combined in a larger area
without open resonator moding concerns. The single, co-
herent transmitter spatial power combiner output has
predictable EIRP, beamwidth, and bandwidth. Spatial
power combiners can be designed and modeled using stan-
dard oscillator and planar array theory. The antenna el-
ement normally serves as a resonator, radiator, and the
conduit to supply DC power to the active devices. As al-
ways, DC biasing and control must be carefully imple-
mented to avoid degrading the co- and cross-polarization
components of the active antennas. Thermal gradients
across the aperture degrade the overall combining effi-
ciency and performance of the spatial combiner by detun-
ing individual sources.

Spatial power combiners require the design and fabri-
cation of a large number of similar sources. However,
many electrical and mechanical difficulties exist that

D
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Figure 2. Open resonator spatial power combiner from Mink.
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Figure 3. Methods for active antenna synchronization in a spa-
tial power combiner.
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work against the fabrication of nearly identical sources.
The individual device parameters and package para-
sitics vary throughout the process. Similarly, assembly
tolerances and die placement vary along with wire bond-
ing and alignment. These variations create differences
between the theoretical expectations and measured
parameters. These differences are further compounded
by mutual coupling in the array environment, which
will vary as a function of frequency and element position
within the array. The phase of an individual of active
antenna synchronized within a spatial combining array
depends on the difference between its self-oscillating
frequency and the array injection-locked operating fre-
quency. Mutual coupling tends to pull the oscillating fre-
quency of individual active antennas and incur a phase
offset on each of the sources. As mutual coupling varies
with respect to array location, many identical sources
could exhibit varying phase offsets across the aperture.
These offsets, if not accounted for, can reduce power com-
bining efficiency and overall array performance. On the
other hand, these phase offsets have been controlled to
develop a spatial power combiner with array beam steer-
ing capabilities [42–45].

The resulting spatial power combiner can be classified
by its frequency stability, noise content, and spectral pu-
rity. The spatial combiner may also have issues like fre-
quency jumping, pulling, or pushing and spurious signals.
If the array of distributed sources remains locked, the
spatial combiner should exhibit graceful degradation and
have much higher reliability and MBTF than a compara-
ble tube device.

6. ACTIVE ANTENNA OSCILLATORS

As active antennas are radiating oscillators, the same
qualities used to describe circuit oscillators apply to ac-
tive antennas used for spatial power combiners. There are
several types of sinusoidal oscillators, including sub-har-
monic, fundamental, and harmonic oscillators. Oscillators
provide power at each of its harmonics. If the embedding
circuit is designed to operate at the first harmonic and
suppress others, it is called a fundamental oscillator. Sim-
ilarly, sub-harmonic oscillators operate at fractional mul-
tiples below the fundamental, and harmonic oscillators
operate at integer multiples above the fundamental. The
performance of an oscillator can be gauged by several
qualities listed below:

1. Stability: Ability of an oscillator to return to the
original operating point after experiencing a slight
electrical or mechanical disturbance.

2. Noise
K Amplitude modulation (AM) noise: amplitude

variations of the output signal.
K FM noise: unwanted frequency variations.
K Phase noise: unwanted phase variations.

3. Quality (Q) factor
K Unloaded: accounts for resonator losses Rloss only.

K External: accounts for the load resistor Rload only
and assumes Rloss¼ 0.

K Loaded: accounts for both resonator losses and ex-
ternal loading.

4. Frequency
K Jumping: Discontinuous change in oscillator fre-

quency because of nonlinearities in the device im-
pedance.

K Pulling: Change in oscillator frequency vs. a spec-
ified load mismatch over 3601 of phase variation.

K Pushing: Change in oscillator frequency vs. DC
bias point variation.

5. Spurious signals: Output signals at frequencies oth-
er than the desired oscillation carrier.

6. Post-Tuning drift: Frequency and power drift of a
steady-state oscillator because of heating of the sol-
id-state device.

7. Thermal stability: Change in output power and fre-
quency vs. temperature.

Each of these traits are applicable to active antennas
and because the antenna serves as the resonant circuit as
well as the radiator for the source, it will affect the overall
performance of the spatial power combiner. A DC bias line
delivers the proper voltage and current for the active de-
vice to generate electromagnetic energy. The resonator
circuit provides the necessary reactive storage that com-
pensates for the active device reactance. Oscillations occur
at the frequency where the overall circuit reactance can-
cels out.

Figure 4 shows the Gunn diode equivalent circuit along
with the imbedding circuit. The imbedding circuit could be
a typical circuit resonator, an isolated antenna, or an an-
tenna in an array environment. The imbedding circuit is
depicted by ðZc¼Rcþ jXcÞ and the Gunn diode by
ðZd¼Rdþ jXdÞ. Similar schematics are applicable for
three-terminal devices. Derivations and analysis for

Rg

Ls

Imbedding
Circuit

Zc=Rc+jXcZd=Rd+jXd

Ls

Rg

Cp

Cp RL
Cg

Cg

l(t)

v (t )

Figure 4. Gunn diode and active antenna equivalent circuit.
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stability [46], noise in synchronized oscillators [47–49],
external quality factors, and injection locking character-
istics [50] have been derived and described in literature.

Oscillation start-up occurs because of noise or DC bias
transients. The power level builds up until the active de-
vice is saturated. The device achieves steady-state equi-
librium by continually restoring the power delivered to
and dissipated within the circuit. As the device impedance
is a function of the RF current, the oscillation frequency
may change as the device reaches its steady state. At
equilibrium, the oscillation frequency and amplitude re-
main unchanged.

For a free-running, steady-state oscillator, the sum of
the circuit (Zc) and device (Zd) impedances must be zero at
the device’s operating point as shown by

ZdðVdc; Idc;on; Irf ;T; . . .ÞþZcðonÞ¼0 ð1Þ

where the circuit impedance varies only with frequency
and the device impedance is a function of its DC operating
point (Vdc, Idc), operating frequency components (on), RF
current amplitude (Irf), and temperature (T). The sub-
script n refers to the harmonic or sub-harmonic frequency.
The conditions for oscillation are then summarized as

Rc�jRdj

Xd¼ � Xc

ð2Þ

where Rd is the device negative resistance and Rc is the
resistance presented to the device terminals by the circuit.
Similarly, Xd is the device reactance and Xc is the reac-
tance presented to the device terminals by the circuit.

Figure 5 shows a typical circuit response presented to
the device terminals at resonance. As shown, the real part
of the imbedding circuit’s impedance presented to the di-
ode ðRe½Zc�Þ must be less than the real part of the diode’s
impedance ðRe½ZD�Þ to satisfy the oscillation condition in
Equation (2). The figure also shows the zero cross-over
points of ðim½ZC� þ im½ZD�Þ. One of the two zero-crossings
satisfies both conditions and serves as the oscillation fre-
quency (f0).

Figure 6 shows the Gunn diode I-V characteristics, in-
cluding the threshold voltage(Vth), threshold current(Ith),
DC operating current(Iop), and DC operating voltage (Vop).
Impressed on the graph is an RF variation at the operat-
ing frequency ðf0¼

c
lÞ that simulates oscillation conditions.

7. SPATIAL POWER COMBINER FIGURES-OF-MERIT

Active antennas and spatial power combiners are mea-
sured in antenna ranges or anechoic chambers. Active an-
tennas exhibit low Q-factor values and are easily affected
by the environment. Care must be taken to ensure proper
biasing and minimal load pulling as the antenna is rotat-
ed. Using standard gain horns, the Effective Isotropic Ra-
diated Power (EIRP) of the active antenna or spatial
power combiner can be determined through the use of
the Friis transmission equation:

EIRP¼
Prec

Gstd

4pR

l

� �2

ð3Þ

where the receive horn gain is (Gstd), power received at the
horn is (Prec), the range length is R, and the operating
wavelength is (l).

Impedance

Re (Zc) ≤ Re(Zd)

I Re(Zd) I

(f0)

0 Frequency

Im(Zc)+Re(Zd)=0

Re (Zc)

Oscillating
frequency

Figure 5. Imbedding circuit characteristics at reso-
nance.
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The EIRP measurement and the estimated gain of the
integrated antenna (Ga) is then used to determine the
output power (Po) of the integrated active device or array
of devices:

Po¼
EIRP

Ga
ð4Þ

In the case of a spatial power combiner, the aperture gain
(Ga) can be approximated by the total projected area of the
array, which are typically rectangular or, as in the case of
most open resonators, circular.

Ga¼ 4p
Array Area

l2
ð5Þ

Given the large number of distributed sources with
varying power and phase levels, the spatial power com-
biner can be analyzed using array theory to determine di-
rectivity drop and sidelobe level increase from random
amplitude and phase errors. Other key parameters of an
active antenna include its locking gain (GL) and its locking
bandwidth (Df), which determine the amount of injected
power (Pinj) required to keep the active antenna synchro-
nized to an external source.

Within the measurement chamber, an antenna
of known gain (Gstd) placed at a specified distance (R)
is used to inject a signal on the active antenna at wave-
length (l). The Friis transmission equation is used again
to determine how much power is injected (Pinj) at the ac-
tive device terminals from a known source of power
(Psource):

Pinj¼GaGstdPsource
l

4pR

� �2

ð6Þ

where the source power level (Psource) is varied to obtain
different levels of injected power (Pinj) on the active device
over a range of operating frequencies.

This data is used to determine the locking gain
ðGL¼

Po

Pinj
Þ and locking bandwidth (Df) of the radiating os-

cillator or spatial power combiner. With the values above,
the external Quality-factor of the active antenna can also
be calculated

Qext¼2
f0

Dfmax

ffiffiffiffiffiffiffiffi
Pinj

P0

s
1

sinðcÞ
ð7Þ

where c is the angle at the intersection of the device line
and the imbedded antenna impedance presented to the
device terminals. Although there are no hard rules for
comparison, the external Q-factor (Qext) and power-added

efficiency ðPAE¼ PRFout � PRFin
PDCin

Þ are useful figures-of-merit

that are used to compare the performance of active anten-
nas spatial power combiners. In [51], Gouker presents a
good review and suggestions on the development of figures-
of-merit for more equitable comparisons between various
spatial power combining oscillators and amplifiers.

As previously stated, a large number of relatively low-
power active antennas are clustered and synchronized to
develop a large high-power source with the benefits of
semiconductor technologies and the graceful degradation
afforded by distributed sources. To date, only certain as-
pects of true spatial power combining sources have been
implemented commercially, and tube devices are likely to
stay in use in many critical high-power applications for
the next few decades.

Significant improvements in power densities, power-
added efficiencies, and thermal management are required
to reach power levels comparable with current high-power
tube devices. Recent improvements in basic materials and
device technologies continue to advance the attainable
power levels from spatial power combining techniques.
New technologies such as Gallium Nitride, ferroelectrics,
reliable Micro-Electro-Mechanical Systems (MEMS), mi-
cromachining [52], and nanotechnologies continue to pro-
vide additional features that will improve the current
state-of-the-art. Improvements in processing and assem-
bly tolerances are also allowing the fabrication of a larger
number of nearly identical sources that are more easily
grouped and synchronized. As the power output levels in-
crease, thermal dissipation and thermal gradients across
the face of the combiner degrade performance and are also
being addressed [53].

Grids and similar nonresonant arrays have shown
great promise in monolithic integration and in the devel-
opment of more compact, stable oscillators, higher power
amplifiers [54], and many other quasioptical components
previously referenced. Along with the advancement of
sources, significant developments in spatial power com-
bining amplifiers [55], phased arrays [56], retro-directive
arrays [57,58], smart antennas, and active integrated
transceivers [59] continue to increase in both functional-
ity and quality. In time, these developments will increase
both function and performance at reasonable costs for new
products in emerging global markets.

0
Vdc

Vth Vop

Iop

Ith

Idc

�

Figure 6. Gunn diode I-V characteristics.
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SPICE

WILLIAM H. MORONG

Consultant

1. INTRODUCTION TO SPICE

Since the advent of electronic computers, programs have
been developed to simulate physical phenomena. Electronic
circuits are among the phenomena having thus been simu-
lated. An enduring and popular electronic simulation pro-
gram developed at the University of California, Berkeley, is
SPICE, an acronym meaning ‘‘Simulator Program with In-
tegrated Circuit Emphasis.’’ It is beneficial not to be misled
by its name to believe that SPICE is limited to circuits des-
tined for monolithic integration. SPICE simulates as easily
as integrated circuits, discrete circuits, and even purely
electrical circuits containing only such components as volt-
age and current sources, resistors, capacitors, and inductors.

SPICE is most useful when a need exists to simulate
circuits at the component level. Many other simulation
programs offer higher degrees of abstraction to free the
user from handling a plethora of individual components.
Cases where component-level simulation is helpful in-
clude, but are not limited to, analog circuits, the struc-
tures within digital circuits in which such analog behavior
as transitions must be studied, RF circuitry, and the in-
struction of students in circuit theory.

SPICE includes such ideal components as independent
and dependent voltage and current sources, resistors, ca-
pacitors, inductors, and transmission lines, and provides a
means for assigning a numerical quantities to each in-
stance of such components. It further provides for inclu-
sion in circuits of externally supplied components as
models or as subcircuits.

A SPICE circuit comprises a ‘‘netlist’’ that expresses
the chosen components and their interconnections. The
‘‘netlist,’’ an example of which is shown in Fig. 1, is essen-
tially an alpha-numeric text expression of a circuit dia-
gram. Each component or external connection and each
terminal thereof is assigned a name. Each group of
uniquely interconnected component terminals is called a
‘‘node’’ and assigned a name. The SPICE simulation
program, through extensive iteration in accordance with
the netlist and components thereof, calculates the behav-
ior of the circuit. This behavior approximately satisfies,
often with great precision, the requirements of such
fundamental circuit equations as Ohm’s law and Kirch-
off ’s law. Adherence to such laws is implicit in SPICE
simulation.

Until recently, the most common means of passing in-
put to the SPICE application has been alpha-numeric text
in a command line, or even Hollerith cards. The total input
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for a given circuit to SPICE is still often called a ‘‘deck.’’
Such entry has been language readable by computers, ne-
cessitated by the former inability of computers to econom-
ically process more humanly intuitive communications.
However, in electronic engineering, far older and more
comfortable language exists, in which most engineers are
fluent. That language is the circuit (schematic) diagram.
Undoubtedly, engineers who do not share a spoken tongue,
or even an alphabet, can read each others’ diagrams. Re-
cent advances in Graphic User Interfaces (GUIs) now
render circuit diagrams computers readable. Modern
SPICE applications offer ‘‘schematic entry’’ as the default
input method. Figure 2 shows a typical SPICE schematic
entry environment.

However tedious alpha-numeric text input may be, in-
terpretation of nongraphical numeric output data seems
even more difficult for humans. Therefore, SPICE has long
included provisions for graphing the voltage at any node of
a circuit or the current in a terminal of a component.
Modern SPICE applications make this facility even more
comfortable. The means of obtaining graphical output is
now often a cursor resembling an oscilloscope probe, and
the output often looks like an oscilloscope or spectrum an-
alyzer output. Figure 3 shows typical SPICE output for
the circuit of Fig. 2. The GUIs of some SPICE applications
are now so good that it is possible for an engineer with
decades of bench experience to forget that he or she is
working in a virtual environment of which the soldering
iron is no part. Figure 4 shows the SPICE GUI environ-
ment offered by a typical SPICE application.

In addition to schematic input and graphical output,
many SPICE applications import and export netlists as .cir
files, allowing a circuit generated in one SPICE application
to be simulated in another. Some SPICE applications also
filter and export their netlists in a number of proprietary
formats readable by a number of popular Printed Circuit
Board (PCB) layout applications. Moreover, some SPICE
applications also provide easy graphical capture of on-
screen diagrams and plots that can be easily picked up in
popular graphics editing applications. Most of the files
thus generated are of surprisingly modest size. All these
facilities make it very easy for engineers to share designs
and their outputs over networks, including the Internet.

SPICE is now available to operate under a variety of
operating systems. Proprietary SPICE versions are often
distinguished by their user interfaces and by the libraries
they supply. The cost of a fully functional SPICE applica-
tion varies from several thousand dollars to free. Some ver-
sions use standard Berkeley SPICE syntax, whereas others
use similar syntax that is largely humanly understandable
but not necessarily compatible. In addition, SPICE has
been tailored for particular engineering disciplines. For in-
stance, several software suppliers offer special versions di-
rected toward RF design or power-conversion circuitry.

SPICE software may be accessed in a variety of ways.
One may purchase a proprietary SPICE application. Com-
plete SPICE applications are also offered as ‘‘freeware’’ [1]
for download over the Internet. Such applications are
usually less than 20 megabytes in size and will run
reasonably quickly even on obsolete computers with

Figure 1. Sample portion of a SPICE netlist. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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processor speeds below 200 Mhz. Free applications [2]
sometimes include extensive libraries of the parts offered
by the manufacturer supplying that application. Such li-
braries often do not encumber one’s use of the program,

can be very convenient, and can easily be supplemented by
models from other vendors. Some component vendors en-
ter into arrangements with vendors of proprietary SPICE
applications to provide applications largely dedicated to
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Figure 2. Schematic diagram image from SPICE GUI.

Figure 3. Voltage and current waveforms from SPICE GUI. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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the components they offer or to limited applications such
as power-conversion circuitry. Some of these dedicated ap-
plications are available for download [3], whereas others
reside at the component vendor’s Website and are usable
over the Internet [4]. It is wise to thoroughly explore these
options without regard for the names of the applications.
One offering named to indicate dedication to switching
power supplies is actually a totally free, full-featured, and
largely generic version of SPICE with a generous and con-
venient GUI, and operates under both Windows and Linux
operating systems.

Although such primitive elements as resistors and
capacitors are an integral part of SPICE, even the
ubiquitous 2N3904 transistor is not. However, primitive
frameworks of transistors are integral parts of SPICE.
SPICE recognizes, as models, groups of parameters that
together define the behavior of transistors. For each tran-
sistor type, SPICE requires a model that comprises pa-
rameters equated with corresponding numerical values.
The transistors that SPICE is endowed to recognize are
Bipolar Junction Transistors (BJTs), both NPN and PNP;
Junction Field Effect Transistors (JFETs), both N and P
channel; and Metal-Oxide Semiconductor Field Effect
Transistors (MOSFETS), both N and P channel. SPICE
also sets forth parameters for, and recognizes, models of
semiconductor diodes.

A model is a brief text file that retains the alpha-nu-
meric character of earlier SPICE inputs. Models begin

with the syntax ‘‘.model’’ followed by the name of the
model, for example 2N3904. A primitive SPICE descrip-
tion follows, such as NPN for the 2N3904.

Its complement the 2N3906 would be ‘‘PNP.’’ SPICE
recognizes .model and NPN and will associate these with
the name 2N3904. Terminal numbers are assumed; in the
case of a NPN BJT, these are usually 1, 2, and 3, the col-
lector, base, and emitter, respectively.

Letters grouped with numbers follow, either in paren-
theses or on lines starting with ‘‘þ ’’ a list of parameters,
each group containing ‘‘¼ ’’, for instance, ‘‘BF¼ 100.’’ Each
group is a named quantity that SPICE has been endowed
to recognize as a particular characteristic of device that it
recognizes. Thus SPICE recognizes that the NPN called
2N3904 has a Beta Forward (BF) of 100. There are many
SPICE-recognizable parameters for each device type. The
mythical model below illustrates the typical syntax of a
model.

.model XBT9999 NPN

þ Is¼ 7.931f
þBf¼ 76
þXtb¼ 1.5
þ Ikr¼ 0
þVjc¼ .75
þVje¼ .75
þVtf¼ 4

Xti¼3
Ne¼ 1.342
Br¼ 1.297
Rc¼ 1.61
Fc¼ .5
Tr¼4.687n
Xtf¼ 7

Eg¼ 1.11
Ise¼ 5.911f
Nc¼ 2
Cjc¼ 4.017p
Cje¼ 4.973p
Tf¼ 820.4p
Rb¼10

Vaf¼ 58.74
Ikf¼ 13.93m
Isc¼ 0
Mjc¼ .3174
Mje¼ .4146
Itf¼ .35

Figure 4. Typical SPICE GUI showing schematic and waveforms.
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Complete lists of SPICE-recognizable parameters for
diodes and transistors of all recognizable types are set
forth in detail in literature published by UC Berkeley [5]
and summarized [6,7] and published by other entities.
Both the complete parameter descriptions and their sum-
maries are freely available for download over the Internet.
For MOSFETS, SPICE recognizes both electrical models,
including electrical parameters and geometric models, the
latter often including lengths and widths of MOSFET fea-
tures expressed in microns.

Devices that are not single devices primitively recog-
nizable to SPICE may also be similarly called. These are
described as subcircuits. A subcircuit is brief text file in-
cluding a plethora of SPICE-recognizable devices inter-
connected by a net list and having terminals like, and
called like a single component. A subcircuit may contain
many BJTs, resistors, capacitors, or other components. A
subcircuit may encompass even a complex subsystem.
The syntax is similar to that for models, beginning with
‘‘.subckt,’’ followed by the name of the subcircuit, which
is followed by several alpha-numeric expressions separat-
ed by spaces, representing the externals nodes of the sub-
circuit. This opening is followed by a netlist of the
subcircuit and any models included therein, finally end-
ing with ‘‘.ends.’’ Comments lines beginning with an as-
terisk may be included anywhere in the text. It is safest to
completely include all models used in a subcircuit in its
text to avoid corrupting a subcircuit when transporting it
to a SPICE application with a different library. The file-
name of a subcircuit is usually the name of that subcircuit
with the suffix ‘‘.sub.’’ The syntax of a subcircuit is illus-
trated by the mythical subcircuit named DIFFECL.sub
follows below.

Subcircuits have many uses. Subcircuits provide a way
for SPICE to simulate both usual and unusual compo-
nents. For example, it is unlikely that the authors of
SPICE had vacuum tubes (valves) in mind when they
wrote a program nominally having ‘‘integrated circuit
emphasis.’’ However, certain audio enthusiasts find that

subcircuits representing triode and pentode vacuum
tubes are convenient for simulating their circuits. The
monolithic IC designer may use subcircuits to abstract
repetitive structures. The discrete analog designer will
doubtless encounter manufacturers’ macromodels of
such devices as operational amplifiers, which are, in
fact, subcircuits that mimic the behavior of such compo-
nents. The HF RF designer may use models, but the
very high frequency (VHF) and ultra-high frequency
(UHF) designer must usually use models embedded in
subcircuits representing the package parasitics of their
devices.

Modern SPICE applications often include model and
subcircuit libraries that SPICE searches by default for
their contents. Additionally, many SPICE applications are
endowed by their software authors with such libraries al-
ready supplied with common components. Models of de-
vices are often supplied by manufacturers, and may
usually be downloaded over the Internet. This is often
the source of the most accurate models, although some
manufacturers supply models with errors. Some users
learn no more about models than how to download them
and to install them in their SPICE libraries.

The RF designer and the high-speed analog and digital
designer may need models of other circuit elements that
neither SPICE nor device manufacturers can supply. At
high frequencies and speeds, the parasitic, or stray, resis-
tance, capacitance, and inductance of the interconnects
between devices is often far from negligible and may even
dominate circuit performance. Therefore, if SPICE is to
simulate such circuits accurately, these parasitic elements
must be included in the simulation. Obtaining models of
parasitic elements can be challenging.

Other computer simulation programs may be used to
provide models of parasitic elements. Some electromag-
netic (EM) field solvers [8] provide for drafting entry of
such geometric features as may occur on a PCB, in hybrid
circuitry, or in a monolithic IC. Such programs also often
provide import capability for graphics files. Some EM field
solvers output both S-parameter and SPICE models that
may be useful to the high-frequency SPICE user. Lacking
an EM field solver, it is sometimes useful to treat inter-
connects as transmission line sections that are easily in-
cluded in the SPICE simulation.

Another need for subcircuits and models develops
with mixed-signal design. To simulate circuits containing
both analog and digital devices, at least the input and
output characteristics of the digital parts must be mode-
led in SPICE-recognizable format. One common format for
digital interfaces is IBIS. IBIS-to-SPICE conversion ap-
plications [9] facilitate SPICE simulation including digital
components. In the case of such digitally simple parts as
buffers and inverters, the IBIS-to-SPICE conversion may
be all the treatment that the digital components require.

2. USING SPICE

The first entry on a SPICE schematic diagram should be
the ground (earth) symbol; SPICE will not correctly sim-
ulate any circuit lacking a ground.

*ECL DIFFERENTIAL RECEIVER
.Subckt DIFFECL Vcc Vee Vinþ Vin�Voutþ Vout�
I2 Q22_E Vee 2.95m
Q21 Vcc R11_N Voutþ 0 HFGADJ
Q22 R12_N Vinþ Q22_E 0 HFGADJ
Q12 Vcc R12_N Vout� 0 HFGADJ
Q11 R11_N Vin�Q22_E 0 HFGADJ
R12 Vcc R12_N 270
R11 Vcc R11_N 270

.MODEL HFGADJ NPN
þ IS¼ 3.84e-16
þVJS¼ 0.75
þFC¼ 0.5
þXTF¼ 18
þPTF¼ 0 ISC¼ 0
þRE¼ 0.6
þRBM¼ 1.02
þRC¼ 10.5
þCJC¼ 0.162e-12
þCJS¼ 0
.ends

BF¼ 124.9
IKF¼ 0.027
NE¼2.17
NR¼1.05
TR¼ 0.635e-9
XTB¼ 0
KF¼ 0
CJE¼ 0.358e-12
VJC¼ 0.79

NF¼ 1.05
MJS¼ 0
TF¼ 8.7e-12
VTF¼ 19.1
NC¼ 2
RB¼ 17.9
IRB¼ 4.01e-4
VJE¼0.71
MJC¼ 0.64

VAF¼ 11.9
ISE¼ 1.0e-14
BR¼1
ITF¼ 0.082
EG¼ 1.11
XTI¼ 3
AF¼ 1
MJE¼ 0.5
XCJC¼ 0
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SPICE will also balk at a circuit containing nodes for
which it cannot compute a DC operating point relative to
ground. A capacitor left with one open terminal is unac-
ceptable. Analogous to the open capacitor is the shorted
inductor, the current of which is unknown. Some SPICE
applications will accept a resistor with one open ter-
minal, whereas others will not. Despite the fact that
coaxial cable, microstrip, or other transmission lines
obviously exhibit longitudinal conduction, SPICE does
not recognize what one may ordinarily take for granted.
For simulation, circuits connected by transmission line
may require resistors to ground at the far end of the line.
Such resistors may be arbitrarily large, i.e., 1 gig-ohm.
Other circuits inadvertently containing galvanically iso-
lated nodes may require similar treatment. Examples of
such are certain M-derived filters, isolation amplifiers,
isolated DC-DC power supplies, and transformer-coupled
RF circuitry. It is usually advisable to connect normally
isolated circuit portions to the grounded parts of the sche-
matic diagram using a resistor. Once the simulation is
performed, one can examine this resistor for common-
mode currents. If the circuit has been thoroughly mod-
eled, it will contain the stray coupling elements between
the isolated section and ground. In transformer-coupled
circuitry, the common-mode potential imposed on a
secondary winding may often have a peak voltage as
high as the power supply on the primary side. The cur-
rent in the connecting resistor should be commensurate
with that which is to be expected. The discipline of
examining this current is helpful in appreciating and
controlling common-mode currents in RF circuits and
DC-DC converters.

Although most SPICE applications have libraries of
models and subcircuits, the manipulation of such files var-
ies from application to application, and even within ap-
plications. For example, one application groups all
semiconductors, models, and subcircuits alike into a sin-
gle file. Another has a separate folder in which each sub-
circuit is a separate file. In the latter application, other
components, passive and active, are grouped in files with-
in another folder, a file for resistors, another for capacitor,
yet another for inductors, a file for BJTs, etc. However, the
latter application also includes other components not kept
in such files, such as switches. In the latter application,
switches are defined by a SPICE directive, a snippet of
text edited in a dialog box and deposited on the schematic
diagram.

A few words are needed about the use of the ideal
components available in SPICE. Unless other inputs
are given, SPICE components and sources are ideal!
Resistors have no capacitance or inductance. Capacitors
have no resistance or inductance. Inductors have no
resistance or capacitance. Voltage sources can supply
megaamps, and current sources have compliances of
megavolts, whether dependent or independent sources. If
your simulation needs less than ideal components to be
correct, you must explicitly add the necessary nonidealities
to your schematic diagram, or in some SPICE applica-
tions, to the component descriptions! At first, those unac-
customed to ideal components may experience some
disorientation. For example, although a real current

source usually must be connected to a voltage more ex-
treme than greatest compliance desired therefrom, an ide-
al current source needs no such connection. It may be
connected to ground or to any appropriate return. Even
more disconcerting is the fact that an ideal current source,
unlike most real current sources, can swing to voltages
beyond the power supply voltages provided in the sche-
matic diagram. If one were to apply an ideal current
source to the capacitor of a ramp generator, and then not
reset that generator soon enough, one might see several
kilovolts across that capacitor.

Additionally, diode and transistor models may not in-
clude breakdown voltages. In a real circuit, a positive cur-
rent source applied to the emitter of an NPN BJT will
merely cause zener conduction, but because the zener
breakdown base-emitter junctions is commonly not includ-
ed in SPICE models, the emitter voltage in simulation
may increase to astounding levels.

The effects of ideal voltage sources are more misleading
for SPICE users because they are seldom so dramatic.
Build a DC-DC converter fed by an ideal voltage source
and no ripple will be conducted to another connected cir-
cuit. Power the real version of the same circuits with a
battery and the circuits sharing the battery may be inun-
dated with noise. To obtain the truth, one must endow that
ideal voltage source with battery-like nonidealities. If one
remembers to observe the current in the ideal voltage
source, the need for proper bypassing and decoupling be-
comes obvious.

Independent sources in SPICE may be made to provide
a steady voltage or current, AC voltage or current for AC
analysis, or waveforms with or without DC components.
Available waveforms are pulse, sine-wave, exponential,
piece-wise linear (PWL), and single-frequency FM. Al-
though these sources largely correspond to what the
engineer expects in bench instruments, a few accommo-
dations are to be made. One accustomed to a function
generator with sine-, square-, and triangle-wave outputs
may at first miss the last. However, two triangle-wave
sources are implicit in SPICE. The pulse source has pro-
grammable rise and fall time. A pulse consisting entirely
of rise and fall is a triangle wave. One accustomed to the
usual engineering practice of measuring pulses at their
50% points may at first not obtain the expected pulse
waveforms from SPICE, in which the waveform is speci-
fied as having an implied off-time, a rise, an on-time, a fall,
and a period. The second triangle-wave generator is the
PWL source. Using this source, the times and levels at the
tips of the wave may be defined.

In addition to independent sources, dependent sources
are available in SPICE. These are four-terminal devices
having either a voltage or a current input and a voltage or
a current output. One must at least enter a value of gain
or transconductance for these devices.

Another SPICE source is the nonlinear dependent (in
some applications called behavioral) source. These are a
two-terminal voltage or current sources, the output of
which is a mathematical expression. The output of such
a source might, for example, be a voltage twice the sine of
the square of the voltage on some other node on the sche-
matic diagram.
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When any component or source is entered in SPICE, no
error is entered with it. Some SPICE applications include
Monte Carlo analysis, but, in the absence of that feature,
one can be misled by inadvertent and unrealistic matching
of components. If any question about such errors exists, it
is wise to deliberately introduce appropriate errors and
recheck simulation results.

Having entered a schematic diagram and incorporated
in one’s library, the models, and subcircuits it contains,
one must direct SPICE to do the desired analysis. The
time-domain oriented engineer will often choose transient
analysis. The output of transient analysis is essentially
the same as using an oscilloscope to probe a real circuit. In
transient analysis, SPICE must be given at least a stop
time at which to discontinue the simulation. During sim-
ulation, a dialog box may drop asking what node voltages
or component currents are to be plotted. In many appli-
cations, one may, after simulation, examine these voltages
and currents by clicking a probe-shaped cursor on a cor-
responding part of the schematic diagram. In transient
analysis, a time to start collecting data to be plotted, a
maximum step time (time resolution), and sometimes a
minimum step time, may be entered.

Another engineer may choose AC analysis. In this
case, the result after simulation of clicking the probe on
a given node of the schematic is the generation of a Bode
plot, as shown in Fig. 5. For this analysis, one enters a
start frequency, a stop frequency, whether the output in-
terval is to be in octaves or decades, and the number of
points per interval. It does not matters at all to SPICE
whether the circuit is operating from 1 to 10 mHz or 1 to
10 Ghz, the computation is equally quick. For a given cir-

cuit, AC analysis is usually much quicker than transient
analysis.

SPICE offers intuitive bridges between the frequency-
domain and the time-domain. It is a trivial task to perform
both transient and AC analysis of the same circuit. Mak-
ing a habit of doing so can greatly sharpen one’s intuitive
grasp of the relationship between these domains. For ex-
ample, one can observe the transient response of a fed-
back amplifier and then consider its Bode plot. Examina-
tion of the rings in the transient response are easily re-
lated to discontinuities shown on the Bode plot. With a
little practice of this discipline, it becomes difficult not to
know how to compensate an amplifier. Were that not
enough, many applications include FFT capability that is
easily applied to the output data. Such capability, shown
in Fig. 6, can be very useful for observing harmonics and
intermodulation products.

Noise analysis is invoked similarly to AC analysis. The
obvious difference is that for noise analysis the circuit it-
self provides the signal.

DC analysis is usually performed by default before
more complex analyses are done, but may be separately
invoked. Pole-zero analysis and sensitivity analysis are
part of SPICE and are not explicitly accessible in many
applications. Transfer function analysis is also part of
SPICE, fully explicitly available in some applications
and explicitly available only for DC in others.

Circuits capable of energy storage can require inor-
dinate simulation times in SPICE. To overcome this
problem, SPICE contains the ability to set initial condi-
tions. For example, an L-C oscillator with a high-Q tank
may take hundreds or thousands of cycles to attain the

Figure 5. Bode plot image from SPICE GUI. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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steady state. If one is not interested in its turnon beha-
vior, one may invoke an initial condition to start the
circuit fully charged with energy. For example, one
might use the syntax ‘‘.ic I(L1)¼ 18m’’ (meaning the
initial condition of L1 is to have a flow of 18 mA) to pre-
load the inductor with 18 mA. If this current is correctly
chosen in accordance with the equations governing the
inductor’s peak current in the steady state, the oscillator
may start immediately. In inductive circuits, it is not
unusual to obtain plots indicating several KV, with
power supplies of a few volts. This problem is often
solved by setting an inductor initial condition to zero, or
to some reasonable value. Likewise, if one has no interest
in the turnon of an A-M envelope detector, one may pre-
charge its filter capacitor with such syntax as ‘‘.ic V(n017)
¼ 1.347 V,’’ where the terminal of the capacitor attached to
node 17 needs to be charged to that voltage. The initial
condition is almost indispensible for examining the ripple
of DC-DC converters. When initial conditions are not
specified and should be, not only does transient simula-
tion often become lengthy, but also the SPICE iterations
needed initially to establish DC conditions may become so
slow as to strain one’s patience waiting for actual simula-
tion to commence.

RF and power-conversion circuits often involve trans-
former coupling. Transformers in SPICE are simply
coupled inductors. The windings to be coupled are entered
having polarity dots if needed and their respective self-
inductances. Remember that inductance varies as the
square of turns; turns-ratio in SPICE is a dependent
variable derived from the square root of the inductance
ratio. One enters the windings on the schematic as if they
were perfectly coupled. To implement less than complete

coupling, the syntax is usually something like ‘‘K1 L1 L2
0.5,’’ meaning that the windings L1 and L2 are 50%
coupled. Many windings can usually be included in that
syntax.

One might wonder how, without the expense of an
EM field solver, to model parasitic elements. Free resourc-
es, some available online give, either as charts in text
[10] or as calculators [11,12], the impedance of micro-
strip and other common structures given dielectric con-
stant, or material, and dimensions. If one merely treats
one’s interconnects as such structures, one can ascertain
their impedances as transmission lines. The same facili-
ties usually relate their timelengths to physical lengths.
To convert timelength at a given impedance to lumped
elements, use C¼T/Zo and L¼T*Zo, where T is the
timelength, Zo is the characteristic impedance, C is the
capacitance of the section, and L is the inductance of
the section. Thus, one can approximate, for example, the
stray capacitance and stray inductance of a run on PCB.
The reason for simulating using lumped elements rather
that transmission line sections for connections is that
SPICE does not comprehend transmission lines as DC
connections.

As SPICE may compute the characteristics of sections
of transmission lines with far greater smoothness than is
practically realizable, simulations involving transmission
lines are often slow. More reasonable simulations are
often obtained using lumped-element lines when the
‘‘lumpiness’’ is chosen to have little effect on circuit oper-
ation. Using many small sections can approximate the
smoothness of a continuous line.

Although a few SPICE applications add some thermal
capability, many do not. In the world of SPICE, simulated

Figure 6. FFT image from SPICE GUI. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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components can be far more tolerant of excessive dissi-
pation than in actual circuits. One must, therefore,
account for the dissipation of one’s components before
assuming that a design that performs flawlessly in simu-
lation is complete. Having manually determined that a
temperature increase will occur, no difficulty exists in
causing SPICE to simulate at the higher temperature.
Some applications include a menu entry for temperature,
whereas others require syntax such as ‘‘.temp 100.’’
Although some manufacturers supply models with tem-
peratures in Kelvin degrees, many SPICE applications
require Celsius degrees and produce anomalous results
when given Kelvin degrees. Likewise, many active
device models do not include voltage breakdown. A 60 V
transistor with 200 V on its collector may simulate flaw-
lessly. High SWR that may destroy real transistors may
not be noticed in SPICE unless voltages and currents are
examined.

Habituation to real-world circuits usually does not
encourage observation of currents. However, in SPICE,
observation of voltages and currents is equally practical.
It is helpful to cultivate the habit of observing currents
in RF circuits. For example, in RF circuits it is not
uncommon for ground planes to resonate with bypass
capacitors. The tell-tale sign in real circuits is that a
capacitor with good ESR exhibits far more voltage drop
than its capacitive reactance and the available power-
supply voltage would seem to permit. Q of the resonant
tank formed by plane and bypass is the culprit. With
strays correctly modeled, the resonance will also occur
in SPICE, but the current in the bypass will be directly
observable.

As well as simulating common components, SPICE
also facilitates simulation of functions incorporating
LaPlace transforms. Some applications offer explicit
LaPlace blocks, ideal components with infinite input
impedances and infinitesimal output impedances, into
which can be inserted numerical expressions of the form
‘‘6347/(sþ355).’’ In other applications, the LaPlace func-
tions are less obvious. In some, dependent voltage and
current sources may be endowed with values including the
LaPlacian, using such syntax as ‘‘LaPlace¼ 5473/
(sþ 23495).’’ In addition to their use as ideal components,
LaPlacian sources, when embedded in circuitry yielding
the appropriate nonidealities, often provide effective
replacement models when component models are not
available.

3. ACCOMMODATING SPICE AND MODEL ANOMALIES

Like any tool, SPICE is not perfect. One annoying problem
is that sometimes a circuit portion that has been totally
disabled will generate simulation artifacts. If one sees in
simulation what appears to be low-level interference or
crosstalk from a source that has been reduced to zero
volts, it is good not to be surprised. This problem looks just
like RF leakage, but it is not. Saving a version of the cir-
cuit and eliminating the offending source therein usually
causes the problem to disappear, thus proving the problem
to be an artifact.

Another perplexing problem can develop because of the
default resolutions of SPICE applications. For instance,
the leakage currents of some MOSFETS are in the femto-
amps. If one’s application defaults to 1 nanoamp resolu-
tion, it is understandable that measurements on the
picoamp and femtoamp regions will appear to wander
aimlessly as SPICE dithers between minimal levels at
maximum resolution. If one needs to work in extreme
areas, it is wise to examine the defaults of the SPICE
application.

Most problems encountered using SPICE do not origi-
nate in the SPICE application; models and subcircuits are
the most abundant source of errors. At this time, most
engineers obtain their models over the Internet. For
SPICE models, macromodels, and subcircuits, as for oth-
er information, the Internet offers an abundant wellspring
of undifferentiated truth and error. The Internet abounds
with SPICE models, some totally erroneous. The best are
usually offered by device manufacturers, but even some of
these are rife with errors.

Although some engineers feel that SPICE models are
sacred and should be preserved inviolate, such a stance
denies one the ability to correct obvious errors. It is not
uncommon, even with manufacturer-supplied models, to
encounter errors. As many component characteristics are
also supplied in datasheets, it is wise to compare data-
sheet values with SPICE models. If something seems
wrong with a transistor’s parameters, examination of
the datasheet may resolve the problem. For example, a
BJT model that exhibited an unusually high Vbe (base-
emitter voltage) had given for its parameter ‘‘N¼ 2.4.’’ The
Vbe was noticeably higher than indicated by the data-
sheet. Similar transistors of the same family by the same
manufacturer had ‘‘N¼ 1.4.’’ The 2.4 was a typographical
error. Some manufacturers’ datasheets have decimal point
errors that misrepresent parameters by two orders of
magnitude. Usually, such a gross error is made manifest
by the data explicitly or implicitly provided on the data-
sheet.

For this reason and others, it is wise not to ‘‘fly blind’’
with SPICE. The definitions of SPICE itself and the pa-
rameters of its models are freely available on the Internet.
The descriptions given are succinct. The SPICE user will
be amply rewarded by the insight gained from the mini-
mal investment required to understand SPICE and its
parameters.

Another kind of understanding is helpful for getting
the most from SPICE. One should try to understand
the physics of the situation. For example, a manufac-
turer’s subcircuit for a 45 GHz SiGe transistor seems to
behave in a manner that violates Kirchoff ’s law when a
reversal of emitter current exists. When the emitter
current of the transistor is plotted, it is reported in the
forward direction, but not in the reverse direction. Cur-
rent in a resistor uniquely in series with the emitter is
plotted as bidirectional. The subcircuit comprises a tran-
sistor and some diode models embedded in parasitics rep-
resenting the device package. In numbering the nodes to
which the subcircuit elements are connected, an error was
made. Diode model terminals, obviously part of the chip,
were mistakenly numbered by the device manufacturer

4852 SPICE



to be connected to external package connections. It is
obvious that a few bits of metal embedded in epoxy
cannot function as a diode. Examination of the sub-
circuit file reveals this obvious error, and simple renum-
bering of the diode terminals moves it electrically to
the inside of the package strays and onto the chip, where
it belongs.

The correction of model and subcircuit errors requires
editing of same. There are other uses for editing. For ex-
ample, one may copy and edit a BJT model into several
related BJTs, one set perhaps representing the minimum
and maximum betas of the parent device. One may sim-
ilarly scale model resistances and currents to obtain sets
of related devices with different current densities. Such
scaling is very applicable to the mismatches encountered
in differential pairs of transistors of a given type.

Models of transistors with transition frequencies
approaching 1 GHz and above are often given with the
model of the transistor itself in a convenient, ready-to-
use form, and the package parasitics given in a separate
not so easy-to-use table, tempting one to use only what is
convenient. It is wise to resist that temptation. If a
schematic is drawn including the BJT model alone, biased
with a current, having its base and collectors connected
together, the simulation usually yields a well-behaved
diode drop of voltage at the collector and base. If, howev-
er, the subcircuit representing the packaged transistor is
similarly treated, a violent oscillation, perhaps of 10 to
20 GHz, will likely result. A 100 Ohm resistor in series
with the base will likely restore peace. Such transistors
and their packages are often designed to operate properly
with certain impedances on their terminals. Omission of
the package from the simulation can produce erroneous
expectations. If you must enter into your library numer-
ous instances of similar transistors made by the same
manufacturer and packaged in the same package, it may
prove efficient to copy and rename the subcircuit of the
first and replace the semiconductor models therein with
the easy-to-use models pertaining to the latter subcircuit.
Some datasheets are so inconvenient as to require one to
construct a subcircuit from the data given. If this is need-
ed, one may simply draw a small schematic diagram of the
package with the semiconductor contained therein. The
parts and nodes must then be named and numbered. The
syntax for the subcircuit may be copied from a known,
working, similar device, edited to substitute the names
and numbers of the small schematic and the models
contained therein.
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1. INTRODUCTION

Found in many natural phenomena (galaxies, DNA, tor-
nado, spiderweb, ramhorns, seashells, the face of a sun-
flower, human fingerprints, etc.), the spiral form has
intrigued mathematicians and physicists from ancient
times to the modern era. Radar developments after World
War II, particularly the need for broadband (from L to Ku
bands) circularly polarized antennas for electronic war-
fare, influenced antenna engineers to look into radiating
structures of the spiral shape. Although the obvious needs
existed at the time, the first spiral antenna was realized by
a curiosity of Edwin Turner [1]. In 1954 he wound a long
wire dipole into a spiral form and connected its terminals
to a two-wire feedline. The largest antenna bandwidths at
that time were on the order of one octave, but the results
obtained with the first spiral experiment were so encour-
aging that an immediate research effort was launched.
Half a century down the road with hundreds of papers and
patents published and awarded, and thousands antennas
already in the use, the spiral shape is still being heavily
investigated by many researchers throughout the world.

Spiral antennas are inherently circularly polarized
radiators with relatively constant input impedance and
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radiation patterns maintained over wide frequency ranges.
Bandwidth is determined by the fine precision of the feed-
ing region (high frequencies) and overall spiral aperture
size (low frequencies). Often the balun feed limits antenna
performance, although very wideband feeds have been de-
vised. Spirals can be designed in various planar or conical
shapes, and the most common configurations include the
equiangular [2–4] and Archimedian spirals [5]. The finite
features of equiangular aperture prohibit its frequency-in-
dependent [6] operation for wavelengths greater than the
antenna aperture circumference and lower than the diam-
eter of its feeding region. Spirals operate in a so-called
three-way (3W): as a fast wave, leaky wave, and traveling-
wave antenna. Basically, the traveling-wave form of the
excited currents on the spiral arms allows for its broad-
band performance. This wave is fast because of the mutual
coupling between neighboring arms, and leaks energy
while propagating on the line to produce radiation.

Spirals can be designed with different numbers of arms,
but typically two or four arms are used. The number of
arms and their excitation phase/amplitude difference de-
termines both near- and the far-field antenna perfor-
mance, which is frequently described using spiral modes.
Until relatively recently it was considered that the num-
ber of broadband spiral modes that can be excited using an
N-arm spiral is N-1 [7, pp. 108–109]. However, a broad-
band dual-mode operation of a two-arm slot spiral was
demonstrated for the first time by the authors [8]. Two-
arm spirals are most frequently used to operate in the first
(mode 1, sum or S) mode, which is obtained when the arms
are excited 1801 out of phase. Leaking (radiation) occurs
throughout the propagation path of the current traveling
wave, with the most efficient radiation from the ring one
wavelength in circumference. When operating in this
mode the spiral directs its radiation toward broadside.

Spiral antennas can be classified (with respect to the
type of transmission line supporting the excited traveling
wave) in two major groups: (1) printed or wire spirals and
(2) slot spirals. Although the first published records of
spiral research were on slot spirals [1,3,4], the majority of
publications and patenting have occurred for printed ge-
ometries [5,7,9]. The main reason is that the multiarm
designs are much easier with printed spirals. Additionally,
once the multioctave broadband matching techniques
were developed, vertical feeds were realized and many
aperture designs became feasible. Other spiral designs
have also been introduced, including the spiral-mode mi-
crostrip (SMM) antennas, realized from microstrip lines
wound into a spiral shape [10].

In this article, various aspects of spiral antenna engi-
neering are discussed. Basic theory of spiral operation,
characteristic geometries and shapes, and multiarm and
multimode configurations, as well as theoretical and prac-
tical aspects needed for successful design and understand-
ing of spiral antennas, are reviewed. Special attention is
given to understanding the modal performance of multi-
arm spiral antennas and its importance to overall antenna
characteristics, analysis theory, mode-forming networks,
and related topics. Dual-polarized spiral designs, includ-
ing inside/out-fed spirals and modulated armwidth (MAW)
spirals, are also described.

2. HISTORICAL HIGHLIGHTS

The following is a brief timeline of developments in spiral
antenna technology:

Year Development
Researcher

[Ref.]

1954
1955

1959
1959
1959
1959

1960
1960
1961

1967

1966
1971

1977
1979

1986

1983

1986

Two-arm spiral antenna
Two-arm complementary equi-
angular spiral
Two-arm slot spiral
Infinite balun
Two-arm conical spiral
Impedances of complementary

structures
Mode 2 spiral
Four-arm dual-mode spiral
Explanation of spiral radiation

regions
Sum–difference feed network

(patent)
Spiral mode impedances
Multiple-polarization spiral

(patent)
Helix-loaded spiral (patent)
Broadband center-fed antenna

(patent)
Modulated armwidth spiral

(patent)
Spiral mode-matching

transformer (patent)
Direction-finding antenna

interface (patent)

Turner [1]
Rumsey [2]

Dyson [3,4]
Dyson [3,4]
Dyson [3,4]
Deschamps [17]

Donnellan [13]
Shelton [34]
Wheeler [35]

Shelton and
Chadwick [36]
Bruce [37]
Kuo and Liu [38]

Grieser [39]
Lamberty and
Andrews [40]
Ingerson [14]

Ohara et al. [41]

Corzine and
Mosko [7]

3. BASIC THEORY OF OPERATION

The radiating ring theory, also known as a band theory [5],
is used to describe the theoretical principles behind oper-
ation of spiral antennas. The band theory will be demon-
strated on the simplest and most commonly used spiral
antenna: a two-arm, planar, wire spiral operating in the
first mode (mode 1, sum or S). As depicted in Fig. 1, the
spiral is fed from its center at ports A and A0, with ideally
equal amplitudes and a 1801 phase difference. When fed
with an ideal balanced line, and assuming discontinuity-
free aperture, the spiral will support propagation of the
forward traveling wave. Mode 1 radiation will predomi-
nantly occur from a ring with approximately one guided
wavelength (l) circumference. When excited to operate in
this mode, spiral currents at points B and B0, which belong
to neighboring arms, will be directed the same way; spe-
cifically, they will have the same phase value. The same
is the case with diametrically opposite points C and C0 (see
Fig. 1). The nonradiated traveling-wave currents will flow
past this region, and if size of the spiral permits, radiate in
the next properly phased section. This will occur at the
three-guided-wavelength circumference (mode 3 for a two-
arm spiral), or they will reach the end of the spiral arms,
where they are either absorbed or reflected back toward
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the spiral center. Note that if the spiral is large enough in
size, the in-phase current conditions will show up at odd
guided-wavelength circumferences of the spiral and high-
er-order modes will radiate. This condition is often
referred to as overmoding. If attenuation of the forward-
traveling wave through radiation and dissipation in the
lossy termination are insufficient, the currents will reflect
back from the end of the spiral and the backward-travel-
ing waves will be generated. Since the wrap direction cur-
rents now have the opposite sense, the corresponding
radiation of this current wave will be cross-polarized.
The majority of backward current wave power will also
leak in the odd wavelength circumference regions. Any
remaining power will arrive at the spiral input ports (if
perfectly matched) and show up as increased input VSWR.

This similar radiation process occurs with other modes
and different numbers of arms. For example, a four-arm
spiral fed in mode 1 (total phase progression of 3601 at the
input ports, i.e., where the feed phase vector is {01, 901,
1801, 2701}) will radiate higher modes of orders 5, 9, 4mþ
1, m¼1,2,y., and so on if the spiral large enough to sup-
port those modes. When fed with 7201 phase progression
between input ports (where the feed phase vector is

{01, 1801, 01, 1801}), the spiral will operate in the second
mode (mode 2, difference or D), and overmoding will show
up at radiating rings at 6, 10, y 4mþ 2, m¼ 1,2,y guided
wavelength circumferences. Mode 1 and 2 regions of a
four-arm spiral are shown in Fig. 2. Undesired modes
sometimes occurs as a result of imperfections in the feed
circuitry, loose or improperly attached cables, material
impurities, and other conditions capable of alternating the
natural progression of the current traveling wave.

4. SPIRAL ANTENNA TYPES, CHARACTERISTICS, AND
TECHNOLOGY

4.1. Archimedian and Equiangular Spirals

The most frequently used spiral shapes are that of Archi-
median and equiangular spirals in planar or conical form.
These shapes in planar form are depicted in Fig. 3. The
Archimedian spiral has constant armwidth and constant
separation between arms through the entire aperture. The
defining equation for this antenna is r¼ r0þaF, where r0

is the starting radius, a is the growth rate, and F is the
progressive growth angle. The equiangular spiral has pro-
gressively increased armwidth and separation between the
arms as they open toward the outside. This shape can be
entirely described by angles and is the basis for the fre-
quency-independent principles [6]. The defining equation
for an equiangular spiral is r¼ r0eaF, where r0 is starting
radius, a is the growth rate and F is the progressive
growth angle. Another term frequently used to describe
tightness of the equiangular spirals is the so-called expan-
sion factor (EXP), defined as EXP¼ e2pa. For an expansion
factor of 2, the spiral radius as well as the armwidth and
separation between the arms will double for each turn.

4.2. Spiral Modes

Spiral modes were first theoretically studied in early
1960s [11,12], when radiation conditions for orthogonal
radiation modes of infinite arm spirals were derived. The

C′ C
B

A

B′
A′
+−

�/4

Figure 1. Mode 1 radiating region for a two-arm spiral. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)

1 wavelength circumference
mode 1(sum) radiation region

2 wavelength circumference
mode 2 (difference) radiation region

Mode 1 Mode 2

Figure 2. Four-arm spiral currents depicting mode 1 and mode 2 radiation. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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notion of spiral modes is associated with either the dom-
inant (desired) or the higher-order (undesired) radiation
conditions from a spiral aperture. Dominant modes are
those for which the proper phase progressions at the feed
are devised; for mode m an overall phase progression of m
� 3601 is needed. They radiate a circularly polarized wave
from the ml circumference rings and have a far-field
phase (on a cone) progression with m cycles of 3601.
Only mode 1, with both right circular polarization (RCP)
and left circular polarization (LCP), has any boresight
component. Other modes have an on-axis null. Higher-or-
der modes are typically unwanted and they are formed
due to existence of the nonradiated currents on the spiral
aperture outside the nominal radiating ring. They can be
suppressed by reducing the size of the spiral, so that its
circumference is smaller than ml, where m is the unwant-
ed mode. Improving the efficiency of the radiation through
the dominant radiating ring can reduce the negative ef-
fects of these modes, and this is recommended for spiral
antenna designers. Radiated power of the higher-order
modes is to blame for scalloping spiral patterns and sig-
nificantly increased amplitude wobble on conical spiral
pattern cuts (the parameter often termed as WoW [7,9]).

A NEC-generated numerical model of a 16-arm equi-
angular spiral is used to compute the radiation patterns
for dominant modes supported by this antenna, and the
radiation patterns are shown in Fig. 4. Each higher-order
spiral mode peaks successively further from boresight.

Approximate beam peak angles and directivities for the
first nine spiral modes are shown in Table 1. These values
are typical, but there will be minor variations based on
spiral design and frequency. To demonstrate the overmod-
ing on a two-arm spiral antenna, a first higher-order
mode, mode 3, was computed for several equiangular spi-
rals with various growth rates. As seen in Fig. 5, tighter
growth rates can be utilized to design antennas with high-
cross-mode difference gains and thus improved patterns.
The maximum value shown for mode 3 radiation is –18 dB
below the mode 1 gain at 18 GHz, resulting in only a 2 dB
azimuth ripple (WoW).

4.3. Number of Spiral Arms

The first spiral antennas were realized with two arms and
operated in a single mode. Initially, they were fed by a
balanced two-wire transmission line, and they were the
best broadband antennas at that time (2–1 bandwidths
were considered extremely wide). The interest in spirals
with more than two arms was ignited by Paul Shelton in
1960. He proposed three- and four-arm spiral designs for
multimode operation (see App. A in Ref. 7 for a copy of the
original letter). Shelton recognized that for proper phase
progression at the input ports an extra arm (reference)
was needed; thus, to achieve two broadband modes, at
least three arms were required. His finding heavily im-
pacted funded research conducted in several labs that had

r0

w0 Φ

r0

Φ

Figure 3. Two-arm Archimedean (left) and equi-
angular (right) spirals.
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Figure 4. Radiation patterns of ideal modes from
a 16-arm spiral. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/
erfme.)
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been trying to obtain two broadband modes from two-arm
spiral antennas [13]. Since then, it has been generally ac-
cepted that an N-arm spiral can radiate N–1 broadband
modes. Therefore, the minimum number of arms for a
multimode spiral is 3. A unique feature of the three-arm
spiral is that the first and second modes have the same
impedance. However, four arms are generally used be-
cause of the more complex feed network, often called
beamformer or modeformer, for a three-arm spiral (feed
phase vectors are mode 1 {0, 120, 2401} and mode 2 {0, 240,
4801)). For dual-polarized spirals, such as the modulated
armwidth (MAW) spiral [14], a minimum of five arms are
required for multimode operation. Because of the beam-
former simplicity, six or eight arms are generally used.
Finally, single-arm spirals have also been investigated
[15], and some narrowband applications were found where
these antennas provide satisfactory performance. Howev-
er, they do not have conventional spiral behavior and will
not be discussed here.

4.4. Pattern Modal Decomposition

To investigate the composition of the modes in a radiation
pattern of a spiral antenna, a technique referred to as a
pattern modal decomposition is often used [16]. The radi-
ating modes of an N-arm spiral can be obtained by pro-
ducing a phase progression between adjacent arms at the
feedpoints equal to 2pm/N, where m¼ 1,2,y is the desired
mode of operation. To compute the modal content of the

radiated field, the phase progression is applied to the
arms of the spiral through complex voltage coefficients
defined by

Vk;m¼V0m � e
½�j2pmðk�1Þ�=N ð1Þ

where k¼ 1,y,N denotes the arm, V0m is a constant am-
plitude, and j equals

ffiffiffiffiffiffiffi
�1
p

. Equation (1) has the restriction

XN

k¼ 1

Vk;m¼ 0 ð2Þ

for each mode. A determination of the modal fields in
terms of the measured pattern

EmðyÞ ffi
1

NðfÞ
�
XNphi

k¼ 1

V�k;m � Eðy;fkÞ ð3Þ

The modal decomposition, Em(y), are the coefficients to the
discrete Fourier series representation of E(y,fk). Nphi is
the number of points per conic cut (at a constant y value),
in the far-field pattern data, and the highest number of
ambiguity free modes that can be resolved is equal to
(Nphi/2� 1) �E(y,fk) can be measured pattern data or cal-
culated from electromagnetic models. To demonstrate the
capabilities of this technique, the beamformed patterns of
an eight-arm spiral are decomposed into modes as shown
in Fig. 6. Both, left- and right-handed modes supported by
this structure are measured and as seen, the power in
cross-polarized modes (negative ones) is much smaller
than that of the copolarized fields. Also clear from this
figure is that the higher-order modes ‘‘turn on’’ at
progressively higher frequencies. A single-arm measure-
ment without beamformer can also be decomposed into
basic spiral modes, thus providing significant amount of
data (i.e., all possible spiral modes) from a single-port
measurement.

Table 1. Directivity and Beam Peak Position for Spiral
Modes in Free Space

Mode

1 2 3 4 5 6 7 8 9

Beam peak (deg) 0 40 45 49 52 54 56 58 60
Directivity (dBic) 8.5 6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3

8.06.04.02.0 10.0 12.0 14.0 16.0 18.0
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Figure 5. Mode 3 content (relative to mode
1), of a 2.4-in.-diameter two-arm equiangular
spiral with various growth rates. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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4.5. Spiral Impedance

The input impedance to the ground for a self-complemen-
tary N-arm structure in free space is derived by Des-
champs [17] and is given as

Zfs;comp
m ¼

Z0=4

sin
m � p

N

� � ð4Þ

where Z0¼ 120p O is the impedance of the free space. The
integer m denotes the eigenvalue or characteristic mode
(m¼ 1,2,yN–1) where N is the number of arms on the
structure. Modal impedances for self-complementary two-
through eight-arm spirals are computed using (4), and re-
sults are shown in Table 2. As seen, only a three-arm spi-
ral has the same modal impedances for modes 1 and 2. As
discussed in the previous section, the complexity of the
beamforming network for this antenna reduce its practical

application. In practice, these theoretical impedances are
lowered because of the finite thickness of the metallic
parts on an antenna as well as inevitable dielectric loading
(used for mechanical support).

To impedance-match the spiral to a particular mode,
the arm-to-gapwidth ratio (A/G) at the spiral feedpoints
can be adjusted to match to the feed cable impedance
(usually 50O). Since spirals radiate most efficiently as
self-complementary structures, the noncomplementary
feed region should be slowly transformed back to comple-
mentary before the first desired radiation region. As with
most impedance transformers, this transition should be at
least a quarter of a guided wavelength long at the lowest
frequency of operation. A drawing of a tapered A/G feed
region for an eight-arm spiral is shown in Fig. 7. For this
antenna, to simultaneously match both modes 2 and 3 to
50-O coax (coaxial cable), the predicted optimum A/G ratio
is about 14 (see Fig. 8).
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Figure 6. Power in each mode for a single arm
of a 25-cm-diameter eight-arm spiral. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)

Table 2. Input Impedance (in X) of Free-Space Self-Complementary Spirals

Spiral Mode

Number of Arms 1 2 3 4 5 6 7

2 94.2 — — — — — —
3 108.8 108.8 — — — — —
4 133.3 94.2 133.3 — — — —
5 160.3 99.1 99.1 160.3 — — —
6 188.5 108.8 94.2 108.8 188.5 — —
7 217.2 120.5 96.7 96.7 120.5 217.2 —
8 246.3 133.3 102.0 94.2 102.0 133.3 246.3
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Simultaneous matching of spiral mode impedances is a
challenging problem, and several methods have been de-
vised. These methods utilize a feedline structure that is
highly decoupled at the beamformer input (all input ports
are 50O, regardless of mode), and strongly coupled at the
spiral interface (impedance is dependant on input excita-
tion). In the feedline section, near the spiral, coupling is ob-
tained similar to that between the arms in a spiral antenna.
A six-arm spiral with a coaxial type coupled feedline [18]
had maximum return loss of � 13, � 17, and � 16 dB for
the first three modes. Average return loss over the 4:1 band-
width was � 18, � 22, and � 24 dB for these same modes.

4.6. Spiral Feeding Methods

A number of different feeding techniques have been devel-
oped for spiral antennas. Some include not only balanced-
to-unbalanced (balun) transitions but also impedance

transformation. The tapered microstrip balun [19],
Marchand balun [20], and 1801 hybrids with coaxial feeds
are commonly used for two-arm printed spirals. The ta-
pered microstrip balun, shown in Fig. 9a, has the advan-
tage that the spiral impedance can be matched by tapering
the width of the strips. It can be designed for bandwidths
several octaves wide. For more than two arms, coaxial
feedlines are used; one realization is shown in Fig. 9b. The
outer conductors of these coaxial cables are soldered to-
gether to form a compact coaxial cluster. To further reduce
unwanted feed line radiation, absorber paint is sometimes
used to coat the outer conductor of the coaxial feedline ca-
bles between the beamformer and spiral. The so-called in-
finite balun developed by Dyson [3] is the most commonly
used feeding method for slot spirals. The outer conductor of
the coaxial cables is soldered to the metallic portion of the
spiral (in between the slot arms), and a transition to the
slotline is provided in the center. A recently proposed dual
Dyson balun for a four-arm slot spiral [21] is shown in
Fig. 10. In this configuration the dummy cable (used with
two-arm configurations to provide symmetry) is replaced
by another feed cable, and proper mode 2 phasing is ob-
tained using a simple power divider.

4.7. Spiral Start and End Radius Guidelines

In this section, recommendations for start and end radii of
spiral apertures are provided. If the spiral start radius is
too large, excessive energy will leak through the mode

Figure 7. Impedance transformer for an eight-arm spiral. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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Figure 9. Microstrip tapered balun (a) and coaxial cluster feed
(b). (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Figure 10. Directivity–gain for various modes of a four-arm
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1 radiation region. Spiral size permitting, this energy will
radiate in higher order modes, thus significantly contam-
inating its far field. The guideline given in Eq. (5) is for the
spirals with relatively small growth rates (EXPo2):

Rstart¼
lhighmlowest

6p
ð5Þ

where lhigh is the guided wavelength of the highest fre-
quency of operation and mlowest is the mode order of the
lowest desired mode of operation. Additionally, the feed
region of the spiral can interact with the feeding cables
and create currents that propagate on the outside of the
cables. This can severely deteriorate the radiation pat-
terns and also provide unwanted interference. Since mul-
tiarm spirals are commonly fed with some form of coaxial
clusters, special care must be exercised when the mini-
mum spiral radius is determined. The approximate upper
frequency limits for quality mode 1 radiated patterns for
various coaxial cable sizes are summarized in Table 3. The
outer shields of these coax clusters are usually soldered
together to reduce unwanted cluster radiation.

As discussed earlier, a spiral needs to be ml in circum-
ference to support the radiation of mode m. Since the ra-
diation region is actually a finite width ring, it will be
severely truncated if the circumference is only ml. A good
rule to avoid unnecessary truncation of the radiating ring
of tightly wound spiral (EXP o2) is expressed in (6)

D�
ðmhighestþ 0:5Þllowest

2p
ð6Þ

where llowest is the guided wavelength of the lowest fre-
quency of operation and mhighest is the mode order of the
highest desired mode of operation. For higher spiral effi-
ciency, the numerator of Eq. (6) should be increased to
(mhighestþ 1)llowest. Loss (directivity minus gain) versus
spiral circumference for a four-arm printed equiangular
spiral over an absorptive cavity is shown in Fig. 11. At
least 3 dB of this loss can be attributed to absorbing the
back hemisphere pattern of the spiral.

4.8. Slot Spirals

The slot spiral antenna [1,3] can be considered as a com-
plement to the more frequently used wire or printed spi-
rals, thus their performance is quite similar. The basic
transmission line used to support the forward traveling
wave is slotline-wrapped in the spiral form. To maintain
input impedance of a two-arm design close to 50O and
allow for ‘‘clean’’ slot mode excitation, a metal to slot ratio
is typically larger than 1. The proper mode excitation of

the slot spiral has been best obtained by utilizing a Dyson
infinite balun [3], shown in Fig. 10. This feed provides al-
most perfect balance, and its bandwidth is restricted only
by the spiral aperture and excitation of the higher-order
coaxial cable and connector modes. The disadvantages of
Dyson baluns include difficult fabrication, restriction on
the spiral growth rate (thus somewhat lesser coupling in
the active region), high-frequency losses, and increased
scattering from the cables if the balun is placed outside
the cavity. Other techniques for feeding slot spirals
including the microstrip feed [22] and vertical balanced
excitation, have been proposed, but significant improve-
ments are still necessary (microstrip radiation and
coupling into the slot outside the transition region, both
negatively affecting the crosspol).

The design of the termination region is crucial for slot
spirals. Because of the smaller attenuation through the
active region (to be discussed later), the residual traveling
wave on the slotline not only radiates in the higher-order
modes but also undergoes strong reflections from the spi-
ral arm ends and severely deteriorates the pattern and
impedance performance at low- and midband frequencies.
Excellent treatment of the slotline termination is provided
in Ref. 23. A photo of the 15-cm slot spiral fed with Dyson
balun and terminated with a 30 resistors per arm Klop-
fenstein taper [24] is shown in Fig. 12.

4.9. Beamforming

Beamformers, also known as modeformers, are used to
provide proper phasing of the spiral arms to achieve the
desired mode excitations. Phase excitations for the first
two modes of four-arm RCP and LCP spirals are shown in
Fig. 13. For a counterclockwise (CCW)-wound RCP spiral,
phase excitation of successive spiral arms is given by
P¼ ½�360mðn� 1Þ�=N (in degrees), where m¼ 1,2 is the
mode number, n¼ 1,2,3,4 is the arm number, and N¼ 4 is
the number of arms. Note that the theoretical phase dis-
tributions are identical for modes 2 RCP and LCP and that
spiral’s wrap direction determines the polarization sense.
The beamforming networks are typically stripline circuits
built as a combination of 901 and 1801 hybrids and phase

Table 3. Maximum Mode 1 Frequency (GHz) for Coaxial
Cable Feeding Arrangements

Coaxial Cable Diameter (in.)

Number of Coaxial Lines 0.141 0.085 0.047 0.034

2 7 12 418 418
4 6 10 18 418
6 5 8 14 418
8 4 6 12 16
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Figure 11. Four-arm slot spiral with dual Dyson balun feed.
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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shifters. An excellent treatment of spiral beamformers can
be found in Ref. 7.

The modal decomposition of the mode 1 input of a 4� 4
Butler matrix beamformer (shown as inset) is depicted in
Fig. 14. Complex SN1 data are measured from the mode 1
input to each of the four outputs of the beamformer (N¼
1,2,3,4). These data are then decomposed into the four
spiral modes. Both amplitude and phase imbalances con-
tribute to the modal contamination. The top curve denotes
the insertion loss for mode 1; while the remaining curves
(modal isolation 425 dB) represent the contamination lev-
el of each of undesired modes 2, 3, and 4. An ideal spiral
integrated with this beamformer will have these modal
pattern errors, assuming the spiral is large enough to
support all the modes. Modal purity of other ports (modes
2–4) is determined in the same manner. Mode 4 will not
radiate well from a four-arm spiral, but the beamformer
modal contamination should be low so it will not excite
direct radiation from the spiral feed structure.

4.10. Cavity Types

A planar spiral antenna radiates bidirectionally, with op-
posite polarization senses in the two hemispheres. For
many applications unidirectional radiation is required.

The most commonly utilized approaches for eliminating
the backward radiation of a planar spiral are use of either
a reflective or absorber filled cavity. Absorptive cavities
dissipate backward radiation using carbon filled materials
in some form of honeycomb, syntactic foam or polyure-
thane foam, to mention just a few. A graded absorber is
used to taper match the air to the heavily loaded carbon
material. If the absorber is placed too close to the spiral
element, additional attenuation of the forward traveling
wave will occur (more than the 3 dB of expected cavity
loss). To decrease the loss due to the absorptive cavity, a
contact dielectric lens can be placed on the top of spiral
[25]. The lens enhances direct coupling to free space and
typical gain increases of 1–2 dB have been observed.

A reflective cavity or ground plane can also be used over
limited bandwidths. Fields reflected off the metallic bottom
undergo polarization reversal and constructively add in
the far field if the bottom is a quarter-wavelength from the
spiral. Overmoding will occur if the spiral size permits
creation of higher-order mode active regions. Thus, an
effective way for suppressing overmoding effects is to in-
crease the number of spiral arms such that the active re-
gion of the lowest-order parasitic mode falls outside of the
spiral aperture. For example, if we want to design a mode 1
spiral to operate in 2–20 GHz range with 5 cm aperture di-
ameter and absorber free metallic backing, how many
arms should we consider? Assuming ideal conditions on
the spiral (zero width of the active region, no miniaturiza-
tion and ideal arms termination), and knowing that the
circumference of the active region for the first parasitic
mode is (Nþ 1)lhigh, we can compute that the number of
arms as NZDp/lhigh –1; thus, at least N¼ 10 arms are
needed. A more appropriate inequality for computing the
number of arms for this type of spiral antenna is

N¼
fhigh

flow
ðmþDÞ

� �
�mþ 1 ð7Þ

where fhigh and flow are highest and lowest frequencies of
operation, m is the desired mode of operation (m¼ 1 in the
given example), Ixm is the integer part of x, and D is
the safety factor depending on the width of the active
region, depth of metallic backing, and established criteria
for tolerable cross-modal difference (typical values for D
are B0.5–1). Note that multiarm designs have higher
complexity and price associated primarily with the
beamformer. Often the increase in antenna efficiency

Figure 12. Two-arm slot spiral with coaxial Dyson balun feed.

0
−90

−180

−270
00

−180

−180
0

90
180

270
00

180

180

Mode 1 RCP Mode 2 RCP Mode 1 LCP Mode 2 LCP

Figure 13. Four-arm phase excitations.
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does not compensate for the excessive cost (remember that
the beamformer must have the same bandwidth as the
antenna; thus for a 12-arm spiral, maintaining 301 phase
progression between neighboring ports over a decade
bandwidth is very respectable task).

Effects of the metal backing are clearly depicted in Fig.
15, where modal content of metal backed and freestanding
two-arm spirals are compared. As seen, the power radiat-
ed by the higher-order modes of the freestanding spiral is
significantly lower. Note that the cross-modal difference of
10 dB typically causes WoW on the order of 6 dB on wide-
angle conical cuts.

A metallic backing spaced further than l/4 will begin to
degrade the boresight gain. At a height of l/2, the mode 1

pattern will have a null on boresight and still maintain
mode 1 phase characteristics. Several designs utilizing ta-
pered absorber filled and absorber free conical cavities can
be found in Ref. 23.

4.11. Spiral Cross-Polarization

Cross-polarization is determined primarily by the effec-
tiveness of radiation through the spiral region and the
quality of the spiral termination. Feedline radiation can
also generate cross-polarization, particularly with slot spi-
rals when a microstrip feed is used. A drawing of the mi-
crostrip feed of a four-arm slot spiral is shown in Fig. 16.
The microstrip line not only enhances cross-polarization
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directly (by radiation), but the microstrip also couples into
the slot spiral and creates an inward slotline wave (cross-
polarization due to the direction of travel). In the case of
coaxial clusters, a monopole type radiation with dominant
vertically polarized field component (due to excited cur-
rents on the outside conductors on the cluster) creates the
cross-polarization. A reflective cavity also contributes to
the increased cross-polarization levels.

4.12. Attenuation through the Active Region

As discussed earlier, spirals are traveling/fast/leaky-wave
antennas realized by wrapping a transmission line into a
spiral shape. If a spiral is considered as a lossy transmis-
sion line, it should be designed to ensure large radiation
loss for the traveling wave passing through the active re-
gion. Attenuation through the active region is usually di-
rectly correlated with the ability of a spiral antenna to
efficiently radiate. The faster the wave on the spiral (i.e.,
the more the arms that couple), the greater is the atten-
uation through the active region. The radiation efficiency
(and attenuation through the active region) increases
when the spiral is on a thin, low-loss dielectric constant
substrate. This efficiency also improves as the spiral is
more tightly wound. In practice, one should allow at least
one turn before the active region. Excellent discussion on
this subject is given in Ref. 9.

4.13. Arm Termination Methods

When attenuation through the active region(s) is insuffi-
cient, the residual traveling wave will reach arm ends,
encounter a discontinuity (open end for printed and short
end for slot spirals), and reflect back. Simultaneous exis-
tence of two oppositely directed traveling waves on the
spiral create conditions for standing wave, thus reducing
bandwidth and increased cross-polarization. To mitigate
these effects, a special care must be taken in the design of
arm terminations. Various techniques for terminating the

spiral arms are devised in the past, including

* Distributed resistive loading in a form of matched
taper such as exponential or Klopfenstein tapers
(preferred method for slot spirals)

* Resistive termination to the spiral cavity
* 50O termination in the form of a microstrip or strip-

line transition (for outside ports)
* Absorber ring around spiral perimeter, either on the

top (contact) or inside the cavity
* Helix loaded spiral (absorber loads the helix at low

frequencies; see Fig. 17a)
* A thin (thus lossy) multiple turns wire at the spiral

perimeter, sometimes painted with lossy material
* Absorber paint on the last turn (or a few turns)

The rule of thumb is that the termination section
should be at least quarter of a guided wavelength long
at the lowest frequency of the spiral.

4.14. Reduced-Size Spirals

A spiral is fast leaky wave antenna that performs at its
best when the traveling-wave phase velocity is as high as
possible. Thus slowing the wave on the spiral arms,
though possible, must be exercised with extreme care.
Among techniques for slowing the wave on the spiral arms
are loading the spiral with higher contrast/thickness di-
electric material, increasing the length of the spiral arms
using modulations or a modified spiral shape, capacitive
and inductive loading of the line, and so on. Although
some techniques result in acceptable patterns and im-
proved matching conditions, the antenna efficiency typi-
cally is reduced (for dielectric loading) and some pattern
contamination occurs (for all methods). A good example of
extended low-frequency performance is the helix-loaded
spiral [7]. A 25-cm spiral demonstrated good patterns
down to 250 MHz. A similar commercially available real-
ization is shown in Fig. 17a. In Ref. 26 a 15-cm-diameter
two-arm meanderline slot spiral, shown in Fig. 17b, had
good performance down to 250 MHz. A very interesting
property of an Archimedian spiral has been derived [27].
More specifically, if spiral miniaturization/loading tech-
nique can be characterized through an effective dielectric
constant eef, then the input impedance scales as (eef)� 1/2,
while the radiating region scales as (eef)� 1/4. This result
showed why the gain curves translate to the lower fre-
quencies with much smaller miniaturization factor as in
the case of resonant dipoles.

5. OTHER SPIRAL ANTENNA GEOMETRIES

Spiral antennas have been fabricated in a wide range of
geometries not only for improved performance but also for
the reasons of packaging, arraying, conformal and flush-
mounting and so forth. For example, square spirals (see
Fig. 18) allow closer packaging in an array environment
and, due to longer circumference than round spirals, pro-
vide some inherent miniaturization factor (MF¼ 4/p)
for improved low frequency operation. Wiggly spirals

Microstrip

Slot

Figure 16. Sketch of a microstrip feed for a four-arm slot spiral
antenna.
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have modulations in the form of zigzag, sinusoid, or
meanderline added to the spiral arms to make armlengths
longer and also enhance low-frequency performance.
These methods can improve low-frequency performance,
but overmoding is still present at higher frequencies.
The ambidextrous spiral, shown in Fig. 19, has phase
centers spaced closer together, which reduces ambiguities
for high-frequency interferometer applications. This an-
tenna can be also designed in a four-aperture configura-
tion for quadrant coverage applications. Spirals can be
conformal and embedded into the leading edge of aircraft
wings. Spirals have also been made on parabolic reflector
surfaces.

5.1. Conical Spirals

To reduce the bidirectional radiation of a spiral, Dyson
wrapped the spiral onto a cone [4]. This increases
radiation toward the cone apex and reduces backward-
traveling hemisphere radiation. Various photographs of
the first conical spiral antennas can be found in Ref. 28.
Printed and slot designs, including spirals with outer co-
axial conductors playing the role of arms, have been real-
ized, and they were fed with some form of Dyson balun.
Dyson used his experimental brilliancy to determine that
when the spiral currents reduce by 3 dB on the high-fre-
quency end (at the top of the cone) and 15 dB (at the bot-
tom of the cone), the radiation characteristics seldom
change significantly. This finding was important for trun-
cation of the spiral, thus simplifying fabrication while re-
ducing the feed coaxial length, and the height of the cone.
A computed front-to-back (F/B) ratios for various cone

(a)

(b)

Figure 17. Helix-loaded spiral (courtesy of EDO) and meander-
line slot spiral (b).

(a)

(b)

Figure 18. Square (a) and hybrid (b) four-arm spiral designs.
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apex angles of a four-arm conical spiral are shown in
Fig. 20. As the cone angle is decreased (the spiral gets
taller), the backlobe is reduced and the directivity increas-
es. Directivity also increases when the spiral is wrapped
tighter since more turns cross the active region and cou-
pling between them is enhanced.

Conical spirals designed to operate in the mode 2 have
been utilized for surveillance applications [29]. It was shown
that the cone apex angle and other parameters of the spiral
can be adjusted to peak the beam at desired angles.

5.2. Simultaneous Inside/Outside-Fed Spiral

A spiral can be fed from either the inner ports or outer
ports, or both simultaneously. Spiral polarization can be
determined using the right-hand rule, so that a CCW
wound spirals fed from the inside radiates RCP. The
same spiral when fed from the outer ports radiates LCP.
Simultaneous excitation can result in the broadband dual-
polarized operation. Feeding from the outside has the
additional advantage of ample room to provide imped-
ance-matching networks. Stripline or microstrip transi-
tions can be designed to match to 50O and broadband
match for multiple modes can be readily achieved. A major
disadvantage of outside feeding is that the highest-order
mode of excitation will radiate first, thus limiting the ef-
fective bandwidth of this type of antenna. To increase the
bandwidth, more arms must be added, thus increasing cost
(a more complicated and expensive beamforming network).
A higher-order (for this structure sometimes also called
‘‘parasitic’’) mode free dual-polarized bandwidth of inside/
outside-fed spirals can be found using the expression

B�
Nþ 2

2ðMhþ pDÞ
ð8Þ

where B is the bandwidth (fhigh/flow), N is the minimum
number of arms, Mh is the highest order mode used, and D
is the width of the radiation band (typically D¼ 0.18).

Computed bandwidths for multiple arms and multi-
mode operation of inside/outside-fed spiral are shown in
Table 4. As seen, with this spiral for octave bandwidth
dual-mode and dual-polarization performance, at least
eight arms are required (1.95:1 bandwidth). For a four-
arm spiral, the dual-mode dual-polarization bandwidth is
only about 17%. By relaxing the requirements for the gain
and WoW, the bandwidth will increase.

When spiral is fed from outside, a continuous con-
ductive ring is required to keep coaxial feed outside
conductors at the same potential. This can be accom-
plished by using a mounting flange just outside the spi-
ral cavity. Microstrip or stripline is used to transform the
impedance from 50O (at the outside port connectors) to
match to the spiral arm ending width. This works well for
small growth rates towards the spiral perimeter. A draw-
ing of an outer microstrip transition is shown in Fig. 21.

5.3. Modulated Armwidth (MAW) Spiral

The MAW spiral was introduced by Ingerson [14]. It was
the first center-fed spiral antenna with multioctave dual-
polarized operation. The MAW spiral incorporates arm
impedance modulations for creation of bandstop regions. A
bandstop (often called band-reflect) region utilizes a series
of quarter wavelength high/low-impedance sections, which

Figure 19. Ambidextrous spiral (courtesy of BAE).
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full color at http://www.mrw.interscience.wiley.com/erfme.)
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provide a broadband method for reflecting the spiral’s
traveling wave, thus in turn generating the backward op-
positely polarized wave. These reflected currents generate
modes similar to the outside-fed spiral described above,
but without the overmoding limitations. The MAW spiral
bandwidth has the same limits as for the regular spiral;
thus the highest frequency is determined by the fineness
of the central region, and the lowest limit is determined by
the diameter of the spiral. Because of its ability to support
both forward and backward waves in dominant active re-
gions, multimode operation can be achieved by increasing
the number of arms. For a MAW spiral to operate with m
useful modes, the minimum number of arms is N¼ 2mþ 1.
Thus for a single-mode dual-polarized operation the MAW
must have at least three arms.

The 4, 6, and 8-arm MAW spirals are shown in Fig. 22.
The band-reflect region is set at the circumference of N/2
guided wavelengths, where N is the number of arms. A
four-arm spiral will reflect the currents at the 2l circum-
ference, thus limiting this antenna to single-mode
operation, but preserving the dual circularly polarized ca-
pability. So, how does the port phasing work for the MAW
spiral? Assume a clockwise-wound four-arm printed MAW
spiral. This antenna (center-fed) will produce LCP mode
1 radiation for feed phasing vector {0o, 90o, 180o, 270o).
Now, if we excite the feed ports with the vector {0o, –90o,
–180o, –270o}, this corresponds to the mode –1 for the LCP
spiral. This phase progression is identical to the phase
vector {0o, 270o, 540o, 810o}, which creates 3 � 360o conical
far-field progression and represents the mode 3 phase vec-
tor. Thus, the forward traveling wave will pass the mode
1 radiation region without radiation, arrive at its bandstop
region, undergo reflection, and become a backward-trav-
eling wave spiraling back toward spiral center. At the 1l
circumference, phasing is correct to radiate mode –1 and a
RCP mode pattern is generated.

The band-reflect section is not required in the low fre-
quency region. For example, an eight-arm 25-cm-diameter
spiral will have good mode 2 radiation at 800 MHz; how-
ever, the mode 4 band-reject ring need not exist since the
spiral will not radiate mode –2 (m6). Since a reflection

Table 4. Bandwidth of a Mode-free Dual Spiral (Inside/
Outside-Fed)

Mode

N 1 2 3

3 1.6 — —
4 1.9 1.2 —
6 2.5 1.5 1.1
8 3.1 1.9 1.4

Feed point
Spiral arm

Inside edge of cavity

Ground ring Microstrip
transformer

Figure 21. Outside feed of the spiral using microstrip transition.

Figure 22. MAW spirals with four (a), six (b), and eight (c) arms.
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from the end of the arm is desired, end loading should not
be used for most MAW spirals. Also, the inner band-reject
region does not need to exist until it is required for reject-
ing the highest frequency of the lowest mode. Making this
inner portion a traditional spiral, with no modulations,
leaves room for impedance matching. Modulation ratios
(wide section/thin section) should be in the 4:1 to 15:1
range for a good band-reflect region.

MAW spirals with multidecade bandwidths have been
demonstrated. The six-arm MAW can support dual polar-
ization for two modes, and the eight-arm MAW can sup-
port three modes. Spiral pathlengths, and therefore losses,
will be higher for the reflected modes. Measured data
shows only minor gain degradations for a properly de-
signed MAW spiral. Conical MAW spirals have also been
realized, but they exhibited different patterns for the re-
flected modes. This is because the phasing between turns
is different for the reflected modes. This also applies to the
conical spiral when fed from the outside.

5.4. Spiral with Narrowband Dual Polarization

A spiral antenna can radiate dual polarization over nar-
row bandwidths without the aid of inside/outside feeding
or modulations. The reverse polarization mode can be ob-
tained by feeding the spiral with a negative mode (for a
RCP spiral). If the spiral is not large enough to radiate the
energy, currents will reflect off the spiral open ends and
reradiate at the one wavelength circumference ring in the
opposite polarization (LCP) since they are now traveling
inward (clockwise) [30]. This can be accomplished by feed-
ing from either the inner or outer ports. For single
mode and dual polarization, bandwidths (fhi/flow) are ap-
proximately 1.3 for four arms, 2.7 for six arms, and 4.0 for
eight-arm spirals. Using this method, 8 to 10 arms will be
required for a dual-polarized and dual-mode spiral over an
octave bandwidth, for typical gain and WoW requirements.

5.5. Reflector Feed Spirals

Since spirals have approximately constant beamwidths,
they make ideal reflector feeds if broadband circular po-
larization is required. For planar absorptive cavity spirals,
a reflector F/D of approximately 0.35 is optimal for mode 1.
The spiral phase center is relatively stable across wide
frequency ranges and is slightly in front of the spiral
element, outside of the cavity, for this configuration. Fig-
ure 23 shows amplitude taper loss (ATL) and spillover loss
(SPL) versus F/D, for both modes 1 and 2, using measured
patterns of a four-arm spiral feeding a center-fed reflector.
Maximum mode 1 aperture efficiency is at a 0.42 F/D.
Mode 2 is most efficient at a 0.37 F/D. Simultaneous illu-
mination is best at F/D¼ 0.40. Note the ATLþSPL curves
are relatively flat and optimal F/D may be chosen on the
basis of other factors such as maximum mode 1 gain or
lower sidelobes. With a reflective cavity, the spiral direc-
tivity increases and the optimum F/D ratios increase to
0.45 for mode 1, 0.38 for mode 2, and 0.45 for simultaneous
illumination of both modes.

Conical spirals have also been used as reflector feeds.
The major advantage of conical spirals is improved effi-
ciency (due to backlobe reduction). A disadvantage is that

the phase center moves with frequency resulting in a qua-
dratic phase loss with frequency for a symmetric reflector.
For this reason, the conical spiral can have optimal per-
formance at only one frequency. Also, phase centers are
not collocated for multiple modes at the same frequency.
When used in an offset reflector, a conical feed will have
beam squint versus frequency due to phase center move-
ment. Even with these limitations, conical spirals can be
efficient feeds over broad bandwidths. Illumination losses
of less than 1.5 dB for 10–1 bandwidths using cone angles
(2y0) of 20 to 401 are demonstrated in Ref. 31.

6. NUMERICAL MODELING

The complexity of the spiral geometry and absence of ap-
propriate computational tools (including methods for nu-
merical electromagnetics) in the 1950s limited the study of
spiral antennas to primarily experimental efforts. The
first theoretical analysis of a spiral antenna was pub-
lished in 1960 [32], where the spiral geometry was ap-
proximated by semicircles, and the vector potentials were
computed by employing the appropriate Green function.
Although this was a simplified model, the physical under-
standing of the spiral’s operation, including the low- and
high-frequency limits, were obtained from this analysis.
The availability of faster computers and the introduction
of rigorous analysis methods for solving integral equations
(numerical methods) were critical for comprehensive the-
oretical investigation of spiral antennas. Nevertheless,
while integral equation methods have traditionally been
used for freestanding printed and wire spirals, and non-
cavity-backed slot spirals partial-differential equation and
volume modeling methods are more appropriate for the
cavity-backed spirals and spirals on a finite substrate. The
finite element–boundary integral method (FE-BI), devel-
oped especially for the cavity-backed Archimedian slot
spirals [33], was introduced more recently. This method
combines triangular and quadrilateral prismatic finite el-
ements to obtain the best representation of the electric
fields inside an extremely narrow slotline. This field mod-
eling secures the convergence of the method for geome-
tries that contain a number of small details, along with the
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inherent capability of a FEM for modeling of inhomoge-
neous materials inside the cavity [27]. An example depict-
ing the capability of this technique is given in Fig. 24,
where the computed gain of a cavity-backed slot spiral is
compared with measurement. Excellent agreement be-
tween measurements and simulations over a wide dynam-
ic range of 440 dB, predictions of the TM110 cavity
resonance and antenna response after the resonance, ful-
ly validate this simulation tool. The slot spiral parameters
were d¼ 14.9 cm, D¼ 1.27 cm, w¼0.0762 cm, t¼
0.0508 cm, er¼ 3.38, and 60 resistors per arm Klopfenstein
taper [23]. For more detailed discussion and reference list
regarding spiral analysis, see Ref. 27.

Analysis of spiral antennas have also been performed
using commercially available numerical tools, including
MoM (method-of-moments) codes such as NEC, FEKO,
Ansoft Designer, and IE3D, etc., as well as finite-element
software tools such as HFSS and extended finite-differ-
ence time-domain XFDTD.

BIBLIOGRAPHY

1. E. M. Turner, Spiral Slot Antenna, U.S. Patent 2,863,145
(1958).

2. V. H. Rumsey, Frequency independent antennas, IRE Natl.
Convent. Rec. 1:114–118 (1957).

3. J. D. Dyson, The equiangular spiral antenna, IRE Trans. An-

ten. Propag. AP-7:181–187 (1959).

4. J. D. Dyson, The unidirectional equiangular spiral antenna,
IRE Trans. Anten. Propag. AP-7:329–334 (1959).

5. J. Kaiser, The Archimedean two-wire spiral antenna, IRE

Trans. Anten. Propag. AP-8:312–323 (1960).

6. V. H. Rumsey, Frequency-Independent Antennas, Academic
Press, New York, 1966.

7. R. Corzine and J. Mosko, Four-Arm Spiral Antennas, Artech
House, Norwood, MA, 1990.

8. D. S. Filipovic, M. Lukic, Q. Mathews, and T. P. Cencich,
Broadband dual-mode performance of a two arm spiral, Proc.

Annual Symp. IEEE AP/URSI, 2004.

9. R. H. DuHammel and J. P. Scherer, Frequency-independent
antennas, in Antenna Engineering Handbook, McGraw-Hill,
New York, 1993, Chap. 14.

10. J. Wang and V. Tripp, Design of multi-octave spiral-mode mi-
crostrip antennas, IEEE Trans. Anten. Propag. 39:332–335

(1991).

11. B. Cheo, V. Rumsey, and W. Welch, A solution to the frequen-
cy-independent antenna problem, IRE Trans. Anten. Propag.

AP-9:527–534 (1961).

12. R. Sivan-Sussman, Various modes of the equiangular
spiral antenna, IEEE Trans. Anten. Propag. AP-11:533–539

(1963).

13. J. Donnellan, Second-mode operation of the spiral antenna,
IRE Trans. Anten. Propag. AP-8: 637 (1960).

14. P. G. Ingerson, Modulated arm width (MAW) log-spiral an-
tennas, Proc. 20th Annual Symp., USAF Antenna Research

and Development Program, 1970.

15. H. Nakano, Y. Shinma, and J. Yamauchi, A monofilar spiral
antenna and its array above a ground plane-formation of a

circularly polarized fan beam, IEEE Trans. Anten. Propag.

45:1506–1511 (1997).

16. T. Milligan, Parameters of multiple-arm spiral antenna from
single-arm measurements, IEEE Anten. Propag. Mag. 40:

65–69 (1998).

17. G. Deschamps, Impedance properties of complementary mul-
titerminal planar structures, IRE Trans. Anten. Propag.

AP-7:371–378 (1959).

18. T. P. Cencich, and D. Walcher, Simultaneous Mode Matching

Feedline, U.S. Patent 6,549,175 (2003).

19. D. F. Bowman, Impedance matching and broadbanding, in
Antenna Engineering Handbook, McGraw-Hill, New York,

1984, Chap. 43.

20. N. Marchand, Transmission lines conversion transformer,
Electronics 17:142–145 (1944).

21. N. Stutzke and D. S. Filipovic, Four-arm 2nd mode equian-
gular slot spiral antenna with infinite balun feed, Proc. IA-

EST Antenna Radiation Propagation, 2004.

22. M. W. Nurnberger and J. L. Volakis, A new planar feed for slot
spiral antennas, IEEE Trans. Anten. Propag. 44:130–131

(1996).

23. M. W. Nurnberger, The Broadband, Shallow, Reflecting Cav-

ity-Backed Slot Spiral Antenna, Ph.D. thesis, Univ. Michigan,

Ann Arbor, 2002.

24. R. Klopfenstein, A transmission line taper of improved de-
sign, Proc. IRE 44:31–35 (1956).

25. J. Craven, Dielectric lens for second-mode spiral, IRE Trans.

Anten. Propag. AP-9:499 (1961).

26. D. S. Filipovic and J. L. Volakis, A broadband meanderline
slot spiral antenna, IEE Proc. Microwave Anten. Propag.

149:98–105 (2002).

27. D. S. Filipovic, Multi-functional Slot Spiral Based Antennas
for Airborne and Automotive Applications, Ph.D. thesis,Univ.

Michigan, Ann Arbor, 2002.

28. Antennas on the Web, picture archive: Illinois Historic Ar-
chive, Univ. Illinois, http://www.ece.uiuc.edu/pubs/antenna/

(July 8, 2004).

29. J. D. Dyson and P. E. Mayes, New circularly-polarized fre-
quency-independent antennas with conical beam or omnidirec-

tional patterns, IRE Trans. Anten. Propag. AP-8:334–342

(1960).

30. O. K. Kim and J. D. Dyson, A log spiral with selectable polar-
ization, IEEE Trans. Anten. Propag. AP-19:675–677 (1971).

−35

−30

−25

−20

−15

−10

−5

0

5

10

0.2 0.5 1 2 3 4

Measurements

FE-BI

G
ai

n 
(d

B
ic

)

Frequency (GHz)

Figure 24. Measured versus computed (FE-BI) broadside gain of
a two-arm slot spiral. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)

4868 SPIRAL ANTENNAS



31. T. A. Milligan, Modern Antenna Design, 2nd ed., Wiley,
New York, 2004.

32. W. Curtis, Spiral antennas, IRE Trans. Anten. Propag.
AP-8:298–306 (1960).

33. T. Ozdemir, J. L. Volakis, and M. W. Nurnberber, Analysis of
thin multioctave cavity-backed slot spiral antennas, IEE Proc.

Microwave Anten. Propag. 146:447–454 (1999).

34. J. P. Shelton, Four Arm Spiral Direction Finding System,
1960, in Appendix A of Four-Arm Spiral Antennas I. R.
Corzine, J. Mosko Ist Edition, Artech House, 1990.

35. M. S. Wheeler, On the radiation from several regions in spiral
antennas, IRE Trans. Antennas Propag., AP-9:100–102 (1961).

36. Chadwick and Shelton, Sum-Difference Feed Network, U.S.
Patent 3,346,861 Oct 1967.

37. J. D. Bruce, The Impedances of Arbitrarily Fed Planar Self-
Complimentary Structures, U.S. Naval Ordance Test Station,
China Lake, Calif., July 1966 (NAVWEPS Report 8975).

38. Kuo and Liu, Multiple Polarization Spiral Antenna, U.S.
Patent 3,562,756 (Feb. 1971).

39. Greiser, Helix-loaded Spiral Antenna, U.S. Patent 4,012,744
(March 1977).

40. Lamberty and Andrews, Broadband Center Fed Spiral An-

tenna, U.S. Patent 4,243,993 (Jan, 1981).

41. O’Hara, et al., Matching Section for Multi-arm Spiral Anten-

nas, U.S. Patent 4,396,921 (Aug. 1983).

SQUIDS

ROBERT L. FAGALY

Tristan Technologies

Since the development of the Superconducting QUantum
Interference Device (SQUID) in the late 1960s and its
commercial introduction in 1970, SQUID-based instru-
ments have proven to be the most sensitive measurement
devices not only for magnetization measurements but also
for several other electrical measurements. Their device
noise (well below 1 mK), frequency response to dc, and low
drift permit electromagnetic measurements at levels far
below those of conventional techniques.

SQUID instruments consist of a SQUID amplifier or
sensor and a detection circuit that transforms the signal of
interest into a magnetic flux that is detected by the
SQUID sensor. Associated control electronics transform
this signal into a room temperature voltage that is avail-
able for additional signal processing if needed. The SQUID
amplifier and the detection coils are superconducting de-
vices. Thus some type of refrigerant (e.g., liquid helium or
nitrogen) or refrigeration device is needed to maintain the
SQUID (and detection coil) in the superconducting state.
Additional signal-conditioning electronics may be needed
to improve the signal-to-noise ratio.

1. THE JOSEPHSON EFFECT

SQUIDs combine two phenomena—flux quantization
where the flux f¼B � A penetrating a superconducting
loop is quantized in steps of 1 f0¼h=2e¼ 2:068� 10�15

Wb, and the Josephson effect [1] (electrons tunneling from
one superconducting region to another separated by a
resistive barrier). Currents smaller than a critical current
IC, can penetrate the barrier (usually called a weak link)
with no voltage drop (Fig. 1).

A typical weak link might have a critical current of
10mA. If the loop has a diameter of 2 mm, this is equivalent
to several flux quanta. In a superconductor loop interrupt-
ed by a weak link Josephson junction, magnetic flux
threading through a superconducting loop sets up a cur-
rent in the loop. As long as the current is below the critical
current, the complete loop behaves as if it was supercon-
ducting. Any changes in the magnetic flux threading
through the loop induce a shielding current that generates
a small magnetic field to oppose the change in magnetic
flux. The weak link can be a region in which the current
flowing is greater than the current needed to drive the su-
perconductor normal IC. Details on the Josephson effect
and the theory of SQUIDs can be found in Refs. 2, 3, and 4.

2. SQUID OPERATION

SQUIDs are operated as either RF (radiofrequency) or dc
SQUIDs. The prefix RF or dc refers to whether the Jo-
sephson junction(s) is biased with an alternating current
(RF) or a dc current.

2.1. The RF SQUID

For the RF SQUID [5], flux is normally (inductively) cou-
pled into a SQUID loop containing a single Josephson
junction via an input coil (which connects the SQUID to
the experiment) and an RF coil that is part of a high-Q
resonant circuit to read out current changes due to in-
duced flux in the SQUID loop (Fig. 2).

This tuned circuit is driven by a constant current RF
oscillator that is weakly coupled to the SQUID loop. The
detected RF output is found to be the periodic function
(Fig. 3).

One way to measure the change in input coil current is
to simply count the number of periods it produces in the
detected RF output. A more common mode of operation is a
feedback scheme (Fig. 2), which locks in on either a peak
or a valley in the triangle pattern output from the RF peak
detector. A feedback flux is applied to the SQUID through
the RF coil that just cancels the change in flux from the
input coil.

S N S

I

−Ic

V

+Ic

Figure 1. IV curve of a Josephson tunnel junction.
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2.2. The dc SQUID

The dc SQUID (Fig. 4) differs from the RF SQUID in the
manner of biasing the Josephson junction (dc rather than
ac) and the number of junctions (two rather than one).

The dc SQUID is biased with a dc current approxi-
mately equal to twice IC and develops a dc voltage across
the junctions. A change in the flux penetrating the SQUID
loop enhances the current through one Josephson junction
and reduces the current through the other, driving one
junction normally and the other superconducting. This
asymmetry, which is periodic in f0, provides a feedback
current that nulls the flux penetrating the SQUID loop.
Although total flux within the SQUID loop is in multiples
of f0, by measuring the voltage drop across the feedback
resistor, resolutions of external flux changes at the 10� 6

level can be achieved. The linearity of flux-locked loop
SQUID systems are typically better than 1 ppm. Like the
RF SQUID, this feedback current (presented as a voltage
at the output) is a direct measure of changes in flux
applied to the SQUID.

2.2.1. Control Electronics. The system output voltage is
the voltage drop across the feedback resistor in a negative
feedback loop controlled by the SQUID electronics.
The feedback signal is generated in response to changes
in the output signal of the SQUID sensor. The output of
the SQUID sensor is periodic in the field coupled into the
SQUID loop. Negative feedback (similar to a phase-locked
loop technique) maintains the system operating point at a
particular (and arbitrary) flux quantum. When operated
in this mode, the system is in a flux-locked loop.

One important factor of SQUID design is such that the
feedback electronics be able to follow changes in the
shielding currents. If the shielding current changes so
fast that the flux in the SQUID loop changes by more than
f0=2, it is possible that the feedback electronics will lag
behind the rapidly changing flux. When the electronics
finally ‘‘catch up,’’ they can lock on an operating point
(Fig. 3) different from the original. In this case, the SQUID
has ‘‘lost lock’’ because the SQUID has exceeded the max-
imum slew rate of the electronics. This places an upper
limit on the bandwidth of the system. The typical band-
width of commercially available SQUID systems is dc to
50þkHz. Custom electronics have been built extending
bandwidths above 5 MHz. Typical slew rates for SQUIDs
are in the range of 105–106f0/s.

Even though one may not need or want to observe
rapidly changing signals, situations may arise when
ambient noise (e.g., 60 Hz) may determine the slew rate
requirements of the system. To recover a signal from
such interference, the system must be able to track all
signals present at the input, including the noise. When
system response is sped up to handle very fast signals,
sensitivity to RF interference and spurious transients is
also increased. Because the ability to remain locked while
subjected to strong electrical transients is greatest when
the maximum slew rate is limited (slow), whereas ability
to track rapidly varying signals is greatest when the max-
imum slew rate is greatest (fast), it is desirable to be
able to match the maximum slew-rate capability to the
measuring situation. As a matter of convenience, many
commercial SQUID systems offer user-selectable slew
rates along with high-pass and low-pass filters for noise
reduction.

2.3. Sensitivity

Because of the varying input impedances of SQUID sen-
sors, the sensitivity of SQUID devices is best discussed in
terms of the energy sensitivity:

EN¼LiI
2
N¼

f2
N

Li
ð1Þ
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Figure 2. Block diagram of SQUID input and electronics for
locked-loop operation.
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where Li is the input inductance of the device, IN is
the current noise, and fN is the flux sensitivity. EN is
often expressed in terms of Planck’s constant h¼6.6�
10� 34 J/Hz.

The major limiting factor in the noise of an RF SQUID
is the bias frequency f0 used to excite the tank circuit and
that RF SQUID noise is proportional to 1=

ffiffiffiffi
f0

p
[6]. As f0

increases, the complexity of the electronics also tends to
increase.

The minimum noise energy for a dc SQUID is given
by [7]

EN¼kBT
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LloopC

q
ð2Þ

where kB is Boltzmann’s constant, L1 is the inductance of
the SQUID loop, and C is the capacitance of the junction.
Substituting appropriate numbers indicates that the min-
imum noise energy EN for a dc SQUID is on the order of h/
2. Devices with sensitivities of Bh have been constructed.
These extremely low noise levels are achieved by limiting
dynamic range and avoiding feedback. The need for prac-
tical (useful) devices requires that feedback be used and
that the SQUID have a reasonable dynamic range. Com-
mercially available RF SQUIDs have noise levels of
10� 29 J/Hz; commercial dc SQUIDs are typically
B10�31 J/Hz.

In addition to the frequency independent (white) com-
ponent of system noise, a low-frequency contribution ex-
ists that increases as the frequency decreases. The onset of
this 1/f noise can be dependent on the ambient magnetic
field when the SQUID sensor is cooled. When cooled in the
earth’s magnetic field, the point at which the 1/f noise
equals the white (frequency independent) noise is typical-
ly B1 Hz. Cooling the SQUID sensor in low ambient mag-
netic fields (less than 1 mT) may improve the l/f
performance by as much as an order of magnitude. A
large contribution to this noise in some dc SQUIDs can
arise from the presence of the dc current bias. By chopping
the dc bias in combination with the conventional flux
modulation techniques, it is possible to reduce this added
1/f noise. This ac bias reversal approach [8] separates
the original signal waveform from the noise associated
with the dc bias and can reduce 1/f noise at very low
frequencies.

The major difference between RF and dc SQUIDs is
that the dc SQUID offers lower noise. From a historical
viewpoint, although the dc SQUID was the first type of
SQUID magnetometer made, the early development was
with RF SQUIDs because of the difficulty in fabricating
two nearly identical Josephson junctions in a single de-
vice. With modern thin film fabrication techniques and
improvements in control electronics design, the dc SQUID
offers clear advantages over the RF SQUID for many
applications.

2.4. Limitations on SQUID Technology

It is important to bear in mind several fundamental lim-
itations in designing SQUID-based measurement systems
and data reduction algorithms.

1. A fundamental limitation of SQUIDs is that they are
sensitive to relative (field or current) changes only.
This is a consequence of the fact that the output
voltage of a SQUID is a periodic function (Fig. 3) of
the flux penetrating the SQUID loop. The SQUID is
‘‘flux locked’’ on an arbitrary maximum (or mini-
mum) on the V � F curve, and the SQUID output is
sensitive to flux changes relative to this lock point.

2. A second limitation exists on the system bandwidth.
Although the SQUID has an intrinsic bandwidth of
several gigahertz, when operated with standard
flux-locked loop electronics using ac flux modula-
tion, the maximum bandwidth is typically 50 kHz to
100 kHz. Another limitation is the presence of 1/f
noise. High Temperature Superconducting (HTS)
SQUIDs [and early commercial Low Temperature
Superconducting (LTS) dc SQUIDs] exhibit excess
1/f noise due to critical current fluctuations of the
Josephson junctions. This noise can be reduced by
reversing the dc bias voltage (ac bias). This limits
the maximum bandwidths less than half the bias
reversal frequency. If the bias reversal frequency is
too high, noise can be induced due to voltage spikes
in the transformer coupled preamplifier input cir-
cuit. Because of this, the maximum bandwidth of
present day HTS SQUIDs is B30 kHz. If megahertz
bandwidths are required, the ac bias is not used;
however, there will be excess noise below 1 kHz.

3. Finally, SQUID magnetometers are vector magne-
tometers. For a pure magnetometer operating in the
earth’s magnetic field, a 1801 rotation will sweep out
a total field change of B100mT. If the magnetometer
has a sensitivity of 10 fT=

ffiffiffiffiffiffiffi
Hz
p

, tracking the total
field change requires a dynamic range of 100 mT/10
fT¼200 dB, well beyond the capabilities of current
electronics. In addition, the rotational speed must
not cause the current flowing through the SQUID
sensor to exceed its slew rate limitations. An ideal
gradiometer is insensitive to a uniform field and
would not suffer this dynamic range limitation.

3. INPUT CIRCUITS

Whether an RF or dc SQUID, a SQUID system can be
considered as a black box that acts like a current- (or flux-)
to-voltage amplifier with extremely high gain. In addition,
it offers extremely low noise, high dynamic range
ð> 140 dBÞ; excellent linearity ð> 1 : 107Þ; and a wide band-
width that can extend down to dc.

Today, SQUIDs are fabricated as planar devices. In this
configuration, the superconducting loop, Josephson junc-
tions, and coils (input, feedback, and modulation) are pat-
terned on the same device. Multilayer deposition
techniques are used (primarily in LTS devices), and coils
are normally in the form of a square washer. The planar
configuration leads to quite small devices, occupying only
a few cubic millimeters compared with 5þ cm3

(1.2 cm diam. � 5 cm) for older toroidal RF SQUIDs [9].
Another advantage of the planar device is that it is
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possible to have the detection coils as part of the SQUID
sensor, eliminating the need for separate (three-dimen-
sional) detection coils. Such an integrated sensor has the
potential to reduce the complexity of multichannel sys-
tems significantly.

Although it is possible to couple magnetic flux directly
into the SQUID loop, environmental noise considerations
(see Fig. 9) make this difficult, if not impossible, in an un-
shielded environment. In addition, the area of a typical
SQUID loop is small ðo0:1 mm2Þ; and its resulting sensi-
tivity to external flux changes ðDF¼A � DBÞ is also small.
Although a larger loop diameter would increase the
SQUIDs sensitivity to external flux, it would also make
it much more susceptible to environmental noise. For this
reason, external flux is normally inductively coupled to
the SQUID loop by a flux transformer.

Conceptually, the easiest input circuit to consider for
detecting changes in magnetic fields is that of a SQUID
sensor connected to a simple superconducting coil (Fig. 5).

Because the total flux in a superconducting loop is con-
served, any change in external field through the signal coil
will induce a current in the flux transformer that must
satisfy

DF¼NADB¼ ðLcoilþLiÞDI ð3Þ

where DB is the change in applied field; N, A, and Lcoil are
the number of turns, area, and inductance of the detection
coil; Li is the inductance of the SQUID input coil; and DI is
the change in current in the superconducting circuit. If
the lead inductance is not negligible, it must be added to
Lcoil and Li.

To calculate the sensitivity and noise level of a simple
detection coil system, the inductance of the detection coil
must be known. The inductance of a flat, tightly wound,
circular multiturn loop of superconducting wire is given
by [10].

4� 10�3N2p r ln
8r

r

� �
� 2

� 	
mH

cm turn2
ð4Þ

where r is the radius of the detection coil and r is the ra-
dius of the (superconducting) wire. Knowing the coil in-
ductance Lcoil, we can rewrite Eq. (3) as

DB¼ ðLcoilþLiÞDI=NA ð5Þ

Because the SQUID system has an output proportional to
the input current, maximum sensitivity is obtained by us-
ing the input circuit that provides the maximum current

into the SQUID and satisfies all other constraints of the
experimental apparatus. For a pure magnetometer, the
maximum sensitivity will occur when the impedance of
the detection coil matches that of the SQUID sensor
ðLcoil¼LiÞ.

3.1. Detection Coils

Several factors affect the design of the detection coils [11].
These include the desired sensitivity of the system, the
size and location of the magnetic field source, and the need
to match the inductance of the detection coil to that of the
SQUID. The ability to separate field patterns caused by
sources at different locations and strengths requires a
good signal-to-noise ratio. At the same time, one has to
find the coil configuration that gives the best spatial res-
olution. Unfortunately, these two tasks are not indepen-
dent. For example, increasing the signal coil diameter
improves field sensitivity but sacrifices spatial resolution.
In practice, system design is restricted by several con-
straints: the impedance and noise of the SQUID sensors,
the size of the dewar, and the number of channels, along
with the distribution and strength of noise sources.

It is extremely important for dc response that the de-
tection coil(s) be superconducting. Resistance in the de-
tection circuit has two effects: (1) attenuating the signal
and (2) adding Nyquist noise. Resistive attenuation is im-
portant only below a frequency f0, such that the resistive
impedance is equal to the sum of the inductive impedances
in the circuit (e.g., f0 	 R=Lt, where Lt is the total induc-
tive impedance of the circuit). Resistive noise is important
only if it becomes comparable with other noise sources or
the signal ðo10�30 J/Hz for biomagnetism, o10�26 J/Hz
for geophysics). For a SQUID with EN 	 10�30 J=Hz, the
total resistance of the circuit, including any joints, must
be less than 1:4� 10�13 O [12]. Thus it is very important
that all solder joints, press-fits, or connections have as low
a joint resistance as possible.

Figure 6 displays a variety of detection coils. The mag-
netometer [Fig. 6(a)] responds to the changes in the field
penetrating the coil. More complicated coil configurations
provide the advantage of discriminating against unwant-
ed background fields from distant sources while retaining
sensitivity to nearby sources.

Because of the present inability to make flexible wire or
make true superconducting joints in HTS materials,
three-dimensional HTS coil structures [e.g., Figs. 6(b,d–f)]
are not possible. Present day HTS magnetometers are
fabricated as planar devices and are available only as
pure magnetometers [Fig. 6(a)] and planar gradiometers
[Fig. 6(c)]. As a result, commercially available HTS
devices are currently in the form of magnetic-sensing
rather than current-sensing devices.

3.2. Gradiometers

Magnetometers are extremely sensitive to the outside en-
vironment. This may be acceptable if one is measuring
ambient fields. If what is to be measured is close to the
detection coil and weak, outside interference may prevent
measurements at SQUID sensitivities. If the measure-
ment is of a magnetic source close to the detection coil, a

Electronics

SQUID
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Lc
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Figure 5. Schematic diagram of typical SQUID input circuit.
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gradiometer coil may be preferred. The field of a magnetic
dipole is inversely proportional to the cube of the distance
between the dipole and the sensor. It follows that the field
from a distant source is relatively uniform in direction and
magnitude at the sensor. If we connect in series two iden-
tical and exactly parallel loops wound in opposite senses,
separated by a distance b (the base-line), we obtain a coil
[Fig. 6(b)] that will reject uniform fields.

Because the response of a single coil to a magnetic di-
pole goes as 1/r3, an object that is much closer to one coil
than the other will couple better to the closer coil than the
more distant. Sources that are relatively distant will cou-
ple equally into both coils. For objects that are closer than
0.3 b, the gradiometer acts as a pure magnetometer, while
rejecting more than 99% of the influence of objects more
than 300 b distant (Fig. 7). In essence, the gradiometer
acts as a compensated magnetometer. It is possible to use
two gradiometers connected in series opposition [Fig. 6(d)]
to further minimize the response of the system to distant
sources. This can be extended to higher orders by con-
necting in series opposition two second-order gradiome-
ters, and so on. Doing so, however, reduces the sensitivity
of the instrument to the signal of interest and may not
significantly improve the signal-to-noise ratio.

Rejection of distant noise sources depends on having a
precise match (or balance as it is sometimes referred to)
between the number of area-turns in the coils. A symmet-
ric gradiometer [Fig. 6(b) requires that NsAs¼NcAc,

where N is the number of turns and A is the area of the
signal and compensation coils, respectively. An asymmet-
ric design [Fig. 6(e,f)] has the advantage that the induc-
tance (Ls) of the signal coil(s) is much greater than the
compensation coils (Lc); greater sensitivity is achieved
than with a symmetric design. Another advantage is
that the signal coil diameter is reduced, leading to poten-
tially higher spatial resolution. The optimum conditions
for the number of turns in an asymmetric signal coil is
given by [13]:

ðLsþLcþLiþLlÞ �Ns
@

@Ns
ðLsþLcþLiþLlÞ¼ 0 ð6Þ

If the gradiometer is perfectly made (balanced), it will re-
ject uniform fields. However, if one coil has a larger effec-
tive diameter than the other, the response will not be that
of a perfect gradiometer, but that of a gradiometer in se-
ries with a magnetometer. Mathematically, the balance, b
can be defined as Vt / Gþ b .H, where Vt is the system,
response, G is the coil’s response to a gradient field, and H
is the applied uniform fields. Typically, coil forms that
wind gradiometers can be machined (grooved) to achieve
balances b that range from 0.01 to 0.001. Planar devices,
through photolithography, can achieve lower levels—
a factor of 10 or better. Superconducting trim tabs placed
within the detection coils can improve b to the parts per
million level. High degrees of balance can allow a SQUID
gradiometer to operate in relatively large (millitesla) am-
bient fields while maintaining sensitivities in the tens of
femtotesla.

For multichannel systems (such as are used in biomag-
netism), it is not possible to use externally adjustable trim
tabs—each tab tends to interfere with the others. Elec-
tronic balancing [14] can provide balance ratios at the
parts per million level. In this situation, portions of (ad-
ditional) magnetometer reference channel response are
summed electronically with the gradiometers’ input to
balance out its effective magnetometer response. Eight-
element tensor arrays as reference channels can further
improve external noise rejection. The major advantage of
electronic balancing is significant improvement in immu-
nity to low-frequency environment noise.

(a) (b) (c)

(d) (e) (f)

Figure 6. (a) Magnetometer, (b) first derivative gradiometer,
(c) planar gradiometer, (d) second derivative gradiometer, (e) first
derivative asymmetric gradiometer, and (f) second derivative
asymmetric gradiometer. Courtesy of S. J. Williamson.
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4. REFRIGERATION

The superconducting nature of SQUIDs require them to
operate well below their superconducting transition tem-
perature (9.3 K for Nb and 93 K for YBa2Cu3O7–d). The
thermal environment for the SQUID sensor and detection
coil has typically been liquid helium or liquid nitrogen
contained in a vacuum-insulated vessel known as a dewar
(Fig. 8). The cryogen hold time depends on the boil-off rate
(heat load) and the inner vessel volume.

The major heat load on dewars is the result of thermal
conduction down the neck tube and a magnetometer probe
along with black body radiation. The space between the
inner and outer walls is evacuated to prevent thermal
conduction between room temperature and the cryogen
chamber. Within the vacuum space, a thermal shield (an-
chored to the neck tube) acts to reduce heat transfer by
thermal (black body) radiation. The thermal shield either
can be vapor cooled—using the enthalpy of the evaporat-
ing helium or nitrogen gas—or have the shield thermally
connected to a liquid nitrogen reservoir. Dewars with
removable sections use liquid-nitrogen-cooled shields.

If the experiment involves measurements interior to
the dewar, then a metallic dewar is preferable. Metallic
dewars offer significant shielding from environmental
noise at frequencies above 10 Hz to 100 Hz. If the system
is to measure magnetic fields exterior to the dewar, the
dewar must be magnetically transparent, and metallic
construction is not appropriate. Dewars for external field
measurements are normally constructed of nonmetallic,
low-susceptibility materials to minimize their magnetic
interactions with the SQUID sensors and detection coils.

Materials used are typically glass-fiber epoxy composites
such as G-10. In an effort to get the detection coil(s) as
close as possible to the object being measured, a ‘‘tailed’’
design is often used. This decreases the forces on the bot-
tom of the dewar and allows the use of thinner end pieces
(closer tail spacing). Dewars for biomagnetic measure-
ments often have curved tails to get closer to the head.

The major advantage of high-temperature supercon-
ductivity is the simplified cryogenics and reduced spacing
between cryogenic regions and room temperature. The
thermal load (due to conduction and black body radiation)
is less, and the heat capacity of what needs to be cooled is
larger (implying smaller temperature variations for a giv-
en heat load). Because the latent heat/unit volume of liq-
uid nitrogen is 60 times larger than liquid helium, hold
times become months rather than days for an equivalently
sized dewar.

4.1. Closed Cycle Refrigeration

As an alternative to liquid cryogens, closed cycle refriger-
ation would be desirable for several reasons. These include
reduction of operating costs, use in remote locations, op-
eration in nonvertical orientations, avoiding interruptions
in cryogen deliveries, safety, and the convenience of not
having to transfer every few days. Although one mechan-
ically cooled SQUID system has been built [15], the in-
herent vibration and magnetic signature of present day
closed cycle refrigerators prevent them from widespread
use. The development of pulse tube refrigerators [16]
offers promise for magnetometer operation without
cryogens.

4.2. Environmental Noise

The greatest obstacle to SQUID measurements is external
noise sources. If the object being measured is within the
cryostat (such as is typical in most laboratory experi-
ments), metallic shielding can minimize external noise
(e.g., act as a low-pass eddy current shield). Supercon-
ducting shields essentially eliminate all external field
variations. This assumes that any electrical inputs to
the experimental region have been appropriately filtered.
Powerline or microprocessor clock frequencies can severe-
ly degrade performance.

When measuring external fields, the SQUID magne-
tometer must operate in an environment—the magnetic
field of the earth—that can be ten orders of magnitude
greater than its sensitivity (Fig. 9). The magnetic field at
the surface of the earth is generated by several sources. A
background field of B50 mT exists with a daily variation of
70.1 mT. In addition, there is a contribution (below 1 Hz)
from the interaction of the solar wind with the magneto-
sphere. The remaining contributions to external magnetic
fields are primarily man-made. These can be caused by
structural steel and other localized magnetic materials
such as furniture and instruments that distort the earth’s
field and result in field gradients; moving vehicles that
generate transient fields; electric motors; elevators; radio,
television, and microwave transmitters; and the ever-
present powerline electromagnetic field and its harmonics.
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Figure 8. Typical design of a fiberglass dewar used for biomag-
netic measurements.
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4.3. Noise Reduction

One method to attenuate external noise sources is with an
eddy current shield that generates fields that act to cancel
the externally applied fields within the conducting mate-
rial. The shielding effect is determined by skin depth l. For
a sinusoidal varying wave

l¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r=pm0f

p
ð7Þ

where f is the frequency of the applied field, r is the elec-
trical resistivity, and m0 is the magnetic permeability of
free space. In situations where the wall thickness t5l,
external fields are attenuated by

Hi

He
¼

1

1þ ð2pfL=RÞ2
ð8Þ

where L is the inductance of the enclosure and R is the
resistance along the path of current flow. Unfortunately,
induced currents in the shield generate noise. For a

cylindrical shape,

Brms¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
64pkBTt

hdr

s

ð9Þ

where h is the length and d is the diameter of the can. The
cutoff frequency is given by f�3 dB 	 r=4pdt . Because of
noise considerations, eddy current shields that are to be
placed near the detection coils should be made from rel-
atively poor conductors such as BeCu.

4.4. Shielded Rooms

Another approach is to use eddy current shielding to
shield the entire measurement system. An eddy current
room constructed with 2 cm high purity aluminum walls
can achieve shielding 440 dB at 60 Hz with improved per-
formance at higher frequencies. The equivalent field noise
is less than 200 fT=

ffiffiffiffiffiffiffi
Hz
p

at frequencies above 1 Hz.
The need for shielding at lower frequencies has led to

the use of magnetically shielded rooms (MSR). In the sit-
uation where tcl, the attenuation goes as (r/l)et/l. Using
pure eddy current shielding would require wall thickness-
es that could exceed 1 m or more (below 1 Hz). For a fer-
romagnetic material, the permeability of the material
½m¼ m0ð1þ wÞ� replaces m0 in Eq. (8). The shielding is due
to the fact that flux prefers the path with the highest
permeability. Because magnetically ‘‘soft’’ materials (e.g.,
mu-metals) can have permeabilities that exceed 104, the
external magnetic flux is routed around the walls, avoid-
ing the interior. Multiple shields can act to further shield
the interior of an MSR. For the six-layer Berlin MSR
(Fig. 9), shielding factors exceeded 104 at frequencies
above 0.01 Hz with noise levels below 3 fT=

ffiffiffiffiffiffiffi
Hz
p

.

5. APPLICATIONS

Many applications (Fig. 10) configure the SQUID as a
magnetometer. SQUIDs can also be configured to measure
a wide variety of electromagnetic properties (Fig. 11).

The state of the art in materials processing limits the
variety of superconducting input circuits that can be used
with HTS SQUIDs. As already mentioned, there is no ex-
isting method for making superconducting connections to
SQUIDs with HTS wire. As a result, commercially avail-
able HTS devices are currently in the form of magnetic
sensing [Fig. 6(b)] rather than current sensing devices
[Fig. 6(a,c–f)].

5.1. Laboratory Applications [4,8,17]

Table 1 shows typical capabilities of commercially avail-
able SQUID-based instruments. The number in the pa-
renthesis refers to the corresponding Fig. 11.

5.1.1. Current. One common use of a SQUID is as an
ammeter [Fig. 11(a)]. The input can be connected to an
experiment at liquid helium temperatures or to room
temperature. If the signal is to be inductively coupled
to a detection coil that is connected to the SQUID input,
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then the circuit must be superconducting if dc response is
desired.

If the measurement is of a current that passes through
the detection coil, a toroidal geometry for the detection coil
has the advantage of extremely good coupling to the
source while rejecting contributions due to external sourc-
es. Because the measurement is inductive, there is no
loading of the current-generating elements.

5.1.2. Voltage. Typically most applications use super-
conducting circuits. There are, however, several applica-
tions where resistive circuits are used. One example is

the detection of extremely small voltages or resistances
(Fig. 12).

When a voltage VI is applied across the input termi-
nals, a current is generated in the SQUID input coil. In
this situation, the feedback current (IF) that would nor-
mally be applied to the SQUID loop is fed back via RF
through rs until the voltage drop across rs is equal to VI

and there is no net current through the SQUID. VO mea-
sures the voltage drop across RF and rs with
VI¼VOrs=ðRFþ rsÞ. The voltage gain of the system is de-
termined by the ratio of RF/rs. Typical values for RF and
rs are 3 and 30 mO, respectively, giving a voltage gain of
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108. The standard resistor rs is typically at 4.2 K. The
voltage source, however, may be at a completely different
temperature.

The input noise of a SQUID picovoltmeter (B10–14 V) is
a function of the source resistance and temperature
(RpTs), the inherent voltage noise (due to rs), and the in-
herent current noise of the SQUID. Measurement of the
Johnson noise in a resistor ðhV2i¼ 4kBTRDf where Df is
the bandwidth of the measurement) can determine abso-
lute temperature. Commercially available LTS SQUIDs
have equivalent device temperatures

With the addition of an appropriate current source
[Fig. 11(d)], it is possible to measure resistance. Resolu-
tions of 10–11O can be achieved for Rxo10�2 O. Other
applications of picovoltmeters include measurements
of thermopower, thermal electromotive forces (emfs) (ther-
mocouples), and infrared bolometers.

5.1.3. Ac Susceptibility [4]. The SQUID can also be the
null detector in an ac bridge circuit (Fig. 13) to measure
both resistive and reactive components of a complex im-
pedance. The unknown impedance Z is excited by a cur-
rent generated by an oscillator voltage, which is
attenuated by a precision ratio transformer l. The differ-
ence between the voltage developed across the unknown
impedance Z and that developed in the secondary of a
nulling mutual inductor m is applied to the input of the
SQUID circuit. The primary current in m is proportional
to the oscillator voltage and defined by the setting of the
ratio transformer a. An additional reactive current is sup-
plied by a second ratio transformer b, which causes the

primary current to be passed through a capacitor rather
than a resistor, thus generating a 901 phase shift in the
voltage applied to m. The amplified off-balance signal,
which appears at the output of the SQUID control elec-
tronics, can be displayed by means of a lock-in amplifier
tuned to the oscillator frequency.

As mentioned earlier, the sensitivity is limited inherently
by Johnson noise in the resistive components of the
unknown (including the potential connections) and by the
device noise of the SQUID sensor. Assuming IN 	 1
pA=

ffiffiffiffiffiffiffi
Hz
p

, such a system is capable of measuring R between
10–10 to 0.5O and L (self and mutual) between 10–12 and
10–3 H. Using a current comparator as the bridge excitation
V, a 0.1 ppm resistance bridge can be constructed.

5.1.4. SQUID Magnetometer/Susceptometers [16]. Instead
of using a secondary ac excitation coil [Fig. 11(f)], a dc field
can magnetize samples. Typically the field is fixed, and the
sample is moved into the detection coil’s region of sensitivity.
The change in detected magnetization is directly proportional
to the magnetic moment of the sample. Because of the super-
conducting nature of SQUID input circuits, true dc response
is possible.

Commonly referred to as SQUID magnetometers, these
systems are properly SQUID susceptometers. They have a
homogeneous superconducting magnet to create a very uni-
form field over the entire sample measuring region and the
superconducting pick-up loops. The magnet induces a mo-
ment allowing a measurement of magnetic susceptibility.
The superconducting detection loop array is rigidly mount-
ed in the center of the magnet [17]. This array is configured
as a gradient coil to reject external noise sources. The de-
tection coil geometry determines what mathematical algo-
rithm calculates the net magnetization. Oppositely paired
Helmholtz, first and second derivatives, have all been suc-
cessfully used. Coupling two axial channels of differing gra-
dient order can significantly improve noise rejection.

Sensitivities of 10–8 emu have been achieved, even at
applied fields of 9 T. Placement of secondary excitation

Table 1. Typical Capabilities of SQUID-based Instruments

Measurement Sensitivity

Current [Fig. 11(a)] 10�12 A=
ffiffiffiffiffiffiffi
Hz
p

Magnetic fields [Fig. 11(b)] 10�15 T=
ffiffiffiffiffiffiffi
Hz
p

dc voltage [Fig. 11(c)] 10� 14 V
dc resistance [Fig. 11(d)] 10� 12O
Mutual/self inductance [Fig. 11(e)] 10� 10 H
Magnetic moment [Fig. 11(f)] 10� 10 emu

rs

RF

RS ,TS

Vo

SQUID
electronics

SQUID

Liquid helium region

Figure 12. Block diagram of SQUID picovolt measuring system.
Negative feedback is applied to the cryogenic input circuit
through the voltage divider formed by RF and rs.
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Figure 13. Block diagram of ac bridge.
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coils can allow ac susceptibility measurements to be made
in the presence of a significant dc bias field. Variable tem-
perature capability (1.7 K to 800 K) is achieved by placing
a reentrant cryostat within the detection coils.

5.1.5. Other Laboratory Applications. NMR signals [18]
can be measured by placing a sample (e.g., protons or 19F)
in the center of SQUID detection coils and either sweeping
the external field or applying an RF excitation to the sam-
ple. The same experimental concept can measure electron
paramagnetic resonance (EPR) signals. SQUIDs have been
used for more esoteric applications including temperature
measurements with resolution near 10 K to 12 K. SQUIDs
have also measured position for gravity wave detectors
with sub-Ångstrom resolution and tests of Einstein’s Gen-
eral Theory of Relativity. Because SQUID magnetometers
are vector devices, they can detect rotations better than
10� 3 arc-seconds in the earth’s magnetic field. SQUIDs
have been used in searches for dark matter such as Weak
Interacting Massive Particles (WIMPs) along with at-
tempts at detecting magnetic monopoles and free quarks.

5.2. Geophysical Applications [19,20]

SQUID magnetometers measure the earth’s magnetic
field (Fig. 9) at frequencies ranging between 1 kHz and
10–4 Hz. A technique known as magnetotellurics [21] can
determine the electrical conductivity distribution of the
earth’s crust by measuring the earth’s electric and mag-
netic field. Because the earth is a good electrical conductor
compared with the air, the electrical field generated in the
ionosphere (as a result of solar wind) is reflected at the
earth’s surface, with components of both the electric and
magnetic field decaying as they penetrate into the earth.
The decay length or skin depth d¼ 500

ffiffiffiffiffi
rt
p

, where r is the
electrical resistivity of the earth and t is the period of the
electromagnetic wave.

In magnetotellurics, the electric field (as a function of
frequency) is related to the magnetic field via an imped-
ance tensor where EðoÞ¼Z HðoÞ. The impedance tensor Z

contains four complex elements Zxx, Zxy, Zyx, and Zyy and is
related to the resistivity by rij¼0:2 ZijðoÞ



 

2t where Z has
units of mV/ km-nT.

Magnetic anomaly detection uses the five unique spa-
tial components of =B to locate a magnetic dipole unique-
ly. This has potential uses in mineralogical surveys and
detection of unexploded ordnance.

5.3. Nondestructive Test and Evaluation [22,23]

Magnetic-sensing techniques such as eddy current testing
have been used for many years to detect flaws in struc-
tures. A major limitation on their sensitivity is the skin
depth [Eq. (7)] of metallic materials. Because SQUID sen-
sors have true dc response and superior sensitivity, they
can see ‘‘deeper’’ into metallic structures. dc response also
means that they can detect remnant magnetization—
without the need for externally applied magnetic fields.
Their flat frequency response and zero phase distortion
allows for a wide range of applications. One potential ap-
plication of SQUIDs is in detection of stress or corrosion in
reinforcing rods used in bridges, aircraft runways, or

buildings. Table 2 shows some of the measurement tech-
niques that can be used with SQUID sensors.

SQUID magnetometers have made noncontact mea-
surements of timing circuits [24]—one instrument has
better than 10 mm resolution [25]. Such instruments with
megahertz bandwidths could be used for circuit board and
integrated circuit (IC) mapping.

5.4. Medical Applications of SQUIDs [23,26–29]

Bioelectric signals as a diagnostic tool is well known in
medicine [e.g., the electrocardiogram (ECG) for the heart
and the electroencephalogram (EEG) for the brain]. The
electrical activity that produces the surface electrical ac-
tivity that is measured by EEG and ECG also produces
magnetic fields. The analogous magnetic measurements
are known as the magnetocardiogram (MCG) and the
magnetoencephalogram (MEG). Other physiological pro-
cesses also generate electrical activity with analogous
magnetic fields (Fig. 14).

Magnetic fields from active electrical sources in the body
can be measured passively and external to the body by
placing the magnetometer in close proximity to the body’s
surface. It has been shown that a population of neurons in
the brain can be modeled as a current dipole that generates

Table 2. NDE Measurement Techniques

Imaging
Intrinsic currents
Remnant magnetization
Flaw-induced perturbations in applied currents
Johnson noise in metals
Eddy currents in an applied ac field (flaws)
Embedded magnetic sensors

Hysteretic magnetization due to:
Cyclic stress (strain)
Simultaneous dc and ac magnetic fields

Magnetization of paramagnetic, diamagnetic and ferromagnetic
materials in dc magnetic fields
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a well-defined magnetic field profile. Mapping of these field
profiles can infer the location of the equivalent active
dipole site region to within millimeters. Using evoked
response techniques, the location of signal pathways and
information processing centers in the brain can be mapped
at different delay times (latencies) after the stimulus.

There are also magnetic measurements for which there
are no electrical analogs. These are measurements of static
magnetic fields produced by ferromagnetic materials ingest-
ed into the body and measurements of the magnetic suscep-
tibility of materials in the body. In particular, information on
the quantity and depth of diamagnetic or paramagnetic ma-
terials (such as iron stored in the liver) can be obtained by
using magnetizing and detection coils of differing sizes in
the same instrument and measuring the induced field as a
function of distance. This technique is already being used to
monitor patients suffering from iron overload diseases such
as thalassemia and hemochromatosis.

The development of the SQUID has allowed the devel-
opment of noninvasive clinical measurements of biomag-
netic fields. Gradiometers can allow measurements to be
made in unshielded environments at sensitivities below
20 fT=

ffiffiffiffiffiffiffi
Hz
p

. Typically, however, neuromagnetic measure-
ments are made in room-sized MSRs that will allow mea-
surements of the magnetic field of the brain over the
entire surface of the head (4150 positions simultaneous-
ly). Table 3 gives some of the areas in which SQUID mag-
netometers are currently being used in medical research.
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Table 3. Medical Applications of SQUIDs

Studies of the brain—neuromagnetism
Epilepsy
Presurgical cortical function mapping
Drug development and testing
Stroke
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Studies of the heart—magnetocardiography
Arrhythmia
Heart muscle damage
Fetal cardiography

Other medical applications
Studies of the stomach—gastroenterology
Intestinal ischemia
Noninvasive in vivo magnetic liver biopsies
Lung function and clearance studies
Nerve damage assessment
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STABILITY OF NONLINEAR SYSTEMS
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1. INTRODUCTION

A nonlinear system refers to a set of nonlinear equations
(algebraic, difference, differential, integral, functional, or
abstract operator equations, or a combination of some of
these) used to describe a physical device or process that
otherwise cannot be clearly defined by a set of linear equa-
tions of any kind. Dynamical system is used as a synonym
for mathematical or physical system when the describing
equations represent evolution of a solution with time and,
sometimes, with control inputs and/or other varying pa-
rameters as well.

The theory of nonlinear dynamical systems, or nonlin-
ear control systems if control inputs are involved, has been
greatly advanced since the nineteenth century. Today,
nonlinear control systems are used to describe a great va-
riety of scientific and engineering phenomena ranging
from social, life, and physical sciences to engineering
and technology. This theory has been applied to a broad
spectrum of problems in physics, chemistry, mathematics,
biology, medicine, economics, and various engineering dis-
ciplines.

Stability theory plays a central role in system engineer-
ing, especially in the field of control systems and automa-
tion, with regard to both dynamics and control. Stability of
a dynamical system, with or without control and distur-
bance inputs, is a fundamental requirement for its prac-
tical value, particularly in most real-world applications.
Roughly speaking, stability means that the system out-
puts and its internal signals are bounded within admissi-
ble limits (the so-called bounded-input/bounded-output
stability) or, sometimes more strictly, the system outputs
tend to an equilibrium state of interest (the so-called as-
ymptotic stability). Conceptually, there are different kinds
of stabilities, among which three basic notions are the
main concerns in nonlinear dynamics and control systems:
the stability of a system with respect to its equilibria, the
orbital stability of a system output trajectory, and the
structural stability of a system itself.

The basic concept of stability emerged from the study of
an equilibrium state of a mechanical system, dated back to
as early as 1644, when E. Torricelli studied the equilibri-
um of a rigid body under the natural force of gravity. The
classical stability theorem of G. Lagrange, formulated in
1788, is perhaps the best known result about stability of
conservative mechanical systems, which states that if the
potential energy of a conservative system, currently at the
position of an isolated equilibrium and perhaps subject to
some simple constraints, has a minimum, then this equi-

librium position of the system is stable [23]. The evolution
of the fundamental concepts of system and trajectory sta-
bilities then went through a long history, with many fruit-
ful advances and developments, until the celebrated Ph.D.
thesis of A. M. Lyapunov, The General Problem of Motion
Stability, finished in 1892 [21]. This monograph is so fun-
damental that its ideas and techniques are virtually lead-
ing all kinds of basic research and applications regarding
stabilities of dynamical systems today. In fact, not only
dynamical behavior analysis in modern physics but also
controllers design in engineering systems depend on the
principles of Lyapunov’s stability theory. This article is
devoted to a brief description of the basic stability theory,
criteria, and methodologies of Lyapunov, as well as a few
related important stability concepts, for nonlinear dynam-
ical systems.

2. NONLINEAR SYSTEM PRELIMINARIES

2.1. Nonlinear Control Systems

A continuous-time nonlinear control system is generally
described by a differential equation of the form

.
x¼ fðx; t;uÞ; t 2 ½t0;1Þ ð1Þ

where x¼x(t) is the state of the system belonging to a
(usually bounded) region Ox � Rn, u is the control input
vector belonging to another (usually bounded) region Ou �

Rm (often, m � n), and f is a Lipschitz or continuously dif-
ferentiable nonlinear function, so that the system has a
unique solution for each admissible control input and suit-
able initial condition x(t0)¼x0AOx. To indicate the time
evolution and the dependence on the initial state x0, the
trajectory (or orbit) of a system state x(t) is sometimes
denoted as jt(x0).

In control system (1), the initial time used is t0 � 0,
unless otherwise indicated. The entire space Rn, to which
the system states belong, is called the state space. Associ-
ated with the control system (1), there usually is an ob-
servation or measurement equation

y¼gðx; t;uÞ ð2Þ

where y¼yðtÞ 2 R‘ is the output of the system, 1�‘�n,
and g is a continuous or smooth nonlinear function. When
both n, ‘ > 1, the system is called a multiinput/multioutput
(MIMO) system; while if n¼ ‘¼ 1, it is called a single-
input/single-output (SISO) system. MISO and SIMO
systems are similarly defined.

In the discrete-time setting, a nonlinear control system
is described by a difference equation of the form

xkþ 1¼ fðxk;k;ukÞ

yk¼gðxk; k;ukÞ;

(
k¼ 0; 1; � � � ð3Þ

S
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where all notations are similarly defined. This article usu-
ally discusses only the control system (1), or the first
equation of (3). In this case, the system state x is also
considered as the system output for simplicity.

A special case of system (1), with or without control, is
said to be autonomous if the time variable t does not ap-
pear separately (independently) from the state vector in
the system function f. For example, with a state feedback
control u(t)¼h(x(t)), this often is the situation. In this
case, the system is usually written as

.
x¼ fðxÞ; xðt0Þ¼x0 2 Rn

ð4Þ

Otherwise, as (1) stands, the system is said to be nonau-
tonomous. The same terminology may be applied in the
same way to discrete-time systems, although they may
have different characteristics.

An equilibrium, or fixed point, of system (4), if it exists,
is a solution, x�, of the algebraic equation

fðx�Þ¼ 0 ð5Þ

It then follows from (4) and (5) that
.
x� ¼ 0, which means

that an equilibrium of a system must be a constant state.
For the discrete-time case, an equilibrium of system

xkþ 1¼ fðxkÞ; k¼ 0; 1; . . . ð6Þ

is a solution, if it exists, of equation

x� ¼ fðx�Þ ð7Þ

An equilibrium is stable if some nearby trajectories of the
system states, starting from various initial states, ap-
proach it; it is unstable if some nearby trajectories move
away from it. The concept of system stability with respect
to an equilibrium will be precisely introduced in Section 3.

A control system is deterministic if there is a unique
consequence to every change of the system parameters or
initial states. It is random or stochastic, if there is more
than one possible consequence for a change in its para-
meters or initial states according to some probability
distribution [6]. This article deals only with deterministic
systems.

2.2. Hyperbolic Equilibria and Their Manifolds

Consider the autonomous system (4). The Jacobian of this
system is defined by

JðxÞ¼
@f

@x
ð8Þ

Clearly, this is a matrix-valued function of time. If the Ja-
cobian is evaluated at a constant state, say, x� or x0, then it
becomes a constant matrix determined by f and x� or x0.

An equilibrium x� of system (4) is said to be hyperbolic
if all eigenvalues of the system Jacobian, evaluated at this
equilibrium, have nonzero real parts.

For a p-periodic solution of system (4), ~xxðtÞ, with a fun-
damental period p40, let Jð ~xxðtÞÞ be its Jacobian evaluated

at ~xxðtÞ. Then this Jacobian is also p-periodic:

Jð ~xxðtþpÞÞ ¼Jð ~xxðtÞÞ for all t 2 ½t0;1Þ

In this case, there always exist a p-periodic nonsingular
matrix M(t) and a constant matrix Q such that the fun-
damental solution matrix associated with the Jacobian
Jð ~xxðtÞÞ is given by [4]

FðtÞ¼MðtÞetQ

Here, the fundamental matrix F(t) consists of, as its col-
umns, n linearly independent solution vectors of the linear
equation

.
x¼Jð ~xxðtÞÞx, with x(t0)¼x0.

In the preceding, the eigenvalues of the constant ma-
trix epQ are called the Floquet multipliers of the Jacobian.
The p-periodic solution ~xxðtÞ is called a hyperbolic periodic
orbit of the system if all its corresponding Floquet multi-
pliers have nonzero real parts.

Next, let D be a neighborhood of an equilibrium, x�, of
the autonomous system (4). A local stable and local
unstable manifold of x� is defined by

Ws
locðx

�Þ¼ fx 2 D jjtðxÞ 2 D 8 t�t0 and

jtðxÞ ! x� as t!1g
ð9Þ

and

Wu
locðx

�Þ¼ fx 2 D jjtðxÞ 2 D 8 t�t0 and

jtðxÞ ! x� as t!�1g
ð10Þ

respectively. Furthermore, a stable and unstable manifold
of x� is defined by

Wsðx�Þ¼ fx 2 D jjtðxÞ \Ws
locðx

�ÞOfg ð11Þ

and

Wuðx�Þ¼ fx 2 D jjtðxÞ \Wu
locðx

�ÞOfg ð12Þ

respectively, where f denotes the empty set. For example,
the autonomous system

.
x¼ y
.
y¼ xð1� x2Þ

(

has a hyperbolic equilibrium (x�, y�)¼ (0, 0). The local sta-
ble and unstable manifolds of this equilibrium are illus-
trated by Fig. 1a, and the corresponding stable and
unstable manifolds are visualized by Fig. 1b.

A hyperbolic equilibrium only has stable and/or unsta-
ble manifolds since its associated Jacobian has only stable
and/or unstable eigenvalues. The dynamics of an autono-
mous system in a neighborhood of a hyperbolic equilibri-
um is quite simple—it has either stable (convergent) or
unstable (divergent) properties. Therefore, complex dy-
namical behaviors such as chaos are seldom associated
with isolated hyperbolic equilibria or isolated hyperbolic
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periodic orbits [7,11,15] (see Theorem 16, below); they
generally are confined within the center manifold,
Wc(x�), where dim(Ws) þdim(Wc) þdim(Wu)¼n.

2.3. Open-Loop and Closed-Loop Systems

Let S be an MIMO system, which can be linear or nonlin-
ear, continuous-time or discrete-time, deterministic or sto-
chastic, or any well-defined input–output map. Let U and
Y be the sets (sometimes, spaces) of the admissible input
and corresponding output signals, respectively, both de-
fined on the time domainD¼ ½a; b�; �1�aob�1 (for con-
trol systems, usually a¼ t0¼ 0 and b¼N). This simple
relation is described by an open-loop map

S : u! y or yðtÞ¼SðuðtÞÞ ð13Þ

and its block diagram is shown in Fig. 2. Actually, every
control system described by a differential or difference
equation can be viewed as a map in this form. But, in such
a situation, the map S can be implicitly defined only via
the equation and initial conditions.

In the control system (1) or (3), if the control inputs are
functions of the state vectors, u¼h(x; t), then the control
system can be implemented via a closed-loop configura-
tion. A typical closed-loop system is shown in Fig. 3, where
usually S1 is the plant (described by f) and S2 is the con-
troller (described by h); yet they can be reversed.

2.4. Norms of Functions and Operators

This article deals only with finite-dimensional systems.
For an n-dimensional vector-valued functions,
xðtÞ¼ ½x1ðtÞ . . . xnðtÞ�

T where superscript ‘‘T’’ denotes trans-
pose, let || �|| and || �||p denote its Euclidean norm
and Lp norm, defined respectively by the ‘‘length’’

jjxðtÞjj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

1ðtÞ þ � � � þ x2
nðtÞ

q

and

jjxjjp¼

Z b

a

jjxðtÞjjp dt

� �1=p

; 1�po1

jjxjj1 ¼ ess sup
a�t�b
1�i�n

jxiðtÞj

Here, a few remarks are in order:

1. The term ‘‘ess sup’’ means ‘‘essential suprimum’’
(i.e., the suprimum except perhaps over a set of

measure zero). For a piecewise continuous function
f(t), actually

ess sup
a�t�b

jf ðtÞj ¼ sup
a�t�b

jf ðtÞj

2. The main difference between the ‘‘sup’’ and the
‘‘max’’ is that max|f(t)| is attainable but sup|f(t)|
may not. For example, max0�to1 j sinðtÞj ¼ 1 but
sup0�to1 j1� e�tj ¼ 1.

3. The difference between the Euclidean norm and the
Lp norms is that the former is a function of time but
the latters are all constants.

4. For a finite-dimensional vector x(t), with no N, all
the Lp norms are equivalent in the sense that for any
p, qA[1, N], there exist two positive constants a and
b such that

ajjxjjp�jjxjjq�bjjxjjp

For the input–output map in Eq. (13), the so-called oper-
ator norm of the map S is defined to be the maximum gain
from all possible inputs over the domain of the map to
their corresponding outputs. More precisely, the operator
norm of the map S in (13) is defined by

jjjSjjj ¼ sup
u1 ;u22U
u1Ou2

jjy1 � y2jjY

jju1 � u2jjU
ð14Þ

where yi¼S(ui)AY, i¼ 1, 2, and || �||U and || �||Y are
the norms of the functions defined on the input–output
sets (or spaces) U and Y, respectively.

3. LYAPUNOV, ORBITAL, AND STRUCTURAL STABILITIES

Three different types of stabilities, namely, the Lyapunov
stability of a system with respect to its equilibria, the or-
bital stability of a system output trajectory, and the struc-
tural stability of a system itself, are of fundamental
importance in the studies of nonlinear dynamics and con-
trol systems.

u
S

y

Figure 2. The block diagram of an open-loop system.

u1 e1
S1

S2

S2(e2)

S1(e1)

e2

+

_

+ +
u2

Figure 3. A typical closed-loop control system.

y y

xx

W s(0,0) = W u(0,0)

W u
loc(0,0)

W s
loc(0,0)

(a) (b)

Figure 1. Stable and unstable manifolds.
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Roughly speaking, the Lyapunov stability of a system
with respect to its equilibrium of interest is about the be-
havior of the system outputs toward the equilibrium
state—wandering nearby and around the equilibrium
(stability in the sense of Lyapunov) or gradually approach-
es it (asymptotic stability); the orbital stability of a system
output is the resistance of the trajectory to small pertur-
bations; the structural stability of a system is the resis-
tance of the system structure against small perturbations
[3,13,16,17,19,20,23,25,26,29,35]. These three basic types
of stabilities are introduced in this section, for dynamical
systems without explicitly involving control inputs.

Consider the general nonautonomous system

.
x¼ fðx; tÞ; xðt0Þ¼x0 2 Rn

ð15Þ

where the control input u(t)¼h(x(t), t), if it exists [see
system (1)], has been combined into the system function f
for simplicity of discussion. Without loss of generality, as-
sume that the origin x¼ 0 is the system equilibrium of
interest. Lyapunov stability theory concerns various sta-
bilities of the system orbits with respect to this equilibri-
um. When another equilibrium is discussed, the new
equilibrium is first shifted to zero by a change of vari-
ables, and then the transformed system is studied in the
same way.

3.1. Stability in the Sense of Lyapunov

System (15) is said to be stable in the sense of Lyapunov
with respect to the equilibrium x�¼0, if for any e > 0
and any initial time t0�0, there exists a constant, d¼
dðe; t0Þ > 0, such that

jjxðt0Þjjod) jjxðtÞjjoe for all t�t0 ð16Þ

This stability is illustrated by Fig. 4.
It should be emphasized that the constant d generally

depends on both e and t0. It is particularly important to
point out that, unlike autonomous systems, one cannot
simply fix the initial time t0¼ 0 for a nonautonomous sys-
tem in a general discussion of its stability. For example,
consider the following linear time-varying system with a
discontinuous coefficient:

.
xðtÞ¼

1

1� t
xðtÞ; xðt0Þ¼ x0

It has an explicit solution

xðtÞ¼ x0
1� t0

1� t
; 0�t0�to1

which is stable in the sense of Lyapunov about the equi-
librium x�¼ 0 over the entire time domain [0,N) if and
only if t0¼ 1. This shows that the initial time, t0, does play
an important role in the stability of a nonautonomous
system.

The above-defined stability, in the sense of Lyapunov, is
said to be uniform with respect to the initial time, if the
existing constant d¼ d(e) is indeed independent of t0 over
the entire time interval [0, N). According to the discussion
above, uniform stability is defined only for nonautono-
mous systems since it is not needed for autonomous sys-
tems (for which it is always uniform with respect to the
initial time).

3.2. Asymptotic and Exponential Stabilities

System (15) is said to be asymptotically stable about its
equilibrium x�¼ 0, if it is stable in the sense of Lyapunov
and, furthermore, there exists a constant, d¼ d(t0)40,
such that

jjxðt0Þjjod) jjxðtÞjj ! 0 as t!1 ð17Þ

This stability is visualized by Fig. 5.
The asymptotic stability is said to be uniform if the ex-

isting constant d is independent of t0 over [0, N), and is
said to be global if the convergence, ||x||-0, is inde-
pendent of the initial state x(t0) over the entire spatial
domain on which the system is defined (e.g., when d¼N).
If, furthermore

jjxðt0Þjjod) jjxðtÞjj�ce�st ð18Þ

for two positive constants c and s, then the equilibrium is
said to be exponentially stable. The exponential stability is
visualized by Fig. 6.

Clearly, exponential stability implies asymptotic stabil-
ity, and asymptotic stability implies the stability in the
sense of Lyapunov, but the reverse need not be true. For
illustration, if a system has output trajectory x1(t)¼
x0 sin(t), then it is stable in the sense of Lyapunov about
0, but is not asymptotically stable; a system with output

x (t0)

�
t

�
x (t)

Figure 4. Geometric meaning of stability in the sense of Lya-
punov.

x (t0)

�

t
x(t)

Figure 5. Geometric meaning of the asymptotic stability.
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trajectory x2(t)¼ x0(1þ t� t0)
�1 is asymptotically stable

(so also is stable in the sense of Lyapunov) if t0o1 but is
not exponentially stable about 0; however, a system with
x3(t)¼ x0e� t is exponentially stable (hence, is both asymp-
totically stable and stable in the sense of Lyapunov).

3.3. Orbital Stability

The orbital stability differs from the Lyapunov stabilities
in that it concerns with the stability of a system output (or
state) trajectory under small external perturbations.

Let jt(x0) be a p-periodic solution, p40, of the auton-
omous system

.
xðtÞ¼ fðxÞ; xðt0Þ¼x0 2 Rn

ð19Þ

and let G represent the closed orbit of jt(x0) in the state
space, namely,

G¼fy jy¼jtðx0Þ; 0�topg

If, for any e40, there exits a constant d¼ d(e)40 such that
for any x0 satisfying

dðx0;GÞ : ¼ inf
y2G
jjx0 � yjjod

the solution of the system, jt(x0), satisfies

dðjtðx0Þ;GÞoe; for all t�t0

then this p-periodic solution trajectory, jt(x0), is said to be
orbitally stable.

Orbital stability is visualized by Fig. 7. For a simple
example, a stable periodic solution, particularly a stable
equilibrium of a system is orbitally stable. This is because
all nearby trajectories approach it and, as such, it becomes
a nearby orbit after a small perturbation and so will move
back to its original position (or stay nearby). On the con-
trary, unstable and semistable (saddle-type of) periodic
orbits are orbitally unstable.

A more precise concept of orbital stability is given in
the sense of Zhukovskij [37].

A solution jt(x0) of system (19) is said to be stable in the
sense of Zhukovskij, if for any e > 0, there exists a d¼
d(e)40 such that for any y0ABd(x0), a ball of radius d cen-
tered at x0, there exist two functions, t1¼ t1(t) and t2¼

t2(t), satisfying

jjxt1 ðx0Þ � xt2 ðx0Þjjoe

for all t�t0, where t1 and t2 are homeomorphisms (i.e., a
continuous map whose inverse exists and is also continu-
ous) from [0, N) to [0, N) with t1(0)¼ t2(0)¼ 0.

Furthermore, a Zhukovskij stable solution jt(x0) of sys-
tem (19) is said to be asymptotically stable in the sense of
Zhukovskij, if for any e40, there exists a d¼ d(e)40 such
that for any y0ABd(x0), a ball of radius d centered at x0,

there exist two functions, t1¼ t1(t) and t2¼t2(t), satisfying

jjxt1
ðx0Þ � xt2

ðx0Þjj ! 0

as t-N, where t1 and t2 are homeomorphisms from
[0, N) to [0, N) with t1(0)¼ t2(0)¼ 0.

It can be verified that (asymptotic) Zhukovskij stability
implies (asymptotic) Lyapunov stability about an equilib-
rium. However, the converse may not be true. Moreover,
these two types of stabilities are equivalent if the orbit
jt(x0) is an equilibrium of the system.

3.4. Structural Stability

Two systems are said to be topologically orbitally equiva-
lent, if there exists a homeomorphism that transforms the
family of trajectories of the first system to that of the sec-
ond while preserving their motion directions. Roughly,
this means that the geometrical pictures of the orbit fam-
ilies of the two systems are similar (no one has extra
knots, sharp corners, bifurcating branches, etc.). For in-
stance, systems

.
x¼ x and

.
x¼ 2x are topologically orbitally

equivalent, but are not so between
.
x¼ x and

.
x¼

ffiffiffi
x
p

. These
three system trajectories are shown in Fig. 8.

Return to the autonomous system (19). If the dynamics
of the system in the state space changes radically, for ex-
ample by the appearance of a new equilibrium or a new
periodic orbit, due to small external perturbations, then
the system is considered to be structurally unstable.

x (t0)
x (t )

�
t

Figure 6. Geometric meaning of the exponential stability.

d (x0, Γ) < �

d (�t (x0), Γ) < �

Figure 7. Geometric meaning of the orbital stability.

x

2
1

t
0

2

0
t t

xx

0

(a) (b) (c)

Figure 8. Trajectories of three systems for comparison: (a)
.
x¼ x;

(b)
.
x¼2x; (c)

.
x¼

ffiffiffi
x
p

.

STABILITY OF NONLINEAR SYSTEMS 4885



To be more precise, consider the following set of func-
tions:

S¼ gðxÞ jjgðxÞjjo1
�� ;

@gðxÞ

@x

����

����o1 for all x 2 Rn

� �

If, for any g 2 S, there exists an e > 0 such that the orbits
of the two systems

.
x¼ fðxÞ and

.
x¼ fðxÞþ egðxÞ

are topologically orbitally equivalent, then the autono-
mous system (19), namely, the first (unperturbed) system
above, is said to be structurally stable.

For example,
.
x¼ x is structurally stable but

.
x¼ x2 is

not, in a neighborhood of the origin. This is because when
the second system is slightly perturbed, to become, say,
.
x¼ x2þ e, where e > 0, then the resulting system has two
equilibria, x�1¼

ffiffi
e
p

and x�2¼ �
ffiffi
e
p

, which has more num-
bers of equilibria than the original system that possesses
only one, x�¼ 0.

4. VARIOUS STABILITY THEOREMS

Consider the general nonautonomous system

.
x¼ fðx; tÞ; xðt0Þ¼x0 2 Rn

ð20Þ

where f :D� ½0;1Þ ! Rn is continuously differentiable in
a neighborhood of the origin, D 	 Rn, with a given initial
state x0 2 D. Again, without loss of generality, assume
that x�¼ 0 is a system equilibrium of interest.

4.1. Lyapunov Stability Theorems

First, for the autonomous system (19), an important spe-
cial case of (20), with a continuously differentiable f: D-
Rn, the following criterion of stability, called the first (or
indirect) method of Lyapunov, is very convenient to use.

Theorem 1 (First Method of Lyapunov: For Continuous-Time
Autonomous Systems). Let J¼ ½@f=@x�x¼x� ¼0 be the system
Jacobian evaluated at the zero equilibrium of system (19).
If all the eigenvalues of J have a negative real part, then
the system is asymptotically stable about x�¼ 0.

First, note that this and the following Lyapunov theo-
rems apply to linear systems as well, for linear systems
are merely a special case of nonlinear systems. When f(x)
¼Ax, the linear time-invariant system

.
x¼Ax has the

only equilibrium x�¼ 0. If A has all eigenvalues with neg-
ative real parts, Theorem 1 implies that the system is as-
ymptotically stable about its equilibrium since the system
Jacobian is simply J¼A. This is consistent with the
familiar linear stability results.

Note also that the region of asymptotic stability given
by Theorem 1 is local, which can be quite large for some
nonlinear systems but may be very small for some others.
However, there is no general criterion for determining the

boundaries of such local stability regions when this and
the following Lyapunov methods are applied.

Moreover, it is important to note that this theorem
cannot be applied to a general nonautonomous system,
since for general nonautonomous systems this theorem is
neither necessary nor sufficient [36]. A simple counterex-
ample is the following linear time-varying system [17,34]:

.
xðtÞ¼

�1þ 1:5 cos2ðtÞ 1� 1:5 sinðtÞ cosðtÞ

�1� 1:5 sinðtÞ cosðtÞ �1þ 1:5 sin2
ðtÞ

" #
xðtÞ

This system has eigenvalues l1;2¼ � 0:25
 j0:25
ffiffiffi
7
p

, both
having negative real parts and being independent of the
time variable t. If this theorem is used to judge the system,
the conclusion would be that the system is asymptotically
stable about its equilibrium 0. However, the solution of
this system is

xðtÞ¼
e0:5t cosðtÞ e�t sinðtÞ

�e0:5t sinðtÞ e�t cosðtÞ

" #
x1ðt0Þ

x2ðt0Þ

" #

which is unstable, for any initial conditions with a bound-
ed and nonzero value of x1(t0), no matter how small this
initial value is. This example shows that by using the
Lyapunov first method alone to determine the stability of a
general time-varying system, the conclusion can be wrong.

This type of counterexamples can be easily found [35].
On the one hand, this demonstrates the necessity of other
general criteria for asymptotic stability of nonautonomous
systems. On the other hand, however, a word of caution is
that this types of counterexamples do not completely rule
out the possibility of applying the first method of Lyapu-
nov to some special nonautonomous systems in case stud-
ies. The reason is that there is no theorem saying that ‘‘the
Lyapunov first method cannot be applied to all nonauton-
omous systems.’’ Because of the complexity of nonlinear
dynamical systems, they often have to be studied class by
class, or even case by case. It has been widely experienced
that the first method of Lyapunov does work for some,
perhaps not too many, specific nonautonomous systems in
case studies (e.g., in the study of some chaotic systems [7];
see also Theorem 18, below). The point is that one has to
be very careful when this method is applied to a particular
nonautonomous system; the stability conclusion must be
verified by some other means at the same time.

Here, it is emphasized that a rigorous approach for as-
ymptotic stability analysis of general nonautonomous sys-
tems is provided by the second method of Lyapunov, for
which the following set of classK functions are useful:

K¼fgðtÞ : gðt0Þ¼ 0; gðtÞ > 0 if t > t0;

gðtÞ is continuous and nondecreasing on ½t0;1Þg

Theorem 2 (Second Method of Lyapunov: For Continuous-
Time Nonautonomous Systems). The system (20) is globally
(over the entire domain D), uniformly (with respect to the
initial time over the entire time interval [t0, N)), and
asymptotically stable about its zero equilibrium, if there
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exist a scalar-valued function, V(x, t), defined on D�
[t0, N), and three functions a( . ), b( . ), g( . )AK, such that

(a) V(0, t0)¼0.
(b) V(x, t)40 for all xa0 in D and all t�t0.
(c) a(||x||)� V(x, t) � b(||x||) for all t�t0.
(d)

.
Vðx; tÞ� � gðjjxjjÞo0 for all t�t0.

In Theorem 2, the function V is called a Lyapunov func-
tion. The method of constructing a Lyapunov function for
stability determination is called the second (or direct)
method of Lyapunov.

The geometric meaning of a Lyapunov function used for
determining the system stability about the zero equilibri-
um may be illustrated by Fig. 9. In this figure, assuming
that a Lyapunov function, V(x), has been found, which has
a bowl shape as shown based on conditions (a) and (b).
Then, condition (d) is

.
VðxÞ¼

@V

@x

� 	
.
xo0 ð21Þ

where [@V/@x] is the gradient of V along the trajectory x. It
is known, from calculus, that if the inner product of this
gradient and the tangent vector

.
x is constantly negative,

as guaranteed by condition (21), then the angle between
these two vectors is larger than 901, so that the surface of
V(x) is monotonically decreasing to zero (this is visualized
in Fig. 9). Consequently, the system trajectory x, the pro-
jection on the domain as shown in the figure, converges to
zero as time evolves.

As an example, consider the following nonautonomous
system

.
x¼Axþgðx; tÞ

where A is a stable constant matrix and g is a nonlinear
function satisfying g(0, t)¼ 0 and ||g(x, t)||� c||x|| for
a constant c40 for all tA[t0, N). Since A is stable, the fol-
lowing Lyapunov equation

PAþATPþ I¼ 0

has a unique positive definite and symmetric matrix
solution, P. Using the Lyapunov function V(x, t)¼xTPx,
it can be easily verified that

.
Vðx; tÞ¼xT½PAþATP�xþ 2xTPgðx; tÞ

� � xTxþ 2lmaxðPÞcjjxjj
2

where lmax(P) is the largest eigenvalue of P. Therefore, if
the constant c o 1/(2lmax(P)) and if the classK functions

aðzÞ¼ lminðPÞz
2; bðzÞ¼ lmaxðPÞz

2;

gðzÞ¼ ½1� 2clmaxðPÞ�z
2

are used, then conditions (c) and (d) of Theorem 2 are sat-
isfied. As a result, the above system is globally, uniformly,
and asymptotically stable about its zero equilibrium. This
example shows that the linear part of a weakly nonlinear
nonautonomous system can indeed dominate the stability.

Note that in Theorem 2, the uniform stability is guar-
anteed by the classK functions a, b, g stated in conditions
(c) and (d), which is necessary since the solution of a non-
autonomous system may sensitively depend on the initial
time, as seen from the numerical example discussed in
Section 3.1. For autonomous systems, these classK func-
tions [hence, condition (c)] are not needed. In this case,
Theorem 2 reduces to the following simple form.

Theorem 3 (Second Method of Lyapunov: For Continuous-
Time Autonomous Systems). The autonomous system (19)
is globally (over the entire domain D) and asymptotically
stable about its zero equilibrium, if there exists a scalar-
valued function V(x), defined on D, such that

(a) V(0)¼ 0.
(b) V(x)40 for all xa0 in D.
(c)

.
VðxÞo0 for all xa0 in D.

Note that if condition (c) in Theorem 3 is replaced by (d).
VðxÞ�0 for all xAD, then the resulting stability is only in
the sense of Lyapunov but may not be asymptotic. For ex-
ample, consider a simple model of an undamped pendulum
of length ‘ described by

.
x¼ �

g

‘
sinðyÞ

.
y¼ x

8
<

:

where x¼ y is the angular variable defined on � po yo p,
with the vertical axis as its reference, and g is the gravity
constant. Since the system Jacobian at the zero equilibri-
um has one pair of purely imaginary eigenvalues,
l1;2¼ 


ffiffiffiffiffiffiffiffiffiffiffi
�g=‘

p
, Theorem 1 is not applicable. However, if

one uses the Lyapunov function

V ¼
g

‘
ð1� cosðyÞÞ þ

1

2
x2

then it can be easily verified that
.

V¼ 0 over the entire
domain. Thus, the conclusion is that the undamped

x
0

x
.

V (x)

�V
�x

Figure 9. Geometric meaning of the Lyapunov function.

STABILITY OF NONLINEAR SYSTEMS 4887



pendulum is stable in the sense of Lyapunov but may not
be asymptotically, consistent with the physics of the un-
damped pendulum.

Theorem 4 (Krasovskii Theorem: For Continuous-Time
Autonomous Systems). For the autonomous system (19),
let J(x)¼ [qf/qx] be its Jacobian evaluated at x(t). A suf-
ficient condition for the system to be asymptotically stable
about its zero equilibrium is that there exist two real pos-
itive definite and symmetric constant matrices, P and Q,
such that the matrix

JTðxÞPþPJðxÞþQ

is seminegative definite for all xa0 in a neighborhood D
of the origin. For this case, a Lyapunov function is given by

VðxÞ¼ fT
ðxÞPfðxÞ

Furthermore, ifD¼Rn and V(x)-N as ||x||-N, then
this asymptotic stability is also global.

Similar stability criteria can be established for discrete-
time systems [10]. Two main results are summarized as
follows.

Theorem 5 (First Method of Lyapunov: For Discrete-Time
‘‘Autonomous’’ Systems). Let x�¼ 0 be an equilibrium of
the discrete-time ‘‘autonomous’’ system

xkþ 1¼ fðxkÞ ð22Þ

where f : D-Rn is continuously differentiable in a neigh-
borhood of the origin, DDRn, and let J¼ ½@f=@xk�xk ¼x�¼ 0

be the Jacobian of the system evaluated at this equilibri-
um. If all the eigenvalues of J are strictly less than one in
absolute value, then the system is asymptotically stable
about its zero equilibrium.

Theorem 6 (Second Method of Lyapunov: For Discrete-Time
‘‘Nonautonomous’’ Systems). Let x�¼ 0 be an equilibrium
of the ‘‘nonautonomous’’ system

xkþ 1¼ fkðxkÞ ð23Þ

where fk :D! Rn is continuously differentiable in a
neighborhood of the origin, DDRn. Then, system (22) is
globally (over the entire domain D) and asymptotically
stable about its zero equilibrium, if there exists a scalar-
valued function, V(xk, k), defined on D and continuous in
xk, such that

(a) V(0, k)¼ 0 for all k�k0.
(b) V(xk, k)40 for all xka0 in D and for all k�k0.
(c) DV(xk, k) :¼V(xk, k)�V(xk�1, k� 1) o 0 for all

xka0 in D and all k�k0þ 1.
(d) 0o W(||xk||)o V(xk, k) for all k�k0þ1, where

W(t) is a positive continuous function defined onD,
satisfying Wðjjxk0

jjÞ ¼ 0 and limt-N W(t)¼N

monotonically.

As a special case, for discrete-time ‘‘autonomous’’ sys-
tems, Theorem 6 reduces to the following simple form.

Theorem 7 (Second Method of Lyapunov: For Discrete-Time
‘‘Autonomous’’ Systems). Let x�¼ 0 be an equilibrium for
the ‘‘autonomous’’ system (22). Then the system is globally
(over the entire domain D) and asymptotically stable
about this zero equilibrium if there exists a scalar-valued
function, V(xk), defined on D and continuous in xk, such
that

(a) V(0)¼ 0.
(b) V(xk)40 for all xka0 in D.
(c) DV(xk):¼V(xk)�V(xk� 1)o 0 for all xka0 in D.
(d) V(x)-N as ||x||-N.

To this end, it is important to emphasize that all the
Lyapunov theorems stated above only offer sufficient con-
ditions for asymptotic stability. On the other hand, usually
more than one Lyapunov function may be constructed for
the same system. For a given system, one choice of a
Lyapunov function may yield a less conservative result
(e.g., with a larger stability region) than other choices.
However, no conclusion regarding stability may be drawn
if, for technical reasons, a satisfactory Lyapunov function
cannot be found. Nevertheless, there is a necessary con-
dition in theory about the existence of a Lyapunov func-
tion [15], as follows.

Theorem 8 (Massera Inverse Theorem). Suppose that the
autonomous system (19) is asymptotically stable about its
equilibrium x� and f is continuously differentiable with
respect to x for all tA[t0, N). Then a Lyapunov function
exists for this system.

4.2. Some Instability Theorems

Once again, consider a general autonomous system

.
x¼ fðxÞ; xðt0Þ¼x0 2 Rn

ð24Þ

with an equilibrium x�¼ 0. To disprove the stability, the
following instability theorems may be used.

Theorem 9 (A Linear Instability Theorem). In system (24),
let J¼ ½@f=@x�x¼x� ¼ 0 be the system Jacobian evaluated at
x�¼ 0. If at lease one of the eigenvalues of J has a positive
real part, then x�¼ 0 is unstable.

For discrete-time systems, there is a similar result. A
discrete-time ‘‘autonomous’’ system

xkþ 1¼ fðxkÞ; k¼ 0;1; 2; � � � ;

is unstable about its equilibrium x�¼ 0 if at least one of
the eigenvalues of the system Jacobian is larger than 1 in
absolute value.

The following two negative theorems can be easily ex-
tended to nonautonomous systems in an obvious way.
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Theorem 10 (A General Instability Theorem). For system
(24), let V(x) be a positive and continuously differentiable
function defined on a neighborhood D of the origin, satis-
fying V(0)¼ 0. Assume that in any subset, containing the
origin, of D, there is an ~xx such that V( ~xx)40. If, moreover

d

dt
VðxÞ > 0 for all xO0 inD

then the system is unstable about the equilibrium x�¼ 0.

One example is the system

.
x¼ yþ xðx2þ y4Þ

.
y¼ � xþ yðx2þ y4Þ

(

which has equilibrium (x�, y�)¼ (0, 0). The system Jacobi-
an at the equilibrium has a pair of imaginary eigenvalues,
l1;2¼ 


ffiffiffiffiffiffiffi
�1
p

, so Theorem 1 is not applicable. On the con-
trary, the Lyapunov function

V ¼
1

2
ðx2þ y2Þ

leads to
.

V¼ ðx2þ y2Þðx2þ y4Þ > 0 for all (x, y)a(0, 0). There-
fore, the conclusion is that this system is unstable about
its zero equilibrium.

Theorem 11 (Chetaev Instability Theorem). For system (24),
let V(x) be a positive and continuously differentiable func-
tion defined on D, and let O be a subset, containing the
origin, of D, (i.e., 0AD-O). If (a) V(x)40 and

.
VðxÞ > 0 for

all xa0 in D and (b) V(x)¼ 0 for all x on the boundary
of O, then the system is unstable about the equilibrium
x�¼0.

This instability theorem is illustrated by Fig. 10, which
graphically shows that if the theorem conditions are sat-
isfied, then there is a gap within any neighborhood of the
origin, so that a system trajectory can escape from the
neighborhood of the origin along a path in this gap [23].

As an example, consider the system

.
x¼ x2þ 2y5

.
y¼ xy2

(

with the Lyapunov function

V ¼ x2 � y4

which is positive inside the region defined by

x¼ y2 and x¼ � y2

Let D be the right half-plane and O be the shaded area
shown in Fig. 11. Clearly, V¼0 on the boundary of O, and
V40 and

.
V¼ 2x3 > 0 for all (x, y)A D. According to the

Chetaev theorem, this system is unstable about its zero
equilibrium.

4.3. LaSalle Invariance Principle

Consider again the autonomous system (24) with an
equilibrium x�¼ 0. Let V(x) be a Lyapunov function
defined on a neighborhood D of the origin. Let also jt(x0)
be a bounded solution orbit of the system, with the initial
state x0 and all its limit states being confined in D. More-
over, let

E¼fx 2 D j
.

VðxÞ¼ 0g ð25Þ

and M � E be the largest invariant subset of E in the sense
that if the initial state x0AM, then the entire orbit
jt(x0)	M for all t�t0.

Theorem 12 (LaSalle Invariance Principle). Under the as-
sumptions above, for any initial state x0AD, the solution
orbit satisfies jtðx0Þ !M as t!1.

This invariance principle is consistent with the Lyapu-
nov theorems when they are applicable to a problem
[11,19]. Sometimes, when

.
V¼ 0 over a subset of the

domain of V, a Lyapunov theorem is not easy to directly
apply, but the above LaSalle invariance principle may be
convenient to use. For instance, consider the system

.
x¼ � xþ

1

3
x3þ y

.
y¼ � x

8
<

:

The Lyapunov function V¼ x2
þ y2 yields

.
V¼

1

2
x2 1

3
x2 � 1

� �

D

0

V (x ) = 0

V (x
) =

 0

V (x ) > 0
.

Ω

Figure 10. Illustration of the Chetaev theorem.

y

0
D

x

Ω

Figure 11. The defining region of a Lyapunov function.
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which is negative for x2o 3 but is zero for x¼0 and x2
¼ 3,

regardless of variable y. Thus, Lyapunov theorems do not
seem to be applicable, at least not directly. However, observe
that the set E defined above has only three straight lines:
x¼ �

ffiffiffi
3
p

, x¼ 0, and x¼
ffiffiffi
3
p

, and that all trajectories that
intersect the line x¼ 0 will remain on the line only if y¼ 0.
This means that the largest invariant subset M containing
the points with x¼ 0 is the only point (0,0). It then follows
from the LaSalle invariance principle that starting from any
initial state located in a neighborhood of the origin bounded
within the two stripes x¼ 


ffiffiffi
3
p

, say, located inside the disk

D¼fðx; yÞ j x2þ y2o3g

the solution orbit will always be attracted to the point (0, 0).
This means that the system is (locally) asymptotically stable
about its zero equilibrium.

4.4. Comparison Principle and Vector Lyapunov Functions

For large-scale and interconnected nonlinear (control) sys-
tems, or systems described by differential inequalities
rather than differential equations, the stability criteria
above may not be directly applicable. In such cases,
the comparison principle and vector Lyapunov function
methods turn out to be advantageous [18,24,32].

To introduce the comparison principle, consider the
general nonautonomous system

.
x¼ fðx; tÞ; xðt0Þ¼x0 ð26Þ

where f(0, t)¼ 0 is continuous on a neighborhood D of the
origin, t0�to1.

In this case, since f is only continuous (but not neces-
sarily satisfying the Lipschitz condition), this differential
equation may have more than one solution [12]. Let
xmax(t) and xmin(t) be its maximum and minimum solu-
tions, respectively, in the sense that

xminðtÞ�xðtÞ�xmaxðtÞ componentwise; for all t 2 ½t0;1Þ

where x(t) is any solution of the equation, and xmin(t0)¼
x(t0)¼xmax(t0)¼x0.

Theorem 13 (The Comparison Principle). Let y (t) be a
solution of the following differential inequality:

.
yðtÞ�fðy; tÞ with yðt0Þ�x0 componentwise

If xmax(t) is the maximum solution of system (26), then

yðtÞ�xmaxðtÞ componentwise for all t 2 ½t0;1Þ

The next theorem is established based on this compari-
son principle. First, recall that a vector-valued function,
gðx; tÞ¼ ½g1ðx; tÞ � � � gnðx; tÞ�

T is said to be quasimonotonic, if

xi¼ ~xxi and xj� ~xxj ðjOiÞ

) giðx; tÞ � gið ~xx; tÞ; i¼ 1; � � � ;n

Theorem 14 (Vector Lyapunov Function Theorem). Let
v (x, t) be a vector Lyapunov function associated with the

nonautonomous system (26), vðx; tÞ¼ ½V1ðx; tÞ � � � Vnðx; tÞ�
T

in which each Vi is a continuous Lyapunov function for the
system, i¼ 1; . . . ;n; satisfying ||v(x, t)||40 for xa0.
Assume that

.
vðx; tÞ�gðvðx; tÞ; tÞ componentwise

for a continuous and quasimonotonic function g defined on
D. Then

(a) If the system
.
yðtÞ¼gðy; tÞ

is stable in the sense of Lyapunov (or asymptotical-
ly stable) about its zero equilibrium y*¼ 0, then so
is the nonautonomous system (26).

(b) If, moreover, ||v(x, t)|| is monotonically decreas-
ing with respect to t and the preceding stability (or
asymptotic stability) is uniform, then so is the non-
autonomous system (26).

(c) If, furthermore, ||v(x, t)||� c||x||s for two pos-
itive constants c and s, and the proceeding stability
(or asymptotic stability) is exponential, then so is
the nonautonomous system (26).

A simple and frequently used comparison function is

gðy; tÞ¼Ayþhðy; tÞ; lim
jjyjj!0

jjhðy; tÞjj

jjyjj
¼ 0

where A is a stable M matrix (Metzler matrix). Here,
A¼ [aij] is an M matrix if

aiio0 and aii�0 ðiOjÞ; i; j¼ 1; . . . ;n

4.5. Orbital and Structural Stability Theorems

Theorem 15 (Orbital Stability Theorem). Let ~xxðtÞ be a p-pe-
riodic solution of an autonomous system. Suppose that the
system has Floquet multipliers li, with l1¼ 0 and |li|o 1
for i¼ 2; . . . ;n. Then this periodic solution ~xxðtÞ is orbitally
stable.

Theorem 16 (Peixoto Structural Stability Theorem). Consid-
er a two-dimensional autonomous system. Suppose that f
is twice differentiable on a compact and connected subset
D bounded by a simple closed curve G, with an outward
normal vector ~nn. Assume that f �~nnO0 on G. Then the sys-
tem is structurally stable on D if and only if

(a) All equilibria are hyperbolic.
(b) All periodic orbits are hyperbolic.
(c) If x and y are hyperbolic saddles (probably x¼ y),

then W s(x) and Wu(y) are transversal.

5. LINEAR STABILITY OF NONLINEAR SYSTEMS

The first method of Lyapunov provides a linear stability
analysis for nonlinear autonomous systems. In this sec-
tion, the following general nonautonomous system is
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considered:

.
x¼ fðx; tÞ; xðt0Þ¼x0 2 Rn

ð27Þ

which is assumed to have an equilibrium x�¼ 0.

5.1. Linear Stability of Nonautonomous Systems

In system (27), Taylor-expanding the function f about
x�¼0 gives

.
x¼ fðx; tÞ¼JðtÞxþgðx; tÞ ð28Þ

where JðtÞ¼ ½@f=@x�x¼ 0 is the Jacobian and g(x, t) is the
residual of the expansion, which is assumed to satisfy

jjgðx; tÞjj�ajjxjj2 for all t 2 ½t0;1Þ

where a40 is a constant. It is known from the theory of
elementary ordinary differential equations [12] that the
solution of equation (28) is given by

xðtÞ¼Fðt; t0Þx0þ

Z t

t0

Fðt; tÞgðxðtÞ; tÞdt ð29Þ

where F(t, t) is the fundamental matrix associated with
matrix J(t).

Theorem 17 (A General Linear Stability Theorem). For the
nonlinear nonautonomous system (28), if there are two
positive constants c and s such that

jjFðt; tÞjj�ce�sðt�tÞ for all t0�t�to1

and if

lim
jjxjj!0

jjgðx; tÞjj

jjxjj
¼0

uniformly with respect to tA[t0, N), then there are two
positive constants, g and d, such that

jjxðtÞjj�cjjx0jje
�gðt�t0Þ

for all jjx0jj � d and all tA[t0, N).

This result implies that under the theorem conditions,
the system is locally, uniformly, and exponentially stable
about its equilibrium x�¼ 0.

In particular, if the system matrix J(t)¼J is a stable
constant matrix, then the following simple criterion is
convenient to use.

Theorem 18 (A Special Linear Stability Theorem). Suppose
that in system (28), the matrix J(t)¼J is a stable constant
matrix (all its eigenvalues have a negative real part), and
g(0, t)¼ 0. Let P be a positive definite and symmetric
matrix solution of the Lyapunov equation

PJþJTPþQ¼ 0

where Q is a positive definite and symmetric constant
matrix. If

jjgðx; tÞjj�ajjxjj

for a constant ao1
2 lmaxðPÞ uniformly on [t0, N), where

lmax(P) is the maximum eigenvalue of P, then system (28)
is globally, uniformly, and asymptotically stable about its
equilibrium x�¼ 0.

This actually is the example for illustration of Theo-
rem 2 discussed in Section 4.1.

Again consider system (27) with equilibrium x�¼ 0.

Theorem 19 (The Lyapunov Converse Theorem). Suppose
that f is continuously differentiable in a neighborhood of
the origin, and its Jacobian J(t) is bounded and Lipschitz
in the neighborhood, uniformly in t. Then, the system is
exponentially stable about its equilibrium if and only if its
linearized system

.
x¼JðtÞx is exponentially stable about

the origin.

5.2. Linear Stability of Nonlinear Systems with
Periodic Linearity

Consider a nonlinear nonautonomous system of the form

.
x¼ fðx; tÞ¼JðtÞxþgðx; tÞ; xðt0Þ¼x0 2 Rn

ð30Þ

where g(0, t)¼ 0 and J(t) is a p-periodic matrix (p40):

JðtþpÞ¼JðtÞ for all t 2 ½t0;1Þ

Theorem 20 (Floquet Theorem). In system (30), assume
that g(x, t) and qg(x, t)/qx are both continuous in a bound-
ed regionD containing the origin. Assume, moreover, that

lim
jjxjj!0

jjgðx; tÞjj

jjxjj
¼ 0

uniformly on [t0, N). If the system Floquet multipliers
satisfy

jlijo1; i¼ 1; � � � ;n; for all t 2 ½t0;1Þ ð31Þ

then system (30) is globally, uniformly, and asymptotically
stable about its equilibrium x�¼ 0.

Note that if g(x, t)¼ 0 in system (28) or (30), all the
linear stability results presented above still hold and are
consistent with the familiar results from the linear sys-
tems theory.

6. TOTAL STABILITY: STABILITY UNDER
PERSISTENT PERTURBANCES

Consider a nonautonomous system of the form

.
x¼ fðx; tÞþhðx; tÞ; xðt0Þ¼x0 2 Rn

ð32Þ
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where f is continuously differentiable, with f(0, t)¼ 0, and
h is a persistent perturbation in the sense that for any
e > 0, there are two positive constants, d1 and d2, such that
if jjhð ~xx; tÞjjod1 for all tA[t0, N) and if jj ~xxðt0Þjjod2, then
jj ~xxðtÞjjoe.

The equilibrium x�¼ 0 of the unperturbed system [sys-
tem (32) with h¼ 0 therein] is said to be totally stable, if
the persistently perturbed system (32) remains to be sta-
ble in the sense of Lyapunov.

As the next theorem states, all uniformly and asymp-
totically stable systems with persistent perturbations are
totally stable, namely, a stable orbit starting from a neigh-
borhood of another orbit will stay nearby [13,15].

Theorem 21 (Malkin Theorem). If the unperturbed system
(32), that is, with h¼ 0 therein, is uniformly and asymp-
totically stable about its equilibrium x�¼ 0, then it is to-
tally stable, namely, the persistently perturbed system
(32) remains to be stable in the sense of Lyapunov.

Next, consider an autonomous system with persistent
perturbations:

.
x¼ fðxÞþhðx; tÞ; x 2 Rn

ð33Þ

Theorem 22 (Perturbed Orbital Stability Theorem). If jt(x0)
is an orbitally stable solution of the unperturbed autono-
mous system (33) (with h¼ 0 therein), then it is totally
stable, that is, the perturbed system remains to be orbi-
tally stable under persistent perturbations.

7. ABSOLUTE STABILITY AND FREQUENCY-
DOMAIN CRITERIA

Consider a feedback system in the Lur’e form

.
x¼AxþBhðyÞ

y¼Cx

(
ð34Þ

where A, B, C are constant matrices, in which A is non-
singular but B and C are not necessarily square (yet,
probably, B¼C¼ I), and h is a vector-valued nonlinear
function. By taking the Laplace transform with zero ini-
tial conditions, and denoting the transform by x̂x¼Lfxg,
the state vector is obtained as

x̂x¼ ½sI � A��1BLfhðyÞg ð35Þ

so that the output is given by

ŷy¼CGðsÞLfhðyÞg ð36Þ

with the system transfer matrix

GðsÞ¼ ½sI � A��1B ð37Þ

This can be implemented via the block diagram shown in
Fig. 12, where, for notational convenience, both time- and
frequency-domain symbols are mixed.

The Lur’e system shown in Fig. 12 is a closed-loop con-
figuration, where the feedback loop is usually considered
as a ‘‘controller.’’ Thus, this system is sometimes written in
the following equivalent form:

.
xþAxþBu

y¼Cx

u¼hðyÞ

8
>><

>>:
ð38Þ

7.1. SISO Lur’e Systems

First, single-input/single-output Lur’e systems are dis-
cussed, where u¼h(y) and y¼cTx are both scalar-valued
functions:

.
x¼Axþbu

y¼ cTx

u¼hðyÞ

8
>><

>>:
ð39Þ

Assume that h(0)¼ 0, so that x�¼ 0 is an equilibrium of
the system.

7.1.1. The Sector Condition. The Lur’e system (39) is
said to satisfy the local (global) sector condition on the
nonlinear function h( � ), if there exist two constants, ao b,
such that

1. Local sector condition:

ay2ðtÞ�yðtÞhðyðtÞÞ�by2ðtÞ for all

a�yðtÞ�b and t 2 ½t0;1Þ
ð40Þ

2. Global sector condition:

ay2ðtÞ�yðtÞhðyðtÞÞ�by2ðtÞ for all

�1oyðtÞo1 and t 2 ½t0;1Þ
ð41Þ

Here, [a, b] is called the sector for the nonlinear function
h( � ). Moreover, the system (39) is said to be (globally)
absolutely stable within the sector [a, b] if the system
is (globally) asymptotically stable about its equilibrium
x�¼ 0 for any nonlinear function h( � ) satisfying the

+

−
G (s ) C

yx

h (y )

Figure 12. Configuration of the Lur’e system.
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(global) sector condition. These local and global sector con-
ditions are visualized by Figs. 13a and 13b, respectively.

7.1.2. The Popov Criterion.

Theorem 23 (Popov Criterion). Suppose that the SISO
Lure’s system (39) satisfied the following conditions:

(a) A is stable and {A, b} is controllable.
(b) The system satisfies the global sector condition

with a¼ 0 therein.
(c) For any e > 0, there is a constant g40 such that

Refð1þ jgoÞGðjoÞgþ
1

b
�e for all o�0 ð42Þ

where G(s) is the transfer function defined by (37),
and Re{ � } denotes the real part of a complex num-
ber (or function). Then, the system is globally as-
ymptotically stable about its equilibrium x�¼ 0
within the sector.

The Popov criterion has the following geometric mean-
ing. Separate the complex function G(s) into its real and
imaginary parts, namely

GðjoÞ¼GrðoÞþ jGiðoÞ

and rewrite condition (C) as

1

b
> �GrðoÞþ goGiðoÞ for all o�0

Then the graphical situation of the Popov criterion shown
in Fig. 14 implies the global asymptotic stability of the
system about its zero equilibrium.

7.1.3. The Circle Criterion. The Popov criterion has a
natural connection to the linear Nyquist criterion

[17,26,27,29]. A more direct generalization of the Nyquist
criterion to nonlinear systems is the following.

Theorem 24 (Circle Criterion). Suppose that the SISO
Lur’e system (39) satisfies the following conditions:

(a) A has no purely imaginary eigenvalues, and has k
eigenvalues with positive real parts.

(b) The system satisfies the global sector condition.
(c) One of the following situation holds:

(1) 0o ao b—the Nyquist plot of G(jo) encircles the
disk D[� (1/a), � (1/b)] counterclockwise k times
but does not enter it.

(2) 0¼ ao b—the Nyquist plot of G(jo) stays within
the open half-plane Re{s}4� (1/b).

(3) ao 0o b—the Nyquist plot of G(jo) stays within
the open disk D[� (1/b), � (1/a)].

(4) aobo0—the Nyquist plot of �G(jo) encircles
the disk D[(1/a), (1/b)] counterclockwise k times
but does not enter it.

Then, the system is globally asymptotically stable about
its equilibrium x�¼ 0.

Here, the disk D[� (1/a), � (1/b)], for the case of
0oaob, is shown in Fig. 15.

7.2. MIMO Lur’e systems

Consider a multiinput/multioutput Lur’e system, as
shown in Fig. 12, described by

xðsÞ¼GðsÞuðsÞ

uðtÞ ¼ � hðyðtÞÞ

(
ð43Þ

with G(s) as defined in (37). If this system satisfies the
following Popov inequality

Z t1

t0

yTðtÞxðtÞdt�� g for all t1�t0 ð44Þ

for a constant g�0 independent of t, then it is said to be
hyperstable.

The linear part of this MIMO system is described by the
transfer matrix G(s), which is said to be positive real if

1. There are no poles of G(s) located inside the open
half-plane Re{s}40.

2. Poles of G(s) on the imaginary axis are simple, and
the residues form a semipositive definite matrix.

a
0 b y (t ) y (t )

�y (t ) �y (t )

�y (t )�y (t )

h (y (t ))

h (y (t ))

0

(a) (b)

Figure 13. Local and global sector conditions.

1
�

0 �

−Gr(�) + ��Gi (�)

Figure 14. Geometric meaning of the Popov criterion.

1
�

1
�

0

Figure 15. The disk D[� (1/a), � (1/b)].
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3. The matrix [G(jo)þGT(jo)] is a semipositive defi-
nite matrix for all real values of o that are not poles
of G(s).

Theorem 25 (Hyperstability Theorem). The MIMO Lur’e
system (43) is hyperstable if and only if its transfer
matrix G(s) is positive real.

7.3. Describing Function Method

Return to the SISO Lur’e system (39) and consider its pe-
riodic output y(t). Assume that the nonlinear function h( � )
therein is a time-invariant odd function, and satisfies the
property that for y(t)¼ a sin(ot), with real constants o and
aa0, only the first-order harmonic of �h(y) in its Fourier
series expansion is significant. Under this setup, the spe-
cially defined function

CðaÞ¼ �
2o
ap

Z p=o

0
hða sinðotÞÞ sinðotÞdt ð45Þ

is called the describing function of the nonlinearity �h( � ),
or of the system [1,26,27].

Theorem 26 (First-Order Harmonic Balance Approxima-
tion). Under the conditions stated above, if the first-order
harmonic balance equations

GrðjoÞCðaÞ¼ 1 and Gið joÞ¼ 0

have solutions o and aa0, then

yh1iðtÞ¼
ja
2

e�jot �
ja
2

ejot

is the first-order approximation of a possible periodic orbit
of the output of system (39); but if the preceding harmonic
balance equations have no solution, then the system is
unlikely to have any periodic output.

When solving the equation Gr( jo)C(a)¼ 1 graphically,
one can sketch two curves in the complex plane: Gr( jo)
and �1/C(a) by increasing gradually o and a, respec-
tively, to find their crossing points:

1. If the two curves are (almost) tangent, as illustrated
by Fig. 16a, then a conclusion drawn from the de-
scribing function method will not be satisfactory in
general.

2. If the two curves are (almost) transversal, as illus-
trated by Fig. 16b, then a conclusion drawn from the
describing function analysis will generally be reliable.

Theorem 27 (Graphical Stability Criterion for a Periodic
Orbit). Each intersection point of the two curves above,
Gr(jo) and � 1/C(a), corresponds to a periodic orbit, yh1iðtÞ,
of the output of system (39). If the points, near the inter-
section and on one side of the curve �1/C(a) where � a is
increasing, are not encircled by the curve Gr(jo), then the
corresponding periodic output is stable; otherwise, it is
unstable.

8. BIBO STABILITY

A relatively simple, and also relatively weak, notion of
stability is discussed in this section. This is the bounded-
input/bounded-output (BIBO) stability, which refers to
the property of a system that any bounded input to the
system produces a bounded output throughout the system
[8,9,17].

It can be verified that the linear system
.
x¼AxþBu is

BIBO stable if the matrix A is asymptotically stable.
Here, the focus is on the input-output map (13), with its

configuration shown in Fig. 2.
The system S is said to be BIBO stable from the input

set U to the output set Y, if for each admissible input uAU
and the corresponding output yAY, there exist two non-
negative constants, bi and bo, such that

jjujjU�bi ) jjyjjY�bo ð46Þ

Since all norms are equivalent for a finite-dimensional
vector, it is generally insignificant to distinguish under
what kind of norms for the input and output signals the
BIBO stability is defined and achieved. Moreover, it is im-
portant to note that in the definition above, even if bi is
small and bo is large, the system is still considered to be
BIBO-stable. Therefore, this stability may not be very
practical for some systems in certain applications.

�

� �

�
−1/Ψ(�)

−1/Ψ(�)

G ( j�) G ( j�)

0
Re Re

lm lm

0

(a) (b)
Figure 16. Graphical depiction of describing func-
tion analysis.
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8.1. Small-Gain Theorem

A convenient criterion for verifying the BIBO stability of a
closed-loop control system is the small-gain theorem
[8,9,17], which applies to almost all kinds of systems
(linear and nonlinear, continuous-time and discrete-time,
time-delayed, of any dimensions), as long as the mathe-
matical setup is appropriately formulated to meet the the-
orem conditions. The main disadvantage of this criterion
is its overconservativity.

Return to the typical closed-loop system shown in
Fig. 3, where the inputs, outputs, and internal signals
are related via the following equations:

S1ðe1Þ¼ e2 � u2

S2ðe2Þ¼u1 � e1

(
ð47Þ

It is important to note that the individual BIBO stabil-
ity of S1 and S2 is not sufficient for the BIBO stability of
the connected closed-loop system. For instance, in the dis-
crete-time setting of Fig. 3, suppose that S1�1 and
S2�� 1, with u1(k)�1 for all k¼ 0; 1; � � �. Then S1 and S2

are BIBO-stable individually, but it can be easily verified
that y1(k)¼ k-N as the discrete-time variable k evolves.
Therefore, a stronger condition describing the interaction
of S1 and S2 is necessary.

Theorem 28 (Small-Gain Theorem). If there exist four con-
stants, L1, L2, M1, M2, with L1L2 o 1, such that

jjS1ðe1Þjj�M1þL1jje1jj

jjS2ðe2Þjj�M2þL2jje2jj

(
ð48Þ

then

jje1jj�ð1� L1L2Þ
�1
ðjju1jj þL2jju2jj þM2þL2M1Þ

jje2jj�ð1� L1L2Þ
�1
ðjju2jj þL1jju1jj þM1þL1M2Þ

(
ð49Þ

where the norms || �|| are defined over the spaces that
the signals belong. Consequently, (48) and (49) together
imply that if the system inputs (u1 and u2) are bounded
then the corresponding outputs [S1(e1) and S2(e2)] are
bounded.

Note that the four constants, L1, L2, M1, M2, can be
somewhat arbitrary (e.g., either L1 or L2 can be large)
provided that L1L2o 1, which is the key condition for the
theorem to hold [and is used to obtain (1�L1L2)� 1 in the
bounds (49)].

In the special case where the input–output spaces U
and Y are both the L2 space, a similar criterion based on
the system passivity property can be obtained [9,17]. In
this case, an inner product between any two vectors in the
space is defined by

hx; Zi¼
Z 1

t0

xT
ðtÞZðtÞdt

Theorem 29 (Passivity Stability Theorem). If there exist four
constants, L1, L2, M1, M2, with L1þL240, such that

he1;S1ðe1Þi�L1jje1jj
2
2þM1

he2;S2ðe2Þi�L2jjS2ðe2Þjj
2
2þM2

(
ð50Þ

then the closed-loop system (47) is BIBO-stable.

As mentioned, the main disadvantage of this criterion
is its overconservativity in providing the sufficient condi-
tions for the BIBO stability. One resolution is to transform
the system into the Lur’e structure, and then apply the
circle or Popov criterion under the sector condition (if it
can be satisfied), which can usually lead to less conserva-
tive stability conditions.

8.2. Contraction Mapping Theorem

The small-gain theorem discussed above, by nature, is a
kind of contraction mapping theorem. The contraction
mapping theorem can be used to determine the BIBO sta-
bility property of a system described by a map in various
forms, provided that the system (or the map) is appropri-
ately formulated. The following is a typical (global) con-
traction mapping theorem.

Theorem 30 (Contraction Mapping Theorem). If the opera-
tor norm of the input–output map S, defined on Rn, sati-
sfies |||S||| o 1, then the system mapping

yðtÞ¼SðyðtÞÞ þ c

has a unique solution for any constant vector c 2 Rn. This
solution satisfies

y
�� �� � ð1� jjjSjjjÞ�1 ck k

In particular, the solution of the equation

ykþ 1¼SðykÞ; y0 2 Rn; k¼ 0; 1; . . .

satisfies

jjykjj ! 0 as k!1

9. CONCLUDING REMARKS

This article has offered a brief introduction to the basic
theory and methodology of Lyapunov stability, orbital sta-
bility, structural stability, and input–output stability for
nonlinear dynamical systems. More subtle details for sta-
bility analysis of general dynamical systems can be found
in the literature [3,5,9,11–13,16,17,19,20,23,26,27,29,30].
In cases where control was explicitly involved, stability
and stabilization issues have also been studied
[8,17,25,28,33].

Several important classes of nonlinear (control) sys-
tems have been omitted in the discussion of various sta-
bility issues: some general functional systems such as
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systems with time delays [14], measure ordinary differen-
tial equations such as systems with impulses [2,31], and
some weakly nonlinear systems such as piecewise linear
and switching (non)linear systems. Discussion of more ad-
vanced nonlinear systems, such as singular nonlinear sys-
tems (perhaps with time delays), infinite-dimensional
(non)linear systems, spatiotemporal systems described
by nonlinear partial differential equations, and nonlinear
stochastic (control) systems, are beyond the scope of this
elementary expository article.

Finally, for more recent studies of system stability
theories, the reader is referred to the reviews edited by
Martynyuk [22].
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STANDING WAVE METERS AND
NETWORK ANALYZERS

BURKHARD SCHIEK

ANDREAS GRONEFELD

Ruhr-Universität Bochum

1. MEASUREMENT OF NETWORKS AT
MICROWAVE FREQUENCIES

Determining the characteristics of electrical networks
(network analysis) is an important measurement tool
both for developers of electrical circuits and systems and
in production testing. The measurement of network char-
acteristics at microwave frequencies employs different
concepts than are used at lower frequencies, where mea-
suring port voltages and currents readily allows determi-
nation of impedance (Z) or admittance (Y) parameters. At
higher frequencies, neither high-impedance voltage
probes nor low-impedance current measurements are
feasible, because parasitic capacitance and inductance of
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probes (Ls and Cp in Fig. 1) cannot be made small enough.
Also, the physical dimensions of microwave circuits typi-
cally are no longer small with respect to the wavelength. A
cable, connecting the port of a device under test with the
measurement equipment, may easily transform the in-
tended open circuit into a short, if its length happens to be
an odd multiple of l/4. Furthermore, short- or open-
circuiting network ports, invariably linked to voltage
and current measurements, may alter the behavior of
microwave circuits (e.g., an amplifier, operated at those
impedance extremes, may oscillate). And in waveguides,
voltage and current are not even defined.

The above difficulties are circumvented if the network
is embedded between defined generator and load imped-
ances Z0 (typically real and 50O) and described in terms of
its power transfer characteristics. The ‘‘scattering’’ of the
incident power wave a1 into the transmitted wave b2 and
the reflected wave b1 fully characterizes the two-port net-
work of Fig. 1 in the forward direction.

Conceptually, waves represent the propagation of en-
ergy along a transmission line. The incident (forward)
wave a¼Uf =

ffiffiffiffiffiffi
Z0

p
travels along the line, with a portion of it

ðb¼Ur=
ffiffiffiffiffiffi
Z0

p
Þ being reflected at the line’s end. Adding both

complex quantities in every location along the transmis-
sion line yields a sine-shaped pattern, the standing wave
(Fig. 2). The ratio of its maximum to its minimum voltage
is called the voltage standing wave ratio (VSWR) and
is directly linked to the magnitude of the impedance ZL,
terminating the line.

VSWR¼
jUf j þ jUrj

jUf j � jUrj
¼

Umax

Umin

¼

ZL

Z0

����

����; jZLj > Z0

Z0

ZL

����

����; jZLjoZ0

8
>>>>><

>>>>>:

ð1Þ

The incident and reflected waves ai and bi at a network
port (Fig. 1) are defined as linear combinations of the port
currents and voltages:

ai¼
Uiþ IiZ0

2
ffiffiffiffiffiffi
Z0

p ; bi¼
Ui � IiZ0

2
ffiffiffiffiffiffi
Z0

p

making it easy to compute the impedance Zi at that port:

Zi¼
Ui

Ii
¼Z0

1þ
bi

ai

1�
bi

ai

¼Z0
1þGi

1þGi
; Gi¼

bi

ai
ð2Þ

G is called the reflection coefficient. Similarly, the portion
of the incident power transmitted from port i to port j is
obtained by the transmission factor tji¼ bjai.

In general, a two-port network is fully characterized by
its 2� 2 scattering matrix,

b1

b2

 !
¼

S11 S12

S21 S22

" #
a1

a2

 !

which is composed of

Reflection coefficients: S11¼
b1

a1

����
a2 ¼ 0

; S22¼
b2

a2

����
a1 ¼ 0

Transmission coefficients: S21¼
b2

a1

����
a2 ¼ 0

; S12¼
b1

a2

����
a1 ¼ 0

The exact determination of scattering parameters, howev-
er, still requires the locus, where they are valid, to be fixed.
If the measurement port at x¼0 in Fig. 2 is shifted to the
left, the phase of incident and reflected waves changes and
so does the reflection coefficient, which therefore depends
on the locus. Especially at small wavelengths, measure-
ment of S parameters stipulates the exact definition of

ZL = Z0

ZCp >> ZL = Z0ZLs << ZG = Z0ZCp << ZL = •ZLs >> ZG = 0

ZL = Z0

U2U1

I2I1 Two-port

Two-port
description with

voltages and
currents

wave description:

ai = CpCp

Ls Ls

Ui + Ii Z0

2 Z0

a2

b2

a1

b1 bi =
Ui – Ii Z0

2 Z0√

√

Figure 1. Drawbacks of voltage and current measurement versus the wave concept.

ZL

Umax = Uf – Ur

Umin = Uf + Ur

V

ZG = Z0
x

Lossless, uniform, transmission line characteristic impedance Z0

xmin

a
Γ= =

b
ab

x = 0

ZL–Z0

ZL+Z0 Figure 2. Standing waves along a transmis-
sion line, terminated in ZL.
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where the waves are recorded, leading to the concept of
measurement or reference planes. These planes are thought
to perpendicularly intersect the transmission lines leading
to the ports of the network, such that the phase of the
waves in each plane is constant. For scattering parameter
Sij, the incident wave in plane j is thus the reference for the
emanating wave in plane i. Sij therefore describes the
transmission of energy between those planes.

As scattering parameters are ratios of emanating and
incident waves, their computation does not require absolute
measurement of the wave quantities. This important ad-
vantage allows the measurement of scattering parameters
(with network analyzers) to inherently exhibit much higher
precision than can be expected from a spectrum analyzer
that relies on absolute measurement of its input power.

The remainder of this article will present a number of
measurement systems for the determination of reflection
coefficients (one-port network analyzer or reflectometer)
and for full characterization of two-port networks. Al-
though the concept of S-parameters is easily extended to
N-ports, measurement of networks with more than two
ports will not be covered, because most commercially
available hardware is built for two-port measurements
and can be used to characterize N-ports by simply termi-
nating the unused N-2 ports in Z0.

2. REFLECTION MEASUREMENT TECHNIQUES

2.1. The Slotted Line for VSWR and Impedance
Measurements

A very old technique for measuring the VSWR on a trans-
mission line, to determine the impedance connected at its
end, makes use of a slotted transmission line of charac-
teristic impedance Z0 (see, for example, Ref. 1, Chap. 2, for
a very detailed outline; or see Ref. 2, Chap. 4).

The slot allows a small enough probe, as not to disturb
the line’s field, to be moved along the x axis of the trans-
mission line and sample its electric field. The high-fre-
quency voltage is converted to direct current (dc) by a
diode detector and brought to an instrument for readout.
Since the signal level of the probe must be kept low in or-
der to avoid loading of the line, the detector operates in its
square-law region and its output is proportional to the
detected power, or the square of the voltage. Noting the
maximum and minimum values of the detector output,
while varying the position of the probe, allows computa-
tion of the VSWR, provided that the slot is long enough to
reach both maximum and minimum.

As indicated by Eq. (1), measurement of the scalar
VSWR is not sufficient to uniquely determine the complex
impedance ZL, terminating the line. In fact, since

VSWR¼
jUf j þ jUrj

jUf j � jUrj
¼

1þ
Ur

Uf

����

����

1�
Ur

Uf

����

����
¼

1þ
b

a

����

����

1�
b

a

����

����

¼
1þ jGj
1� jGj

! jGj ¼
VSWR� 1

VSWRþ 1

only the magnitude of the reflection coefficient G is avail-
able. The phase of G is obtained by noting the position xmin

of the first minimum, appearing when the probe is moved
away from ZL. With the propagation constant

b¼
2p
lsl

of the slotted transmission line, the phase of G becomes

j¼ 2bx� p

such that

G¼ jGjejj¼
VSWR� 1

VSWRþ1
ejð2bx�pÞ

and the complex impedance ZL may be computed from G
using Eq. (2).

Although conceptionally simple, the slotted line tech-
nique suffers from several drawbacks and limitations:

1. The slotted transmission line is a costly precision
device, exhibiting precise line impedance Z0, low
losses, negligible loading due to the probe, and me-
chanical stability of the probe depth over the entire
moving range.

2. Linearity errors and the limited dynamic range of
the detectors reduce the accuracy, when measuring
large VSWRs. By modulating the radiofrequency
(RF) source and selective reception of the modula-
tion frequency, noise can be reduced, increasing
sensitivity and thus measurement dynamic (the
so-called ‘‘modulated frequency technique’’).

3. The measurement procedure requires manual inter-
action and, in its simple form of Fig. 3, does not allow
for swept frequency impedance measurements. If,
however, only the magnitude of the reflection coef-
ficient is of interest, Sorger [3] describes a setup that
uses two slotted lines for swept frequency VSWR
measurement.

Because slotted line reflection measurements are a very
old technique, much research has been undertaken to al-
leviate the above limitations. Many ideas and extensions
can be found in Ref. 2, covering the topic in more detail.

2.2. Using the Slotline with Multiple Probes

The biggest drawback of slotline measurements, the need
for manual interaction, can be overcome if more than one

ZL

Square-law
detector

Lossless, uniform, characteristic impedance Z0

ZG = Z0

x x = 0

SlotE-field probe

Figure 3. The slotted line measurement setup.
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probe taps to the field of the line in known and fixed po-
sitions. Figure 4 shows a system proposed by Caldecott [4]
that uses three probes in arbitrary but known positions x1,
x2, and x3. Caldecott proved that

GL �
P1ðe

�j2bx2 � e�j2bx3 Þ þP2ðe
�j2bx3 � e�j2bx1 Þ þP3ðe

�j2bx1 � e�j2bx2 Þ

sin½2bðx2 � x3Þ� sin½2bðx3 � x1Þ� þ sin½2bðx1 � x2Þ�

even providing complex measurability of the reflection
coefficient, although only scalar power measurements
(P1 y P3) are used.

Another interesting multiprobe reflectometer for swept
frequency/swept power applications reported in Ref. 5
even provided an automatic Smith-chart display of the
measured impedance.

2.3. The Six-Port Reflectometer

The idea of the foregoing section can be generalized to the
so-called six-port reflectometer, developed by Hoer [6] and
Engen [7] in the early 1970s. Figure 5 shows a general six-
port junction, driven by a signal generator at port 5, ports
1 through 4 connected to power sensors (diode detectors,
bolometers, thermocouple, etc.), and port 6 interfacing to
the unknown impedance with reflection coefficient GL.

As the mathematical derivation of the six-port theory is
rather lengthy, the interested reader should refer to Refs.
2, 6, or 7 for details. In essence the 6�6 S-matrix of the six-
port network is reduced to the form

bi¼Qia6þRib6; i¼ 1; . . . ; 4 ð3Þ

by using Gi¼ai/bi to eliminate a1 y a5 (b5 is also elimi-
nated by omitting the fifth equation). The powers Pi are
related to bi by

Pi¼ jbij
2ð1� jGij

2Þ

and, using Eq. (3), can be expressed as

Pi¼ ð1� jGij
2ÞfjRij

2jb6j
2þ2ReðQ�i RiÞReða6b�6Þ

þ 2 ImðQ�i RiÞ Imða6b�6Þþ jQij
2ja6j

2g

which may be written in matrix form as

ðP1P2P3P4Þ
T
¼ ½D�ðjb6j

2 Reða6b�6Þ Imða6b�6Þja6j
2Þ

T
ð4Þ

with [D] being a real-valued 4� 4 matrix. Inverting Eq. (4)
gives access to its right-hand-side vector, provided that [D]
is known and invertible with [C] being its inverse,

ðjb6j
2 Reða6b�6Þ Imða6b�6Þja6j

2Þ
T
¼ ½C�ðP1P2P3P4Þ

T

such that GL can be computed as

GL¼
a6

b6
¼

a6b�6
b6b�6

¼
Reða6b�6Þþ j Imða6b�6Þ

jb6j
2

¼

P4

n¼ 1

C2nPnþ j
P4

n¼ 1

C3nPn

P4

n¼ 1

C1nPn

ð5Þ

With just 12 of the 16 real-valued elements of [C] appear-
ing in Eq. (5), only 11 need to be computed, as Eq. (5) may
be normalized to one of the 12 terms. They are determined
by measuring six known reflection coefficients and using
the complex equation [Eq. (5)] to establish a set of 12
linear, real-valued equations in the 12 unknowns.

Although such a calibration procedure to determine the
elements of [C] must be carried out before the six-port can
be used for reflection measurements, it has the added ad-
vantage of providing error-corrected results. No a priori
knowledge about the six-port is necessary, because the

ZL

E-field probes
and square-law

detectors
Reference

plane

Lossless, uniform, transmission line characteristic impedance Z0

ZG = Z0

x = 0x1x2x3

P3 P2 P1

x Figure 4. The multiprobe reflectometer.

ZL

P2 P3 P4P1

a1 b1 a2 b2 a3 b3 a4

b6

a6

a5ZG

b5

b4
Reference plane

Six-port junction

Figure 5. The six-port reflectometer.
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calibration sufficiently characterizes [C], which reflects
the properties of the six-port junction.

Further advantages of this kind of instrument are that
neither the signal generator nor the power sensors need to
be perfectly matched. The mismatch of the power sensors
must however be constant. Because only ratios of mea-
sured powers enter the calculation of GL, the power sen-
sors do not need to be absolutely calibrated for power
measurements.

However, the power sensors must be linear; and be-
cause of their broadband nature, care must be taken to
suppress spurious emissions from the signal generator.

Evaluation of Eq. (5) and the determination of [C] re-
quire some amount of numerical processing. Six-port re-
flectometers are therefore almost always combined with
microcontrollers to automate the process of calibration
and measurement.

Internally, the six-port must be built such that the re-
duced matrix [D] is invertible at all measurement frequen-
cies. Details of the design process are outlined in Ref. 8
with a practical realization, using 01 and 901 couplers de-
scribed in Ref. 9.

2.4. Reflection Measurement with the Directional Coupler

All of the impedance measurement methods described
thus far evaluate the sum of incident and reflected waves,
requiring at least two independent measurements for cal-
culation of the reflection coefficient.

Alternatively, forward and reflected waves may be sep-
arated using a directional coupler. Such devices are com-
mon building blocks in microwave engineering and exist
in a wide variety of designs, many of which are treated in
Ref. 10, Chap. 8. The interested reader may also refer to
Ref. 11 for some less common coupler structures and un-
usual applications. Figure 6 depicts the associated symbol
of a directional coupler and its scattering matrix.

The important property of the directional coupler, used
to separate incident and reflected wave, is in its decoupled
port. Figure 7 illustrates that feeding a wave a1 into port 1
results in wave b2¼ ta1 and b3¼ ka1 being emitted at
ports 2 and 3 with no energy being fed to port 4, the
decoupled port. Similarly, port 2 is decoupled from port 3.
Driving the coupler at port 1, terminating port 3 in Z0, and
connecting a matched power detector to port 4 allows
measurement of unknown reflection coefficients connected
to port 2.

Directional couplers, also called ‘‘VSWR-bridges’’ or
‘‘reflection coefficient bridges,’’ appear in various forms,
with the microstrip coupler, the resistive coupler, and the
Wilkinson divider (Fig. 8) being the variants most often
found.

All practical realizations of directional couplers exhibit
finite directivity, meaning that a small amount of the pow-
er fed to port 1 will leak to port 4, even if port 2 and 3 are
perfectly terminated in Z0. The directivity of a coupler is
defined as

d¼
S14

kt

Mismatch at port 2 and even at the driving port 1 will
further add to erroneous reflections being indicated by the
wave b4, which ideally should be a measure of the reflec-
tion of ZL only. All these errors must be kept low if the
coupler is to be used for precision reflection measurement.
Narrow-band precision couplers, exhibiting more than
50 dB directivity, have been built in waveguide and
broad-band couplers, typically of the resistive bridge
type, and exhibit more than 36 dB directivity over a band-
width of more than three decades. As a rule of thumb, the
directivity should be at least 10 dB better than the expect-
ed reflection coefficient of the measured device under test
(DUT).

3. ARCHITECTURES OF NETWORK ANALYZERS

In order to measure the entire scattering matrix of a two-
port, some means of measuring the transmitted waves as
well as the reflected waves must be provided. Because re-
flection measurements, nowadays, are almost always car-
ried out with directional couplers, we will use its symbol
for denoting measurement of reflected waves. As in Fig. 7,
the ‘‘mixer’’ symbol will denote a measurement point, at
which the wave to be measured may be further processed
in one of the following ways:

1. With power detectors, leading to scalar measure-
ment of the wave
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Figure 6. The directional coupler.
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Figure 7. Reflection measurement using a directional coupler.
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2. With a homodyne receiver, potentially capable of
providing amplitude and phase information

3. With a heterodyne receiver (hence the mixer sym-
bol), providing amplitude and phase information

Depending on the type of detector used, network analyzers
(NAs) are classified into one of the following types of
analyzer:

3.1. Scalar Network Analyzer

The simplest and most economic approach to the mea-
surement of scattering-parameters employs power (diode)
detectors. Because these provide no phase information,
only the magnitude of the S-parameters can be measured,
hence the term scalar network analyzer (SNA). For many
applications, however, the magnitude may be all that is
needed. Calibration techniques, as described in Section 4,
however, require the phase information and consequently
cannot be applied to SNAs. Instead, normalization is all
that can be employed with such an instrument.

Other drawbacks of SNAs are the limited dynamic
range and the broad-band nature of the power detectors.
As they record the entire power of a wave, regardless of its
spectral origin, these instruments are susceptible to spurs
or harmonics of the generator. If, for example, the har-
monics of the radiofrequency (RF) source are suppressed
by 30 dB, and the DUT has a high-pass or bandstop char-
acteristic (return loss of a filter or an antenna), the SNA
will show no less than –30 dB attenuation or return loss,
regardless of the DUT’s real properties.

It should be emphasized that the mere use of power
detectors does not necessarily yield a scalar network an-
alyzer. The six-port reflectometer, as described in Section
2.3, employs four scalar detectors to determine the com-
plex reflection coefficient; a complete vector NA can be
built by using two such reflectometers (see Refs. 8, 9, and
12), retaining all vector error-correction capabilities of
those instruments [13,14], as discussed in Section 4.

3.2. Heterodyne (Vector) Network Analyzer

If the wave quantities are processed by heterodyne receiv-
ers, the phase information can be preserved by phase-
locking the heterodyne oscillator to the RF source driving
the DUT (Fig. 9), and complex measurement of the scat-
tering parameters is possible. Besides providing a much
higher dynamic range (over 120 dB for recent industry
products versus 70 dB for SNAs), the ability to measure
the complex S-parameters has the added benefit of allow-
ing calibration techniques to enhance measurement accu-
racy. On the other hand, the inherent higher complexity of
heterodyne vector network analyzers (VNAs) results in
more expensive hardware. For broad-band systems, the
heterodyne oscillator and its Phase Locked Loop (PLL)
add considerably to the cost, because they must cover the
system’s entire bandwidth.

A cost reducing alternative exists by employing ‘‘har-
monic mixing’’ (e.g., Ref. 35). In this case the local oscil-
lator (LO) in Fig. 9 has to cover only one octave with all
higher frequencies that are needed being supplied by
the LO’s harmonics. Harmonic mixing, however, leads to

higher mixer conversion loss and thus also reduces the
instrument’s dynamic range.

3.3. Homodyne Network Analyzers

In order to circumvent the need for a second microwave
source and phase-locking circuitry, homodyne systems use
the same generator for down-conversion that drives the
DUT. Because the homodyne mixing process provides only
the real part of the wave quantity, homodyne NAs need
additional hardware (phase-shifters) to extract the com-
plex information from two or more measurements (e.g.,
Ref. 15). Although relatively simple hardware concepts
have been developed [16], homodyne NAs also suffer from
their sensitivity to generator harmonics, limiting dynamic
range. It is for that reason that homodyne systems are
rarely used in the laboratory, although some realizations
exist for industrial measurements.

Regardless of the kind of detector used, all practical
realizations of the NA architectures introduced in the next
sections should be built to provide:

* Good port match, properly terminating the DUT in
the system impedance Z0

* High directivity of the directional coupler for precise
reflection measurement

* Low variation of transmission losses over the band-
width of the system

3.4. Reflection and Transmission Measurement with the
Unidirectional Network Analyzer

Unidirectional network analyzers (Fig. 10) extend the ca-
pability of a simple reflectometer to measure S11 and S21 of
a two-port DUT.

With the measured quantity m1 being proportional to
a1, m2 presenting a measure for the reflection b1, and m3

presenting a measure for the transmission b2, S11, and S21

can be expressed as

S11¼ c11
m2

m1
; S21¼ c21

m3

m1
ð6Þ

The proportionality constants are usually obtained
through normalization measurements of known reflec-
tion/transmission coefficients. Connecting a ‘‘Short’’ with
S11¼ –1 to port 1 yields

c11¼ � 1
mS

1

mS
2

; and c21¼ 1
mT

1

mT
3

Bandpass filter
fin
(ai or b i)

fLO = fin ± fIF

BP Phase frequency detectorIF

Loop filter

(Quartz) reference
oscillator fIF

PFD

H(s)

Figure 9. Heterodyne receiver (LO): Local Oscillator, IF: Inter-
mediate Frequency, BP: Bandpass filter, PFD: Phase-Frequency
Detector, H(s): Loopfilter.
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is obtained by connecting both ports (‘‘Through’’), such
that S21¼1.

For measurement of S22 and S12 (reverse direction), the
DUT must be connected to the unidirectional NA with its
ports reversed.

3.5. The Three-Receiver Network Analyzer Architecture for
Full Two-Port Measurements

The need for manually reversing the DUT can be elimi-
nated if a switch and another directional coupler is intro-
duced into the system of Fig. 11. With the switch in
position I, the RF source is connected to port 1 of the
DUT, m1 is proportional to a1, m2 is a measure for b1, and
m3 is a measure for b2. The second contact of the switch
terminates the coupler at port 2 in Z0, ensuring proper
port match. With the switch in position II, port 2 of the
DUT is excited, the coupler connected to port 1 of the DUT
is terminated in Z0, and m1 is now a measure for a2. As the
three receivers m1, m2, and m3 now provide different read-
ings, depending on the position of the switch, their mea-
surement values will from now on be referred to as mI

i and
mII

i , the superscript denoting the position of the switch.
The S-parameters of the DUT are therefore determined as

S11¼ c11
mI

2

mI
1

; S21¼ c21
mI

3

mI
1

S22¼ c22
mII

3

mII
1

; and S12¼ c12
mII

2

mII
1

with the proportionality constants resulting from normal-
ization measurements. Using a ‘‘Short’’ at port 1 and

port 2 and a ‘‘Through’’ connecting both ports yields

c11¼ � 1
mI

1

mI
2

; c21¼ 1
mI

1

mI
3

c22¼ � 1
mII

1

mII
3

; and c12¼ 1
mII

1

mII
2

The switch should be well matched to keep measurement
errors low, must be reproducible, and must provide suffi-
cient isolation in order not to limit the dynamic range of
the instrument.

3.6. The Four-Receiver Vector Network Analyzer

There seems to be little gained in extending the above-
described three-receiver NA with a fourth receiver, as
outlined in Fig. 12, because the complete S-matrix of a
two-port can already be measured with three receivers. For
vector network analyzers (VNA), however, the additional
receiver provides simultaneous measurement capability of
all waves and makes the architecture completely symmet-
rical around the DUT, resulting in interesting calibration
capabilities, detailed in Sections 4.5, 4.6, and 5. The subtle
change of moving the switch from between two receivers to
in front of the receiver pairs radically alters the error mod-
el, even reducing the requirements of the switch (see Sec-
tion 4.5). For measurements without error correction,
however, the switch must, again, be as ideal as possible
with respect to match, repeatability, and isolation.

m3 ≈ b2

m2 ≈ b1m1 ≈ a1

a2

b2

a1

b1

Z0

Z0
aG

bG

ZG

Power divider
RF source

Z0

Reference
plane

(port 2)

Reference
plane

(port 1)

Two-port
DUT

Figure 10. Unidirectional network analyzer.
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Figure 11. Bidirectional network analyzer with three receivers.
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A four-receiver VNA measures the S-matrix of a two-
port DUT as

S11¼ c11
mI

2

mI
1

; S21¼ c21
mI

3

mI
1

S22¼ c22
mII

3

mII
4

; and S22¼ c12
mII

2

mII
4

with the proportionality factors determined through nor-
malization measurements as described before.

4. ERROR MODELS, CALIBRATION, AND ERROR
CORRECTION

For a long time, precision NAs required carefully designed
and expensive hardware, ensuring a good port match for
embedding the DUT between proper terminations and
high coupler directivity for precise reflection measure-
ment. Losses in the hardware had to be accounted for by
reference measurements of devices with a known charac-
teristic. With the advent of microprocessors, however, the
focus has shifted toward calibration techniques that allow
the imperfections of the hardware to be taken into account
and corrected mathematically. An error model is needed
for this purpose, and its parameters are determined
through measurement of well-known one- or two-ports
(calibration). This mathematical description of the non-
ideal hardware is then used to correct the measurement of
the DUT.

The error models, covered in subsequent sections, are
used to model and correct all the linear errors of the VNA:
transmission losses between the generator, the receivers,
and the DUT; port match; and coupler directivity. Theo-
retically, the hardware of a VNA that provides these error-
correction capabilities need no longer be built to high
standards. Yet, commercially available systems still strive
for good hardware performance for two reasons: first, in
an effort to assist the calibration through good hardware
performance and achieve even better accuracy; and, sec-
ond, to provide an instrument that does not depend on
time-consuming calibration procedures, allowing unco-

rrected measurements for all those applications that can
tolerate the reduced accuracy. However, commercially
available instruments use the calibration capabilities for
a considerable extension of their usable bandwidth. When
the directivity of the directional couplers decreases to un-
satisfactory values below a certain frequency, a built-in
error correction mathematically enhances the directivity
to usable values, extending the frequency range to as low
as 9 kHz.

As all error models presented herein are linear and de-
terministic, a stringent requirement remains that the
VNA hardware be linear (errors due to compression of
receivers cannot be corrected) and stable.

With modern equipment achieving a short-term stabil-
ity in the millidecibel range, the most prominent source of
error in many cases remains in the cabling between the
VNA and the DUT and the associated interface contacts.
These contacting errors are statistical in nature and must
be minimized by proper cable and connector selection and
maintenance. As the transmission phase of coaxial cables
varies over temperature and may change if the cable is
bent, VNAs are usually equipped with special test-port
cables, optimized for phasestability and mechanically pro-
tected against overbending.

The mathematical descriptions of the error models pre-
sented in the following sections make heavy use of matri-
cial representations, leading to very compact expressions
and similar structures for the different models. Alterna-
tively, flowgraph techniques could be applied as in Refs. 17
and 18, leading to comparable results.

4.1. The Three-Term Error Model for Reflection
Measurements

A reflectometer like the one of Fig. 13 can always be rep-
resented by a linear four-port, driven at the left port by the
RF source, two ports connected to the receivers for mea-
surement of the incident and reflected waves, and the
DUT placed at the port to the right. In this general form,
the underlying hardware of the reflectometer becomes un-
important, much like the fact that internal structure of
the six-port reflectometer was of no concern in Section 2.3.

I: m4
I ≈ a2

II: m4
II ≈ a2

I: m3
I ≈ b2

II: m3
II ≈ b2

I: m1
I ≈ a1

II: m1
II ≈ a1

I: m2
I ≈ b1

II: m2
II ≈ b1

Power divider Power divider

RF source

Reference
plane

(port 1)
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plane

(port 2)

ZG

Z0

Z0 Z0

a1

b1

a2

b2

I II

aG

bG

Z0

Z0

Z0

Z0

Two-port
DUT

Figure 12. Bidirectional vector network analyzer with four receivers.
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The waves incident to and reflected from this four-port
relate to its S-matrix by

bm1

bm2

aL

bG

0
BBBBB@

1
CCCCCA
¼ ½K �

am1

am2

bL

aG

0
BBBBB@

1
CCCCCA

ð7Þ

The measured quantities m1 and m2 are proportional
to the incident waves of the receivers ðm1¼ Z1bm1

;
m2¼ Z2bm2 Þ, with the receiver constant Zi representing
the entire transfer characteristics of the ith receiver,
comprising mixer conversion, intermediate frequency
(IF) amplification, and so on. Architectural details of the
receiver are of no concern at this point. The only require-
ment is that Zi must be constant, implying stability of
the receiver’s phase and amplitude response. Let ri be the
reflection coefficients of the receiver inputs such that the
conditions

m1¼ Z1bm1 ; m2¼ Z2bm2 ;

am
1
¼ r1bm1 ; am

2
¼ r2bm2

ð8Þ

result. Their use allows the elimination of the generator
waves aG and bG in Eq. (7), according to the following
scheme: The third equation of Eq. (7) is solved for aG, and
the result is inserted into the first two equations. In these,
bmi

is expressed through ami
and ami

in turn expressed by
mi, using Eq. (8). The resulting two equations relate the
measured quantities m1 and m2 to the waves at the DUT
and are arranged in matrix form as

bL

aL

 !
¼

G11 G12

G21 G22

" #
m2

m1

 !
¼ ½G�

m2

m1

 !
ð9Þ

Every element of [G] evolves as a function of Ki, ri, and Zi,
which need not be explicitly known. It suffices to deter-
mine [G] through a process called calibration, in order to
calculate the correct waves at the DUT from the raw mea-
surements mi:

GL¼
bL

aL
¼

G11m2þG12m1

G21m2þG22m1
ð10Þ

Interestingly, this four-port/two-port reduction with its
elimination of the generator waves has freed the error
model [Eq. (9)] from any influence of the RF source. Power
or impedance variations do not introduce measurement
errors, provided that m1 and m2 are measured simulta-
neously.

Equation (10) can be further simplified by dividing
numerator and denominator by m1 and defining

m11¼
m2

m1
¼

Z2bm
2

Z1bm
1

ð11Þ

as the uncorrected (raw) reflection measurement [compare
with Eq. (6)] such that the error-corrected reflection coef-
ficient becomes

GL¼
bL

aL
¼

G11m11þG12

G21m11þG22
ð12Þ

The importance of Eq. (11) is twofold:

1. The ratio of two measurements enters the computa-
tion of the error-corrected result. Relative, rather
than absolute, measurements are therefore still suf-
ficient if an error model and error correction is used.
And with the reflected wave measurement m2 being
referenced to the incident wave measurement m1,
the theoretically derived insensitivity of the error
model to power variations of the RF source becomes
obvious.

2. The ratio of Z1/Z2 appearing in Eq. (11) indicates that
amplitude and phase drifts of the receivers cancel if
both receivers are built equal.

Both properties are essential for the high accuracy achiev-
able with VNAs. The use of the latter property is espe-
cially important for accurate phase measurements at high
frequencies.

4.1.1. Calibration of the Three-Term Error Model. Before
error-corrected measurements using Eq. (12) can be car-
ried out, the error matrix [G] must be determined. For this
calibration procedure, several one-ports (calibration stan-
dards) with known reflection coefficients are needed. As
numerator and denominator of Eq. (12) may be multiplied
by any complex number without altering the result, one of
the error terms may arbitrarily be set to 1, with the other

ZG
aG

bG
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bL
ZL

Z0

Z0

Z0

Power divider

Reference
plane

Reference
plane

RF source

m1 ≈ a1 m2 ≈ b1
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am2am1
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representation

with S-matrix [K]

Figure 13. Four-port description of a reflectometer.
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three remaining to be computed. Without loss of general-
ity, let G11¼1 and Eq. (12) can be rearranged to yield a
linear equation in the three remaining error terms:

�G12þGimi
11G21þGiG22¼mi

11 ð13Þ

The superscript i denotes the ith calibration measurement
with known reflection coefficient Gi and the corresponding
measured value mi

11. Performing calibration measure-
ments with three distinct and known reflection standards
yields three linear inhomogeneous and independent forms
of Eq. (13), sufficient to solve for the needed error terms.

In order to maximize the independence of the three
equations, the three-term calibration is typically per-
formed with those three impedances, which are furthest
apart in the reflection plane:

Open: GO¼ 1; Short: GS¼ � 1;

Match: GM ¼0

Three-term reflectometer calibration is therefore also
referred to as OSM calibration.

4.2. The Five-Term Error Model for Unidirectional Vector
Network Analyzers

Extending a single reflectometer with a third receiver for
transmission measurements yields the unidirectional NA
of Fig. 10. Its error model comprises two parts: The re-
flectometer hardware to the left of the DUT, which is again
represented by an error two-port [G]; and the hardware to
the right of the DUT, which constitutes a physical two-
port with a corresponding 2� 2 S-matrix (Fig. 14).

As in Section 4.1, the reflection coefficient r3 and the
transfer characteristics Z3 of the receiver m3 establish the
conditions

am3
¼ r3bm3

and m3¼ Z3bm3

which are used to reduce [T] to an error two-port that re-
lates the waves a2 and b2 of the DUT to the measured
value m3:

b2

a2

 !
¼

H11 H12

H21 H22

" #
m3

0

 !
¼ ½H�

m3

0

 !

Together with the error two-port of the reflectometer

b1

a1

 !
¼

G11 G12

G21 G22

" #
m2

m1

 !
¼ ½G�

m2

m1

 !

and the definition of the DUT’s S-matrix

b1

b2

 !
¼

S11 S12

S21 S22

" #
a1

a2

 !
ð14Þ

the error model (Fig. 15) can be expressed as

b1

b2

0
@

1
A¼

G11m2þG12m1

H11m3

0
@

1
A

¼ ½S�

G21m2þG22m1

H21m3

0
@

1
A¼ ½S�

a1

a2

0
@

1
A

ð15Þ

It is obvious that the two equations of Eq. (15) are not
sufficient to solve for the entire S-matrix of the DUT. On
the other hand, the ‘‘forward’’ S-parameters S11 and S21

cannot be error-corrected by themselves without the
knowledge of S12 and S22.

Error correction is therefore only possible if a second
measurement with the DUT reversed is made. Denoting
the measured values with superscripts f and r for forward
and reverse measurement of the DUT, both vector equa-
tions of Eq. (15) can be combined into a matrix equation

G11mf
2þG12mf

1 H11mr
3

H11mf
3 G11mr

2þG12mr
1

2
64

3
75

¼ ½S�

G21mf
2þG22mf

1 H21mr
3

H21mf
3 G21mr

2
þG22mr

1

2
64

3
75

ð16Þ

Again, Eq. (16) may be normalized to the incident waves

mf
1 and mr

1 such that only the unconnected measurement

ratios

m11¼
mf

2

mf
1

¼
Z2bf

m2

Z1bf
m1

; m21¼
mf

3

mf
1

¼
Z3bf

m3

Z1bf
m1

m12¼
mr

3

mr
1

¼
Z3br

m3

Z1br
m1

; m22¼
mr

2

mr
1

¼
Z2br

m2

Z1br
m1
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Figure 14. Hardware description of the transmission receiver m3.
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remain [compare with Eq. (6)]. Solving the normalized
version of Eq. (16) for [S] yields the error-correction
formula

½S� ¼

G11m11þG12 H11m12

H11m21 G11m22þG12

2

4

3

5

�

G21m11þG22 H21m12

H21m21 H21m22þG22

2
4

3
5
�1

ð17Þ

4.2.1. Calibration of the Five-Term Error Model. Not
all of the eight error terms contained in [G] and [H] are
needed for error correction with Eq. (17), where H12 and
H22 do not appear. Furthermore, the structure of Eq. (17)
reveals its invariance to multiplication of all error terms
with a constant. The remaining error terms may therefore
be computed by rearranging Eq. (17) into a linear, homo-
geneous system of equations in the error terms,

�mi
11 �1 Si

11mi
11 Si

11 0 Si
12mi

21

0 0 Si
21mi

11 Si
21 �mi

21 Si
22mi

21

0 0 Si
12mi

22 Si
12 �mi

12 Si
11mi

12

�mi
22 �1 Si

22mi
22 Si

22 0 Si
21mi

12

2
6666666664

3
7777777775

�

G11

G12

G21

G22

H11

H21

0

BBBBBBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCCCCCA

¼ 0

ð18Þ

setting one error term to unity and solving the resulting
inhomogeneous system of equations. [Si] denotes the S-ma-
trix of the ith calibration standard. Five independent equa-
tions are needed to solve for the remaining five independent
error terms, hence the name five-term error model.

The problem of how many two-port standards are need-
ed and how they must be built to ensure five independent
equations can be tackled in the following way: A suitable
combination of standards must always comprise at least
one standard with transmission (S21a0 and S12a0); oth-
erwise, H11 and H21 cannot be determined [S21¼S12¼ 0
implies m21¼m12¼0, such that the fifth and sixth column

of Eq. (18) vanish]. Numerical investigations reveal that a
two-port standard exhibiting transmission contributes at
least two equations and may contribute four if it is not
symmetric (i.e., S11aS22).

Because the use of reflection standards (S21¼S12¼ 0)
implies m21¼m12¼ 0, the second and third equation of Eq.
(18) degenerate, leaving only the first and fourth equation
for determination of [G]; and with S11¼Gs, the first equation
corresponds directly to Eq. (13) (three-term calibration) with
G11¼1. Transmissionless standards therefore contribute one
equation per reflection coefficient connected to port 1.

Even though the general nature of Eq. (18) allows for
calibration with any set of standards that yields five in-
dependent equations, traditionally the five-term model is
calibrated using the three reflection standards Open,
Short, and Match (contributing three equations), togeth-
er with a direct connection of both reference planes, the
Through standard (furnishing the remaining two equa-
tions). Figure 16 depicts this commonly used set of stan-
dards. Another name for this commonly used procedure is
SOLT, which stands for Short, Open, Load, and Through.

Of course, care must be taken as to build the calibration
standards such that their S-matrix or reflection coefficients
match the postulated values used in the calibration process.
All deviations of the standards’ real values from the postu-
lated ideal of Fig. 16 lead to inconsistencies in the equations
of Eq. (18). Keeping these inconsistency errors small requires
a smart choice and precisely built or modeled standards.

Because the Through standard requires a direct con-
nection of both measurement ports, it is typically a very
easy standard to realize in coaxial media. The same holds
for the Short, which is easily manufactured to high preci-
sion (o11 deviation at 20 GHz) in coaxial media. However,
care must be taken as to ensure that the Short is connect-
ed directly to the reference plane, which is a potential
problem if sexed connectors (N, SMA, K) are used. Bridg-
ing same-sexed connectors with adapters introduces a
phase shift 2bl into the reflection coefficient, which must
be known in order to substitute the shorts reflection coef-
ficient by –1e� 2bl. The same holds if offset shorts with
electrical length 2bl are used. For a frequency band where
2bl is between 401 and 3201, the latter can replace the
open standard, which typically suffers from fringing ca-
pacities and radiation losses. Therefore, the open stan-
dards contained in commercially available calibration kits
come with detailed information on those imperfections,
modeling the frequency dependence of the open’s capaci-
tance by a polynomial to enhance accuracy. For the abso-
lute impedance reference, the Match standard, precision
crafting is needed for precision measurements.

4.3. The 10-Term Error Model for Vector Network Analyzers
with Three Receivers

For all practical purposes, the applicability of the
five-term error model is somewhat impaired by the
need for manually reversing the DUT in order to obtain

Through: [ST ] =
0

1
, Open: SO

11 = 1, Short: S S
11 = −1, Match: S M

11 = 0
1

0
Figure 16. Calibration standards for the TMSO
five-term procedure.
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error-corrected results. If a switch is incorporated into the
VNA, as depicted in Fig. 11, this manual interaction can
be automated, easing error-corrected measurements con-
siderably.

In essence, the error model of the resulting bidirection-
al VNA with three receivers (see Section 3.5) consists of
two five-term error models (Fig. 17). Because of the switch
being located between m1 and m2 and m1 and m3, different
error two-ports are needed for either position of the
switch.

With the switch in position I, the reflectometer com-
prising m1 and m2 can be represented by an error two-port
[GI] and the reflectometer terminated in Z0 and compris-
ing m3 by an error two-port [HI]. In the second state of the
switch, the four-port comprising m1 and m3 can be reduced
to the error two-port [GII] and the reflectometer terminat-
ed in Z0 and comprising m2 by an error two-port [HII] with

b1

a1

0
@

1
A¼ ½GI�

mI
2

mI
1

0
@

1
A;

b2

a2

0
@

1
A¼ ½HI�

mI
3

0

0
@

1
A

b1

a1

0
@

1
A¼ ½HII�

mII
2

0

0
@

1
A;

b2

a2

0
@

1
A¼ ½GII�

mII
3

mII
1

0
@

1
A

Using these relations together with Eq. (14) yields a vector
equation for either state of the switch that can be com-
bined into a matrix equation, very similar to Eq. (16):

GI
11mI

2þGI
12mI

1 HII
11mII

2

HI
11mI

3 GII
11mII

3 þGII
12mII

1

2

4

3

5

¼ ½S�

GI
21mI

2þGI
22mI

1 HII
21mII

2

H1
21mI

3 GII
21mII

3 þGII
22mII

1

2

4

3

5

Normalization to the incident waves mI
1 and mII

1 now
yields

GI
11m11þGI

12 HII
11m12

HI
11m21 GII

11m22þGII
12

2
4

3
5

¼ ½S�

GI
21m11þGI

22 HII
21m12

HI
21m21 GII

21m22þGII
22

2
4

3
5

ð19Þ

with

m11¼
mI

2

mI
1

¼
Z2bm2

Z1bm1

; m21¼
mI

3

mI
1

¼
Z3bm3

Z1bm1

m12¼
mII

2

mII
1

¼
Z2bm2

Z1bm1

; m22¼
mII

3

mII
1

¼
Z3bm3

Z1bm1

where comparison with the five-term error model shows
that mII

2 and mII
3 have switched their position as have the

error terms for the second state of the switch, a conse-
quence of the switch now reversing the DUT and the error
two-ports.

With error correction according to the 10-term error
model applied, the requirements of the switch as detailed
in Section 3.5 become somewhat relaxed, because its mis-
match errors and transmission losses are now accounted
for. However, repeatability and leakage errors (finite iso-
lation) are not contained in the error model.

4.3.1. Calibration of the 10-Term Error Model. As was
the case with the five-term model, not all 16 error terms
appear in Eq. (19). HI

12, HI
22, HII

22, and HII
22 are not needed

for error correction and cannot be determined by the cali-
bration procedure.

Rearranging Eq. (19) as a linear homogeneous system
of equations in the remaining error terms, as demonstrat-
ed in Section 4.2.1 finds the four equations to be decou-
pled: Two equations depend solely on error terms of [GI]
and [HI], and the other two equations depend only on [GII]
and [HII]:

�mi
11 �1 Si

11mi
11 Si

11 0 Si
12mi

21

0 0 Si
21mi

11 Si
21 �mi

21 Si
22mi

21

2

4

3

5eI¼ 0;

eI¼ ðGI
11;G

I
12;G

I
21;G

I
22;H

I
11;H

I
21Þ

T

0 0 Si
12mi

22 Si
12 �mi

12 Si
11mi

12

�mi
22 �1 Si

22mi
22 Si

22 0 Si
21mi

12

2
4

3
5eII¼0;

eII¼ ðGII
11;G

II
12;G

II
21;G

II
22;H

II
11;H

II
21Þ

T

With one of the error terms of both eI and eII set to 1 (e.g.,
GI

11¼GII
11¼ 1), two sets of five independent equations must

be supplied by the calibration measurements in order to
solve the resulting inhomogeneous system for the remain-
ing 10 error terms.

m1
I m3

I

m2
I

a1

b1

Reference
plane

(port 1)

Reference
plane

(port 2)

Reference
plane

(port 1)

Reference
plane

(port 2)

a2

b2 b1

m1
IIm2

II a2a1

m3
IIb2

Error
two-port

[GI]

Error
two-port

[HI]

Two-port
DUT

Error
two-port

[HII]

Error
two-port

[GII]

Two-port
DUT

Error model for switch in position I Error model for switch in position II

Figure 17. Error model of the bidirectional vector network analyzer with three receivers.
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A similar reasoning (compared with Section 4.2.1) as to
how many and what kind of standards are needed is ap-
plicable here. At least one standard with transmission
(S21a0 and S12a0) is needed in order to determine [HI]
and [HII]. Because of the different error terms, such a
standard will supply a total of four equations for both po-
sitions of the switch. Reflection two-ports (S21¼S12¼ 0),
on the other hand, still contribute one equation for each of
their two reflection coefficients S11 and S22.

The same standards as with the five term error model
(referred to as TMSO, Through-Match-Short-Open, or
SOLT, Short-Open-Load-Through) are commonly used to
calibrate the 10-term model, with the reflection standards
now being reflection two-ports.

Because of the decoupled nature of Eq. (19), the reflec-
tion two-ports may be realized as one-ports by first con-
necting the calibration impedance to port 1 and noting the
measurement values with the switch in position I. Then
the appropriate calibration impedance is connected to port
2 and the measurements are taken with the switch in the
second position [because these standards do not exhibit
transmission, the corresponding transmission receiver
ðmI

3; mII
2 Þ need not be considered]. With respect to the com-

monly used TMSO standards, this sequential procedure
eliminates the need for two identical reflection standards
but allows usage of one physical match—short and open—
as reflection one-ports.

4.4. The Crosstalk Including 12-Term Error Model for Three-
Receiver VNAs

Several commercially available VNAs provide a 12-term
calibration capability [17], expanding the above-described
10-term error model by two error terms that characterize
forward and reverse isolation. Their inclusion aims at ex-
tending the dynamic range for measurements where finite
isolation of the switch or coupling over the DUT adversely
affects measurement accuracy at high insertion loss levels
of the DUT.

For that purpose, an additional isolation standard (no
transmission) with, for now, arbitrary reflection coeffi-
cients r1 and r2

½SX � ¼
r1 0

0 r2

" #
! ½MX � ¼

mX
11 mX

12

mX
21 mX

22

" #

must be measured (alternatively the transmission mea-
surement of one of the reflection standards may be
exploited). The transmission terms mX

12 and mX
21 of its

measurement matrix are a measure of the crosstalk level
and can be used for correcting the measured transmission
values of the DUT:

½S� ¼

GI
11m11þGI

12 HII
11ðm12 �mX

12Þ

HI
11ðm21 �mX

21Þ GII
11m22þGII

12

2
4

3
5

�

GI
21m11þGI

22 HII
21ðm12 �mX

12Þ

HI
21ðm21 �mX

21Þ GII
21m22þGII

22

2

4

3

5
�1

However, this simple correction scheme can only improve
results if the reflection coefficients of the isolation stan-
dard match the reflection coefficients of the DUT. For well-
matched DUTs, the isolation terms can be taken from the
measurement of the Match standard [SM]. High transmis-
sion dynamic DUTs (e.g., filters), however, typically ex-
hibit strongly varying reflection coefficients over
frequency. If two identical DUTs are available, an isola-
tion standard that satisfies the above condition can be
generated by connecting the first DUT with port 1 to port 1
of the VNA and the second DUT with port 2 to the VNAs
second port. The unused ports of the DUTs are terminated
in Z0. Consequently, the isolation measurement must
be repeated with a suitable isolation standard whenever
DUTs with differing reflection coefficients are to be
measured.

Considering the above limitations, the cross-talk re-
duction with the 12-term model should be regarded as a
cross-talk normalization rather than as a calibration.

In Section 4.6, it will be shown that for an error model to
correctly include cross-talk, eight error terms are needed
for its characterization.

4.5. The Seven-Term Error Model for Vector Network
Analyzers with Four Receivers

The addition of a fourth receiver to independently mea-
sure all four waves at the DUT, as depicted in Fig. 12,
leads to very interesting instrument properties and cali-
bration possibilities. The DUT is now embedded in a sym-
metrical test set, consisting of two reflectometers, each of
which can be represented by an error two-port (see Section
4.1, which discusses four-port/two-port reduction).

The subtle but far-reaching advantages of this archi-
tecture and the accompanying error-model are as follows

1. The error model (Figs. 18 and 19) is valid for either
position of the switch, reducing the number of error
terms to eight and the number of two-port calibra-
tion standards required to three.

2. The four-receiver architecture provides redundant
information in the calibration measurements that
can be exploited to allow calibration with partially
unknown standards. Section 5 details these impor-
tant and powerful techniques.

3. The switch is no longer part of the error two-ports.
Instead it has been moved into the generator port of
the reflectometers, whose waves were eliminated
during the four-port/two-port reduction. Therefore,
the imperfections of the switch no longer influence
the quality of an error-corrected measurement. The

Through: [ST ] � �0 1

1 0
�, Open: [SO

11] � �1 0

0 1
�

Short: [SS] � ��1 0

0 �1
�, Match: [SM ] � �0 0

0 0
�

Figure 18. Calibration standards for the TMSO (SOLT) 10-term
procedure.
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switch may be mismatched, may exhibit transmis-
sion losses and finite isolation, and does not even
need to be repeatable.

The mathematical derivation of the seven-term error model
unfolds in the usual way. With

b1

a1

0

@

1

A¼ ½G�
m2

m1

0

@

1

A;
b2

a2

0

@

1

A¼ ½H�
m3

m4

0

@

1

A;

and

b1

b2

0
@

1
A¼ ½S�

a1

a2

0
@

1
A

ð20Þ

vector equations for both positions of the switch (I and II)
are obtained and combined into a matrix equation:

G11mI
2þG12mI

1 G11mII
2 þG12mII

1

H11mI
3þH12mI

4 H11mII
3 þH12mII

4

2

4

3

5

¼ ½S�

G21mI
2þG22mI

1 G21mII
2 þG22mII

1

H21mI
3þH22mI

4 H21mII
3 þH22mII

4

2
4

3
5

ð21Þ

The eight measurement values contained in Eq. (21) can be
condensed to four by expanding Eq. (21) as

G12 0

0 H12

2
4

3
5

mI
1 mII

1

mI
4 mII

4

2
4

3
5

þ
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0 H11
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2 mII

2
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3 mII

3

2
4

3
5

¼ ½S�

G22 0
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=
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and right-multiplying both sides with the inverse
measurement matrix of the first and fourth receiver. The

result is much simplified error-model representation

G12 0

0 H12

2
4

3
5þ

G11 0

0 H11

2
4

3
5½M�

¼ ½S�

G22 0

0 H22

2
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with a 2� 2 measurement matrix

½M� ¼
mI

2 mII
2

mI
3 mII

3

" #
mI

1 mII
1

mI
4 mII

4

" #�1

¼
m11 m12

m21 m22

" #

With the measurement values pertaining to the incident
waves mI

1 and mII
4 residing on the main diagonal of the

right submatrix and the off-diagonal elements being small,
the matrix is guaranteed to be invertible. For mI

4¼mII
1 ¼ 0

(three receiver analogy), the entries of [M] are normalized
with respect to the incident waves mI

1 and mII
4 . The mea-

surement matrix [M] is therefore attributed S-parameter
character. Furthermore, the computation of [M] provides a
first level of error correction, because finite isolation of the
switch is eliminated. This is achieved by the fourth receiv-
er, which precisely measures the level of the switch’s leak-
age signals through mII

1 and mI
4.

Equation (22) is easilyreturned to the structure of
Eq. (21), with the four measurement values now being
direct counterparts of the corresponding error-corrected
S-parameters of the DUT:

G11m11þG12 G11m12

H11m21 H11m22þH12

2
4

3
5

¼ ½S�

G21m11þG22 G21m12

H21m21 H21m22þH22

2

4

3

5

ð23Þ

It may be interesting to note that [G] and [H] are of the
cascading transfer matrix type. This type of matrix also
appears in all other error models introduced in this sec-
tion. The fact that transfer matrices exhibit a singularity
if the underlying network has zero transmission can safely
be ignored as far as error two-ports of practical reflecto-
meter or network analyzer realizations are concerned.
Those networks must exhibit transmission in order to per-
form the desired function. The device under test, however,
may be perfectly isolating and should therefore always be
represented by its S-matrix (Section 5.1.1 introduces pseu-
do-transfer matrices to work around that singularity).

4.5.1. Calibration of the Seven-Term Error Model. With
Eq. (23) being of the same structure as the five-term model
[Eq. (16)] and the 10-term model [Eq. (19)], the determi-
nation of the error terms proceeds in the same way. Equa-
tion (23) is rearranged into a linear homogeneous system

m1

Reference
plane

(Port 1)

Reference
plane

(Port 2)

m2

a1

b1

a2

b2

m4

m3

Error
two-port

[G]

Error
two-port

[H ]

Two-port
DUT

Figure 19. Seven-term error model of the bidirectional vector
network analyzer with four receivers.
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of equations

�mi
11 �1 Si

11mi
11 Si

11 0 0 Si
12mi

21 0

0 0 Si
21mi

11 Si
21 �mi

21 0 Si
22mi

21 0

�mi
12 0 Si

11mi
12 0 0 0 Si

12mi
22 Si

12

0 0 Si
21mi

12 0 �mi
22 �1 Si

22mi
22 Si

22

2
6666666664

3
7777777775

e¼ 0;

e¼ðG11; . . . ;G22;H11; . . . ;H22Þ
T

with every calibration measurement i contributing four
equations. One error term is set to 1, and seven indepen-
dent equations are required to solve for the remaining
seven error terms. It turns out that the eight equations
stemming from the measurement of two calibration two-
ports are not sufficient to provide the necessary rank of 7.
Measurement of a third calibration two-port is needed
such that a total of 12 equations exist.

The resulting surplus in information can be used in one
of the following ways:

1. The linear system with all 12 equations is solved in
the least-squares sense (e.g., see Ref. 19), using the
extra equations to minimize residual errors (con-
tacting or repeatability errors).

2. Even though contacting errors cannot be accounted
for due to their statistical nature, in Ref. 20, the ex-
tra information is used to assess these errors by de-
riving error bounds. As these techniques are not yet
widely used, they will not be further treated here.

3. The calibration standards can be permitted to have
unknown parameters [13,21], which are determined
using the extra information contained in the addi-
tional equations. Because the construction of stan-
dards, which do not have to be fully known, can
result in considerable savings, this ‘‘self-calibration’’
technique is of much practical importance. Section 5
has the details.

Performing a seven-term calibration with completely
known standards is most easily done using the TMS pro-
cedure, where the three calibration two-ports

Through: ½ST � ¼

0 1

1 0

2
4

3
5; Match: ½SM� ¼

0 0

0 0

2
4

3
5

Short: ½SS� ¼

�1 0

0 �1

2

4

3

5

are used. Comparison with the 10-term and the 5-term
model shows that the third reflection standard is no longer
needed. Using a short, instead of an open, as the third
standard is in many cases the more convenient choice, be-
cause shorts can be manufactured to higher precision in
coaxial media or waveguides (see Section 4.2.1). At low
frequencies, however, using an open may be the more

advantageous choice, as the test port serves as a compar-
atively good open up to about 100 MHz.

The computed error terms are used for error correction
by simply solving Eq. (23) for [S]:

½S� ¼

G11m11þG12 G11m12

H11m21 H11m22þH12

2
4

3
5

�

G21m11þG22 G21m12

H21m21 H21m22þH22

2
4

3
5
�1

4.5.2. Calibration of the Seven-term Error Model using an
Unknown Through. For applications where a Through
standard of known properties is not available, the seven-
term error model may be calibrated by performing simple
reflectometer calibrations for the error two-ports [G] and
[H], according to Section 4.1.1, and using a transmission
standard whose only known property is its reciprocity
(e.g., S21¼S12).

Such a calibration method may, for instance, be desir-
able for on-wafer measurements where nonaligned mea-
surement ports render a known Through difficult to build
[22]. Calibration without an unknown Through was first
introduced in Ref. 23 and is very simple to derive if the
cascade structure of the error model (Fig. 19) is written
using transfer matrices. With the error two-ports [G] and
[H] already in that notation [Eq. (20)], the difference to
Eq. (22) is in the description of the DUT

b1

a1

 !
¼ ½S�

a2

b2

 !
¼

1

S21

�DS S11

�S22 1

" #
a2

b2

 !
ð24Þ

and in the evolving measurement matrix

mI
1 mII

1

mI
2 mII

2

" #
mI

3 mII
3

mI
4 mII

4

" #�1

¼ ½P� ¼ ½G��1½S�½H�

with the latter now also being a transfer matrix.
Performing reflectometer calibrations, as described in

Section 4.1.1, for both error two-ports establishes three of
the four error terms in [G] and [H], leading to the prelim-
inary error matrices ½ ~GG� and ½ ~HH�, with one error term nor-
malized to 1. Without loss of generality, let us assume
~GG11¼

~HH11¼ 1. This knowledge of [G] and [H], except for a
common factor, can be expressed as

½P� ¼ ½G��1½S�½H� ¼
1

KG
½ ~GG��1½S�KH½

~HH�

¼ a½ ~GG��1½S�½ ~HH�

a¼
KH

KG

The still unknown term a can be regarded as the seventh
error term, still needed for a full two-port calibration.
As the determinant of the transfer matrix of a reciprocal
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two-port is unity, using such a device for calibration pro-
duces the equation

det½Preci� ¼ a2 det½ ~GG��1 det½Sreci� det½ ~HH�

¼ a2 det½ ~HH�

det½ ~GG�

which is solved for a:

a¼ 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
det½ ~GG�

det½ ~HH�
det½Preci�

s

ð25Þ

According to Ref. 23, the correct root in Eq. (25) is most
easily found using

Sreci
21 ¼

a
Preci

22

if the phase of the reciprocal transmission-factor is known
to 7901.

4.6. The Crosstalk Correcting 15-Term Error Model for
Four-Receiver VNAs

Whenever energy emanating from the measurement
planes finds a path to leak around the DUT or a coupling
path between the reflectometers of the VNA exists
(Fig. 20), the error models of Sections 4.2–4.5 cannot ad-
equately handle the associated cross-talk error. On-wafer
measurements typically suffer from this kind of leakage
error, due to the small separation of the measurement
planes and the radiation of the probe tips.

An error model, capable of accounting for those leakage
errors, was first detailed in Ref. 24 and is also termed full-
model [14]. It can be derived by describing the four-
receiver VNA’s hardware as a general eight-port. The
coupling between the reflectometers may be arbitrary
and nonreciprocal but must be linear and not affected by
the parameters of the DUT. Comparable with the four-
port/two-port reduction, introduced in Section 4.2.1, the
reflection coefficients and conversion constants of the four

receivers are used to eliminate the reflected waves at the
receivers and the generator waves aG and bG.

The resulting error four-port [C] (Fig. 21) relates the
measured values mi (i¼ 1, 2, 3, 4) to the waves a1, a2, b1, b2

at the DUT such that its S-matrix can be computed from
the measurement data and [C]. Because the switch is not
part of the error network and the waves of the RF source
are eliminated in Eq. (26), the properties of the switch have
no influence on the quality of error correction, and the same
error network may be used for either state of the switch.

The mathematical formulation of the error model is de-
rived by partitioning the 4� 4 matrix [C] into four 2� 2
matrices. With
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0
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1
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m4
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0
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1
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" #
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0
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the two vector equations
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Figure 20. Eight-port hardware representation of the vector network analyzer, including coupling
of the reflectometers.
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Figure 21. Fifteen-term error-model of the four-receiver vector
network analyzer.
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can be derived to express the waves at the DUT as

½G�
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m4

 !
þ ½E�

m2

m3

 !
¼ ½S� ½F�

m1

m4

 !
þ ½H�

m2

m3

 !( )

An equation of this type is obtained for measurement in
either position of the switch, and combining both vector
equations into a matrix equation yields
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which simplifies to

½G� þ ½E�½M� ¼ ½S�f½F� þ ½H�½M�g ð27Þ

by introduction of the measurement matrix

½M� ¼
mI

2 mII
2

mI
3 mII

3

" #
mI

1 mII
1

mI
4 mII

4

" #�1

¼
m

11
m12

m2 m22

" #

Comparison with the formulation of the seven-term model
[Eq. (22)] reveals the very close relationship, because their
structure and even the measurement matrix are identical.
In fact, the seven-term error model evolves as a special
case of the more general 15-term model. Consequently, the
eight off-diagonal error terms that default to zero in
Eq. (21), where no leakage is assumed, are needed in the
15-term model to correctly describe the crosstalk.

4.6.1. Calibration of the 15-Term Error Model. Determi-
nation of the 16 error terms in the error quadrants [G],
[E], [F], and [H] is achieved by expanding Eq. (27) into a
system of four linear equations in the error terms per cal-
ibration measurement [25]. One error term may be arbi-
trarily set to one, and the resulting inhomogeneous
system may be solved for the remaining 15 error terms.
Care must be taken to choose one of the error terms on the
diagonal of the error-quadrants for this normalization,
because the off-diagonal elements vanish in the case of a
leakage-free error four-port.

It turns out that at least five completely known and
distinct calibration two-ports must be measured to deter-
mine the 15 error terms [25,26]. With five calibration
measurements, 20 equations in the 15 unknowns exist,
but only 15 are needed. Analogous to Section 4.5, either
five suitable equations may be neglected or the system of
20 equations in 15 unknowns is solved in the least-squares
sense. Use of partially unknown standards and their

determination through self-calibration is the third option
and is outlined in Section 5.3.

An especially well-suited combination of standards for
the 15-term model, first mentioned in Ref. 25, consists of a
Through two-port and the three reflection one-ports
match, short, and open, combined to yield four reflection
two-ports such that calibration is performed with the five
two-ports of Fig. 22.

Contrary to the 7-term, 5-term, or 10-term error-
models, the 15-term model does not allow reflection
two-ports to be measured sequentially, by separating the
reflection measurements at both ports. Due to the pres-
ence of crosstalk that must be precisely measured, both
ports need to be terminated in the prescribed impedance
while performing the calibration measurement. Cyclically
interchanging the three reflection one-ports to create the
calibration standard lets this Tmso procedure get by with
one match-, short-, and open standard. Lowercase letters
are used to indicate that match, short, and open are one-
ports and need to be combined to form the necessary cal-
ibration two-ports.

Once all error terms are known, the measured values of
an arbitrary DUT are to be error-corrected. Contrary to
the calibration process, error correction is performed with
every measurement. Numerical efficiency is therefore in
demand.

Equation (27) is easily solved for the S-matrix [S] of the
DUT

½S� ¼ f½G�½M� þ ½E�gf½H�½M� þ ½F�g�1

and devises a very simple algorithm for the error-correc-
tion process. Only 2�2 matrices need to be manipulated.

Figure 23 (taken from Ref. 27) demonstrates the capa-
bilities of the 15-term procedure in the presence of an ar-
tificial leakage error between the measurement planes.
Figure 24 depicts the setup. The DUT is a 20 dB attenu-
ator, and the crosstalk is modeled by a second 20 dB
attenuator in parallel to the DUT.

Although the presence of the leakage error corrupts the
result in a way that the uncorrected data bears no resem-
blance with the transfer characteristics of the DUT, cor-
recting the data according to the 15-term procedure
recovers the attenuation value with good precision, even
though the amount of crosstalk is of the same magnitude
as the DUT’s transmission.

5. MODERN SELF-CALIBRATION TECHNIQUES FOR
FOUR-RECEIVER VNAS

Calibration of four-receiver VNAs according to the 7-term
or the 15-term error model yields five redundant equa-
tions that are not needed for the computation of the error
terms. Using this extra information for the determination
of unknown parameters of the calibration standards is a

ST � �0 1

1 0
�, SMS � �0 0

0 �1
�, SOM � �1 0

0 0
�, S SO � ��1 0

0 1
�, S OS � �1 0

0 �1
�Figure 22. Calibration standards for the

15-term Tmso procedure.
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very powerful technique that allows the calibration to be
performed with partially known standards. Besides re-
ducing the cost of standards, self-calibration techniques
also enhance the accuracy of the calibration as inconsis-
tency errors are reduced.

One of the most popular self-calibration representative,
introduced in 1979 by Engen and Hoer [13] for the double
six-port reflectometer (seven-term error model), is the
TLR procedure. It allows calibration with the following
standards:

* (T)hrough (direct connection of both measurement
planes)

* (L)ine (a line of unknown electrical length, between
201 and 1601, perfectly matched)

* (R)eflect (unknown, but symmetrical reflection stan-
dard)

The L standard and the R standard are only partially
known, with no requirements imposed on the reflect, ex-
cept that the same reflect has to be used on both mea-
surement planes. Its value and the exact electrical length
of the line are determined through the self-calibration
process. Different methods can be employed for the deter-
mination of the unknown parameters of the standards,
three of which are as follows:

1. The linear system of equations in the error terms
[Eqs. (23) and (27)] is treated as a nonlinear system
in the error terms and the unknowns of the stan-
dards. This nonlinear system is solved iteratively

[28] or, where possible, analytically, providing a si-
multaneous solution of error terms and unknowns of
the standards [17,18,29].

2. For a unique solution of the error terms to exist, 5 of
the 12 (respectively, 20) equations must be linearly
dependent. If the 12� 8 (20� 16) coefficient matrix
of the homogeneous linear system of equations [Eqs.
(23) and (27)] can be analytically brought to tridiag-
onal form, the last five lines are required to vanish,
resulting in five equations in which only measure-
ment values and parameters of the standards ap-
pear. It may be argued that the analytical reduction
of a 20� 16 or even a 12�8 matrix to tridiagonal
form is impracticable. However, Eqs. (23) and (27)
are sparse enough to render the derivation of self-
calibration equations according to this scheme fea-
sible, even for the 15-term error model (30). Once the
unknown parameters of the standards are deter-
mined, the standards are completely known and so
are all nonzero entries of the tridiagonal matrix,
which is then used to compute the error terms by a
backsubstitution process [19, p. 37].

3. The formulation of the error model is rearranged to
yield relations between the standards’ S-parameters
and the measured values, eliminating the error
terms. These relations are exploited to solve for the
unknown parameters of the calibration standards
which are then completely known and can be used to
solve the linear system of equations [Eqs. (23) and
(27)] for the error terms. In the following sections,
this method, which is based on similarity transfor-
mations [21,27], will be presented for the 7-term and
the 15-term error model.

5.1. Self-Calibration for the Seven-Term Error Model

Elimination of the error parameters to arrive at a relation
between the standards’ parameters and the measurement
values was first described by Eul and Schiek [21] and is
most easily achieved by using transfer parameters to de-
scribe the cascade structure of the error model (Fig. 19).
See Eq. (24) in Section 4.5.2.

As transfer parameters exhibit a singularity for trans-
missionless two-ports (S21¼ 0), this representation of the
error model is less suited for the computation of the error
terms, which is why the S-parameter representation
[Eq. (22)] was chosen in Section 4.5. The seven-term er-
ror model, however, may as well be written using Eq. (24)
with the three calibration measurements yielding three
such equations.

Solving the ith calibration measurement for [H]

½H� ¼ ½Si�
�1½G�½Pi�

�1 ð28Þ

and substituting Eq. (28) into the remaining calibration
measurements j and k yields

½Pj�½Pi�
�1¼ ½G��1½Sj�½Si�

�1½G� and

½Pk�½Pi�
�1¼ ½G��1½Sk�½Si�

�1½G�
ð29Þ

(d
B

)

–15

–20

–25

–30

–35

–40

–45
161412108

Frequency (GHz)

S21 uncorrected

S21 corrected

6420

Figure 23. Transmission measurement of a 20 dB attenuator
(corrected/uncorrected). (From Ref. 27, with permission.)

Calibration standards
• Through
• Match
• Short
• Open

20 dB
attenuator

Γ = 0

Γ ≅ −1

Γ ≅ 1

Figure 24. Measurement setup of a network analyzer with arti-
ficial cross-talk.
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Recognizing Eq. (29) as similarity transformations, the
equality of the eigenvalues of the similar matrices is equiv-
alent to the equality of their determinants and traces; hence

½A� ¼ ½X�½B�½X��1 ) det½A� ¼ det½B�

trace½A� ¼a11þa22¼ trace½B� ¼ b11þ b22

which yields the four equations

detf½Pj�½Pi�
�1g¼ b1¼ detf½Sj�½Si�

�1g;

tracef½Pj�½Pi�
�1g¼ b2¼ tracef½Sj�½Si�

�1g

detf½Pk�½Pi�
�1g¼ b3¼ detf½Sk�½Si�

�1g;

tracef½Pk�½Pi�
�1g¼ b4¼ tracef½Sk�½Si�

�1g

ð30Þ

The combination of both equations in Eq. (29) leads to a fifth
condition for the standards’ parameters:

tracef½Pj�½Pi�
�1½Pk�½Pi�

�1g

¼ b5¼ tracef½Sj�½Si�
�1½Sk�½Si�

�1g

ð31Þ

These five equations in Eqs. (30) and (31), in which only the
transfer parameters of the standards and measurement
values appear, can be used to compute a maximum of five
unknown parameters of the standards.

5.1.1. The General TAN Procedure. One possibility to
distribute the five unknowns among the three calibration
standards is the general TAN procedure, where a Through
standard (of known transmission factor t), a well-matched
Attenuator (with unknown forward and reverse attenua-
tion kf and kr), and a symmetrical, but not necessarily re-
ciprocal, Network standard (with unknown reflection r
and unknown transmission coefficients uf and ur) are used
for calibration:

½ST � ¼

t 0

0 1=t

2
4

3
5; ½SA� ¼

kr 0

0 1=kf

2
4

3
5

SN½ � ¼
1
uf

uf ur � r2 r

�r 1

2

4

3

5

The inclusion of the known parameter t is for convenience
if connector sex dictates the use of a nonzero length
Through.

As the A-standard may also turn into a well-matched
Line standard (L) with kf ¼ kr¼ e�g1, or into a double
Match standard (M) with kf ¼ kr¼ 0, and as the N stan-
dard may degenerate to a Reflection standard (R) with
uf ¼ur¼ 0, the general TAN procedure also covers the
most popular TLR and TMR self-calibration procedures.

However, the singularity of the transfer matrices [SA]
and [SN] and the accompanying measurement matrices
[PA] and [PN] for the case of vanishing transmission (M, R
standard) must be taken care of. For that purpose, pseu-

dotransfer matrices are introduced [31] by separating the
matrix of the measured quantities [P] from its determi-
nant Dm, which may be zero. The residual part of the
matrix is denoted ½ ~PP�

P½ � ¼

mI
1 mII

1

mI
2 mII

2

2

4

3

5 1

m
I

3m
II

4 �m
II

3 m
I

4

mII
4 �mII

3

�mI
4 mI

3

2

4

3

5

¼
1

Dm
½ ~PP�

ð32Þ

with

Dm¼mI
3mII

4 �mII
3 mI

4 and

½ ~PP� ¼
mI

1 mII
1

mI
2 mII

2

2
4

3
5

mII
4 �mII

3

�mI
4 mI

3

2
4

3
5

Combination of the determinant of the measurement ma-
trix with the transfer matrix of the standard belonging to
it yields the pseudotransfer matrices

DmA½SA� ¼
DmA

kf

krkf 0

0 1

" #
¼

kr 0

0 1=kf

" #
¼ ½Sp

A�

DmN ½SN � ¼
DmN

uf

u
f
u

r
� r2 r

�r 1

2
64

3
75¼

1

mf

m
f
m

r�
r2 r

�r 1

2
64

3
75

¼ ½Sp
N �

with

kf ¼
kf

DmA
; kr¼ krDmA;

mf ¼
uf

Dm
N

; mr¼ rrDmN ; r¼ r

ð33Þ

and modifies Eqs. (30) and (31) as

detf½ ~PPA�½PT �
�1g¼ b1¼ detfDmA½SA�½ST �

�1g

¼ detf½Sp
A�½ST �

�1g

tracef½ ~PPA�½PT �
�1g¼ b2¼ tracefDmA½SA�½ST �

�1g

¼ tracef½Sp
A�½ST �

�1g

detf½ ~PPN �½PT �
�1g¼b3¼ detfDmN ½SN �½ST �

�1g

¼ detf½Sp
N �½ST �

�1g

tracef½ ~PPN �½PT �
�1g¼ b4¼ tracefDmN ½SN �½ST �

�1g

¼ tracef½Sp
N �½ST �

�1g

tracef½ ~PPA�½PT �
�1½ ~PPN �½PT �

�1g¼ b5

¼ tracef½Sp
A�½ST �

�1½Sp
N �½ST �

�1g

ð34Þ
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Because at least one standard must exhibit transmission,
this property is, without loss of generality, attributed to
the T standard, which therefore may be represented by a
regular transfer matrix.

With bi being nonsingular complex values, computed
from the measurement values of the four receivers, ac-
cording to Eq. (32), the first two equations of Eq. (34) can
be used to determine the transmission coefficients of the A
standard,

kr

kf
¼b1;

kr

t
þ

t

kf
¼ b2

which compute as

kr¼ t
b2

2



ffiffiffiffiffiffiffiffiffiffi
b2

2

4
�

s

b1

0
@

1
A and kf ¼

kr

b1

¼
t2

tb2 � kr
ð35Þ

Similarly, the other parameters may be derived from the
remaining equations in Eqs. (34) as

mf ¼
t2 � kfkr

tkf ðb5 � krb4Þ
; mr¼ mfb3 ð36Þ

r¼ 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mfmr �

b4mf

t

r
þ

1

t2
ð37Þ

Using Eq. (33), the parameters of the transfer matrices of
the standards ½SA� and ½SN � are computed from the above-
derived pseudotransfer parameters.

The root ambiguity in Eq. (35) is solved with a priori
knowledge of the A standard’s transmission factor. If the
standard exhibits attenuation (|kr|o1), the root whose
magnitude is below 1 will be chosen, because the standard
is passive. If a line standard with |kf|¼|kr|E1 is used,
the phase of the line’s transmission factor must be known
to 7901 in order to select the correct root.

The root choice in Eq. (37) requires the same kind of
information about the phase of the N standard’s reflection
coefficient, which must be known to 7901.

Equations (35)–(37) allow the computation of the cali-
bration standards for the general TAN calibration proce-
dure, also accounting for the special cases of the TMN,
TMR, TAR, TLN, and TLR procedures, where the second
and/or third standard are double one-ports without trans-
mission.

Calibrating with TMN standards (kf¼ kr¼ 0), for
instance, reduces Eqs. (35)–(37) to

mf ¼
b2

b5

; mr¼
b2b3

b5

; r¼ 


ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mfmr �

b4mf

t
þ

1

t2

r

TAR (TLR), on the other hand, has arbitrary kf and kr with
mf ¼ mr¼ 0; reducing the set of unknowns to

kr¼ t
b2

2



ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

2

4
� b1

s0

@

1

A; kf ¼
kr

b1

r¼ 

1

t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
b4ðt

2 � kfkrÞ

kf ðb5 � krb4Þ

s

For the TMR procedure [32], kf¼kr¼ 0 and mf ¼ mr¼ 0.
Only the unknown reflection r needs to be determined,
yielding

r¼ 

1

t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� t
b2b4

b5

s

As before, the reflection coefficient must be known a priori
to 7901 in order to resolve the root ambiguity. Technically
this is done by choosing the solution that is closest to the
estimated reflection coefficient of the R standard. Its
choice as a short or an open is common practice (although
not required) and provides the necessary information.
Furthermore, the true value of r is determined by the
self-calibration process and can be used to check the qual-
ity of the calibration, in those cases in which the R stan-
dard is completely known.

It should be noted that the perfect match of the A, L, or
M standard in the above-described procedures is the only
absolute impedance standard and must always be a
known quantity, determining the reference impedance of
the calibration. The R standard is not required to be
known exactly, and the only demand is that the same re-
flection is presented to both ports. By connecting the same
reflection standard first to port 1 and then to port 2, this
requirement is easily met. Possible inconsistencies
between the phase-reference planes of the different stan-
dards, which may creep in without the use of self-calibra-
tion, can therefore not occur. The postulated symmetry of
the R standard uniquely sets the phase reference at equal
offsets to the test ports. These offsets are zero if the trans-
mission factor t of the through corresponds to its true
electrical length.

Besides allowing the calibration of the seven-term error
model with partially known standards, self-calibration
also provides an interesting means of verifying the qual-
ity of the calibration if the calibration standards are fully
known. In this case, all deviations of the computed pa-
rameters of the standards from their known values indi-
cate imperfections of the calibration process.

5.2. Employing Self-Calibration for er-Measurements

The scheme introduced above for determining the trans-
mission factor of the A standard can be used in a straight-
forward manner to obtain error-corrected measurements
of the electrical length of an unknown line: Measurements
of a through and the unknown line yield the measurement
matrices ½PT � and ½ ~PPA�which using Eq. (34) make b1 and b2
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available. With the transmission factor of a line being

e�gl¼ kf ¼ kr¼
kr

DmA

Eq. (35) can be used to solve for gl. Furthermore, if the
mechanical length l of the line is known, the complex
propagation constant g containing er is available with very
high precision, even though up to this point no calibration
has been performed.

5.3. Self-Calibration for the 15-Term Error Model

Contrary to the above-presented self-calibration scheme
for the seven-term error model, self-calibration formulas
for the 15-term model can be derived without the need for
transfer parameters and their associated singularity
problems.

As was shown in Section 4.6, the 15-term model is
calibrated using five calibration measurements

½G� þ ½E�½Mn� ¼ ½Sn�f½F� þ ½H�½Mn�g ðn¼ 1; . . . ; 5Þ ð38Þ

Using four of those equations, named i, j, k, and l, most of
the error parameters can be eliminated, arriving at

DM�1
j;k DMi;jDM�1

i;l DMl;k

¼ ð½H� þ ½F�½Mk�Þ
�1DS�1

j;k DSi;j

�DS�1
i;l DSl;kð½H� þ ½F�½Mk�Þ

ð39Þ

with

DSm;n¼ ½Sm� � ½Sn�; DMm;n¼ ½Mm� � ½Mn� ðm;n¼ 1; . . . ; 5Þ

see Ref. 27 for a comprehensive outline of the derivation).
Equation (39) again constitutes a similarity transform,

resulting in the two nonlinear relations

TracefDM�1
j;k DMi;jDM�1

i;l DMl;kg

¼ b1¼TracefDS�1
j;k DSi;jDS�1

i;l DSl;kg

ð40Þ

DetfDM�1
j;k DMi;jDM�1

i;l DMl;kg

¼ b2¼DetfDS�1
j;k DSi;jDS�1

i;l DSl;kg

between the measured values [Mn] and the standards’
S-parameters (invariance of the eigenvalues of similar
matrices).

Because only four calibration measurements are used
by Eq. (39), the fifth standard [Sm], [Mm] may be substi-
tuted into Eq. (39) to yield two more similarity transfor-
mations:

DM�1
j;k DMm;jDM�1

m;lDMl;k

¼ ð½H� þ ½F�½Mk�Þ
�1DS�1

j;k DSm;j

�DS�1
m;lDSl;kð½H� þ ½F�½Mk�Þ

ð41Þ

(ith standard replaced by mth standard) and

DM�1
m;kDMi;mDM�1

i;l DMl;k

¼ð½H� þ ½F�½Mk�Þ
�1DS�1

m;kDSi;m

�DS�1
i;l DSl;kð½H� þ ½F�½Mk�Þ

ð42Þ

(jth standard replaced by mth standard).
Together with Eq. (40), the resulting trace and deter-

minant equalities provide six nonlinear self-calibration
equations, sufficient for computation of the maximally five
unknowns that the 15-term error model allows for.

It is interesting to note that the derivation of Eq. (39)
holds as long as the structure of the error model [Eq. (38)]
is unchanged. The calibration standards and/or the mea-
surement matrix [M] may therefore also be expressed in
T-(transfer) parameters or even in chain parameters, us-
ing voltages and currents instead of waves. Even the ex-
tension to the error model of an N-port VNA, as described
in Ref. 24, is straightforward. In this case, all quadrants of
the error matrix, the standards’ S- (T-) matrix, and the
measurement matrices are N�N matrices. The invari-
ance of the eigenvalues of the two similar matrices in
Eq. (39) yields N relations between the measured values
and the standards.

5.3.1. The Tmrg Procedure. The self-calibration equa-
tions [Eqs. (39), (41), and (42)] permit construction of a
multitude of self-calibration procedures, allowing calibra-
tion with the set of standards, best suited for a specific
application. A particularly interesting variant, the Tmrg
procedure, refining the Tmso procedure of Section 4.6
shall now be introduced.

Whereas Tmso requires a perfect match, short and
open, the above-derived formalism allows the reflection
coefficients of the short and open to be computed through
self-calibration. Furthermore, a nonzero but known reflec-
tion coefficient may be used as the m standard, reducing
its requirement from perfect to known.

Comparable with Fig. 22, Fig. 25 shows the five stan-
dards to be constructed from a Through (with known
transmission factor t) and three reflection one-ports with
reflection coefficients m, r, and g. The first four standards
suffice for the determination of the unknown reflection
coefficients r and g.

Substituting the standards i, j, k, and l into Eq. (39) and
evaluating the product of S-matrix differences yield

DS�1
j;k DSi;jDS�1

i;l DSl;k¼ ½B�

¼
1

t2 � rm

t2 C1 �m2C2 tðmC2 � gC1Þ

tðrC1 �mC2Þ t2C2 � rgC1

2

4

3

5

with

C1¼
r�m

r� g
; C2¼

g� r

g�m
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resulting in

tracefDM�1
j;k DMi;jDM�1

i;l DMl;kg

¼ trace½B� ¼ b1¼
m2ðg�mþ grðm� rÞþ t2ðr� gÞ

ðrm� t2Þðm� gÞ

ð43Þ

detfDM�1
j;k DMi;jDM�1

i;l DMl;kg

¼ det½B� ¼ b2¼
ðt2 �mgÞðr�mÞ

ðt2 � rmÞðm� gÞ

ð44Þ

Equation (44) can be solved to yield a linear relation for r

r¼
b2t2ðg�mÞþmðgm� t2Þ

b2mðg�mÞþ ðgm� t2Þ
ð45Þ

and can be combined with Eq. (43) to form a quadratic
equation for g

g2 � g
2mt2a1a2

m2a3 � t2b2
2

þ
t4a3 � t2m2b2

2

m2a3 � t2b2
2

¼ 0 ð46Þ

with

a1¼ b1 � 1� 2b2; a2¼ b2þ 1

a3¼ ðb1 � 1Þðb2þ 1Þ � b2ð2þ b2Þ

Choosing the proper root for g requires knowledge about
the sign of that reflection standard. Using a short for g and
an open for r provides the necessary sign information and
makes the standards sufficiently distinct for subsequent
use as fully known calibration standards.

The only parameters that must be known are the trans-
mission coefficient t of the T standard and the reflection m.
The quantity m should be small for numerical reasons and
must be known, but the standard is not required to be an
ideal match.

As only one set of reflection one-ports is physically re-
quired, the postulated equality of the reflection coefficients
that enter the different standards is guaranteed, an im-
portant advantage over calibration procedures, which re-
quire the same reflection coefficient to be connected to both
ports simultaneously.

6. OUTLOOK AND RELATED TOPICS

The continuously growing need for fast (production) and
precision (laboratory) network measurements has led to
the development of sophisticated instrumentation equip-
ment [33–35] and many optimized calibration procedures.
This process is expected to continue, with the focus shift-
ing toward even higher frequencies (4110 GHz), on-wafer
crosstalk correction, and N-port measurements [36,37].
A lot of interest is spawned by the communication

industry—for instance, in the characterization of IC pack-
ages (N-port measurements) and in high production
throughput. Semiautomatic calibration procedures, avoid-
ing the necessity of reconnecting the calibration standards
for every calibration, address this need but are not covered
here. The interested reader is referred to Ref. 38 for an
overview. References 39 and 40 describe commercially
available solutions.

Finally, Refs. 20 and 41 present statistical methods to
assess errors not originally contained in the error model,
like repeatibility or contacting errors. Because these
errors meanwhile constitute the accuracy limit of error-
corrected network analyzer measurements, their inclu-
sion is expected to further boost measurement accuracy.
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1. BASIC CONFIGURATION

The stripline, shown in Fig. 1 is the oldest planar trans-
mission line that has been in use in microwave integrated
circuits since its creation by R.M. Barrett in 1950 [1]. In its
simplest form, it consists of a conducting strip, of width W
and thickness t, separated from a pair of common con-
ducting ground planes of theoretically infinite extent com-
pared to the width W of the strip conductor, W5a; where a
is the width of the ground plane. The ground planes are
separated by a thickness b, and the entire space is homo-
geneously filled with a dielectric material of complex di-
electric constant erð1� j tan dÞ: The ground planes are kept
at the same potential. In a balanced stripline, the strip
conductor is equidistant from the ground planes. In an
unbalanced stripline, there is an offset and the strip is not

Figure 1. Balanced stripline configuration.
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equidistant from the two ground planes as shown in Fig. 2.
The first significant theoretical investigation on stripline
was carried out by S. Cohn in the mid 1950s [2]. While
Sanders Associates used the tradename triplate [3], the
term stripline was first introduced by Airborne Instru-
ments Laboratories (AIL).

2. MODES IN A STRIPLINE AND THE MAXIMUM
USABLE FREQUENCY

Although striplines can support waveguide-type modes
(TE or TM), the fundamental mode of propagation is the
transverse electromagnetic (TEM) mode having no cutoff
frequency. The field configuration for the fundamental
mode is shown in Fig. 3. The usable single-mode band-
width of a stripline is determined by the cutoff frequency
of the lowest-order waveguide mode. For that mode,
the two ground planes have the same potential, the elec-
tric field is normal to the strip, and the ground planes and
the longitudinal electric field are zero with cutoff fre-
quency [4]

fc¼
c

ffiffiffiffi
er
p

2
W

b
þ 4

d

b

� �
b

ð1Þ

where c is the velocity of light in free space (3� 108 m/s)
and 4b/d is a function of the cross section of the strip-
line. For a balanced stripline when t/b¼ 0 and W/b40.35,
then 4d/b is a function of b/fc alone and is given in
Table 1 in [4].

3. CHARACTERISTIC IMPEDANCE OF A
BALANCED STRIPLINE

The characteristic impedance of a balanced strip trans-
mission line can be accurately calculated from [5]
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60
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For W/bo0.35, where

d¼
W

2
1þ

t

pW
1þ ln

4pW

t
þ 0:51p

t

W

� �2
 !" #

ð3Þ

and

Z0¼
94:15
ffiffiffiffi
er
p

1

Cf

e
þ

W

b 1�
t

b

� �
O ð4Þ

for W/bZ0.35, where

Cf

e
¼

1

p
2

1�
t

b

ln
1

1�
t

b

þ 1

0
B@

1
CA

8
><

>:

9
>=

>;

�
1

p
1

1�
t

b

� 1

0
B@

1
CA ln

1

1�
t

b

� �2
� 1

0

BBB@

1

CCCA

8
>>><

>>>:

9
>>>=

>>>;

ð5Þ

where 2Cf /e is the per unit length fringing field capaci-
tance between the strip and each ground plane and
e¼ e0er; e0¼ 8.854e� 12 F/m (permittivity of free space).

4. CHARACTERISTIC IMPEDANCE OF AN UNBALANCED
STRIP TRANSMISSION LINE

The characteristic impedance of an unbalanced stripline
(shown in Fig. 2) is given by [5]

Z0¼
120p
ffiffiffiffi
er
p C

e

ð6Þ

where C/e is the per unit length static capacitance between
the strip and the two ground planes, normalized by the
permittivity e of the medium:

C

e
¼

Cp1

e
þ

Cp2

e
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2Cf1

e
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e
ð7Þ

Cp1

e
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b� s
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t
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Cp2
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t

bþ s

ð9Þ

The per unit length fringe field capacitances Cf1 and Cf2

are obtained from Eq. (5) by replacing b with (b�S) and

Figure 2. Unbalanced stripline configuration.

Figure 3. Field configuration of the fundamental mode of strip-
line.
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(bþS) respectively. The above formulae are applicable to
single strips only. Figure 4 shows the variations of Z0 with
W/b for various values of t/b, for a balanced stripline.

5. THE PROPAGATION CONSTANT IN A STRIPLINE

The propagation constant b of a stripline is given by

b¼
2p
lg
¼

2p
ffiffiffiffi
er
p

l0
radians per unit length ð10Þ

where lg and l0 are the wavelengths in the stripline and
free space, respectively.

6. SYNTHESIS OF STRIPLINES

In order to obtain the structural dimensions for a stripline
to be designed, when the characteristic impedance Z0 and
the substrate dielectric constant er are given, the following
formulas are used [6]:

W¼W0 � DW0 ð11Þ

W0¼
8ðb� tÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bþ 0:568
p

pðb� 1Þ
ð12Þ

DW0¼
t

p
1� 0:5 ln

t

2b� t
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þ
0:0796t

W0 � 0:26t

� �m
" #( )

ð13Þ

B¼ eðZ0
ffiffiffi
er
p
Þ=30 ð14Þ

m¼ 6
b� t

3b� t

� 	
ð15Þ

There is no closed-form design equation for the unbal-
anced stripline shown in Fig. 2. An iterative procedure
based on analysis and optimization is used to synthesize
an unbalanced stripline for a given characteristic imped-
ance Z0 and substrate dielectric constant er .

7. ATTENUATION CONSTANT IN STRIPLINES

The attenuation constant of a stripline, balanced or un-
balanced, is given by [4]

a¼ acþ ad nepers per unit length ð16Þ

The attenuation constant ac due to conductor loss in the
line at a frequency f in gigahertz is obtained from [7]

ac¼
p
ffiffiffiffi
er
p

f

0:2998
1�

Z0
0

Z0

� 	
Np=m ð17Þ

where Z0 is the characteristic impedance of the line and
Z0
0 is the characteristic impedance of the line when W, t,

and b are replaced by W¼Wþ ds, tþ ds, and b� ds, respec-
tively in Eqs. (2)–(5) and

ds¼ 0:0822

ffiffiffiffiffi
ds

f

s

mils ð18Þ

is the skin depth at the frequency f in GHz and d is the
conductivity relative to copper.

The attenuation constant ad due to dielectric loss is
given by

ad¼
b tan d

2
Np=m ð19Þ

The Q factor of a stripline is given by

Q¼
8:686p

ffiffiffiffi
er
p

l0a
ð20Þ

8. THE POWER-HANDLING CAPABILITY OF STRIPLINES

The average power P (in kilowatts) that can be carried by
a matched balanced stripline with rounded edges is shown
in Fig. 5 [4]. The ground plane–ground plane thickness is
measured in inches. Although the strip edges are assumed
to be round, an approximate value of Z0 can be obtained
from either Fig. 4 or from the analysis equations presented
above.

9. STRIPLINE DISCONTINUITIES

Stripline discontinuities are as essential an element of
microwave circuits as their uniform line counterparts.
Any arbitrary discontinuity in a stripline can be decom-
posed into a few basic forms of discontinuity: an abrupt
change in width or step discontinuity, a gap, a circular
hole in the strip, an open-end, a cross junction, a T junc-
tion, and an angled bend. The appearance of discontinu-
ities causes alterations in the electromagnetic field
configurations of an otherwise uniform stripline. There-
fore the modified field configuration can be taken into ac-
count by appropriate incorporation of a shunt or a series
capacitance or inductance. For example, an open-end can
be represented by a shunt capacitance. Figure 6 shows the

Figure 4. Variation of characteristic impedance Z0 with W/b
and t/b.

4920 STRIP TRANSMISSION LINES



configurations and the corresponding equivalent circuits
of the discontinuities [8–10]. The equivalent width D,
shown by the dashed lines, is obtained by conformal map-
ping techniques

D¼ b
KðkÞ

Kðk0Þ
þ

t

p
1� ln

2t

b

� �
ð21Þ

for W/br0.5, where K(k) is the complete elliptic integral of
the first kind:

k¼ tanh
pW

2b
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dxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1� x2Þð1� k2x2Þ

p ð23Þ

The associated complementary elliptic integral is defined
as

Kðk0Þ ¼Kð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� k2
p

Þ ð24Þ

and

D¼Wþ
2b

p
ln 2þ

t

p
1� ln

2t

b

� �
ð25Þ

for W/b40.5.

9.1. Step Discontinuity

A change in strip width or step discontinuity is essential
for the design of stripline matching transformers and low-
pass filters. The equivalent-circuit parameters, shown in
Fig. 6a, are given by

X¼Z1
2D1

lg
ln csc

pD2

D1
ð26Þ

l1¼ � l2¼
b ln 2

p
ð27Þ

The normalized scattering matrix of the discontinuity can
be written as

½S� ¼
1

DS

S11 S12

S21 S22

" #

S11¼ ðZ2 � Z1þ jXÞ e�j2bl1

S12¼S21¼ 2
ffiffiffiffiffiffiffiffiffiffiffi
Z1Z2

p

S22¼ ðZ1 � Z2þ jXÞ e�j2bl2

DS¼S11S22 � S12S21

ð28Þ

The equivalent network for equal normalizations at the
input and the output ports includes a transformer as
shown in Fig. 6a.

9.2. Gap Discontinuity

A series capacitance in a stripline is realized by a gap dis-
continuity as shown in Fig 6b. The equivalent circuit is,
however, a p-network of one series and two shunt capac-
itances. The series component is due to the fringing ca-
pacitance from one strip to the other strip, and the shunt
components are due to the field disturbance at the edge of
each strip. As the gap increases, the series capacitance
decreases and the two shunt capacitances tend toward
that of an open-ended stripline. The normalized suscep-
tance parameters of the equivalent p-network are given by

BA¼
1þBa cotðbs=2Þ

cotðbsÞ � Ba

¼
oC1

Y0
ð29Þ

2BB¼
1þ ð2BbþBaÞ cotðbs=2Þ

cotðbs=2Þ � ð2BbþBaÞ
� BA¼

2oC12

Y0
ð30Þ

lBa¼ 2b ln sec h
2b

ps

� �� �
ð31Þ

lBb¼b ln coth
ps

2b


 �n o
ð32Þ

9.3. Circular Hole Discontinuity

A hole discontinuity in a stripline is introduced to realize
reactive tuning in filters and resonators. Such discontinu-
ities are predominantly inductive in nature. The most
common hole discontinuity is a circular hole discontinuity

Figure 5. Average power-handling capability of a stripline with
rounded trip edges.
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as shown in Fig. 6c. The susceptance parameters of the
equivalent p-network are given by

BA¼
1þBa cotðbrÞ

cotðbrÞ � Bb

ð33Þ

2BB¼
1þ2Bb cotðbrÞ

cotðbrÞ � Bb

� BA ð34Þ

where

Bb¼ �
3bD

16br3

� �
; Ba¼

1

3B� b
ð35Þ

It is to be noted that the equivalent networks for gap and
circular hole discontinuities depend on where the refer-
ence plane is considered to be situated.

9.4. Open-End Discontinuity

An open-end discontinuity occurs whenever an open-
circuited stripline stub is used in matching networks, fil-
ters, and so on. Figure 6d shows a stripline open-end and
two equivalent networks. The network can be a shunt
capacitance Coc or an extended length Dl. The second

representation assumes that a perfect magnetic wall ex-
ists at a distance Dl from the physical open circuit. The
open-circuit capacitance is given by

Coc¼
1

oZ0
tan�1 xþ 2W

4xþ 2W
tanðbxÞ

� 	
ð36Þ

where

l¼
l0ffiffiffiffi
er
p ; b¼

2p
l
; x¼ 0:2206b ð37Þ

The length extension Dl can be obtained from the open-
end capacitance

Dl¼
1

b
tan�1ðZ0oCocÞ ð38Þ

The reflection coefficient from the open-end discontinuity
can be calculated as

S11¼
1� jZ0oCoc

1þ jZ0oCoc
ð39Þ
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(f)Figure 6. Stripline discontinuities and the
equivalent networks: (a) step; (b) gap; (c) cir-
cular hole; (d) open-end; (e) T junction;
(f) bend.
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In the equations above, Z0 is the characteristic equation of
the stripline.

9.5. T-Junction Discontinuity

A T-junction discontinuity occurs in stripline stub match-
ing, stub-loaded lowpass and bandpass filters, branchline
couplers, hybrid rings, and many other components.
Figure 6e shows the stripline T junction and the equiva-
lent network. The network parameters are obtained from

Xa
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for D3/D1o0.5, and
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for D3/D140.5. The transformer turns ratio n is given by

n¼

sin
pD3

l

� �

pD3

l

ð43Þ

and

B1

2Y1
¼

2D1

l
ln csc

pD1

2D1
þ 0:5

d1

l

� �2

cos4 pD3

2D1

" #
ð44Þ

In these equations D1 and D3 are the widths of the equiv-
alent parallel-plate waveguides for strips of widths W and
W0, respectively; Z1 and Z3 are the corresponding charac-
teristic impedances; and Y1 and Y3 are the respective
characteristic admittances. The normalized scattering
matrix of the T junction is obtained from

S11¼S22¼
j2ðZ3=n2ÞXa � ðZ

2
1þ 2XaXbþX2

a Þ

ðZ1þ jXaÞD
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and

D¼Z1þ
2Z3

n2
þ jðXaþ 2XbÞ ð49Þ

9.6. Bend Discontinuity

A bend discontinuity occurs mainly in stripline transitions
and hybrids. Figure 6f shows a stripline bend discontinu-
ity and the equivalent network. The parameters of the
network are obtained from the following equations, de-
rived from Babinet’s principle and the equivalent parallel-
plate waveguide model:

lXa¼ 2D cðxÞþ 1:9635þ
1

x

� �
ð50Þ

Xb¼ �
l

2pD
cot

y
2

ð51Þ

With y, in degrees, x is given by

x¼ 0:5 1þ
y

180

� �
ð52Þ

and

cðxÞ¼ 0:5223 lnðxÞþ 0:394 ð53Þ

Equation (53) is an approximation of the T function [11].
Accurate values of the T function for various x values are
available in Ref. 11.

The reference planes T1 and T2 meet at an angle y. This
modifies the scattering parameters of the bend by multi-
plying S11 and S22 by ej2bz and S12 and S21 by ejbz, where

z¼ðD�WÞ tan
y
2

ð54Þ

10. STRIPLINE COMPONENTS

Virtually every microwave circuit component can be real-
ized using stripline technology. Its planar form makes the
components inexpensive and easily mass-producible using
the printed circuit board technique. Presence of top and
ground shields makes the components almost completely
radiation-free. In addition to that, the homogeneous di-
electric filling offers the minimum frequency dispersion of
component characteristics. The only limitations are rela-
tively high insertion loss due to lossy plastic-type dielec-
tric filling and low power-handling capability compared to
waveguides and onset of waveguide modings at high fre-
quencies.

The passive components that can be realized using
stripline technology are the direct-coupled hybrids, pow-
er dividers, directional couplers, filters, and matching
transformers. Such components in conventional forms
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are completely uniplanar and do not need any via holes or
groundings through the substrate. Figure 7 shows the
simplest form of a direct-coupled hybrid, which is a 901
branchline hybrid. Figure 7a shows the layout of the met-
allization between the circuit boards, and Fig. 7b shows
the circular form of a branchline hybrid. It consists of two
mainlines coupled by two l/4 line sections spaced l/4
apart, where l is the wavelength at the center frequency
of the operating band. The coupling factor is determined
by the ratio of the impedances of the shunt and the series
arms and is optimized to satisfy the impedance match over
a desired bandwidth. For a 901 phase difference between
the two output ports the following conditions hold good:

P2

P3
¼

Z0

Zp

� �2

ð55Þ

Z0

ZR

� �2

¼
Z0

ZP

� �2

þ 1 ð56Þ

A two-branch, or a single-section, hybrid is a very common
structure. However, it has a very narrow bandwidth. This
drawback is overcome by using a multisection branchline
hybrid as shown in Fig. 8. However, such multisection
branchline hybrids often pose another problem. They
require too wide a range of impedances, which in turn
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Figure 8. A multisection branchline hybrid
for wide bandwidth.
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Figure 7. (a) Single section branchline coupler; (b) circular form
of branchline coupler.
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requires very narrow or very wide and physically realiz-
able striplines. Analytical design methods for branchline
hybrids are available in Refs. 12 and 13.

A matched hybrid ring magic T is a special type of ring
form of the branchline hybrid in which the circumference
is an odd multiple of 3l/2. As a result, the phase difference
between split powers that meet at different ports is either
01 or 1801.

The conductor pattern of the simplest version of strip-
line hybrid is shown in Fig. 9a. If a signal is input to port
B, it splits into equal halves and these equal halves meet
at ports A and C with 01 phase difference and with 1801
phase difference at port D. Typical frequency response of a
stripline hybrid T is shown in Figs. 9b and 9c [13]. Usually
around 20% bandwidth is obtained in a stripline hybrid T.
In addition, the 1801 phase difference is more frequency-
dependent than the 01 response as shown in Fig. 9c. Strip-
line hybrid T is used in single-sideband generators and
mixers.

Figure 10a shows the conductor pattern of a stripline
inline power divider. It is a broadband equal phase power

splitter. An inline power divider was invented by Wilkin-
son [14] in 1960. Hence they are also known as ‘‘Wilkinson
power dividers.’’ The one shown in Fig. 10a is known as
the uncompensated power divider. Figure 10b shows the
compensated version. The compensated divider offers a
slightly better performance. A single section Wilkinson
power divider offers one octave bandwidth. For larger
bandwidth multisection power divider, shown in Fig. 11,
is used. For excellent accounts of Wilkinson power divid-
ers, one should consult Refs. 14 and 15.

The schematic of a parallel-coupled line coupler is
shown in Fig. 12a. There can be two types of parallel cou-
pling in stripline. Figure 12b shows edge coupling, and
Fig. 12c shows broadside coupling. Both are very popular
in many applications where weak coupling (o10 dB) is
required. However, broadside couplers can achieve tighter
couplings up to � 3 dB. The coupling coefficient is given by

C¼ � 20 log S12j j ¼ � 20 log
Zoe � Zoo

ZoeþZoo

����

����dB ð57Þ

(b) (c)

(a)

0

00

0

0

Figure 9. (a) Conductor pattern of strip-
line hybrid ring; (b) response curve for
ð32lÞ hybrid ring magic T, with power split
and isolation expressed in dB; (c) phase
response curve.
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Moreover, for a system impedance of Z0, the perfect
matching condition gives

Z2
0¼ZoeZoo ð58Þ

Equations (57) and (58) are valid only at the center fre-
quency of the operating band where the electrical length of
the coupled section is exactly 901, or in other words, the
coupled section is quarter wavelength long.

For a specified coupling coefficient, the design equa-
tions become

Zoe¼Z0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ10�C=20

1� 10�C=20

s

ð59Þ

Zoe¼Z0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 10�C=20

1þ10�C=20

s

ð60Þ

Once Zoe and Zoo are known, the physical dimension of the
coupled-line structure can be obtained from coupled strip-
line equations [16, 17]. The frequency response of a par-

Figure 11. Multisection Wilkinson power divider.
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Figure 12. (a) Schematic of parallel coupled line coupler; (b)
edge-coupled stripline; (c) broadside coupled stripline; (d) fre-
quency response of a stripline coupler.
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Figure 10. (a) Uncompensated single-section Wilkinson power
divider; (b) compensated single-section Wilkinson power divider.
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Figure 13. Multisection stripline: (a) symmetric and (b) asym-
metric couplers.
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allel-coupled stripline coupler is given by

CðyÞ¼
jC sin yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� C2
p

cos yþ j sin y
ð61Þ

where C is the midband coupling and y is the electrical
length of the coupled section. As stripline is a transmis-
sion line with homogeneous dielectric filling, it has infinite
directivity at the center frequency. Figure 12d shows the
typical frequency response of a stripline parallel-coupled
line coupler.

For many applications, the single-section coupler offers
inadequate bandwidth. Therefore, the designer should

have recourse to a multisection design. A multisection
coupler is a cascaded combination of more than one single-
section couplers as shown in Fig. 13 [5,18].

The coupling coefficient for an n-section symmetric cou-
pler can be written as

CðyÞ¼
V2

V1

����

����¼C1 sinðnyÞ

þ ðC2 � C1Þ sin½ðn� 2Þy�

þ � � � þ ðCi � Ci�1Þ sin½ðn� 2iþ 2Þy�

þ � � � ðC½ðnþ 1Þ=2� � C½ðn�1Þ=2�Þ sin y

ð62Þ

Figure 15. Interdigital quarter-wavelength
bandpass filters.

Figure 14. Parallel coupled half-wavelength bandpass filters.
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(a)

(b)

Figure 16. (a) Conductor pattern; (b) inser-
tion loss response of a stripline edge coupled
bandpass filter. (After L. Young [26], 1972,
Artech House, reprinted with permission.)
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If the desired coupling response is maximally flat, then Ci

satisfies a set of 1
2ðn� 1Þ linear equations obtained from

drC yð Þ
dyr

� 	

y¼ p=2
¼ 0

r¼ 2:4:6; � � � ;n� 1

ð63Þ

The design concept is based on the fact that the backward
coupled wave of TEM (transverse electromagnetic mode)
coupler corresponds to the reflected wave of a quarter-wave

filter. Therefore, the designer of a stripline coupler has to
synthesize only a two-port in place of a four-port with the
reflection coefficient response the same as the desired cou-
pling coefficient response of directional coupler. For a

Figure 17. (a) Photograph of hard substrate stripline bandpass
filter package; (b) layout of the filter in (a); (c) measured frequency
response of the filter. (Courtesy of StratEdge Corp., San Diego.)
(This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

(a)

(b)

(c)

Figure 18. Conductor patterns of stripline (a) bandstop, (b) low-
pass, and (c) highpass filters.
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detailed account of the parallel-coupled stripline coupler,
the reader is referred to the article by Fubini et al. [18].

Virtually all types of filters can be realized using strip-
line technology. Stripline filter technology is as old as
stripline technology itself. Fubini et al. [19] reported the
oldest work on high-Q stripline components. It was fol-
lowed by Bradley’s work [20]. However, it was Seymore
Cohn’s paper on parallel-coupled transmission-line reso-
nator filters that presented the first methodical approach
and realization of stripline bandpass filters [24]. Figure 14
shows the conductor pattern of several capacitively cou-
pled stripline resonator filters. The reader is referred to
the article by Cohn [23] for design information. Since each
resonator is a half-wavelength long at the center frequen-
cy of the passband, the lowest-frequency spurious pass-
band occurs at twice the center frequency.

Figure 15 shows the conductor pattern of stripline inter-
digital filter as reported by Matthaei [21] and Cristal [22].

Unlike the half wavelength resonators in filters report-
ed by Cohn [23], interdigital filters use quarter-wave-
length resonators that need grounding of one of two
ends of a resonator. However, the interdigital configura-
tion has two advantages: (1) it is compact, and (2) since
each resonator is a quarter-wavelength long at the center
frequency of the passband, the lowest-frequency spurious
passband occurs at thrice the center frequency of the pass-
band. The reader is referred to Ref. 22 for design infor-
mation. Ozaki and Ishi [24] and Young’s reprint volume
[26] present thorough discussions of the theories of paral-
lel-coupled stripline bandpass filters. Most stripline band-
pass filters use Teflon or plastic-type substrate having
moderate or high dielectric loss. Hence dielectric loss plays
the dominant role in filter’s insertion loss. Figure 16
shows the insertion loss response of a typical stripline
edge-coupled bandpass filter.

Considerable interest has developed in the recent (as of
2004) past in hard substrate stripline technology. In this
technology the top and the bottom halves of a ceramic
substrate strpiline are glued together using a glass-based
material. Filters using this technology offer very good in-
sertion loss performance. Figure 17 shows the photograph
of an X-band alumina substrate bandpass filter. Such fil-
ters are extremely rugged and have excellent reliability,
especially for space born applications.

Besides bandpass filters, other types of filters are also
successfully realized using stripline technology. Figure 18
shows the conductor patterns of stripline lowpass, band-
stop, and highpass filters. Design information on these
structures is available in Refs. 25 and 26. Figure 19 com-
pares the frequency response of a stripline elliptic function
lowpass filter with that of its lumped-element version. The
conductor pattern of the filter has been shown in the inset.

Besides the passive components described above, there
are a large number of microwave active components and
subsystems that use stripline passive components.
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A stripline is a signal-carrying conductor sandwiched be-
tween two layers of dielectric that are shielded by ground
planes. The simplest and classic cross section of a stripline
is shown in Fig. 1. In this standard stripline, the dielectric
is homogeneous and both the ground plates are held at the
same potential. The resultant structure implies that the
balanced homogeneous stripline supports ideally perfect
transverse electromagnetic (TEM) waves, which is in con-
trast to the microstrip line, shown in Fig. 2, where not only
the signal-carrying conductor is exposed and may radiate,
but also this structure operates in a highly inhomoge-
neous environment and, hence, it supports a fundamental
mode that is strictly a hybrid mode but can be approxi-
mated within certain limits by a quasi-TEM mode. Anal-
ysis of striplines is usually easier than the analysis of a
microstrip circuit.

In practice, however, actually the interest is focused on
stripline-like circuits based on multilayered and inhomo-
geneous configurations. First, the practical stripline is not
an ideal one, but a three-layer configuration with the
center conductor to be offset and surrounded by a thin
airgap, because small airgaps are often inadvertently in-
troduced during the fabrication process [1]. The model
used by researchers for the analysis of such practical
structure is shown in Fig. 3. On the other side, in practical
antenna feed and new environments such as monolithic
microwave integrated circuits (MMIC) and printed circuit
boards (PCB), multilayer stripline structures like that of
the Fig. 4 are employed. These structures are usually
composed of a metal strip conductor sandwiched by two
layers of different dielectric constant and upper/lower
planes that may not be symmetrically located. Finally,
the suspended stripline configuration (SSL) is actually in
spread use for coupler and filter applications, caused pri-
marily by its high unloaded Q-factor. Suspended stripline
has the center conductor pattern etched on a very thin
layer of low dielectric constant; both the conductor and
thin dielectric layer are suspended in the air between the
two ground planes, as shown in Fig. 5. In some cases, strip
conductors are placed on both sides of the dielectric
layer, to construct directional couplers of high coupling
parameter.

As a result of the inhomogeneous configurations used
by engineers in practice, it is impossible for a pure TEM
wave to propagate along such a transmission line. These

�1

Figure 1. Cross section of a stripline.

�1

�0

Figure 2. Cross section of a microstrip line.

�

�1

Figure 3. Air-gap layer in striplines circuits caused by fabrica-
tion process.

�1

�2

Figure 4. Cross section of a multilayer stripline.

�1 �0

Figure 5. Suspended stripline configuration.
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structures are referred in the literature as striplines (usu-
ally, multilayer or inhomogeneous stripline). In the case of
SSL, some authors refer to it as inverted or suspended
microstrip. However, because of the almost negligible
thickness of the dielectric layer that sustains the metal
strip, and the presence of two ground planes, most of the
authors consider that this structure is a particular case of
stripline.

1. SOME ADVANTAGES AND DRAWBACKS. MAIN
CHARACTERISTICS AND APPLICATIONS

Both stripline and microstrip circuits are planar struc-
tures in that their properties can be controlled by chang-
ing one dimension of the circuit. This is requirement key
for a transmission structure to be suitable as a circuit el-
ement in microwave integrated circuits. For example, the
characteristic impedance of a stripline can be controlled
by changing the width of the line [2].

In antenna applications, we find the greatest use of the
stripline in the feed structure. A popular modern antenna
element is a microstrip patch radiating element being fed
by a stripline. We can use the stripline, however, in var-
ious sections of the feed structures. Some common appli-
cations include power dividers, directional couplers,
coupled parallel lines, mixers, and switches. We also ex-
tensively use stripline components such as bandpass and
bandstop filters and direct coupled hybrids.

In such applications, striplines can provide some sig-
nificant advantages [3]. The stripline is compact and can
hence replace bulky waveguides. Producing stripline com-
ponents on a large scale requires the manufacturing and
testing of only one component. An unlimited number of
identical components can be manufactured with the same
template. Therefore, in commercial applications, strip-
lines can be significantly less expensive than waveguides.
In addition, all components required to make up the com-
plete circuit can be placed on a single substrate, which al-
lows for compact circuit designs and circuits that can be
flush-mounted on any desired surface. This property is
particularly useful to engineers in the design of airborne
antenna arrays and wireless communication antennas.
Furthermore, the placement of all components on a sin-
gle substrate eliminates the need for interconnections,
usually the source of unreliable manufacturing.

At lower frequencies, a good choice of the substrate
material can lead to significant savings in circuit size,
which reduces the weight and cost of many transmit and
receive systems. Although traditional waveguides can
usually handle higher power levels than striplines can,
in most applications, the stripline feed structures have
adequate power-handling capabilities. In fact, the power-
handling capability of the stripline is greater than that of
microstrip circuits. Also, the structured design of a strip-
line circuit allows for the easy interchange of components
to replace defective ones. Moreover, the stripline provides
an important advantage in some millimeter-wave antenna
applications over the microstrip feed: Although microstrip
is a radiating element in nature, especially at higher

frequencies, the stripline has probed its effectiveness in
suppressing backradiation from the antenna.

Along with these advantages, several drawbacks
should be taken into account in the design of stripline
components. For example, the manufacturing of a strip-
line circuit is a complex task because of its sensitivity to
small manufacturing errors. At microwave frequencies, all
dimensions of the circuit are important, and small errors
can lead to serious degradations in the operation of strip-
line circuits. In addition, and in contrast to microstrip
lines, small adjustments or tuning cannot be easily incor-
porated after the circuit has been fabricated because it is
an enclosed medium. A stripline circuit also suffers from
some practical difficulties because the line must be excited
by either a coaxial line or a waveguide. In either case, the
connection is a sharp discontinuity requiring matching
circuits to reduce reflections.

The multilayer structure of the practical stripline leads
to dielectric–dielectric and dielectric–metal interfaces.
Therefore, the electromagnetic fields must satisfy differ-
ent boundary conditions at these interfaces. A complete
analysis of stripline circuits is hence a complex electro-
magnetic problem requiring extensive computer resourc-
es. Usually, a quasi-TEM (quasi-static) analysis suffices to
characterize the transmission line by means of the char-
acteristic impedance and the transmission constant. How-
ever, even a quasi-static analysis of multiple striplines in
proximity to each other is a complicated task, and actually
a lack of useful design models and closed-form equations
suitable for the analysis of multilayer three-dimensional
(3-D) packaging structures exists. Moreover, the unbal-
anced inhomogeneous multilevel and multiconductor ge-
ometries employed by engineers in antenna feed and
MMIC boards give rise to leaky modes and residual
wave currents that result in increased attenuation, cross-
talk, and other undesirable spurious effects. To minimize
these effects and enhance the performance of the stripline
configurations, in many cases, it is not only desirable, but
necessary, to perform a full-wave analysis that takes into
account the high-order evanescent and spurious modes. A
continuous effort has been made in the last years in this
field, and some numerical techniques employed in the
classic and recent literature are presented in Section 3.

2. SOME INITIAL DESIGN CONSIDERATIONS

The design of a stripline circuit begins with the choice of
dielectric material to form the substrate over which the
circuit is to be printed. No one material is ideal for all
stripline applications. The desired properties of the dielec-
tric material are usually in conflict with each other, which
results in a tradeoff for each requirement. Some aspects of
the material that require attention are the dielectric con-
stant and its variation with temperature or frequency, the
energy dissipation in the material, and the homogeneity of
the material. Other characteristics that play a part in cir-
cuit design are the dimensional stability of the material as
the operating temperature or humidity changes, the re-
sistance of the material to water, and the chemicals in-
volved in the printing. The tensile and structural strength
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of the material, its machinability, and thermal conductiv-
ity are also important material properties [1].

The choice of dielectric material helps determine the
losses, the characteristic impedance, and the power-han-
dling capability of the line. The choice depends on whether
we are interested in peak power or continuous-wave (CW)
power. For example, in pulsed radar systems, the peak
power is significantly higher than the average power,
which may lead to arcing in the dielectric substrate. Sharp
edges that lead to concentration of fields are a principal
cause of arcing. Smoother bends, such as a mitered bend,
can help reduce the effect of a sharp corner. The average
power capability is mainly a function of the permissible
temperature rise of the center conductor and the surround-
ing material. The thermal conductivity and dielectric losses
play a key role in determining the maximum permissible
CW power [1,4]. In a recent study, both transmission line
theory and thermal modeling based on finite element anal-
ysis were combined to estimate the temperature rise within
a stripline [5]. This study defines a method for assessing
the effect of stripline design on its thermal performance,
and it shows that higher dielectric materials used by engi-
neers for size reduction of the circuit, despite their higher
power loss, can produce smaller striplines with similar in-
ternal temperature rise than that of standard materials.
This capability is because of the higher thermal conductiv-
ity of the materials with higher dielectric constant.

The combination of guided wave circuits with radiating
elements leads to a new set of tradeoffs. The properties of
materials and structures that enhance printed circuit per-
formance tend to reduce radiation performance. Further-
more, direct-current (dc) biased circuits and the packaging
for the stripline feed structure disturb antenna character-
istics [6].

Stripline feed circuits usually work at power levels
lower than those of waveguides. Hence, a coaxial cable
to stripline transition usually launches a signal onto the
feedline. The coaxial cable supports a pure TEM mode,
whereas the multilayer and practical stripline supports a
quasi-TEM mode, which makes the transition relatively
simple, and matching circuits can be designed to ensure a
good match. A transition section is needed if the ground
spacing of the stripline is not the same as the dimensions
of the cable. If the transition from cable to stripline is ig-
nored, the high capacitance at the transition can lead to
effective shorts circuits, which causes most of the trans-
mitted energy to be reflected. Broadwall transitions from
the side of cable are also possible.

3. APPLICATIONS AND ANALYSIS

The simplest and least expensive directional couplers or
power dividers are by a direct coupled line or a branch
line, which allows for single-plane construction as shown
in Fig. 6. The ratio of the series and shunt impedances
determines the coupling coefficients. This structure is nar-
rowband in nature, and a more broad-band coupler can be
made by extending the circuit to include multiple sections
as shown in Fig. 7. A three-section stripline coupler is
about the maximum that can be designed without the
lines getting too thin to be reliably manufactured [1].
Broadband couplers can also be designed by having a
main line parallel to a secondary line as shown in Fig. 8.
This configuration, or coupled parallel lines, is one of the
most useful and widely applied stripline structures for
broad-band applications in the design of planar hybrids,
bandpass filters, and directional couplers. Moreover, the
conventional wideband stripline flat coupler formed by
two coupled parallel lines presents some advantages with
respect to the microstrip coupler. Not only does it present
ultra-wideband operation, but it also presents flat cou-
pling over the band, smaller size and volume, and perfect
shielding [1].

Suspended stripline couplers have also been widely
used by engineers. In this case, the coupled line consists
of two strip conductors on both sides of a thin dielectric
substrate, inside an air environment and enclosed by two
ground planes. To improve directivity, a novel suspended
stripline coupler has been recently reported [7]. In this
configuration, parallel capacitance is added to each port of
the coupled line to reduce the difference of the phase ve-
locities between the even and the odd mode, which im-
proves the performance of the device in its return losses
and isolation. A direct application of this structure is a
low-loss serial power combiner suitable for amplifier
applications.

Another common application of striplines is the strip-
line circulator. In the traditional stripline circulator, or
ferrite junction circulator, the striplines conforms the

Z0
Zseries

Zshut�/4

�/4

Z0

Figure 6. Narrowband directional coupler.

Z0 Zseries Z0

Zshunt�/4

�/4

Figure 7. Multisection directional coupler.

�/4

Figure 8. Broad-band directional coupler.
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ports of the device and merges a metal disk sandwiched by
two ferrite disks on top and bottom. Magnetic dc bias field
is applied perpendicular to the plane of the ferrite disks
[8]. Recently, novel designs have been proposed in the lit-
erature, and a growing interest in the ferrite coupled line
(FCL) circulators has taken place [9]. Such a device is a
possible alternative to conventional ferrite junction circu-
lators, mainly because it is simpler and cheaper to fabri-
cate, it needs only a weak biasing field, and its bandwidth
is potentially very wide. It can be realized by cascading an
FCL section, which resembles two parallel coupled lines
embedded in a ferrite substrate, with a T-junction or hy-
brid coupler. In these devices, the FCL sections are typi-
cally much larger than the T-junctions or hybrid couplers.
Therefore, the losses in the circulators are mainly caused
by the FCL sections. The potential disadvantages of such a
long narrow shape and its associated problems related to
losses and ferrite fabrication can be alleviated by appro-
priate folding techniques, such as those reported in
Ref. 10.

Stripline filter design is well documented in classic lit-
erature [1]. The most common bandpass filter in general
use by engineers for stripline applications is the side-cou-
pled filter, which makes use of open-circuit sections of
stripline that act as half-wave resonators. To package the
filter in an overall stripline circuit, it may be desirable to
fold side-coupled filters to avoid the large size of the half-
wave resonators. An alternative half-wave resonator filter
is the end-coupled filter, in which the resonators are cou-
pled by small capacitive gaps. This configuration can be
meandered in a serpentine fashion to minimize its overall
length. For wideband applications, the most effective type
of filter is the direct-coupled stub filter, formed by a series
of short-circuited quarter-wavelength stubs separated by
quarter-wavelength sections of line. We may use equiva-
lent circuit elements in place of the quarter-wavelength
stub to achieve the actual impedance levels necessary for
the short-circuited sections.

Recently, however, interest has been focused on the
multilayered striplines filters, to obtain high-quality fac-
tors or tunable filters, like those based on suspended strip-
line configurations, and to employ them in LTCC
environments. Low-temperature cofire ceramic or LTCC
is one of the key technologies for integration of millimeter-
wave systems and RF module applications because of its
good metal conductivity, excellent high-frequency charac-
teristics, and three-dimensional integration capability.
For high-performance LTCC applications, stripline struc-
tures represent the most ideal transmission line, because
dispersion and radiation are negligible and ground planes
provide effective shielding. In this way, multiconductor
stripline structures, with four or more layers and via holes
or excitation vias connecting the different conductor lay-
ers, have been reported on the design of LTCC stripline
filters for millimeter waves [11,12].

The suspended stripline is a versatile transmission me-
dium for millimeter-wave frequencies, because of its low
loss and the option of fabricating double-sided circuits. Its
low unloaded Q-factor makes the suspended stripline an
attractive approach for implementation of filters at high
frequencies [13]. One major drawbacks of these filters is

the filter length. A miniature suspended stripline filter
has been reported in Ref. 14. This filter is based on an in-
terdigital structure in which its key element is a short-
circuit, branched, and folded quarter-wave resonator that
allows a reduction of its length by about 75% in the overall
structure. Suspended stripline has been also used by en-
gineers in the design of tunable interdigital filters. The
varactor-tuned RF filter [15] is similar to the capacitively
loaded combline filter, but it is adapted for interdigital to-
pology and conforms to a symmetric filter of coupled res-
onators. The tuning element is a reversed-biased varactor
diode. The resonators are shortened fingers of suspended
strips with varactor diodes at the ends. The filter has a
60% tuning range at about 1 GHz with insertion loss bet-
ter than 3 dB. Another way to improve the Q-factors of
stripline resonators, instead of using suspended stripline
configuration, is the implementation of small air cavities
over the strip conductor and the bottom ground plane [16]
in LTCC substrate.

In antenna applications, a stripline is the feedline to
the antenna. The stripline must be shielded from the ra-
diating element. In most applications, the stripline feeds
the radiating element through a slot in a ground plane. An
example of a stripline feed exciting a microstrip antenna
element is shown in Fig. 9.

For good radiation characteristics, the patch antenna in
Fig. 6 must be built on low relative permittivity materials
(erC1) to reduce the concentration of fields in the sub-
strate. Furthermore, the substrate should be thick so that
the fields caused by the patch and its image do not cancel
each other. Thick substrates are also useful to engineers in
building antennas with large bandwidths. A material that
satisfies these properties is foam [2]. The microstrip an-
tenna is etched on one side of a thick foam layer with the
ground plane on the other side of the foam. The nonres-
onant slot is cut into the group plane with a stripline
under the ground plane exciting the slot. This stripline-
slot-foam-inverse-patch (SSFIP) structure was introduced
in Ref. 3.

The stripline could be etched on a foam without the
ground plane backing the antenna element. However, the
antenna must be mounted on some surface. If the ground
plane is removed, the feed structure is affected by the

Patch (radiating element)

Ground
plane

Ground plane

Stripline

Slot �3

�2

�1

Figure 9. Microstrip patch antenna fed by a stripline through a
slot.
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mounting. The metal ground plane protects the stripline
from the surface. The mounting surface must be distant
from the feed, whereas for maximum coupling, the feed
must be as close as possible to the slot. Hence, the feed is
an unbalanced stripline. Furthermore, the SSFIP element
is designed with metal walls to eliminate the propagation
of parallel plate modes.

The stripline feed is compact and efficient and it presents
some advantages over a microstrip feed, because the cross-
polarization level is lower and the interactions between the
radiating elements and the feeding network, such as the
shift in the resonant frequency and the backradiation from
the feeding network, are suppressed. But stripline feed
leads to some complications. To have sufficient coupling
across the slot, the widths of the stripline must be greater
than that of the microstrip. Furthermore, completely en-
closed striplines can lead to resonant frequencies or parallel
plate modes, presented in the multilayer feeding structures.
Mode suppression pins or electrical posts or vias that short
the two ground planes in some strategic points can prevent
resonant modes. The resulting structure can be complicat-
ed, and design of the feed structure requires considerable
effort. Beyond the fabrication complexity involved, these
posts create imperfect waveguides that might considerably
affect the predictability of the circuit performance. It has
been demonstrated, by means of full-wave analysis based
on method of moments (MoM), that vias considerably mod-
ify the impedance and resonant characteristics of the patch
antenna [17]. This effect becomes substantial and must be
included in the design tool. In this work, the radiation ef-
ficiency of patch antennas with and without vias is studied,
and proper location of the posts is shown to drastically re-
duce power in the parallel-plate mode. At higher frequen-
cies, smaller via-spacing must be used by engineers around
the slot to ensure that resonances do not occur. One way we
could avoid the posts would be to use striplines with two
different dielectric layers, but this is only acceptable as long
as coupling to both sides of the stripline is not necessary. A
new solution proposed involves such inhomogeneous strip-
line only in the vicinity of the microstrip-to-stripline cou-
pling slot [18]. The TEM parallel plate mode is excited in
such structure at a much lower level. Recently, the fre-
quency-dependent behavior of the spurious mode power ra-
tio to the input power of the antenna has been discussed,
and it has been found that this ratio is very small when the
antenna is operated at the resonant frequency of the patch
[19]. This efficient method can avoid excessively geometri-
cal complex solutions for the suppression of the parallel
plate mode in the stripline feed.

Striplines can feed other particular antenna structures,
such as meander slot antennas, Vivaldi notch antenna ar-
rays, bowtie antennas, and cylindrical rectangular micro-
strip antennas.

However, a complete analysis of stripline feeds is a
complicated task. In general, no closed-form solutions ex-
ist for the currents on the striplines and the fields in the
surrounding media. Engineers have used a numerical so-
lution, using such techniques as the MoM [20–23], to solve
for the fields and currents on the stripline. The initial so-
lution techniques accounted for only the quasi-TEM dom-
inant mode; that is, they applied a quasi-static analysis.

In Ref. 24, the authors analyzed the crosstalk and cou-
pling between multiconductor transmission lines such as
striplines, suspended striplines, and microstrip lines
based on modal analysis in the frequency domain. This
approach is extended in the commercially available soft-
ware packages LINPAR [25] and MATPAR [26]. A time-
domain analysis of the multiconductor transmission prob-
lem [27] allows for the tracking of digital waveforms as the
propagate along the stripline.

In Ref. 28, a dual-polarized slot-coupled printed anten-
na with a stripline feed is analyzed. They assumed a qua-
si-TEM mode on the stripline associated with the standing
wave because of the serial impedance caused by the slot.
Stripline feeds for infinite arrays can be analyzed with
Floquet modes [29]. In Ref. 29, the stripline feeds an open
slot array. Electric and magnetic currents are used by en-
gineers in conjunction with the equivalence principle to
separate the feed region from the radiation region. The
currents on the feed structure are obtained by solving the
coupled integral equations for the two regions [30].

Nowadays, as the frequency of operation and power lev-
els have increased, the quasi-TEM approximation is less
applicable. Full-wave techniques account for all modes,
propagating and evanescent [31]. Furthermore, for high-
performance circuits, where spurious and high-order
modes effects must be taken into account in complex mul-
tilayered geometries, full-wave analysis is needed. In fact,
the existence of leaky modes that leak power into the par-
allel plate surrounding medium on printed-circuit trans-
mission lines has recently been the subject of considerable
interest. These modes are usually undesirable because
they result in increased attenuation, crosstalk, and inter-
ference with bound modes. The part of the continuous
spectrum not represented by leaky modes has been stud-
ied, and it was termed residual wave. Some authors have
studied the excitation of leaky modes and residual waves
[32,33] in multilayered stripline structures. In these stud-
ies, a quasi-analytical method and closed-form represen-
tation are derived, which can help the proper
understanding of these spurious effects. The practical re-
duction in the crosstalk and parallel plate mode coupling
between adjacent striplines in LTCC packages is common-
ly accomplished by the insertion of plated via holes, in a
fashion similar to the stripline antenna feeding structures.
Full-wave three-dimensional simulators have been used by
engineers to analyze the impact of the via holes in the
stripline structure. It has been demonstrated that the ra-
diation loss and the coupling increases if the fences are
placed too close to the stripline [34,35]. In Ref. 34, it is
shown that placement of a via hole fence closer than three
times the substrate height to the strips increases radiation
and coupling. It must be apparent that shorting posts must
be performed carefully in the stripline and antenna feed-
ing designs. Moreover, from the point of view of planar
process, shorting posts increase significantly the fabrica-
tion complexity. An alternative leakage suppression struc-
ture with a two-dimensional photonic bandgap lattice
etched in the ground planes has been reported [36].

Because of the application of via holes in striplines
structures to suppress the leakage parallel-plate modes,
the necessity of 3-D full-wave analysis becomes more
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apparent. With the increase of operating frequencies and
higher circuit densities, issues like crosstalk, signal delay,
and distortion are becoming more predominant in the de-
sign procedure. At high frequencies, we must take great
care with physical layout and interconnects to minimize
parasitics, and technological effort in high-density pack-
aging is leading to the design of true three-dimensional
circuits, in which accurate signal timing depends on three-
dimensional analysis of interconnect, for which we cannot
use conventional two-dimensional analysis.

The most popular approach to analyze striplines and
microstrip lines is the integral equation (IE) formulation
in either the space [37] or spectral domain [38,39]. In Ref.
39, a cylindrical cavity-backed SSL antenna is analyzed.
The SSL feed is particularly attractive in the higher mi-
crowave and millimeter frequency regions. In Ref. 40, the
analysis of a similar structure, the cavity backed circular
aperture antenna with suspended stripline feed, using the
finite element method (FEM) is reported. A more rigorous
analysis of metal-dielectric bodies such as stripline feeds
is possible with subsectional analysis [41]. The finite dif-
ference time-domain (FDTD) method is also used by en-
gineers in the analysis of multilayered striplines. In Ref.
42, the current and electric field distribution of a PCB
stripline structure is reported applying the FDTD method.
In Ref. 43, FDTD analyzes an endfire tapered slot phased
array with stripline feed. In this study, the effect of the
plated vias is included in the analysis, and this allows us
to place the vias in the proper points to eliminate imped-
ance anomalies in the antenna. The FDTD method pre-
sents the advantage that it provides the transient
response as well as the frequency domain data, but it is
a time-consuming technique. MoM and FEM techniques,
as we have seen before, are also extensively used by en-
gineers in the stripline analysis. MoM offers the advan-
tage, in this particular case of multilayered striplines, of
only requiring the discretization of the conducting inter-
connects, and hence, it can simulate bigger and more com-
plicated structures. The integral equation technique
starts with the development of the Green functions for
the problem. MoM is then applied to the integral equation
to obtain an approximate solution for the currents in the
interconnects. A significant part of the computational ef-
fort in MoM is associated with the calculation of the ele-
ments in the reaction or impedance matrix. These
elements can be represented as Sommerfeld-type inte-
grals, which are highly oscillatory and slowly convergent.
A full-wave layered-interconnect simulator (UA-FWLIS)
that claims to overcome this problem has been recently
reported [44]. In this method, the reaction elements of the
MoM have been analytically evaluated. The method is
directly involved in the analysis of coupling in a multi-
layered stripline circuit.
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1. HISTORICAL PERSPECTIVE

The introduction of radio (or ‘‘wireless’’) telegraphy into
the U.S. fleet in 1910 marked the beginning of the sub-
marine’s role as a capable ally with the surface ship in
times of conflict. In those early years, submarine antennas
were of either the hull-terminated loop type (introduced in
1919) or the flat-top (T) variety; the latter were modeled
after those found on small aircraft and surface ships of the
period. Figures 1a and 1b are views of these post- and pre-
World War I (WWI) antennas, respectively. Operationally,
the antennas were used for reception under water at very
low frequencies (to a depth of r20 feet at 16 kHz), but had
to be exposed by raising the vessel to the ocean surface for
the purpose of transmission.

Throughout the late 1920s and early 1930s antenna
designs grew in sophistication as the introduction of radar
and other intelligence gathering functions became part of
the submarine’s sensor suite. Figure 2 is a photograph of a
typical antenna system aboard a WWII-era diesel-pow-
ered submarine. With the arrival of nuclear propulsion in
the mid-1950s, antenna technology was pushed still fur-
ther, as the new submarine was able to remain submerged
for months while still maintaining communications with
the outside world using the buoyant cable antenna (BCA,
discussed in Section 3).

Submarine antenna technology thus owes its evolution
to developments in naval operational requirements as
well as advances in the applied sciences. In this article,
some important elements of submarine antenna design
are discussed and some representative examples are
shown.

2. THE SEA AS A WAVE PROPAGATION MEDIUM

The electrical properties of the ocean play an important
role in determining how a submarine antenna is to be used
effectively. Whether the antenna is on, near, or below
the surface, these properties influence not only the appro-
priate type of antenna to use but also the rate of data
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transfer, which in most cases is of paramount importance
when timely decisions must be made and actions carried
through. Thus, an understanding of these properties is a
part of a submarine antenna designer’s repertoire and is
briefly discussed here.

Aside from its important thermodynamic properties,
water is an electrically polar material with a nonzero net
molecular dipole moment that causes the molecule to ro-
tate in the presence of an applied alternating electric field.
Over a wide spectrum of frequencies, the rotation of an
ensemble of water molecules has been shown to possess a
loss peak in the vicinity of 17 GHz at 201C, commonly
called the relaxation frequency. The reciprocal of the cor-
responding angular frequency is the time constant re-
quired for the molecules to reach spatial equilibrium once
the field is removed (about 9.3 ps). Above and below the
relaxation frequency, the loss decreases. The real part of
the permittivity decreases above the relaxation frequency
but is a constant below it over a wide frequency range with
a value of 80, a commonly quoted figure.

The difference between seawater and freshwater is the
presence of ionic conductivity, due to the inclusion of natural
salts. On a perkilogram basis, the world-average salt content
in seawater at 3.51C is about 35 g (written as 35 parts per
thousand, or 35%), which corresponds to a conductivity s of
3.2 siemens per meter (S/m). The widely used conductivity
value of 4 S/m is equivalent to a salinity of 29% at 201C.

As a propagation medium of electromagnetic waves,
seawater permits, with minimal attenuation, the

Diagram of loop connection

Loop grounded to
diving mast

forward and aft

(a)

(b)

Antenna
lowest position

French coils
installed
in bridge

Loop lead
thru portLoop

Figure 1. Antennas on early submarines (ca.
1920): (a) hull-terminated loop antenna on sub-
marine USS H-2 (SS-29); (b) view of T-antenna
feedthrough insulator from the bridge of sub-
marine USS H-3 (SS-30).

Figure 2. Antenna systems used on diesel submarine USS Carp

(SS-338).
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penetration of extremely long (greater than 300 Mm) or
optical (blue-green spectrum, near 500 nm) wavelengths.
Between these extremes the dielectric properties of
seawater limit the wave’s depth of penetration and
thus determine how antennas are to be advantageously
used.

The dielectric properties of seawater below optical fre-
quencies may be visualized with the diagram in Fig. 3. In
the figure, a hypothetical cube (1 m on the side) of sea-
water is placed between two conducting plates to form a
capacitor. Since the relative complex permittivity er of sea-
water has been shown to vary with frequency [1], the cor-
responding complex admittance Y (S/m) across the
capacitor terminals may be modeled by a lumped RC net-
work which permits a simple interpretation [2]. In the
circuit, R1 is the reciprocal of the ionic conductivity s. Re-
sistor R2 and capacitor C2 represent the rotational behav-
ior the water molecules constituting the cube in the
presence of an applied alternating field. The product t¼
R2C2 is the time constant or relaxation time required for
the molecules to reach spatial equilibrium (12.3 ps). Fi-
nally, capacitor C1 represents the dielectric constant of
water at near-infrared frequencies, the limit of the model.
In terms of the circuit admittance Y, the relative complex
permittivity er and attenuation a (Np/m) of seawater are
computed by

er¼
Z0Y

jk

a¼Reð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
jkZ0Y

p
Þ

ð1Þ

where k is the free-space propagation constant (2p/l) and Z0

is the intrinsic wave impedance of free space (approximately
120pO). Figure 4 is a plot of the plane-wave attenuation of
water with ionic conductivity s (S/m) as a parameter.

3. ANTENNA TYPES AND SERVICES

Because of the need for living and working space of per-
sonnel, weapon storage and deployment machinery, and
numerous other devices, the submarine antenna is de-
signed to occupy as little space as possible. Since modern
submarine communications are carried out over a multi-
decade frequency range from 30 Hz to 50 GHz, antennas
exhibiting broadband behavior (with respect to either ter-
minal impedance or pattern) to accommodate multiple

functions are highly desirable. Moreover, careful atten-
tion is paid in the early design stages to cositing issues, in
order to pinpoint and mitigate electromagnetic inter-
ference between various groups of antennas.

Submarine antennas generally fall into one of two broad
categories: mast and buoyant. A mast antenna is a struc-
ture that is extended electromechanically from the topmost
portion of the ship known as the sail, which breaks through
the ocean surface to enable communications. In this pos-
ture, the antenna is said to be deployed at periscope depth
(P/D). A buoyant antenna, in contrast, is deployed from the
submerged vessel and allowed to float upward to the ocean
surface or to a predetermined depth, depending on the fre-
quency. Once deployed, the antenna is either trailed behind
the vessel or fixed in a stationary position. Buoyant towed
systems, which are generally low in profile, are thus said to
be operated at speed and depth (S/D). Figure 5 illustrates
the various antenna categories used by a submarine, as
determined by its operational posture at sea.

Submarine antennas are typically surrounded by insu-
lation to protect against the effects of corrosion and hy-
drostatic pressure. For masts, the dielectric is usually a
structural composite such as fiberglass or other nonme-
tallic material with a high strength-to-weight ratio. Buoy-
ant systems may use rigid syntactic foams, hollow
fiberglass housings and/or flexible foam polymers to with-
stand pressure or accommodate storage on a reel within

1m

R2R1

C2

C1

1m

1m

Figure 3. Suboptical wavelength model of seawater at room tem-
perature. In the circuit, R1¼250 mO, R2¼21 mO, C1¼43 pF, and
C2¼583 pF. The circuit model is valid for frequencies from near
DC to 40 GHz.
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the vessel. Figure 6 plots antennas by generic type (whip,
loop, etc.) as a function of frequency.

3.1. Mast Antennas

Mast antennas are structurally attached to the submarine
and are exposed above the ocean surface at periscope
depth (or with the vessel on the surface) to permit com-
munication or detect signals. They are divided into two
categories, by function:

1. Radiofrequency Communications (RF Comms).
These are antennas used for services ranging from
VLF navigation through UHF satellite (with low to
moderate gain); above 10 GHz, large aperture (high
gain) antennas are employed.

2. Electronic Warfare (EW). This category describes a
suite of antenna sensors used (singly or in groups) to

identify the presence and/or direction of electromag-
netic emission(s) generated by friendly or hostile
forces over multidecade wavelengths from VLF
through millimeter waves. Depending upon the na-
ture of the emission(s), electronic warfare antennas
may be used in a variety of ways within three func-
tional groups.

* Electronic Attack (EA). This subcategory com-
prises antennas used either (1) for jamming or de-
ception (nondestructive) or (2) as a weapon for
degrading or neutralizing an electromagnetic en-
ergy source emitted by a hostile force (destructive).

* Electronic Protection (EP). These are passive or
active sensors designed to protect or mask per-
sonnel, facilities, and equipment from the effects
of directed energy emission from hostile or
friendly sources.

* Electronic Warfare Support (ES). Formally known
as electronic surveillance measures (ESM), the
antennas and subsystems in this group are used
for locating [i.e., direction finding (DF)] and iden-
tifying electromagnetic sources for targeting,
threat recognition, and other tactical actions.

The physical disposition of the various mast antenna
types found on a typical submarine sail is shown in
Fig. 7a. Radiofrequency communication masts are, in gen-
eral, standalone (i.e., dedicated) systems. Electronic war-
fare mast systems differ in packaging; they are either
standalone or mechanically integrated with other func-
tions. An example of the latter includes antennas placed
together with the submarine’s periscope optics system, to
acquire visual information while simultaneously collect-
ing electromagnetic emission data.

Depending on the frequency and specific use, the an-
tennas generally assume a multitude of forms such as
monopoles, loops, or quadrifilar helices. Figure 8a is a
photograph of typical mast antennas used in the UHF
(225–400 MHz) range; Fig. 8b is an EW antenna stack con-
sisting of spiral, dipole and horn antennas for 200 MHz–
40 GHz. More recently, emerging requirements for real-
time data exchange with other battle groups have shifted
emphasis toward the design of antennas with larger ap-
ertures (and hence higher gain). These requirements are
generally met at frequencies above 10 GHz, where efficient
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Figure 6. Antenna types by category of use and frequency.

Figure 7. Mast antenna systems: (a) systems
erected from the submarine sail; (b) tree dia-
gram of typical functions.
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antennas are not unduly large. One key relationship for
selecting the approximate size of an antenna for a given
maximum directivity Dmax is given by [3]

Dmax¼ ðkaeÞ
2
þ 2kae ð2Þ

where ae is the equivalent radius of a sphere that has the
same overall volume as the antenna and k is the propa-
gation constant (defined earlier). Figure 9 is a plot of (2)
for some selected antennas at a given frequency
(250 MHz).

Larger directivities with the added advantage of beam-
steering are achievable with phased arrays; a comprehen-
sive review of these larger aperture systems applied to
submarines is given by Craig [4].

3.2. Buoyant Antennas

In contrast with mast systems, buoyant antennas are de-
ployed when the vessel is submerged. There are two sub-
categories of buoyant systems typically used by a
submarine:

1. Towed. A towed antenna is one that is deployed
from the submerged submarine, typically from a location
near the trailing edge of the sail. The antenna floats up-
ward toward a predetermined equilibrium position near or
on the ocean surface, whereupon it is dragged behind the
vessel at a certain velocity. The velocity and depth with
which the antenna is towed behind the submarine is dic-
tated by the operating frequency, together with hydrody-
namic and other considerations. There are several types of
towed antennas, each with different purposes as described
below:

* Buoyant Cable Antenna (BCA). The BCA is a thin
(nominal overall diameter of 0.65 in.) insulated wire
antenna terminated at the far end to seawater with a
suitable grounding electrode. The mainstay of low-
silhouette communications since 1960, the frequency
range of the BCA extends from about 30 Hz to
180 MHz and is used for navigation, voice, and relat-
ed tasks,

* Towed Buoy. A towed buoy is a device that is used to
keep a trailed insulated wire (or other) antenna at a
steady depth beneath (or above) the ocean surface,
or as a platform for carrying an antenna on the sea
surface.

2. Expendable. An expendable antenna is used
for emergency signaling applications. After reaching
the sea surface when jettisoned from a submerged vessel,
the antenna performs its intended function and after-
ward ‘‘scuttles’’ or self-destructs after a preset time
limit.

As noted above, buoyant antennas take numerous
forms depending on their intended application. The chal-
lenge in their design lies in simultaneously satisfying nu-
merous constraints which are generally competitive in
nature.

3.2.1. Buoyant Cable Antenna (BCA). Since the early
1960s the mainstay of low-silhouette submarine commu-
nications has been the buoyant cable antenna (BCA). The
BCA is essentially a transmission line antenna, as shown
in Fig. 10, consisting of an insulated flexible wire. It de-
rives its buoyancy from a foamed watertight polyethylene
jacket that envelops the antenna element and transmis-
sion line and derives its tensile strength with Kevlar
strength members imbedded between the jacket and in-
sulated wire. The antenna structure as a whole is also re-
silient in that long-term exposure to large hydrostatic
pressures—as experienced during deep submergence—
does not seriously degrade its buoyancy over its opera-
tional life. Its evolution from transmission line to antenna
is shown succinctly in Fig. 11; Fig. 12 is a collection of BCA
electrodes.

Figure 8. Mast antennas: (a) UHF antennas (RF communi-
cations); (b) multiband DF/ES system (periscope).
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The reception of extremely low frequency (ELF; 30–
300 Hz) broadcasts uses two helical grounding electrodes
similar to E2 (see Fig. 10), which are molded into the
transmission-line portion of the BCA; the distance be-
tween them is about 1000 f. With only one end of each
electrode connected to a lead from a twisted-pair trans-
mission line, the insulated conductor spanning the dis-
tance between them serves as the antenna element. This
aspect is discussed in further detail later.

3.2.1.1. BCA Input Impedance. Two important proper-
ties of the buoyant cable antenna are discussed in this
section: (1) the circuit characteristics, which permit the
determination of the feedpoint impedance and (2) the ra-
diation pattern, which is due to the current distributed
along its length. Given the physical dimensions of the an-
tenna, both properties may be used to determine, for ex-
ample, its range of transmission (or reception) or the
operating bandwidth in the presence of seawater.

As shown in Fig. 11, the conversion from a conventional
coaxial transmission line into an antenna amounts to
splitting a symmetric structure, followed by an exchange
of the outer shell from metal—with very high conduc-
tivity—to a finitely conducting medium.

The impedance presented at the feedpoint of a conven-
tional transmission line, it will be recalled, is represented
by

Zin¼Z0
ZLþZ0 tanhðgLÞ
Z0þZL tanhðgLÞ

� 	
ð3Þ

Insulation

Coaxial line

Zs

ZsZs

Zs

2h

+ +−−

Metal

Seawater

Figure 11. Evolution of a buoyant cable antenna. Starting from
the top: a coaxial line with metal outer conductor; stripping away
of the outer conductor, exposing the insulation; replacement of the
outer conductor with seawater. The transmission line’s center
conductor is terminated to the outer conductor (metal or seawa-
ter) through an impedance Zs. Practical BCAs generally use a
short circuit (Zs-0) termination. (r 2004 IEEE.) Figure 12. BCA grounding electrodes (see Fig. 10).

Figure 10. Buoyant cable antenna (BCA).
Electrodes E1 and E2 in the diagram are
grounding electrodes. Antenna size relative to
submarine is exaggerated to show detail.
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where Z0 is the characteristic impedance of the line, ZL is
the termination (or load) impedance, g and L are the com-
plex propagation constant and length of the line, respec-
tively.

Because the antenna cross section is small compared
with its length (for flexibility), the equivalent circuit of the
antenna retains a transmission-line-like character (sub-
ject to certain conditions) and is described through dis-
tributed circuit elements as in the former case. The
constants Z0 and g are thus modified to account for the
presence of seawater [5].

3.2.1.2. BCA Radiation Pattern and Gain. With reference
to the coordinate system shown in Fig. 13, Figs. 14a–14c
are plots of the computed magnitude of the pattern factors
for a 100-ft-long antenna element VLF-VHF BCA element
(length L in Figs. 10 and 13) with a short-circuit termi-
nation, attached to a coaxial transmission line [6].

Figure 15 depicts a calculation of the total system gain.
In the plot, the length of the transmission line connecting
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Figure 13. VLF-VHF buoyant cable antenna element of length
L: orientation in space.
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the antenna to the ship is assumed to be 1500 ft; the an-
tenna is a 0.65-in.-diameter cable, 100 ft long, with a
short-circuited termination. As the plot indicates, the sys-
tem gain in this case has a maximum value of � 55 dB at
5 MHz. Thus a 500-W transmitter attached to the input
terminals of the BCA results in an output power of
1.5 mW, sufficient in some cases for long-haul HF iono-
spheric communications.

3.2.1.3. Frequency Range of the VLF-VHF BCA. As indi-
cated by Fig. 15, the frequency range of the higher-
frequency portion of the BCA is bounded by the gains
of the transmission line and the antenna element. It
should be noted that the gain is negative for both the
(lossy) transmission line and the antenna. The overall
peak gain in the range of 2–30 MHz enables the BCA to
be used for transmitting in a limited fashion; for reception,
it is generally useful from 10 kHz to 180 MHz; the upper
limit is that frequency where the coaxial transmission-line
attenuation and amplifier gain are equal in magnitude.
Several models of the solid-state inline amplifier are shown
in Fig. 16.

3.2.1.4. ELF Reception with the BCA. As mentioned ear-
lier, the reception of ELF is made with the antenna ele-
ment between grounded electrodes E2. Although the
antenna is physically long (1000 ft), its length is a very
small fraction of a wavelength in that part of the spectrum
and the antenna is operating within the near (or quasi-
static) zone. In this instance its field pattern is, in general,
a function of the radial distance away from the antenna.
For a given electric field E penetrating the ocean, an open-
circuit voltage V will exist at the input terminal of the
antenna that varies directly with electrode spacing d. This
can be written as

V ¼ jEjd ð4Þ

where |E| is the magnitude of the electric field. The ELF
antenna is located away from the submarine to minimize
the pickup of hull-generated noise.

3.2.2. Towed Buoy. Towed buoys are buoyant bodies
that are used whenever a submerged submarine is too
deep to deploy a buoyant cable antenna. The body may be
used stabilize the position of an antenna, affixed to it, at
some shallow distance beneath the ocean surface, or as a
means for carrying antennas on the surface. Since the
early 1960s, the U.S. Navy has developed various antenna/
tow body configurations for operation at various sea con-
ditions and frequencies. The tow bodies were designed by
various organizations within the Navy, and Fig. 17 is a
composite of some early designs. The design shown in part
(a) was known as the AN/BRA-10, the first static (non-
towed) buoy. The antenna, mounted topside, is a VHF/
UHF whip. The configuration in (b) was known as the AN/
BRA-27, which was perhaps the first dynamic radio buoy.
It played an important role during the 1962 Cuban missile
crisis [6].

Advances in tow body research through the years have
resulted in hydrodynamic shapes with improved tow
speed, reliability, wake, and depth control characteristics.
Figure 18 shows several of these newer designs. Pressure
transducers placed inside the tow bodies become part of an
electromechanical feedback system that provides depth
control when coupled to a winch; other designs use buoy-
ancy tanks within the buoy to regulate the depth.

10k
−150

−100

−50

0

100k 1M 10M

Frequency (Hz)

G
ai

n 
(d

B
)

Total
(Transmission line + Antenna)

Transmission line

Antenna

100M 1G

Figure 15. Gain (y¼01 and j¼01) of the VLF-VHF portion of
the buoyant cable antenna system with a short-circuited termi-
nation shown in Figs. 10–14. (r 2004 IEEE.)

Figure 16. Solid-state inline amplifiers for a buoyant cable an-
tenna: left—rigid chassis design (ca. 1970); right—flexible bellows
model (1980–present).
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With the exception of experimental work with HF and
UHF antennas, the tow bodies in Fig. 18a have been used
for towing ferrite core loop antennas to permit continuous
VLF reception. More recently, improvements in antenna

design to address the need for hemispherical coverage
have resulted in the development of the HF (2–30-MHz)
high-lift auxiliary wire. In this system, an insulated buoy-
ant wire and loop antenna are placed collinearly, and, with
their output signals properly combined, generate the de-
sired hemispherical coverage pattern. Figure 19 shows the
towed system and loop antenna.

The most recent work on the low-profile antenna (LPA),
a UHF (240–320-MHz) transmit/receive system, has fo-
cused on both antenna and tow body designs. Figure 20
shows the tow body under test. Generically of the planing
craft variety, the slender tow body (or module, with a
length-to-diameter ratio of 16) is able to generate lift dur-
ing tow to minimize signal outages due to seawater wa-
shover during tow [7]. This important design feature
ensures more consistent performance when towed against

Figure 17. Early antenna/tow body configurations: (a) AN/BRA-
10, the first static buoy (ca. 1960); (b) AN/BRA-27, the first
dynamic buoy (ca. 1962).

Figure 18. Towed buoys: (a) designs with
pressure transducers or buoyancy tanks
(back—OE-305; middle—AN/BRR-6; fore-
ground—AN/BSQ-5 with collapsible HF and
UHF antennas topside); (b) lift-producing
buoy (AN/BRA-8, now obsolete) in its berthing
cage.

(a)

(b)

Tow cable

Buoy

Transmission line

Antenna element

Figure 19. High-lift auxiliary wire: (a) antenna being towed;
(b) ferrite core loop assembly.
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or along ocean wave crests and troughs (known as cross or
following sea, respectively). It is also fitted with spray di-
verters over the top (skyward) side as a secondary means
for washover reduction.

In Fig. 21, several antennas enclosed within the
module are shown. Figure 21a is a small tunable UHF
slotted-cylinder antenna (dielectrically loaded), while Fig.
21b is a GPS/iridium phone antenna. When mounted on a
two-axis gimbal, the low center of gravity resulting from
its conical shape forces this phone antenna to always face
upward, regardless of the pitch and yaw movement of the
tow body.

3.2.3. Expendables. An expendable antenna is used in
emergency situations. Its purpose is to call for assistance
in case a submarine is disabled. Over the years, various
types of expendables have been devised, but their main
operational characteristic involves the one-way transmis-
sion of a message. The general sequence of operation is as
follows:

1. Deployment—the antenna unit is ejected from the
submerged vessel,

2. Formation—the antenna unit surfaces and assumes
its operational position. In some cases the buoy ar-
rives at the ocean surface in a compressed shape,
whereupon the use of an explosive charge or gas
pressure exerts forces that cause the antenna to
unfurl for operation.

3. Transmission—the sending of a prerecorded mes-
sage,

4. Destruction—self-disposal of the unit.

The expendable system includes a miniature battery-
powered transmitter, together with the necessary circuit-
ry for data storage and retrieval. Built-in test equipment
(BITE) for pinpointing problems that would impede oper-
ation on deployment, are integrated within some of these
devices. The expendables shown in Fig. 22 are of the free-
floating (FF) type, meaning that they are untethered.

4. DESIGN CONSIDERATIONS

4.1. Mast Antennas

The design of mast antennas is similar in principle to the
design of antennas used in commercial systems, except for
the following special precautions:

* Size—antenna weight is part of the total submarine
payload and must be accounted for.

* Bandwidth—the antenna bandwidth is determined
by its physical size relative to the wavelength; a
tradeoff must be performed with weight consider-
ations to arrive at a satisfactory compromise.

* Heat dissipation—there must be provisions for heat-
sink design when antennas dissipate considerable
heat (typically generated by impedance matching cir-
cuits for electrically short monopoles enclosed in a
radome).

* Shock load—the antenna structure must be able to
withstand high impulsive forces, such as those expe-
rienced during explosions.

* Vortex shedding on masts—a vertical structure of ar-
bitrary cross section towed against a fluid (in this
case a mast against seawater) sets up a series of
alternating low pressure zones in the fluid, which are

Figure 20. UHF LPA tow body: (a) antenna module under tow;
(b) closeup of spray diverter.

Figure 21. LPA antennas: (a) dielectrically
loaded UHF (240–320 MHz, tunable slot anten-
na; (b) GPS/iridium phone antenna (1.2–
1.8 GHz).
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located at the wake or trailing edge of the mast. The
resulting movement of the mast toward and away
from these zones can cause a structural resonance in
the mast at a certain critical tow velocity, often with
destructive effects. The satisfactory design of a mast
shape thus begins with an understanding of the op-
erating envelope the structure it is likely to work
within (subject to numerous other factors) followed
by experiments on scale models, combined with nu-
merical fluiddynamic computations.

* Wave slap—a term used to describe the pressure load
a fluid places against an immovable object. A pres-
sure of 9 lb/in.2 above atmospheric is used as the most
stringent figure for an acceptable design.

* Vibration—the ship vibration spectrum must be con-
sidered in order to properly locate the antenna for
optimum operation.

* Pressure tolerance—the completed system (antennas
and radome) must withstand large hydrostatic pres-
sures; a minimum of 450 lb/in.2 is typical.

* Ease of repair/maintainability—the antenna must
be simple to repair or replace on site (pier-side) or at a

maintenance depot with a minimum of effort. This
forces the design to be robust with a minimum of
tuning screws, adjustment bars, and other devices.

* Placement—spacing between antennas within and
between masts must be chosen properly to prevent
interference by mutual coupling.

4.2. Towed Buoy and Buoyant Cable Antennas

Antennas for tow bodies must withstand very large hy-
drostatic pressure yet must be light enough to float on the
ocean surface. The following precautions, when added to
the criteria outlined above, represent a comprehensive
(although not exhaustive) set of guidelines:

* Stability—the tow body must be hydrodynamically
stable with minimal mechanical hysteresis.

* Tow body drag—this must be kept to a minimum so
that leader cable ‘‘strumming’’ and other stress ef-
fects are minimized.

* Hydrophobicity—the tow body’s surface must be able
to quickly shed water spay, usually accomplished
with paints or other special coatings.

Antenna
bag

Launch
tab

Antenna/float
assembly

Electronics
module

(a)

(c) (d)

(b)

Figure 22. Expendable antennas: (a) ejection
from submerged vessel; (b) formation of UHF
folded dipole antenna (AN/BRT-6) on sea sur-
face; (c) VHF (160–175 MHz) submarine
launched one way transmitting (SLOT) buoy
(AN/BRT-1); (d) UHF (406 MHz) submarine
emergency position indicating radio beacon
(SEPIRB, T-1630/SRT). In (c) the whip antenna
is exposed, while in (d) the antenna is under the
protective black cap, respectively.
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* Corrosion resistance—careful selection of metals is
needed to minimize or prevent the generation of gal-
vanic currents (and its resultant destructive effects).

The buoyant cable antenna is a relatively simple struc-
ture, which can be maintained with a minimum of equip-
ment, or disposed of if it is considered to be beyond repair.

5. MATERIALS

The materials chosen for the structural and electrical per-
formance of submarine antennas are dictated by require-
ment. In certain applications where the design may be a
‘‘one-time use’’ device, inexpensive materials are chosen;
at the other end of the spectrum, where high strength is
required, resilient materials are needed.

5.1. Metals

For prototyping work, various grades of brass, copper, or
aluminum are used; the choice is determined primarily by
cost or application. Silver, gold or bronze are used when-
ever RF connectors, grounding electrodes, or circuit board
mating pins are required to have high conductivity, corro-
sion resistance, or hardness, respectively. In special cases,
stainless steel or titanium is used whenever resistance to
corrosion or strength combined with light weight is desired.

5.2. Insulators and Dielectrics

Most ceramics and glasses used in submarine antenna
applications require moderate dielectric constants (er

0 3–7)
and moderately low-loss tangents (tan do10� 2). In in-
stances where heat dissipation is necessary, ceramics
such as beryllium oxide (BeO) or aluminum nitride
(AlN) are usually employed. For applications requiring
high dielectric strength and very low loss (tan do10� 4),
Teflon (TFE) or Noryl (PPO) are typically used. Noryl has
been used as a radome material for microwave antennas.
More recently, the introduction of printed antennas in
submarine mast applications has utilized low-loss TFE
laminates. Certain buoyant antennas have made use of
syntactic foam, a strong and lightweight material that is
made by mixing glass microspheres with a binding agent,
such as epoxy. In critical applications requiring low di-
electric loss, care must be exercised when choosing each
component. For certain radome applications, electrical-
grade fiberglass (G-10) and (more recently) quartz epoxy
composites have been used.

6. TESTING

The electrical and mechanical testing facilities for subma-
rine antennas are unique. In this section, brief overviews
of the facilities used by the U.S. Navy are presented.

6.1. Electrical

The measurement of the low-angle radiation pattern and
input impedance of BCA and mast antennas is carried out
at the Navy’s Fisher’s Island facility in Long Island

Sound, NY, a location far from human-produced noise
(Fig. 23). The facility has a naturally formed saltwater
tidal pond (a) that serves as the BCA testbed. With the
antenna floating on the pond, measurement ‘‘cuts’’ in the
azimuth plane are made at a distance of approximately
one mile from the pond (b) at a very shallow (about 1

23rd of
a degree) elevation angle.

The circular area located near the tidal pond, to the
right in Fig. 23c, is the mast antenna testing facility (c). It
comprises a concrete pool lined with radials to simulate a
ground plane. When testing is required, the pool is filled
with seawater from the neighboring Sound. A control
room immediately below the pool (not shown) serves as
an instrument room where measurements are taken.
Mast and BCA antenna measurements are made over
the frequency range of 10 kHz–400 MHz.

The test site denoted by Fig. 23d is the submarine sen-
sor test platform (SSTP), used for measuring the radar
cross section (RCS) of mast antennas over seawater and
under realistic time-varying conditions. Shown closer in
Fig. 24, the sledlike steel structure comprises ballast
tanks in the forward section for controlling the degree of
buoyancy; the crane/mounting platform assembly is locat-
ed in the rear. In operation, the platform is operated by a
winch and is guided by a rail system to a location 900 ft
offshore. At this location, important parameters such as
antenna impedance, azimuthal plane patterns, and RCS
measurements are determined. An RCS measurement
range that complements the SSTP is shown in Fig. 25.
In that setup, the RCS target is calibrated in free space,
away from multipath and clutter effects to obtain mean-
ingful results from the SSTP.

In addition to the measurements performed at the
Fisher’s Island facility, antenna and RCS measurements
are made at one of the two radiofrequency anechoic cham-
bers that simulate freespace, located at the laboratory
grounds. This is done in order to compare the performance
of the antennas with and without the presence of seawa-
ter. The larger tapered chamber shown in Fig. 26a is used

Figure 23. Aerial view of Fisher’s Island, NY testing facility: (a)
BCA tidal pond testbed; (b) mile-site, (c) mast antenna radial
ground plane test range; (d) submarine sensor test platform
(SSTP; see text).
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for measuring pattern and RCS data in the frequency
range of 100 MHz–50 GHz; the smaller (compact) range is
used from 2 to 50 GHz.

Another unique facility for testing antennas under con-
trolled conditions is the overwater arch, shown in Figs.
26b and 26c. The arch is a 70� 90-ft concrete bed filled
with seawater to enable radiation pattern testing in the
100 MHz–18 GHz range. With the antenna under test
(AUT) placed in the center of the pool, a source antenna
above ‘‘illuminates’’ the AUT throughout a predetermined
range of elevation angles. The platform on which the AUT
is mounted can be rotated to obtain pattern data in the
azimuthal plane.

6.2. Mechanical

The ultimate success and adoption of an antenna design
for submarine application is not dependent solely on

the satisfactory meeting of desired electrical character-
istics. Its ability to survive repeated exposure in the
ocean environment, together or separately with other ef-
fects such as explosions, which deliver the extremes of
hydrostatic pressure, temperature, vibration, and shock
on it, thus requires significant effort in its mechanical
design. In order to verify a submarine antenna’s mechan-
ical design integrity, the laboratory has numerous devic-
es and methods suited for this purpose. In this section,
a brief overview of the more common mechanical test
devices is presented.

6.2.1. Ship Motion, Vibration, and Shock. The forces im-
parted on a mast due to the typical movements of a ship at
sea (roll, heave, pitch, and yaw) are satisfactorily simu-
lated with the device shown in Fig. 27a. This device,
known as the submarine mast-mounted motion table
(SMMT), is computer-controlled and permits 6 degrees of
freedom in movement at selected velocities. In this man-
ner, the resultant bending, twisting, or other related
movements of the mast and antenna (viewed as a load)
may be assessed. A related device, shown in Fig. 27b, is
used for generating vibrational forces. As in the case of the
motion table, the vibrating table is computer controlled to
create a time-dependent vibration profile with respect to
frequency, intensity, duration, or cycling.

Shock testing is typically performed in a large open
area, such as a pond or a lake to permit the propagation of
shock waves due to an intense underwater explosion (UN-
DEX). The amount and type of explosive charge used de-
pends on the device tested. A high-brissance (large shock/
shear-wave-generating) explosive, such as HBX-1, is typ-
ically used. Figure 27c is a view of the UNDEX facility at
Briar Point pond, operated by the Naval Surface Warfare
Center (Carderock, MD Division) and under the auspices
of the Army’s Aberdeen Proving Grounds.

6.2.2. Hydrostatic Pressure and Environmental Testing.
The hydrostatic tank in Fig. 28a is used for testing the

Figure 24. SSTP (with a mast system mounted topside) transi-
ting on guiderails toward test position in Long Island Sound, NY.
The frequency range of testing is 100 MHz–18 GHz.

Figure 25. Elevated RCS calibration range
(2–18 GHz). The target (b) is 70 ft above ground
and the source (a) is 1400 ft away. It is located
in an area clear of multipath and clutter effects
and is used with the SSTP.
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Figure 26. Submarine antenna testing facili-
ties: (a) tapered anechoic chamber; (b) compact
range; (c) overwater arch (left—front view;
right—illustration of rear view).

Figure 27. (a) Six-axis motion table with mast
and antenna load; (b) vibration table; (c) UN-
DEX facility (Aberdeen Proving Grounds, MD).
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pressure tolerance of mast or buoyant antennas and their
associated components. The device under test (DUT) is
placed inside the tank, which is filled with water. On clo-
sure and sealing of the thick-domed cover, the pressure in
the tank may be raised from the ambient atmospheric level
to values in excess of 5000 lb/in.2. After removal from the
tank, the DUT may be visually checked for leaks, cracks, or
other destructive effects. Properties such an antenna’s in-
put impedance may be made to determine the effects of
pressure on it.

The effects of temperature and humidity on an antenna
are determined with the chamber shown in Fig. 28b. The
chamber is capable of producing wide extremes in either
quantity to examine effects such as variations in brittle-
ness or pliability of candidate insulating materials for

antennas, copper plating delamination of printed anten-
nas, and for first-article tests to determine the degree of
compliance of a given DUT with prescribed military
standards.
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SUPERCONDUCTING CAVITY RESONATORS

HASAN PADAMSEE

Cornell University

A key component of the modern particle accelerator [1] is
the device that imparts energy to the charged particles.
This is an electromagnetic radio frequency (RF) cavity
resonating at microwave frequencies typically between
50 MHz and 3000 MHz. Traditionally, accelerating devic-
es are normal conducting cavities typically made from
copper [1]. One of the main incentives for using supercon-
ducting cavities is that the dissipation in the walls of the
copper structure can be substantially reduced. This is
especially beneficial for accelerators that operate in a
continuous wave (CW) mode or at a high duty factor

Figure 28. (a) Hydrostatic pressure tank; (b) temperature/
humidity chamber.
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(e.g., 41%). Superconducting cavities economically
provide high CW operating fields. Another benefit is
that superconducting cavities can be designed to have a
large beam aperture that reduces the beam cavity inter-
actions, allowing higher beam quality and higher beam
current.

There are two distinct types of superconducting cavi-
ties, depending on the velocity of the particles. The first
category is for accelerating charged particles that move at
nearly the speed of light, such as electrons in a high-
energy linear accelerator [e.g., at TJNAF [2] at Jefferson
Lab in Newport News, VA] or a storage ring [e.g., LEP [3]
at CERN in Switzerland]. The second type is for particles
that move at a small fraction (e.g., 0.01 to 0.3) of the speed
of light, such as the heavy ions emerging from a dc high-
voltage Van de Graaff accelerator. ATLAS [4] at Argonne
National Lab, Argonne, IL is the longest-running heavy
ion accelerator facility. Figure 1(a) is a sketch of the typ-
ical superconducting accelerating structure of the first
type, and Fig. 2(a) is a corresponding photograph [5].

There are five accelerating cells that resonate in the trans-
verse magnetic (TM)010 mode of the cylindrical cavity. As
the particle traverses each half-wavelength (l/2) acceler-
ating gap in half a radio-frequency (RF) period, it sees a
longitudinal electric field pointing in the same direction
for continuous acceleration. Figure 1(b) is a sketch for a
structure for low velocity particles, and Fig. 2(b) is a cor-
responding photograph [6]. A coaxial transmission line a
quarter wavelength long resonates in the transverse elec-
tromagnetic (TEM) mode. A drift tube is suspended from
the end of the hollow center conductor. The structure has
two accelerating cells between the ends of the drift tube
and the beam hole openings located in the outer conductor
of the coax. The accelerating gap is bl/2, where b¼ n/c. As
b is small, l must be chosen to be large, to achieve a useful

RF power in Beam-induced power out

(a)

(b)

E E

/4λ

Figure 1. (a). An accelerating structure for velocity of light par-
ticles. The resonant frequency for superconducting structures is
typically between 350 MHz and 3000 MHz. The cell length is half
a wavelength (l/2) long. The phase of the electric field on the axis
of each cell is shown for the accelerating mode. Ports outside the
cell region are for input power couplers and higher order mode
power output couplers. In many applications, the power induced
by the beam in higher order modes has to be removed by output
couplers. (b) An accelerating structure for low-velocity particles,
such as heavy ions. The resonant frequency is typically between
50 MHz and 150 MHz. The accelerating gaps are b1g2 in length,
where b ¼ n=c and v is the velocity of the heavy ions.

Figure 2. (a) Five-cell 1.5 GHz niobium cavity developed at Cor-
nell University (Ithaca, NY), now used at TJNAF. (b) A quarter-
wave resonator from niobium developed for the JAERI (Tokai,
Japan) heavy ion linac.
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acceleration. Therefore, a low resonant frequency is cho-
sen, typically 100 MHz. The wavelength also sets the
height of the quarter-wave resonator. The example of
Fig. 2 has a manageable height of less than 1 m.

Large-scale application of superconducting cavities to
electron and ion accelerators is now established at many
laboratories around the world [7]. These accelerators pro-
vide high-energy electron and positron beams for elemen-
tary particle research, medium-energy electron beams for
nuclear physics research, low-energy, heavy ion beams for
nuclear research, and high-quality electron beams for free
electron lasers. Altogether more than 500 m of supercon-
ducting cavities have been installed worldwide and suc-
cessfully operated at accelerating fields up to 6 MV/m to
provide a total of more than 2.5 GV for a variety of acce-
lerators.

The two most salient characteristics of an accelerating
cavity are its average accelerating field, Eacc, and the
quality factor Q0. The typical accelerating field at which
bE1 superconducting cavities are now operated routinely
is Eacc¼ 5 MV/m, and the typical Q0 value is 2�109. The
corresponding numbers for low-velocity structures are
3 MV/m and 109. Accelerating fields as high as 40 MV/m
and Q0 values as high as 1011 have been reached in high-
performance bE1 superconducting test cavities.

The strongest incentive to use superconducting cavi-
ties is in accelerators that operate in a CW mode, or at a
high duty factor (41%). For CW operation, the power dis-
sipation in the walls of a structure built from normal con-
ducting material (such as copper) is substantial.
Therefore, the typical CW operating field for a copper
cavity is usually kept below 1 MV/m. The microwave sur-
face resistance of a superconductor is typically five orders
of magnitude lower than that of copper, and therefore, the
Q0 is five orders of magnitude higher. For applications
demanding high CW voltage, such as increasing the en-
ergy of electron storage rings, the advantage of supercon-
ducting cavities becomes clear. As the dissipated power
increases with the square of the operating field, only su-
perconducting cavities can economically provide the need-
ed voltage. For example, LEP requires 2.5 GV to double its
energy from 50 GeV to 100 GeV per beam. If copper cav-
ities were to be used, both the capital cost of the klystrons
and the ac power operating cost would become prohibitive
at the higher accelerating field. Several megawatts/meter
of ac power would be required to operate a copper cavity
at 5 MV/m. There are also practical limits to dissipating
high power in the walls of a copper cavity. When more
than 100 kW is dissipated in a copper cell, the surface
temperatures exceeds 1001C, causing vacuum degrada-
tion, stresses, and metal fatigue due to thermal expan-
sion. High accelerating fields (E100 MV/m) can be
produced in copper cavities, but only for microseconds,
and the peak RF power needed [1] becomes enormous
(many hundreds of megawatts).

Apart from the general advantages of reduced RF cap-
ital and reduced RF associated operating costs, supercon-
ductivity offers certain special advantages that stem from
the low-cavity wall losses. Because of the low-power dis-
sipation at high accelerating field, one can afford to make
the beam hole of the superconducting cavity much larger

than for a normal conducting cavity. The large beam hole
substantially reduces the beam–cavity interaction [or
wake fields [1]], allowing better beam quality and higher
current for improving the precision and reaction rates
of physics experiments. For the intense proton linacs,
where scraping of the proton beam tails is a major worry
because of radio-activation of the accelerator, the wide
beam hole greatly reduces the risk of beam-loss–induced
radioactivity.

1. RF SUPERCONDUCTIVITY BASICS

The remarkable properties of superconductivity are at-
tributed to the condensation of charge carriers into Copper
pairs, which move frictionlessly. At T¼ 0 K, all charge car-
riers are condensed. At higher temperatures, some carri-
ers are unpaired; the fraction of unpaired carriers
increases exponentially with temperature, as e�D/kT, un-
til none of the carriers are paired above Tc. Here 2D is the
energy gap of the superconductor, the energy needed to
break up the pairs. In this simplified picture, known as the
London two-fluid model, when a dc field is turned on, the
pairs carry all the current, shielding the applied field from
the normal electrons. Electrical resistance vanishes.

In the case of RF currents, however, dissipation does
occur for all T40 K, albeit very small compared with the
normal conducting state. Although the Cooper pairs move
frictionlessly, they do have inertial mass. For high-fre-
quency currents to flow, forces must be applied to bring
about alternating directions of flow. Hence an ac electric
field will be present in the skin layer, and it will contin-
ually accelerate and decelerate the normal carriers, lead-
ing to dissipation proportional to the square of the RF
frequency. The two-fluid model provides a simple expla-
nation for the quadratic frequency and the exponential
temperature dependence of the RF surface resistance. The
power dissipated is proportional to the internal electric
field (proportional to the RF frequency) and to the normal
component of the current. The ‘‘normal’’ component of the
current, being proportional to the interior electric field,
gives another factor proportional to the RF frequency. The
normal component of the current also depends on the
number of carriers thermally excited across the gap 2D
and is given by the Boltzmann factor e�D/kT.

Besides the phenomenally low RF surface resistance,
other important fundamental aspects are the maximum
surface fields that can be tolerated without increasing the
microwave surface resistance substantially or without
causing a breakdown of superconductivity. The accelerat-
ing field, Eacc, is proportional to the peak surface RF elec-
tric field (Epk), as well as the peak surface RF magnetic
surface field (Hpk).

The ultimate limit to the accelerating field is the RF
critical magnetic field. Theoretically, this is equal to the
superheating critical magnetic field. In the Ginzburg–
Landau phenomenological theory of superconductivity
[8], surface energy considerations lead to estimates for
superheating critical field in terms of the thermodynamic
critical field, Hc, and the Ginzburg—Landau parameter, k,
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as follows:

Hsh �
0:89ffiffiffi

k
p Hc for k51

Hsh � 1:2Hc for k � 1

Hsh � 0:75Hc for kb1

ð1Þ

For the most commonly used superconductor, niobium,
Hsh, is about 230 mT, which translates to a maximum
accelerating field of 55 MV/m for a typical b¼1 niobium
structure and roughly 30 MV/m for a bo1 niobium
structure.

Typically, cavity performance is, however, significantly
below the theoretically expected surface field. One impor-
tant phenomenon that limits the achievable RF magnetic
field is ‘‘thermal breakdown’’ of superconductivity, origi-
nating at submillimeter-size regions of high RF loss, called
‘‘defects.’’ When the temperature outside the defect ex-
ceeds the superconducting transition temperature, Tc, the
losses increase, because large regions become normal con-
ducting. Several measures have been developed to over-
come thermal breakdown, such as (a) improving the
thermal conductivity of niobium by purification or (b) us-
ing thin films of niobium (or lead) on a copper substrate
cavity.

In the early stages of the development of superconduct-
ing cavities, a major performance limitation was the phe-
nomenon of ‘‘multipacting.’’ This is a resonant process in
which a large number of electrons builds up within a small
region of the cavity surface because the secondary electron
emission coefficient of the surface is greater than unity.
The avalanche absorbs RF power, making it impossible to
raise the fields by increasing the incident RF power. The
electrons impact the cavity walls, leading to a large tem-
perature rise and eventually to thermal breakdown. With
the invention of the spherical cavity shape [9] (and later
the elliptical cavity shape [10]), multipacting is no longer a
significant problem for velocity-of-light structures. Mul-
tipacting is still an impediment for structures for low-
velocity particles but can be reduced by long periods of
exposure to high RF power, called conditioning, during
which the secondary electron emission is reduced by long-
term electron bombardment.

In contrast to the magnetic field limit Hsh, there is no
known theoretical limit to the tolerable surface electric
field. Continuous wave electric fields up to 145 MV/m [11]
and pulsed electric fields up to 220 MV/m [12] have been
imposed on a superconducting niobium cavity surface
without any catastrophic effects. However, at high elec-
tric fields, an important limitation to the performance of
superconducting cavities arises from the emission of elec-
trons from high electric field regions of the cavity. Power is
absorbed by the electrons and deposited as heat when
electrons impact the cavity walls. If the emission grows
intense, it can even initiate thermal breakdown. There
have been extensive studies about the nature of field emis-
sion sites as well as development of techniques to avoid
emission sites and to destroy them [13].

For low-velocity accelerators, there is an important ad-
ditional performance consideration. Ambient acoustic

noise (microphonics) excites mechanical vibrational modes
of the cavity, causing the resonant frequency to vary. The
resonant cavities are extended, loaded structures (e.g.,
drift tubes supported by pipes) and generally have re-
duced mechanical stability. The cavity RF phase must be
synchronized with an RF clock. This requires rapidly tun-
ing the cavity to cancel the effects of acoustically induced
mechanical distortions [14].

2. FIGURES OF MERIT FOR A SUPERCONDUCTING
CAVITY

We show how to calculate the important physical quanti-
ties, such as resonant frequency, accelerating field, peak
electric and magnetic fields, power dissipation, quality
factor Q0, and shunt impedance for a simple cavity, the
cylindrically symmetric pillbox. The treatment is basic to
both normal conducting and superconducting cavities (see
CAVITY RESONATORS). We also work out illustrative values.
Similar analytic calculations can be carried out for a co-
axial (TEM) quarter-wave resonator, as illustrative of an
accelerating structure for low-velocity particles. Only sim-
ple structures can be calculated analytically. For real
structures with beam holes, it is necessary to use field
computation codes, such as (a) URMEL [15] for cylindri-
cally symmetric structures and (b) MAFIA [16] for three-
dimensional geometries.

For a cylinder of length d and radius R, the electric (E)
and magnetic (H) fields for the standing wave TM010 mode
are

Ez¼E0J0
2:405r

R

� �
eiot;

Hf¼ � i

ffiffiffiffiffi
e0

m0

r
E0J1

2:405r
R

� �
eiot

ð2Þ

where all other field components are 0. J0 and J1 are
Bessel functions of the radial coordinate. The angular res-
onant frequency o¼ 2pf is given by

o010¼
2:405 c

R
ð3Þ

Note that the resonant frequency, f, is independent of the
cavity length.

Assume an electron traveling nearly at the speed of
light (c). It enters the cavity at time t¼0 and leaves at a
time t¼d/c. To receive the maximum kick from the cavity,
the time it takes the particle to traverse the cavity is to
equal one half of an RF period, that is,

t¼
d

c
¼

1

2
TRF¼

p
o

ð4Þ

Under this condition, the electron always sees a field
pointing in the same direction. The accelerating voltage
(Vacc) for a cavity is

Vacc¼

Z z¼d

z¼ 0
Eel dz

����

���� ð5Þ
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For an electron accelerator with energy 410 MeV, it is
sufficiently accurate to use n¼ c, so that t(z)¼ z/c. Thus

Vacc¼

Z z¼d

z¼ 0
Ezðr¼0; zÞeioz=c dz

����

���� ð6Þ

Vacc¼E0

Z z¼d

z¼0

eioz=c dz

����

����¼dE0

sin od
2c


 �

od
2c

¼dE0T ð7Þ

Here T is referred to as the ‘‘transit time factor.’’ At
1.5 GHz, we have d¼ cp/o¼ 10 cm, and Eq. (7) simplifies
to

Vacc¼0:064 m .E0

The average accelerating electric field (Eacc) is given by

Eacc¼
Vacc

d
¼

2E0

p
ð8Þ

Here E has the dimensions of V/m.

3. PEAK SURFACE FIELDS

To achieve a high accelerating field in a cavity, it is im-
portant to minimize the design ratios of the peak fields to
the accelerating field. For the TM010 mode in a pillbox
cavity, we have

Epk¼E0; Hpk¼

ffiffiffiffiffi
e0

m0

r
J1ð1:841ÞE0¼

E0

647O
ð9Þ

Thus we obtain the following ratios:

Epk

Eacc
¼

p
2
¼ 1:6;

Hpk

Eacc
¼ 2430

A=m

MV=m
¼ 3:05

mT

MV=m

ð10Þ

The units for magnetic field used are teslas.

4. POWER DISSIPATION AND Q0

In order to support the electromagnetic fields, currents
flow within a thin surface layer of the cavity walls. If the
surface resistance is Rs, the power dissipated/unit area
(Pa) due to Joule heating is

Pa¼
1

2
RsH

2 ð11Þ

The quality, Q0, is related to the power dissipation by the
definition of Q0:

Q0¼o
Energy stored

Power dissipated
¼

oU

Pc
ð12Þ

where U is the stored energy and Pc is the dissipated
power.

The total energy in the cavity and the power dissipated
are

U¼
1

2
m0

Z

u
Hj j2du; Pc¼

1

2
Rs

I

s
Hj j2ds ð13Þ

where the integral is taken over the volume of the cavity.
Thus

Q0¼

om0

Z

u
Hj j2dv

Rs

I

s
Hj j2ds

; Q0¼
G

Rs
;

G¼

om0

Z

u
Hj j2dV

I

s

Hj j2ds

ð14Þ

Here G is called the geometry factor. It only depends on the
cavity shape and not on its size. For the TM010 mode in a
pillbox cavity, we obtain

U¼
pe0E2

0

2
J2

1ð2:405ÞdR2 ð15Þ

Pc¼
pRSE2

0e0

m0

J2
1ð2:405ÞR½Rþd� ð16Þ

G¼
453Rd

ðR2þRdÞ
O ð17Þ

Combining Eqs. (3) and (4), we find that in order to obtain
the maximum accelerating voltage from the cavity, we
require

R

d
¼

2:405

p
ð18Þ

so that G¼ 257O. A typical observed surface resistance for
a well-prepared superconducting Nb cavity is Rs¼ 20 nO.
Thus we have a Q0 value of

Q0¼
G

RS
¼ 1:3� 1010 ð19Þ

For a typical cavity length of d¼ 10 cm (at 1.5 GHz), we
obtain R¼ 7.65 cm. For an accelerating voltage of 1 MV, we
obtain the following results:

Eacc¼
Vacc

d
¼ 10 MV=m

Epk¼E0¼
p
2

Eacc¼ 15:7 MV=m

Hpk¼ 2430
A=m

MV=m
Eacc¼ 24:3 kA=m¼ 30:5 mT

U¼
pe0E2

0

2
J2

1ð2:405ÞdR2¼ 0:54 J

Pc¼
oU

Q0
¼ 0:4 W

ð20Þ

The performance of a superconducting cavity is evaluated
by measuring the Q0 as a function of the cavity field level.
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This gives information on the average behavior of the RF
surface.

5. THERMOMETRY BASED DIAGNOSTICS

To resolve the local distribution of RF losses from the var-
ious mechanisms described above, temperature mapping
is used as a diagnostic technique. A chain of rotating car-
bon thermometers, or an array of fixed thermometers,
samples the temperature of the outer wall of the cavity.
Temperature mapping with carbon thermometers has
played a key role in improving the understanding of mech-
anisms that lead to residual resistance, multipacting,
thermal breakdown, and field emission. Carbon makes a
sensitive thermometer at liquid helium temperatures be-
cause, as a semiconductor, its resistance increases expo-
nentially with decreasing temperature. Above the
superfluid temperature (2.17 K), temperature increments
of the cavity wall of a few mK can be easily detected. A
single rotating arm bearing 10 to 20 thermometers per cell
is appropriate for locating stable field emitters or thermal
defects in sizable structures, such as a multicell cavity. For
temperature mapping in superfluid helium, thermometers
need to be isolated from the superfluid bath so that mov-
able elements do not provide good sensitivity. A large ar-
ray of fixed thermometers is preferred. These are brought
in intimate contact with the cavity wall by the use of
spring-loaded contacts. Grease applied between the cavity
wall and the thermometer element improves heat transfer
and keeps the superfluid away. Due to the large number of
thermometers and leads, the fixed method is suitable for
investigations with single-cell cavities. An example of a
fixed thermometry system is shown in Fig. 3, and a typical
temperature map is shown in Fig. 4 [17].

6. REFRIGERATOR REQUIREMENTS

Although the power dissipated in the superconducting
cavity is very small, the losses will be dissipated in the
liquid He bath. Together with the static heat leak to the
cryostat, these losses comprise the cryogenic loss. Typically
the ac power needed to operate the refrigerator is larger
than the dissipated power in 2 K liquid He by a factor of
750. One part of this factor comes from the technical effi-
ciency (Z) of the refrigerator, typically Z¼ 0.2 for a large
system, and the other part comes from the Carnot efficien-
cy Zc, which at 2 K is

1

Zc

¼
300� 2

2
ð21Þ

(a) (b) (c)

Figure 3. (a) A single-cell niobium cavity sur-
rounded by an array of E700 carbon thermom-
eters that make close contact with the outer
wall of the cavity. (b) There are 19 thermome-
ters placed on each board that is contoured to
closely follow the cavity profile. (c) A single
thermometer consists of a 100O carbon resis-
tor embedded in an epoxy housing. It is held by
a spring-loaded pin inserted into holes in the
board. The surface of the thermometer is
ground so that the carbon element is exposed
and subsequently covered with a thin layer of
varnish to provide electrical insulation. The
leads are made of a low-thermal-conductivity
alloy, such as manganin.

Figure 4. Temperature map at 40 mT of a single-cell 1.5 GHz
cavity showing heating at a defect site near the cavity equator
(labeled 1) and field emission sites (labeled 2, 3, and 4) near the
cavity iris.
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At 10 MV/m, the required refrigerator ac power due to the
RF loss would be 300 W for the case of a single-cell 1.5 GHz
cavity. For a copper cavity of the same geometry, with a
typical Rs¼ 3 mO, the RF power dissipation in the cavity
would be 60 kW for an accelerating field Eacc¼ 10 MV/m.
Furthermore, the ac wall power will be a factor of 2 higher
because of the typical klystron efficiency. Thus, the ac
power cost of running a copper cavity in CW mode would
be several hundred times higher than the cost for an Nb
cavity.

7. SHUNT IMPEDANCE

An important quantity used to characterize the losses in a
cavity at a given accelerating voltage is the shunt imped-
ance (Ra) as typified by a parallel RLC circuit:

Ra¼
V2

acc

Pc
ð22Þ

in which case Pc¼power dissipated and Vacc is the accel-
eration voltage. Hence the shunt impedance is in ohms.

Ideally the shunt impedance should be large for the
accelerating mode so that the dissipated power is small.
This is particularly important for copper cavities, where
the wall power dissipation is a major issue and we wish to
have as large an accelerating field as possible. For the
TM010 mode pillbox cavity and Rs of 20 nO, we have

Ra¼
4m0d2

p3Rse0J2
1ð2:405ÞR½Rþd�

¼ 2:5� 1012O ð23Þ

Note that the ratio of Ra/Q is given by

Ra

Q0
¼

V2
acc

oU
ð24Þ

which is independent of the surface resistance. For the
pillbox TM010 mode, we have

Ra

Q0
¼ 150O

d

R
¼ 196O ð25Þ

By applying computer codes to determine electromagnetic
fields, the computed figures of merit for the Cornell/
TJNAF five-cell cavity are given in Table 1. Note that
due to the presence of the beam holes, the shunt imped-
ance is reduced and the peak surface fields are enhanced,
relative to the pillbox case. For a realistic cavity shape,
R/Q0 is lowered due to the presence of the beam holes,
typically by a factor of 2.

8. RF SURFACE RESISTANCE

Based on the very successful BCS theory [18], expressions
for the superconducting surface impedance have been
worked out by Mattis and Bardeen [19]. These expressions
involve material parameters, such as the London penetra-
tion depth lL, the coherence distance x0, the Fermi velocity
VF, and the electron mean free path l. They are in a rather
difficult form to obtain general formulas to work with.
Computer programs have been written––for example, by
Turneaure [20] and Halbritter [21]. Figure 5 gives the re-
sults from Halbritter’s programs for niobium and lead and
Nb3Sn. Table 2 gives the material parameters used for the
calculations. Calculations from the theory agree well with
experimentally measured Rs for T/Tc40.3. At lower tem-
peratures, the residual resistance term dominates.

A simplified form of the temperature dependence of
Nb for Tc/T42 and for frequencies much smaller than
2D/hE1012 Hz is

Rs¼Að1=TJÞ f 2 expð�DðTÞ=kBTÞþR0 ð26Þ

Here kB is Boltzmann’s constant. The second term, R0, is
called the residual resistance. Typical R0 values for Nb cav-
ities fall in the range from 10� 7 to 10� 8O. The record for
the lowest surface resistance is 1–2 � 10–9O [22]. For com-
parison, the surface resistance of copper at 1.5 GHz is 3 mO.

The operating temperature of a superconducting cavity
is usually chosen so that the first term in Eq. (26) is re-
duced to an economically tolerable value. R0, referred to as
the residual resistance, is influenced by several factors.
Some of the sources are extraneous to the superconduct-
ing surface—for example, lossy joints between compo-
nents of the structure. Other factors originate at the
superconducting surface. A well-understood and control-
lable source of residual loss is trapped dc magnetic flux
from insufficient shielding of the earth’s magnetic field, or
other dc magnetic fields in the vicinity of the cavity. To get
the highest Q0, a superconducting cavity must be well
shielded from the earth’s field. Typically, at 1 GHz, R0

is 10 mO/mT [23]. Another important residual loss

Table 1. Figures of Merit for the Cornell/CEBAF
Five-Cell Cavity

G 290O
R/Q (per 5-cell cavity) 480O
Epk/Eacc 2.6
Hpk/Eacc 4.7 mT/(MV/m)

aData taken from Ref. 4.
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Figure 5. Theoretical surface resistance at 1.5 GHz of lead, ni-
obium, and Nb3Sn as calculated from Halbritter’s program [20].
The values used for the material parameters are given in Table 2.

SUPERCONDUCTING CAVITY RESONATORS 4957



mechanism arises when the hydrogen dissolved in bulk
niobium precipitates as a lossy hydride at the RF surface
[24]. This residual loss is a subtle effect that depends on
the rate of cooldown and the amount of other interstitial
impurities present in niobium. The effect can be severe
enough to lower the Q0 to 108 depending on the amount of
hydrogen dissolved and the cooldown rate of the cavity.
More than 2 ppm wt of hydrogen can be dangerous.

9. CAVITY FABRICATION AND SURFACE PREPARATION

Niobium cavities can be constructed from sheet niobium
using the techniques of forming (e.g., deep drawing or
spinning) followed by electron beam welding [25]. Another
method is to deposit a thin niobium film onto a preformed
copper cavity substrate [26]. The copper cavity is made in
essentially the same way as the sheet niobium cavity, ex-
cept for surface preparation before film deposition. If the
cavity has more than one cell, the cells need to be tuned
relative to each other, by adjusting the dimensions, so that
the accelerating field is the same for each cell. Dimen-
sional variations between cells are sufficient to alter the
field profile substantially. Typical fabrication tolerances
are in the range of a few tenths of a millimeter.

The purity of niobium used is important, both in terms
of bulk impurity content and in terms of inclusions from
manufacturing steps, such as rolling. Inclusions on the RF
surface play the role of normal conducting sites for thermal
breakdown. Dissolved impurities serve as scattering sites
for the electrons not condensed into Cooper pairs. These
impurities lower the thermal conductivity, impede the heat
transfer to the helium, and limit the maximum tolerable
surface magnetic field before the onset of thermal break-
down. The accompanying decrease in electrical conductiv-
ity, or the RRR value, serves as a convenient measure of
the purity of the metal. The formal definition of RRR is

RRR¼
resistivity at 300 K

residual resistivity at low

temperature ðnormal stateÞ

0

BBBB@

1

CCCCA
ð27Þ

Here low temperature means the temperature at which
the dc resistivity in the normal state becomes residual. A
convenient relationship between thermal conductivity and
RRR for niobium is

k � 0:25 RRR
W

mK

� �
ð28Þ

This relationship can be derived from the Wiedemann–
Franz law [27] and from the ratio of the superconducting to

normal conducting state thermal conductivities [28]. To
achieve the optimum RF performance, the surface of the
cavity must be prepared to approach as close as possible
the ideal. Microscopic contaminants can limit the perfor-
mance, either by thermal breakdown or by field emission
[29]. A clean RF surface is achieved by chemically etching
away a surface layer, rinsing thoroughly with ultraclean
water, and then taking precautions so that no contami-
nants come in contact with the clean RF surface. The re-
sistivity of the water should be close to theoretically pure
(18 MO-cm), and the water should be filtered to eliminate
particles larger than 1mm. After etching, water is recircu-
lated for several hours through the cavity in series with
the water purification system so as to continuously and
thoroughly remove any chemical and particulate residue
from the niobium surface. For a review of cavity fabrica-
tion and preparation procedures, see Ref. 28.

Many laboratories have found that the RF surface can
be made even cleaner if chemistry is followed by high-
pressure rinsing (HPR) of the cavity with ultrapure water
[30]. At TJNAF, for example, water at a pressure of 70 bar
to 80 bar is sprayed through stainless steel nozzles each
having a 0.3 mm diameter orifice [31]. The potent jets of
water are scanned across all parts of the RF surface to
dislodge and sweep away microscopic contaminants that
have adhered to the surface.

After rinsing, the cavity is transported into a dust-free
clean room where the water is drained. The cavity surface
thus only comes in contact with filtered air. The level of
cleanliness required is comparable with that in the semi-
conductor industry where a clean room environment of
Class 10–100 is routine. Class 10 refers to the number of
particles of size 0.5mm or larger in 1 ft3 of air. The surface
of the cavity must be dried before the cavity is evacuated,
placed inside a cryostat, and cooled down for RF tests.
During final assembly, the laboratory workers in the vi-
cinity need to wear special particulate-free clothing and
follow strict protocols to reduce particulate generation.

During these various stages of cavity production and
preparation, there are many opportunities for defects to
enter the cavity. Therefore great care must be exercised
during the manufacture of sheet metal, deep drawing of
cups, electron beam welding, chemical etching, rinsing,
drying, and insertion of coupling devices, as well as in the
final attachment of the cavity to the vacuum system of the
test stand or the accelerator. Two examples of defects that
caused thermal breakdown are shown in Fig. 6 [32]. On a
statistical basis, we expect that the number of defects
increases with cavity surface area.

10. OVERCOMING FIELD EMISSION

The temperature mapping diagnostic technique for super-
conducting cavities shows that emission arises from par-
ticular spots, called ‘‘emitters,’’ located in high electric
field regions. The electrons that emerge from the emitters
travel in the RF fields of the cavity and impact the surface
(Fig. 7). Some electrons may be captured in the axial fields
and accelerated along with the beam. These produce un-
wanted ‘‘dark current,’’ which may spoil the beam quality

Table 2. Material Parameters Used for the Calculations
of Fig. 5

Material-Parameter Pb Nb Nb3Sn

Tc [K] 7.19 9.20 18.00
Energy gap, D/kTc 2.10 1.86 2.25
Penetration depth l [Å] 280.00 360.00 600.00
Coherence length x [Å] 1110.00 640.00 60.00
Mean free path ‘ [Å] 10,000.00 500.00 10.00
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or impact the walls of adjacent cavities. The pattern of
temperature rise as a function of position along a given
meridian contains implicit information about the location
and characteristics of the source. The power deposited by
the impacting electrons depends on the trajectory as well
as on the intrinsic properties of the emitter.

In their basic theory of field emission [33], Fowler and
Nordheim (FN) showed that in the presence of an electric
field, electrons tunnel out of the metal into the vacuum
because of their quantum wave-like nature. However, a
comparison with the observed currents reveals that, at a
given field, emission is substantially higher than the FN
predictions. Traditionally, the excess has been attributed
to a ‘‘field enhancement factor,’’ which is believed to be
related to the physical properties of the emitter discussed
below. Both RF and dc studies reveal that emitters are
micron- to submicron-size contaminant particles [14]. Fig-
ure 8 shows an example of a region of emitting particles
found in a niobium cavity [34]. The properties of the emit-
ter that lead to enhanced emission are (a) the microgeom-
etry of the particle [35], (b) the nature of condensed gases
or adsorbates on the surface of the particle [36], and (c) the
interface between the particle and the underlying metal
RF surface [37]. Accordingly, a high level of cleanliness is
necessary for cavity surface preparation. Field emission-
free performance has been achieved with HPR [31]. Re-
cently, many nine-cell 1.3 GHz structures were prepared
at DESY by using HPR [38]. A sample of their results is
shown in Fig. 11.

When raising the RF electric field in a superconducting
cavity for the first time, the field emission often decreases
abruptly; the cavity is said to ‘‘process’’ or ‘‘condition.’’
There has been much progress in characterizing processed

Emitter

Figure 7. Calculated electron trajectories in a three-cell 1.5 GHz
cavity operating at Epk¼50 MV/m. The emitter is located in the
end cell, where the surface electric field is 44 MV/m. Note that a
significant number of field-emitted electrons bend back and strike
the wall near the emitter. Others are accelerated through the
cavity structure and could produce unwanted ‘‘dark current’’ that
may be accelerated in adjacent cavities.

(a) (b)

Figure 6. Scanning electron microscope (SEM) mi-
crographs of defects that caused thermal breakdown.
(a) A chemical or drying stain 440mm in diameter.
The small crystal on the right side contains K, Cl,
and P. This defect quenched at Eacc¼3.4 MV/m. (b) A
50mm crystal containing S, Ca, Cl, and K. This defect
quenched at Eacc¼10.7 MV/m. These defects were
located by temperature maps. (Courtesy of CERN.)

(a)

(b)

Figure 8. (a) SEM micrograph of field emitting particles. Note
the cluster of small spherical balls that indicate that a part of the
site melted. EDX analysis shows that the particles are stainless
steel. Note also the jagged microgeometry of the particles believed
responsible for field enhancement. (b) The melted cluster is ex-
panded.
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emitters at a microscopic level using techniques such as
SEM, EDX, Auger, and AFM. These studies reveal that
emitter processing is an explosive event that accompanies
what we usually refer to as a ‘‘spark’’ or a ‘‘discharge,’’ or

the ‘‘electrical breakdown’’ of the insulating vacuum [39].
Figure 9 shows a typical SEM micrograph of an exploded
emitting site [40].

To reach the highest accelerating fields, the highest
thermal conductivity is essential to avoid thermal break-
down, and a high level of cleanliness is essential to avoid
field emission. High-pressure water rinsing is a very suc-
cessful cleaning technique to avoid field emission. In mul-
ticell structures with large surface area, there is always a
significant probability that a few emitters will eventually
find their way on to the cavity surface. There is also the
danger of dust falling into cavities during installation of
power coupling devices as well as during installing of the
structure into the accelerator.

A technique that eliminates field emitters in situ is
high-pulsed power RF processing (HPP) [41]. The essen-
tial idea is to raise the surface electric field at the emitter
as high as possible, even if for a very short time (5milli-
seconds). As the field rises, the emission current rises ex-
ponentially to the level at which melting, evaporation, gas
evolution, plasma formation, and ultimately a microdis-
charge (RF spark) take place. The ensuing explosive event
destroys the emitter. An important benefit of HPP is that
the technique can be applied to recover cavities after their
final installation. It can also be used to recover the per-
formance of cavities, which may be accidentally contami-
nated, as, for example, in a vacuum mishap. To achieve
emission-free performance at a desired Eacc, processing
must be carried out at E2�Eacc. Figure 10 shows the im-
provement in performance achieved by HPP [42]. [Recent-
ly, many nine-cell 1.3 GHz structures were prepared at
DESY by using HPR techniques [38]. A sample of their
results is shown in Fig. 11. Occasionally it is possible to
achieve field emission-free performance, as shown by the
best curve of Fig. 11.]

11. OVERCOMING THERMAL BREAKDOWN

The most effective cure for thermal breakdown caused by
millimeter- to submillimeter-size defects is to (a) use bet-
ter quality material that is free of such defects or (b) to
raise the thermal conductivity of the niobium so that re-
maining defects will be able to tolerate more power before
driving the neighboring superconductor into the normal
state [43]. A simple analysis of the thermal break-
down shows that the maximum magnetic surface field is

(a)

(b)

Figure 9. SEM pictures of the processed site found at the loca-
tion predicted via temperature maps. (a) Low magnification;
(b) high magnification of crater region within the starburst of
(a). The molten splashes in the crater region were found to con-
tain indium, presumably from the indium wire seals used to make
vacuum joints.
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Figure 10. Performance of a five-cell 1.3 GHz niobi-
um cavity improved by HPP. Before HPP, the maxi-
mum field was limited by heavy field emission to Eacc

¼22 MV/m. After applying 1 MW of power and reach-
ing Epk¼90 MV/m in the pulsed mode, the field emis-
sion was processed away and Eacc¼28 MV/m was
possible in the CW mode.

4960 SUPERCONDUCTING CAVITY RESONATORS



given by

Hmax¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kðTc � TbÞ

aRn

s

; i:e:; Hmax /
ffiffiffi
k
p
/

ffiffiffiffiffiffiffiffiffiffiffi
RRR
p

ð29Þ

Here k is the thermal conductivity, Tc is the superconduct-
ing transistor temperature, Tb is the bath temperature, a
is the radius of the defect, and Rn is the surface resistance
of the defect. This dependence on RRR is supported by
detailed numerical simulations of thermal breakdown, as
well as by experiments on cavities made from Nb of dif-
ferent RRR (Fig. 12).

Figure 13 shows the thermal conductivity of three sam-
ples of niobium that have different histories of heat treat-
ment [44]. The common feature of all three curves is the

sharp drop below Tc¼ 9.2 K, as more and more electrons
condense into Cooper pairs. At the higher temperatures
(4KoToTc), a significant, although small, fraction of elec-
trons is not frozen into Cooper pairs and can carry heat
effectively, provided that the electron-impurity scattering
is low. As the temperature in the neighborhood of the
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Figure 11. High performance of several nine-cell 1.3 GHz cavi-
ties achieved by high-pressure rinsing.
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Figure 13. Thermal conductivity (l) of niobium with RRR¼90
(as received), RRR¼400 after postpurification with yttrium, and
RRR¼250 after annealing the postpurified sample for 6 hours at
14001C. (Courtesy of Wuppertal.)
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defect is between the bath temperature and Tc, the high-
temperature thermal conductivity is the most important
and has the strongest effect on thermal breakdown. The
higher the RRR, the higher the thermal conductivity in
this temperature range.

Below 4 K, as electrons condense into Cooper pair, elec-
tron–phonon scattering also decreases. As a result, the
thermal conductivity from phonons begins to increase,
leading to the phonon peak near 2 K. With decreasing
temperature, the number of phonons decreases pT c. The
value of the phonon conductivity maximum is limited by
phonon scattering from lattice imperfections, of which the
grain boundary density is the most important. If the crys-
tal grains of niobium are very large (e.g., because of an-
nealing at high temperature), one observes a large phonon
peak, as shown in the thermal conductivity behavior of the
sample with RRR¼ 250, which was annealed at 14001C.
As the phonon peak is at about 2 K, it does not help to
thermally stabilize defects that heat up in the RF field.

The light, interstitially dissolved impurities have the
strongest effect on the RRR. Among these, oxygen is dom-
inant. The other interstitials are carbon, nitrogen, and
hydrogen. Among the metallic impurities, tantalum is
found in the highest concentration (typically 500 ppm by
weight) because all naturally occurring ores contain some
tantalum. This impurity level is not a problem because
tantalum is a substitutional impurity and does not sub-
stantially affect the electronic properties. However, Ta can
become a problem if clustering occurs. The Nb used to
fabricate a cavity has been checked, for example, by an
eddy current scanning technique [45] to look for large de-
fects such as Ta clusters. Next in abundance are the high-
er temperature, refractory elements, such as tungsten,
zirconium, hafnium, and titanium, usually found at the
level of 10–50 ppm wt. The electron-scattering effective-
ness of the various impurities are shown in Table 3 in
terms of their effect on the RRR [46].

To obtain the net RRR, one must add the resistance
contributions for each impurity element in parallel. The
contributions of the phonons is always present, so that the
highest theoretical RRR for niobium is 35,000 [47]. Ex-
perimentally, the highest RRR ever achieved in a niobium
sample was 28,000 [48].

The most convenient method to obtain high-purity
niobium for superconducting cavities is to remove the
interstitials during the electron-beam melting stages of
the ingot. Multiple melts and progressive improvements in
the furnace chamber vacuum have led to a steady increase
in the RRR of commercial niobium over the last decade
from 30, typical of commonly available ‘‘reactor grade’’

niobium, to 300 [49]. The RRR of commercially available
Nb continues to improve. Recently, niobium sheet of RRR¼
500–700 became available from a Russian source [50].

If RF surface magnetic fields higher than 50 mT are
desired on a consistently reproducible basis, the thermal
conductivity of the niobium must be improved to
RRR4300. In one method called postpurification, the pu-
rity of the niobium is increased by solid-state gettering of
oxygen using yttrium [51] or titanium [52] at high tem-
perature. The foreign metal is vapor-deposited on the ni-
obium surface. In the same step, the high temperature
decreases the diffusion time of the oxygen in niobium.
Over a few hours, oxygen is trapped in the deposited get-
ter layer. If yttrium is used, the best temperature is 1200–
12501C because both the vapor pressure of yttrium and
the diffusion rate of oxygen in niobium are sufficiently
high. If titanium is used, temperatures of 1350–14001C
are required because of the lower vapor pressure of tita-
nium. Typically during postpurification, the RRR im-
proves by a factor of two in a few hours. An important
disadvantage of the postpurification is that the yield
strength of niobium falls substantially due to the high-
temperature treatment. Also, titanium diffusion into the
bulk along grain boundaries demands additional etching.

12. Nb/Cu CAVITIES

As we mentioned, thin Nb films on higher thermal con-
ductivity copper is another way to avoid thermal break-
down. The technique of sputter coating niobium has been
developed by CERN for 350 MHz structures and applied
successfully to hundreds of structures [26]. In the most
successful coating method to date, thin film deposition is
carried out by cylindrical magnetron sputtering. Before
the coating stage, the copper cavity is degreased, chemi-
cally polished (E20 mm), rinsed with high-purity, dust-free
water and alcohol, and dried under clean laminar airflow.
After bakeout of the copper cavity to reach a good vacuum,
a typical coating time is 4 hours. The coating thickness is a
few microns at a substrate temperature of 180–2001C. The
RRR of the deposited niobium serves as one of the mon-
itors of film quality. The sputtering rate and substrate
temperature are optimized to reach an RRR greater than
20. Note that the low RRR relative to bulk niobium is not a
problem because the film is very thin. The rod-like grains
of the niobium film are up to 1 mm long and 10–150 nm in
diameter. When studied with transmission electron mi-
croscopy, the individual grains show a high density of de-
fects, consisting of dislocations and point defect
agglomerates [53]. The distance between two defects var-
ies from 2 to 20 nm. The onset Tc of as-deposited films is
9.6 K, but the transition width is larger than for bulk ni-
obium (typically a few tenths of a kelvin). The large tran-
sition width (5 K in some cases) is indicative of poor film
quality.

Although Q0 values E1010 are obtained at low fields,
the RF losses of Nb/Cu cavities increase steadily with
field. This effect is attributed to intergrain losses in the
niobium films, which become more severe at higher fre-
quency. Recently [54], there is evidence to show that

Table 3. Expected RRR for 1 ppm wt of Major Impuritiesa

Element RRR

H 2640
N 4230
C 4380
O 5580
Ta (1000 ppm wt) 1140

aNote that the effect of Ta is given in terms of 1000 ppm wt.
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impurities buried in the films can also account for in-
creased losses at high fields.

13. FUTURE DIRECTIONS, NEW MATERIALS

Based on the fundamental aspects, for a material to be
useful in accelerators, the primary requirements are a
high transition temperature and a high superheating crit-
ical magnetic field. Among the elemental superconductors,
niobium has the highest Tc. Although lead, coated on to a
copper cavity, has been very useful in early studies and
heavy-ion accelerator applications, the higher Tc and Hc

has made niobium the more attractive choice. Technical
considerations, such as ease of fabrication and the ability
to achieve uniformly good material properties over a large
surface area, have also proven favorable for niobium. The
realm of superconducting compounds has been much less
explored because of technical complexities that govern
compound formation. In looking at candidates, such as
Nb3Sn, NbN, and the new high-temperature superconduc-
tors (HTS), such as YBa2Cu3O7, it is important to select a
material for which the desired compound phase is stable
over a broad composition range. With this criterion, for-
mation of the compound may prove more tolerant to vari-
ations in experimental conditions, which in turn would
make it possible to achieve the desired single phase over a
large surface area. With a Tc of 18 K, Nb3Sn is the most
successful compound explored to date [55]. At low fields,
residual resistance values comparable with niobium have
been achieved. However, the maximum fields reached to
date are far lower than those for sheet niobium cavities.
The new HTS are even further from the performance level
desired for application to accelerators. Figure 14 compares
the measured RF surface resistance at low fields of several
superconductors: HTS, Nb3Sn, and Nb [56]. The surface
resistance of Nb at 1.3 K, Nb3Sn at 4.2 K, and copper at
77 K are included for comparison.

Early enthusiasm over the remarkable strides made in
the transition temperature of HTS are now tempered with
difficulties in achieving useful properties, such as a high
critical current density. The coherence lengths of the
cuprates are very short (17 Å within the copper–oxygen
planes and 3 Å perpendicular to the planes, respectively).
There is also a large anisotropy of the magnetic and elec-
trical properties between the c axis and the ab planes, with
superior behavior when the current flow is in the ab plane.
To produce good quality HTS films, it is therefore neces-
sary to orient the grains so that the c axis is normal to the
RF surface everywhere. This restriction will be a signifi-
cant challenge for realizing HTS in existing accelerating
cavity shapes. It is also essential to have the right stoic-
hiometry and oxygen content. Because of the short coher-
ence length, transport properties are extremely sensitive
to minute defects, such as grain boundaries and their as-
sociated imperfections. Decoupling of superconducting
grains is believed to occur because the coherence lengths
approach the scale of the grain boundary thickness, form-
ing only weak links between individual grains. As a result,
the intergrain critical current is two to three orders of
magnitude lower than intragrain critical current. Even at

a clean grain boundary, the scale of the disorder that exists
from breaking up of a unit cell can exceed the coherence
length, especially in the direction of the c axis [57].

14. CONCLUSION

Even at the modest fraction of the ultimate potential,
many attractive applications are now in place, and new
ones are forthcoming. As our understanding of field limit-
ing mechanisms continues to improve, new techniques
emerge to further advance gradients, such as high-purity
niobium to raise the thermal conductivity, high-pressure
rinsing to provide cleaner, field emission-free surfaces,
and high pulsed power processing to destroy residual
emitters. The new techniques for bulk niobium cavities
have demonstrated that gradients can be improved to be-
tween 20 and 30 MV/m in multicell structures. If such
gradients can be reliably achieved, exciting new applica-
tions are on the horizon, such as the TeV electron–positron
linear collider [58] or a multi-TeV muon collider [59].
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SUPERCONDUCTING ELECTROMAGNETS

JOHN E.C. WILLIAMS

Massachusetts Institute of
Technology

Cambridge, Massachusetts

The design and construction of superconducting magnets
has been made possible by the development of technical
superconductors. There are three principal materials: the
alloy niobium–titanium (NbTi), the intermetallic com-
pound niobium–tin (Nb3Sn), and the collective high-tem-
perature superconductors (HTSs) based on copper oxide
layers in a perovskite structure. Nb3Sn and NbTi were
developed in the early 1960s. A small solenoid made of
Nb3Sn achieved a field of 10 T in 1963, and the alloy NbTi
was also first examined as a wire for a superconducting
magnet in that year. In the time that has elapsed since
those first steps, superconducting magnets weighing up to
many hundreds of tonnes have been built and operated.

Technical superconductors are a class having special
properties that allow superconductor operation in high
magnetic fields and with useful current densities. Super-
conductors are of two types; both can support the flow of
electrical current without resistance only below a combi-
nation of maximum temperature, field, and current den-
sity, with critical parameters Tc, Bc, and Jc [1]. For type I
superconductors, typical values of Tc and Bc are 9 K and
0.1 T, respectively. Flux is excluded from the bulk of a type
I superconductor, and current flows only in a surface layer,
about 10� 4 mm thick. The current is carried by electron
pairs of equal and opposite momentum. (This momentum
includes terms arising from both velocity and linked flux.)
Since flux is excluded from the interior of a type I super-
conductor, and current flows only on the surface, a useful
overall current density can be obtained only in wires of a
diameter unacceptably small for magnet construction.
Consequently, a type I superconductor cannot be used to
construct a useful magnet, even if the critical field were to
be higher than 0.1 T. Examples of type I superconductors
are lead, indium, mercury, and pure annealed niobium.

By contrast, type II superconductors allow flux to pen-
etrate into the bulk of the lattice in the form of an array of
flux quanta. A circulating supercurrent surrounds each
flux quantum (2.07�10� 15 V � s) [2]. If a net transport cur-
rent flows along a type II superconducting wire, a density
gradient of flux quanta exists across the wire. The flux
density gradient is given by

dB

dx
¼ � m0Jc ð1Þ

where Jc is a bulk critical current density and m0 is the
permeability of free space.

However, a type II superconductor is not necessarily a
technical superconductor. The interaction of the net trans-
port current flow with the flux quanta creates a Lorentz
force that causes a migration of the flux across the super-
conductor. Such a migration appears as a voltage gradient
along the superconductor, which causes a dissipation; that
is, the superconductor appears to be resistive. For these

reasons pure annealed type II superconductors are resis-
tive with a transport current in the presence of a field.
Because of the penetration of flux, the maximum temper-
atures and fields below which superconductivity arises in
them are up to 18 K and 25 T, respectively. The latter is the
upper critical field Bc2, at which the lattice is fully packed
with flux quanta. The penetration of flux into the lattice
begins at a lower critical field Bc1.

The technical superconductor is a type II superconduc-
tor in which this migration of flux quanta is inhibited. This
is achieved by the introduction of lattice defects, in the
form of crystal boundaries, impurities, vacancies, or dis-
locations [3]. At these defects flux quanta tend to become
pinned against further movement, at least until the Lo-
rentz force increases.

To the extent that mechanical models assist in the un-
derstanding of quantum effects, a typical pinning center
may be imagined as a long hole through the lattice of the
superconductor. If a flux quantum, or an integral number
of flux quanta, were located in this hole, the associated
circulating current would lie in the material around the
hole. If the flux quantum were to move away from the hole,
the current would have to become elongated so as to con-
tinue to flow in solid material. That would increase the
interactive force between flux and current, so tending to
force the flux back into the hole. The movement of flux
quanta through an array of pinning centers is also influ-
enced by thermal vibration. Since the temperature at
which electron pairs can form is low, thermally induced
lattice vibration is comparable in energy density with that
of the pinning strength of the centers. Thus a flux quan-
tum trapped at a pinning center may be dislodged by a
large enough random thermal movement. That flux quan-
tum would then migrate down the Lorentz force gradient
to another pinning center. On the macroscopic scale this
effect will reduce the flux density gradient and hence the
Lorentz force. So, under conditions of constant transport
current and external field, the random movement of flux
quanta will die away until the current, field, or tempera-
ture changes. This process is known as flux creep. It is
central to the manner in which technical superconductors
can be used in magnets [4].

The continuous movement of flux across an annealed
type II superconductor appears as a voltage gradient
along it. Similarly, the process of flux creep through a
field of pinning centers creates a voltage gradient, and
through the interaction with the transport current, it
gives rise to dissipation. The faster the flux creep, the
greater is the local dissipation. Thus with flux creep is
associated a local temperature rise. Since the specific heat
of materials is small at low temperatures, the dissipation
associated with flux creep can cause significant tempera-
ture rise. (At room temperature the energy of dissipation
through flux creep would generate little temperature rise.)
Thus the dissipative effect of flux creep can lead to a run-
away flux movement. As the temperature rises, the critical
current density decreases. According to Eq. (1), that in
turn leads to an increased flux movement and thence to
more dissipation. In the extreme case the temperature
rises above the critical value, and superconductivity ceases.
This process is known as a flux jump [5]. In a magnet
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wound with superconducting wire, the sudden reversion
to the normal state of a small length of the wire will result
in the dissipation of the stored magnetic energy at high
density in a volume that expands through thermal diffu-
sion. If the stored energy is large enough and the thermal
diffusion slow enough, the temperature rise at the point of
initiation may exceed the melting point of the wire. The
essence of the design of superconducting magnets is
the suppression or control of this fundamental thermal
instability.

1. TECHNICAL SUPERCONDUCTORS

The major properties of the three technical superconduc-
tors are typically as shown in Table 1. Tc is the highest
temperature below which superconductivity can exist
(electron pairs can form) in zero field and with zero cur-
rent. Bc2 is the upper critical field at 0 K at which the lat-
tice is fully packed with flux quanta. Jc typ is a typical
operating current density at useful values of field and
temperature. (Below the lower critical field Bc1, the tech-
nical superconductor behaves as a type I superconductor;
that field is typically 0.01 T.) The two leading HTS mate-
rials are based on yttrium or on bismuth. The critical
parameters refer to typical bismuth-based HTS.

Figure 1 illustrates the typical variation of critical cur-
rent density with field and temperature for the two low-
temperature technical superconductors. Depending on the
local values of any two of the parameters, the third has a
local critical value. In a magnet conductor, B and J are
usually fixed, so T is the critical parameter. The distance
between the operating values B, J, and T and the critical
surface is the margin. In fact, since current and field are
locally fixed, only the temperature can vary. Thus the
temperature margin determines the susceptibility of
the conductor to disturbance. The higher the margin, the
more stable it will be. Since NbTi must operate at the
lowest temperatures, it is the least stable. The HTS, by
contrast, can operate with such high-temperature mar-
gins that they are very stable. However, that also leads to
a problem of protection that must be addressed carefully
in the future design of large HTS magnets.

Despite its low-temperature margin NbTi is the most
widely used technical superconductor. It is a ductile alloy,
compatible in metallurgical processing with copper and
cupronickel. However, Nb3Sn must be used in magnets or
sections of magnets generating fields above about 12 T.
HTS materials are now also beginning to be used in small
magnets. Almost all magnets are wound with wire or a
large cross-sectional conductor. (In principle, a magnet
might be formed from a block of superconductor into

which a field is frozen, e.g., by applying a field and then
lowering the temperature. Instability makes that infeasi-
ble in low-temperature superconductors, but HTS may
make such monolithic magnets possible.)

1.1. Composite Superconductors

The suppression of instability and the protection of the
conductor in the event of an instability are the predomi-
nant problems in the design of superconducting magnets.
If a magnet is to operate reliably, the tendency for a run-
away magnetothermal effect to trigger a full transition
from the superconductive to the normal conducting state
must be suppressed. Two methods have been developed
to achieve that: the elimination of flux jumping and
the limiting of its consequences through cryogenic stabi-
lization [5].

The essence of the stabilization of a technical super-
conductor is its subdivision into fine filaments. In the
composite conductor, this is achieved by embedding a
large number of fine filaments in a matrix. The matrix is
usually high-conductivity copper, although aluminum has
also been used. The copper serves several functions. It
rapidly conducts heat away from the surface of the fine
filaments; since its resistivity is much lower than that of
the superconductor in its normal state, it allows current to
flow with relatively low dissipation when the adjacent su-
perconductor has become normal through an instability.

1.2. Niobium–Titanium

Figure 2 shows a typical cross section through a NbTi
composite superconductor. It is manufactured by a co-
drawing process [6]. Typical wire diameters lie in the
range of 0.1–3 mm with critical currents at 4.2 K and 8 T
of between 5 and 500 A. The insulation is typically Form-
var (polyvinylformal). The diameter of the superconduct-
ing filament is determined largely by stability but also by
hysteresis loss. The latter is the integrated effect of dissi-
pation by flux creep during the rise of current and field in
a magnet. Hysteresis loss is minimized by decreasing the
diameter of the filaments. Typically the number of fila-
ments in a wire may lie between 10 and 100,000.

B

J

T

Figure 1. Variation of critical current density of a technical
superconductor as a function of field and temperature.

Table 1. The Critical Properties of the Principal
Technical Superconductors

NbTi Nb3Sn HTS

Tc (K) 10 18 90
Bc2 (T) 13 27 4100
Jc typ (A/mm2) 1000 5000 1000
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1.3. Niobium–Tin

Nb3Sn is a brittle compound, and its use in a magnet
winding is considerably more complex than NbTi. The
predominant method of forming the compound is the dif-
fusion of tin into niobium at a high temperature [6]. The
tin is contained either internally within filamentary nio-
bium tubes or in a tin-rich bronze surrounding solid nio-
bium filaments. The niobium has typically up to 5% of
tantalum for improved critical current density. The stock
wire is unreacted for winding and is insulated with a glass
braid, such as silica glass. After winding, the coil is react-
ed at about 7001C for up to 200 h. During this reaction the
tin diffuses into the niobium and forms the compound
Nb3Sn. For adequate diffusion the diameter of the niobium
filament must be no greater than 0.005 mm. After reaction
the wire is brittle and cannot tolerate bending. Therefore
the winding must be consolidated by vacuum impregna-
tion with epoxy resin. Figure 3 shows a typical cross sec-
tion through a bronze route superconducting wire before
reaction.

As in the NbTi composite, copper is required as a sta-
bilizer and for protection. In order to preserve the low re-
sistivity of the copper, tin must not be allowed to diffuse
into it during the reaction. (That would, in any case, dilute
the tin available for diffusion into the niobium.) A barrier
is inserted between the bronze and the copper matrix to
prevent such unwanted diffusion. This barrier is in the
form of a thin wrap of tantalum or niobium.

1.4. High-Current Conductors

To form high-current conductors in either NbTi or Nb3Sn,
cables of small wires are usually embedded in a copper or
aluminum matrix. In this way NbTi composite conductors
with critical currents of up to 100,000 A can be con-
structed. Similarly high-current Nb3Sn composites can be
constructed by carefully cabling prereacted wires and sol-
dering the cable into a copper matrix. Handling such pre-
reacted Nb3Sn conductors requires exacting quality
control procedures [7].

An important form of high-current conductor is the so-
called cable-in-conduit (CiC). A cable of composite strands
is inserted into a closed sheath, usually of stainless steel.
Liquid helium (sometimes in the superfluid state at a
temperature below 2.17 K) is circulated through the gaps
between the strands of the cable [8]. This arrangement
combines good support of the strands against the Lorentz
forces with a low shielding loss and high current (see
Section 6).

Another development in Nb3Sn conductors is a prere-
acted cable of very fine wires. The strands are so thin that
bending radii appropriate to normal winding techniques
can be tolerated [9].

2. HIGH-TEMPERATURE SUPERCONDUCTORS

At present only a very few superconducting magnets use
these materials. These superconductors all contain copper
oxide layers in a perovskite crystal structure [10]. Two
major types are being actively developed for application to
magnets: yttrium-based and bismuth-based.

2.1. Yttrium HTS

This material has the chemical composition YBa2Cu3O7,
abbreviated YBCO. It has a critical temperature of 80 K.
Its critical field at 4.2 K has not been directly measured
but is believed to be about 100 T. Wire is manufactured in
the form of a tape, samples of which have achieved a crit-
ical current density of 7000 A/mm2 at 5 T and 77 K.
Lengths of wire suitable for the construction of magnets
have not yet been produced. Their manufacture suffers
from the disadvantage of a highly anisotropic critical cur-
rent density; that is, the critical current depends strongly
on the orientation of the local field relative to the crystal
orientation. Nevertheless, magnets operating at liquid
nitrogen temperatures will probably use this material in
the near future.

Figure 3. Cross section of a typical niobium–tin superconductor.
(Courtesy of Vacuumschmelze GMBH).

Figure 2. Cross section of a typical niobium–titanium composite
superconductor. (Courtesy of Vacuumschmelze GMBH).
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2.2. Bismuth HTS

This material is manufactured in two forms, with chem-
ical compositions of Bi2Sr2CaCu2O7, abbreviated 2212, or
(BiPb)2Sr2Ca2Cu3O7, abbreviated 2223. Both of these are
being manufactured in lengths of up to 1000 m, and small
magnets have been wound from them. The 2212 requires
lower temperatures for high-field operation than the 2223.
However, it is more easily fabricated and coils of the 2212
have been tested in external fields to show that useful
currents can be carried at 30 T and 4.2 K. Either of these
BSCCO materials may soon be the choice for inserts in
very high field solenoids.

3. STABILITY

3.1. Adiabatic Stability

Regrettably, the flux jump is not the only source of heating
sufficient to raise the temperature above the local critical
value. Movement of a wire under the influence of the Lo-
rentz forces in the body of a winding can generate local
frictional heat sufficient to raise the temperature of a wire
above the local critical value, especially where the tem-
perature margin is small. A further precaution that must
therefore be exercised in a magnet designed to avoid flux
jumping is the consolidation of the winding so that no
sudden frictional movement can occur to generate heat.
This is achieved by impregnating the winding with epoxy
resin, or another agent, in order to prevent sudden move-
ment between wires, or between wires and stationary
structure such as coil forms. This is the form of winding
of the adiabatic magnet, which is so termed because no
thermal sink exists within the winding.

Despite the use of fine filaments and winding tech-
niques to avoid mechanical disturbances, the adiabatic
winding is susceptible to sudden local transition from the
superconductive to the normal state, if only through fail-
ure of the cryogenic environment. The resulting spreading
normal zone is a process known as quenching. It may be
precipitated by the relief of local stresses, which may
merely be the repositioning of a wire, or cracking in a res-
in impregnant, and it may result in quenching at a current
and field below design values. On recooling and recharg-
ing, the next premature occurrence of quenching can be at
a higher current. This sequential improvement in the op-
erating current is known as training. It is a common char-
acteristic of large adiabatic magnets, especially of
magnets with complex topology, such as particle-beam-
handling magnets.

Despite the disadvantages associated with instability,
quenching, and training, adiabatic magnets are the most
common embodiment because they achieve the highest
overall current densities in the windings. They enable the
most compact magnets and the highest fields.

3.2. Cryostability

A second method of stabilization exploits the powerful
cooling effect of liquid helium to maintain the temperature
of a conductor below the local critical value even in the
presence of flux jumping or other severe perturbations.

This is achieved by paralleling the superconductor with
sufficient copper or aluminum cooled by liquid helium [11].
Now, even though all the transport current were to flow in
the copper, the temperature would be kept below the crit-
ical value of the superconductor if sufficient surface were
presented to the helium. This is the principle of cryosta-
bility. The governing expression for this mode of operation
of a superconductor is

I2r
A
¼hP ð2Þ

where r is the resistivity of the copper, A is the copper
cross section, h is the heat transfer rate, and P is the wet-
ted perimeter of the copper. If the value for h is chosen to
be about 1000 W/m2, this becomes a conservative stability
criterion but leads to a low overall current density in a
winding because the cross section of the stabilizing copper
is large.

The earliest large magnets (mainly for bubble cham-
bers built in the late 1960s) were designed in accordance
with this principle. However, the boiling heat transfer
curve for liquid helium has two branches, as shown in
Fig. 4: nucleate boiling, line (a), with high heat transfer
coefficient and film boiling; line (c) with lower coefficient
(1000 W/m2 is typically the lowest value of heat transfer
rate in the film boiling regime). Intermediate between
these is a region of unstable boiling, line (b). During an
instability some or all of the current may transfer locally
from the superconductor to the copper. The local genera-
tion of heat in such an extended region is line (f), rising
from zero where no current flows in the copper to the full
heating where all the current flows in the copper. The ar-
eas (d) and (e) then represent respectively regions where
more heat is removed than generated and where more
heat is generated than removed.

The sharing of current between the superconductor
and copper results in the following expression for the
local temperature

IðI � IsÞr
A

¼ qðy� ybÞP ð3Þ

where I is the total current, Is is the current still in the
superconductor, r is the resistivity of the copper, and q is
the heat transfer coefficient at the temperature difference
y� yb between the copper and the helium bath. A good
approximation for the current in the superconductor at a
temperature y is

Is¼
Icðyc � yÞ
ðyc � ybÞ

ð4Þ

where Ic is the critical current at yb, the bath temperature.
Equations (2)–(4) are represented together with the boil-
ing heat transfer in Fig. 4. If the cooling exceeds the heat-
ing, area (d) greater than area (e), then recovery of
superconductivity will occur. The normal region will col-
lapse from the cold ends. This type of stability, called cold
end recovery, allows higher values of h to be assumed in
Eq. (2); 3000 W/m2 is commonly accepted. This in turn
allows a smaller cross section of copper and a more com-
pact winding [12].
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4. PROTECTION

The other crucial issue in the design of superconducting
magnets is protection. In both the adiabatic and cryostable
types, the consequences of quenching must be anticipated.
The methods by which this is achieved are quite different
in the two types.

4.1. Adiabatic Protection

In this winding the conductors are in a compact array
without an internal heatsink but with close thermal cou-
pling between conductors. Therefore, when a conductor
becomes normal through a perturbation, not only does the
normal zone travel along the wire but the local heating
rapidly causes adjacent conductors to heat up and become
normal. Quenching then expands as a three-dimensional
zone of increasing volume and surface area. The volume of
normal conductor at any instant is approximated by

Vn / v1v2v3t3 ð5Þ

where v1,2,3 are effective velocities of quench propagation
along the wire and transverse to it and t is the elapsed
time. Thus the magnetic energy stored in the field is dis-
sipated in a rapidly expanding volume of conductor. The
velocities of propagation depend, among other things, on
the local temperature margin; the greater the margin, the
slower are the velocities. Although not as high as the ve-
locity along the wire, the dominant velocities are those
between turns and between layers. Rapid propagation of
quenching between turns is desired in order to spread the
temperature rise over a large volume. For that reason
HTS winding may be more difficult to protect than those
with the smaller temperature margins of Nb3Sn or NbTi.

Two criteria are applied to this process to gauge the
vulnerability of the magnet winding to quenching: (1) the
final temperature of the wire at the point of initiation of
quenching and (2) the voltage appearing between layers or
turns of the winding. The latter criterion involves complex
computation of the spatial distribution of normal and su-
perconducting regions during the quench. However, the
peak temperature generally dominates the criteria. This
must clearly neither exceed the allowable temperature for
the insulation or impregnant nor produce unacceptable

local stresses due to differential thermal expansion. A rule
of thumb for acceptable peak temperature is 100 K. To
achieve such limit (and simultaneously limit the voltage),
sufficient copper must parallel the superconducting fila-
ments so that the integrated heating in the copper does
not exceed the acceptable peak value. Because of the rath-
er complex time dependency of the current in a quenching
adiabatic magnet, this criterion is best illustrated by ref-
erence to the protection of a cryostable magnet.

4.2. Cryostable Protection

In this type of magnet no propagation of a quench zone
occurs between adjacent conductors. Furthermore the
one-dimensional propagation of quench along a conductor
is slow. If, for example, the level of liquid helium is low so
that a length of conductor is exposed to helium vapor and
has quenched, no propagation will occur, and the normal
zone will be stationary. In such a case protection of the
conductor against excessive temperature rise must be by
external discharge of the stored magnetic energy. Inter-
turn voltage is hardly ever a dominant effect in the pro-
tection of a cryostable magnet. The limiting criterion is
therefore the temperature rise of the conductor at the
point of quench initiation. Just as for the adiabatic mag-
net, a generally accepted criterion is a rise of no more than
100 K. The prediction of the temperature rise is now rath-
er simple. If the magnet is discharged exponentially, the
governing equation is

J2
CurðyÞdt¼ cðyÞdy ð6Þ

The left-hand side of Eq. (6) represents the heat being
generated in the resistance of the copper, and the right-
hand side represents the same heat being absorbed by its
enthalpy. The quantities r(y) and c(y) are the tempera-
ture-dependent resistivity and volumetric specific heat of
the copper.

Equation (6) may be rewritten as

Z 1

0
J2

Cudt¼

Z Ymax

4:2

cðyÞ
rðyÞ

� �
dy ð7Þ

In this expression the right-hand side is a function of the
copper, or some other conducting material, between a low
temperature, generally assumed to be that of liquid heli-
um boiling at atmospheric pressure, 4.2 K, and the allow-
able upper temperature, generally 100 K [13]. (It is
sometimes called the ‘‘G function’’ but not in the original
reference.) If the discharge of the magnet is exponential,
Eq. (7) becomes

1

2
J2

0Cut¼Gðymax � 4:2Þ ð8Þ

where J0 Cu is the initial maximum current density in the
copper. For copper at 100 K, the value of the G function is
typically 6 1016 A2 m� 4 s� 1. In order to achieve the re-
quired time constant of discharge, the voltage across the
magnet must be as large as the inductance demands. As
an example, a large magnet might have a stored energy of
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Figure 4. Boiling heat transfer curve for liquid helium and the
heat generation curve for a composite superconductor.
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100 MJ, an operating current of 10,000 A, and a copper
cross section of 500 mm2. The inductance would be 2 hen-
ries and J0 Cu would be 2� 107 A/m2. The time constant of
discharge would have to be 17.32 s, and the maximum ini-
tial discharge voltage 1.154 kV.

4.3. Winding Topology

The design of a winding array is dictated by the desired
field properties. The basic expression governing the
field produced by a winding is the Biot–Savart law,
expressed as

dB¼
I .dl sinðyÞ

r2
ð9Þ

where I �dl is a current element, and y is the angle be-
tween that element and the radius vector r to the field
point. The direction of the field vector is perpendicular to
both the current element and the radius vector. This
expression is integrated in closed form for the fields of so-
lenoids and of long linear windings. The forward compu-
tation of field produced by a given current array is
straightforward. It can be performed for any configura-
tion of currents, although the closed-form calculation is
easy only for circular or straight arrays. The reverse com-
putation, of a current array to produce a given field topol-
ogy, is possible only for a few simple configurations,
specifically for the axially symmetric field of a current
ring and the circular field of an infinite straight current.
The off-axis fields of a circular current array involve el-
liptic integrals. Numerical methods for the solution of the
off-axis field of a current arc are routinely available as
commercial codes. Most field geometries are produced by
combinations of straight currents and current arcs. Gen-
erally the design problem proceeds by the iterative recom-
putation of the fields generated by incrementally modified
straight or arc current arrays.

5. OPERATION IN TIME-VARYING FIELDS

Although most superconducting magnets constructed to
date have been designed for steady-state operation, a few
have been constructed for use either under AC conditions
or with a rapidly changing field [14]. The design of a con-
ductor for such operation involves the reduction of dissi-
pative mechanisms in the superconductor. One source of
dissipation under conditions of changing field has been
described, that is, flux creep. That loss is generally called
hysteresis loss and is approximated per unit volume by the
expression

Q �
1

4
DB dwJc ð10Þ

where DB is the field change, dw is the wire diameter, and
Jc is the critical current density. It is seen that the dissi-
pation is smallest for thin wires.

Other sources of dissipation are found in composite
superconductors. The most important of those is what
is called shielding loss. It arises as follows. To reduce
hysteresis loss and to improve the stability of a supercon-

ductor against flux jumping, the superconductor is finely
divided into filaments in a (typically) copper matrix. How-
ever, it may be seen that the collection of filaments will
still tend to exclude flux unless the filaments are trans-
posed. Full transposition of any but a single layer of fila-
ments is impossible within the matrix. However, a
compromise is the twisting of the conductor. A short twist
pitch or high resistivity of the matrix will allow flux to
penetrate through the layers of filaments [15]. The time
constant of penetration is given roughly by

t¼
m0

2r

� �
L

2p

� �2

ð11Þ

where r is the resistivity of the matrix and L is the twist
pitch. External field change will generate dissipation
roughly given by

Q¼
B2

2m0

� �
t

tþ t

� �
ð12Þ

where t is the time constant of the field change B. If the
change is very rapid compared with the time constant of
penetration of the conductor, the dissipation approaches
the energy density of the magnetic field. Some magnets
have been made with superconductors that have a matrix
of cupronickel. The resistivity of cupronickel is high,
which leads to a short time constant for flux penetration.
However, the conductor is not well stabilized, and in the
event of a quench it is not well protected against local hot
spot. The CiC conductor, described above, also minimizes
the shielding losses.

6. FORCES AND STRESSES

The force on a conductor in a field is given by the expres-
sion

F¼BI ð13Þ

where I is the current in amperes, B is the component of
the field in tesla perpendicular to the current vector, and F
is the force per unit length in newtons which is directed
perpendicular to the current and field vectors. The calcu-
lation of stresses in the conductors of a winding can be
performed in closed form for only a few simple cases. For
an isolated circular loop, the hoop stress averaged over a
section of wire (whose cross section may include super-
conducting filaments, copper, depleted bronze, etc.) is
given by

s¼BJr ð14Þ

where B is the average field at the wire perpendicular to
the plane of the loop, J is the current density averaged
over the wire section, and r is the mean radius of the loop.
If J is in A/m2, and r is in meters, then s is in pascals. In a
multilayered solenoidal winding the stresses in the wire
are influenced by the transmission of radial forces be-
tween layers and by axial forces generated by radial com-
ponents of field at the ends of the solenoid. The analysis of
these stresses usually is performed by standard programs.
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However, Eqs. (13) and (14) provide a useful rough guide
to the stresses that will be encountered in a solenoidal
winding.

The forces in long straight windings, such as extended
dipoles, may be similarly estimated by the summation of
the forces found from Eq. (13). The stresses in solenoidal
windings are often supported by the conductor alone.
Since the stresses are predominantly tangential, they pro-
duce tension in the components of the wires. In NbTi com-
posites the stresses tend to be divided roughly equally
between the NbTi superconductor and the copper unless
the latter is annealed. In Nb3Sn conductors most of the
tensile load appears in the Nb3Sn superconductor itself
because the Young’s modulus is high, 172 GPa. The other
components of a Nb3Sn composite tend to be annealed by
the heat treatment.

6.1. Examples of Superconducting Magnets

Common applications of superconducting magnets include
the following: magnetic resonance imaging (MRI), labo-
ratory magnets (for NMR analysis, susceptibility mea-
surement), particle-beam handling, subatomic particle
analysis, power conditioning, energy storage, open gradi-
ent magnetic separation, and magnetohydrodynamic
(MHD) power generation. All superconducting magnets
are wound. The most common winding topologies are so-
lenoids and extended linear windings. The latter are in
general of the form of armature windings, having straight
sections with end turns of complex shape. Solenoids are
used in magnets for MRI, most laboratory magnets, par-
ticle analysis, and energy storage. Extended linear wind-
ings are used in particle-beam-handling magnets, in
rotating machines (rotor windings), for particle focusing
(quadrupoles, hexapoles), and in MHD power generation.
Occasionally a superconducting winding has an associated
ferromagnetic flux path. (In such so-called superferric
magnets, the iron is usually included in the magnet’s cryo-
genic environment, to avoid the transmission of high forc-
es between low temperature and room temperature.)

Although most superconducting magnets are solenoids
or extended dipoles and multipoles, a few magnets of more
complex shape have been manufactured. These include

very large ‘‘ying–yang’’ coils for the mirror fusion test fa-
cility (MFTF) [16], saddle coils for experiments on mag-
netohydrodynamic (MHD) power generation [17] and
toroidally shaped coils for several Tokamak fusion exper-
iments [18]. (Toroidal field magnets for fusion devices are
D-shaped coils that are arrayed around a circular plasma
path; in the absence of orthogonal—poloidal—fields, the
conductors of these coils experience pure tension as in a
solenoid.)

All are large magnets, storing energy in the range of
100 MJ. The stored magnetic energy is a rough classifica-
tion of the size and cost of a magnet, and not necessarily of
the difficulty of design and construction. Very high-field,
compact magnets present more difficulty because of small
operating margins, high stresses, and high-energy densi-
ties during quenching.

One of the largest superconducting magnets under con-
struction is the model central solenoid for the Interna-
tional Thermonuclear Experimental Reactor (ITER). It
stores 650 MJ and weighs 100 tonnes [19]. The most pre-
cisely engineered have been the high-field NMR magnets.
They now have reached fields of 18.8 T with homogeneity
of 10� 9 in a 10 mm spherical volume.

NMR and MRI magnets operate in persistent mode.
After energizing, a superconducting switch is closed
across the winding so that the current continues to flow
in an essentially resistanceless circuit. These are the most
commonly produced commercial magnets [20].

Superconducting particle-beam-handling magnets
have made possible the very high-energy accelerators in
operation at BNL, CERN, DESY, and the Fermi Labora-
tory. Superconducting dipole magnets are typically 10 m
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540
mm

850 mm

Figure 5. The winding profile of a typical
commercial NMR magnet. (Courtesy of Magnex
Scientific PLC.)

Table 2. Major Characteristics of a 750-MHz NMR
Solenoid

Type Solenoid

Materials NbTi and Nb3Sn
Energy 15 MJ
Center field 17.6 T
Bore at 4.2 K 74 mm
Typical weight 250 kg
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long or greater, generating transverse fields of up to 8 T to
provide the deflection required to bend the particle beam
to a circular orbit. The requirement for uniformity of field
is about 10� 4 over 25 mm width. Superconducting quad-
rupole magnets are used for focusing of the particle beam
and typically provide field gradients of up to 25 T/m.

6.2. Specific Examples

6.2.1. NMR Magnet for 750 MHz Proton Frequency [21].
Superconducting magnets for NMR and MRI are described
separately within this encyclopedia. However, as they typ-
ify solenoidal magnets, the 750 MHz magnet is described
here in outline. Figure 5 gives the profile of the windings of

a commercial magnet along with some of the structural
details. The global characteristics are listed in Table 2.

In the figure the windings are labeled (a) through (g).
Windings (a), (b), and (c) are of Nb3Sn. The wire size is
largest in section (a), where the field is highest and the
critical current density lowest. In fact, section (a) consists
of three grades of wire in order to maximize the local
winding current density. Sections (d) and (e) are the main
NbTi winding, again graded to maximize overall current
density. Sections (f) and (g) compensate the axial gradi-
ents introduced by the full-length sections. All magnets
used for NMR are operated in persistent mode. The wind-
ings are connected in series through superconducting
joints. After energizing, the windings are closed through
a superconducting switch (k). The joints (j) between the
Nb3Sn sections provide the best performance (highest crit-
ical current) in low field. Therefore they are mounted
away from the windings on posts that rigidly support
the brittle conductor. Surrounding the windings is an ar-
ray of shim coils (h) that provides for fine adjustments.
Each shim set has its own switch (m).

6.2.2. Particle Accelerators. The Fermilab energy dou-
bler/saver is typical of the use of superconducting beam-
bending magnets used in particle accelerators [22,23]. The
field generated by the magnet is oriented vertically and
extends over a length of 6 m. High-energy protons are
slightly deflected by the field–length product of the mag-
net. The transverse force on the particle beam is as pre-
dicted by the Lorentz equation [13]. A large number of
these dipoles (774), quadrupoles (216), and sextupoles are
arranged to produce a total deflection of 3601. In the Fer-
milab energy doubler each dipole magnet produces a mere
0.471 deflection at maximum beam energy.

Figure 6. An illustrative view of the LHC dipole construction,
showing the windings and the structural yokes. (Courtesy of
CERN.)

Figure 7. The six dee coils of the Large Coil
Task installed in the test cryostat. (Courtesy of
the Oak Ridge National Laboratory.)
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A more recent project involving superconducting beam-
handling magnets is the Large Hadron Collider (LHC) at
CERN. This also uses a sequence of long dipoles, quadru-
poles, and sextupoles in two adjacent rings in which pro-
tons, or other heavy particles, will circulate in opposite
directions to collide at energies up to 14 TeV. The cross
section of the winding and associated structure is shown
in Fig. 6. The conductors are located so as to approximate
a cosine distribution of current density. That arrangement
generates a field uniform throughout the center region of
each beam. The outward forces on the conductors are con-
strained by a stainless-steel collar. This cold assembly is
supported within an iron yoke that provides a return path
for the flux. The yoke is assembled from transformer iron
laminations, welded in a set of long steel girders.

6.2.3. Large Coil Task [24]. Six coils were built, one
each by the following groups: EURATOM (EU), The Swiss
Institute for Nuclear Science (CH), The Japanese Atomic
Energy Research Institute (JAERI), Westinghouse Elec-
tric (WH), General Dynamics (GD), and General Electric/
Oak Ridge National Laboratory (GE/ORNL). Each coil
was a constant tension dee coil [18], but each used a dif-
ferent form of conductor. The Westinghouse coil alone
used Nb3Sn, in a CiC configuration; all the others used
NbTi in a cryostable (helium-cooled) configuration. The
cooling method was either forced-flow (FF) or pool-boiling
(PB). The purpose of the program was to demonstrate sta-
bility of the coils under conditions of combined toroidal
and pulsed poloidal fields. This international program has
resulted in the construction of a model toroidal coil array
as shown in Fig. 7. The main specifications were as listed
in Table 3.
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The advent of high-temperature superconducting (HTS)
materials has enabled a number of applications in passive
microwave electronics. Superconductors exhibit very low
losses at microwave frequencies and, although finite, at
the practical operating temperature of 77 K (boiling point
of nitrogen), these losses are more than two orders of

magnitude lower than normal conductors at frequencies of
10 GHz and below. This has allowed the possibility for
high-performance planar microwave components because
high-quality epitaxial films can be deposited on both sides
of low microwave loss, single-crystal substrates allowing
the fabrication of components in planar configurations
such as microstrip, stripline, and coplanar waveguide.
These configurations are widely used throughout the mi-
crowave community in a variety of technologies ranging
from GaAs microwave monolithic integrated circuits
(MMIC) to integrated circuits using ceramic and laminat-
ed substrates. Figure 1 shows a schematic cross section of
all three most common planar microwave structures. The
use of HTS in these circuit configurations results in pas-
sive devices such as resonators, filters, and delay lines
with performance far superior to conventional planar
technology and with the attractive feature that many
well-established design techniques can be used for HTS
circuits as well.

The discussion in this article will focus mostly on HTS
microwave planar filters, because they are the majority of
microwave HTS devices built nowadays. They are also
representative of other devices like duplexers and multi-
plexers, which may contain several filters to separate sig-
nals at different frequencies.

Microwave filters are made of several coupled resona-
tors. This article will describe the details of resonators
currently used in HTS microwave filters. There are other
applications that also use HTS resonators to take advan-
tage of the unique features of HTS materials, for example,
in the frequency stabilization of microwave oscillators.
These applications will not be described in detail. The in-
terested reader is referred to the reading list for further
details.

Planar microwave circuits with HTS materials are also
used for some applications that do not involve the use of
resonators. Of particular significance are the devices that
include planar delay lines. A short overview of these de-
vices is given in this article. Further details can be found
in the reading list and in the references therein.

The HTS microwave technology is discussed in this
article with the understanding that conventional low-
temperature superconductors (LTS), for example, Nb or
NbN, can also be used in the same fashion. Practical LTS
materials operate typically at 4.2 K, the boiling tempera-
ture of liquid He. Furthermore, it should be kept in mind
that a larger variety of substrates can be used in LTS
technology because it does not require single-crystal epit-
axial films. For example, Nb microwave and digital cir-
cuits have been demonstrated on Si and single-crystal
sapphire substrates [1].

1. HIGH-TEMPERATURE SUPERCONDUCTING FILM
PROCESSING TECHNOLOGY

The basic elements of HTS thin film technology from the
point of view of microwave applications will be discussed
here briefly. Only epitaxial thin films will be addressed
because, to date, significantly better properties can be ob-
tained from epitaxial material than from polycrystalline,
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nonepitaxial techniques. Most, if not all, of the develop-
ments covered in this article, however, are valid for the
case of polycrystalline materials. The main advantage of
these materials is cost and coating of nonplanar surfaces
like the inside of a cylinder to form a high-Q cavity res-
onator [2].

Among the various high-temperature superconductors,
there are two that have achieved a level of maturity and
acceptance in the industry: (1) YBa2Cu3O7, usually re-
ferred to as YBCO, and (2) Tl2Ba2CaCu2O8 or TBCCO.
High-quality epitaxial thin films of these materials can be
deposited on both sides of a variety of low microwave loss,
single-crystal substrates by several deposition techniques.
Evaporation is the dominant technique for production of
large-area YBCO films [3,4], whereas sputtering [5], laser
ablation [6], and metal-organic chemical vapor deposition
(MOCVD) [7] are used in some YBCO processes and, as
detailed below, as a part of most TBCCO processes.

YBCO is typically grown in situ as an epitaxial single-
crystal film with thickness ranging from 300 nm to
700 nm. This means that the desired crystalline phase of
the material is formed as the film grows because the
growth conditions can be adjusted to obtain such results.
In contrast, TBCCO films have to be grown in two steps
because of the high volatility of thallium. In a first step, a
thallium-free epitaxial film containing barium, calcium,
copper, and oxygen is formed following the deposition
techniques mentioned above. Then, the film is annealed
in a thallium atmosphere to form the TBCCO film with the
adequate composition and crystalline structure [8].

Despite the complications in the fabrication of TBCCO
films, they have the advantage of a higher critical tem-
perature (Table 1) and are typically grown with thickness
close to 1 mm. These are advantages because practical de-
vices must be made with thicknesses two or three times
greater than the London penetration depth (200 nm to
300 nm) at 77 K (see Section 2.1.). TBCCO films thus offer
a greater operating margin than YBCO films.

1.1. Substrates

To date, the two most common substrates used to grow
HTS films on are LaAlO3 (LAO) and MgO. Circuits on
sapphire have been demonstrated, but they are much
more difficult to make with a YBCO thickness of at least
500 nm. YBCO films thicker than 300 nm tend to crack
because of the difference in the coefficients of thermal ex-

pansion of the YBCO and the sapphire substrate. Both
LAO and MgO substrates are available commercially from
a variety of suppliers around the world and can be readily
obtained in circular wafers up to 7.6 cm in diameter and
250 mm to 700 mm in thickness. At 77 K and for frequencies
between 1 GHz and 10 GHz, the loss factor (tan d) of LAO
and MgO is, at most, on the order of 10� 5, which is 10 to
100 times smaller than most practical microwave sub-
strates and is compatible with the low conductor loss of
HTS.

These two preferred substrates for HTS planar devices
have significant differences among them. LAO has a cubic
crystal structure above about 4501C. Below that temper-
ature it transitions to a rhombohedral structure, which is
only a slight distortion from the cubic structure consisting
of a very small stretching of the cubic unit cell along its
diagonal. In order to release stress, the crystal will form
twin structures, symmetrically related regions oriented in
different directions. Noncubic crystals are anisotropic and,
as a result of this twinning, the LAO substrate is made up
of slightly anisotropic regions randomly distributed
throughout the substrate [9]. The net result is an average
dielectric constant with a uniformity of approximately 1%

Patterned HTS

Ground plane

Stripline Coplanar
waveguide

Substrate

Microstrip

Figure 1. HTS technology lends itself to the fabrication
of microwave planar devices such as those schematically
depicted here in cross section. One advantage of coplanar
waveguide (and its variant slotline, not shown) is that
only one patterned HTS film is needed. One disadvantage
of stripline is that it is difficult to package. HTS devices
have been demonstrated in all three structures.

Table 1. Basic Characteristics of the Most Used Thin Films
and Dielectric Substrates for Microwave Applications

HTS Films YBCO TBCCO

Critical Temperature (Tc) 90 K 110 K
Surface resistance (RS)

at 77 K
0.2–0.5 mO 0.2–0.5 mO

and 10 GHz (f2 dependence)
Film thickness 300–700 nm 800–1000 nm
Critical dc current density

(Jc) at 77 K
2 MA/cm2 1 MA/cm2

Penetration depth (nm) 200 nm 200 nm

Substrates (LaAlO3) LAO MgO

Relative dielectric constant
(er) at 77 K

23.6 9.7

Dissipation factor (tan d)
at 77 K

10� 5 o10� 6

Typical dimensions 5, 7.5, 10 cm
diameter

5 and 7.5 cm
diameter

250 and 500mm
thick

250 and 500mm
thick

Note: Both types of HTS films can be grown in either substrate.
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that, among other effects, may provoke unacceptably large
tolerances in the resonant frequencies of the resonators
that make up a planar filter. In contrast, MgO, which is
cubic, has a dielectric constant uniformity of 0.1% [10].

The relative dielectric constant of LAO is er¼23.4 at
77 K. This is a higher value than most common microwave
substrates whose dielectric constants usually do not ex-
ceed 10 (er¼ 9.7 for MgO). This high permittivity makes
invalid some of the models that are used in standard pla-
nar microwave circuit design, like, for example, the mod-
els of quarter-wave-coupled microstrip sections, which are
not valid for er418.

The most important characteristics or these two HTS
materials and their substrates are given in Table 1.
The properties listed are those a microwave designer
would want to know if engaged in an HTS device design
project.

1.2. Device Processing

Fabrication of microwave devices using either YBCO and
TBCCO follows relatively straightforward photolitho-
graphic techniques. Patterning of the superconducting
layer is typically accomplished by Ar-ion milling. The pro-
cessing may include the deposition and patterning of low-
resistivity contacts for interfacing with other devices or
instrumentation. These are typically made by depositing a
thin (200 nm to 300 nm) layer of gold or silver through a
shadow mask on the contact areas [11]. Another possibil-
ity is to deposit a layer of gold or silver over the whole HTS
film and then selectively remove the metal in the photo-
lithographic process. The latter option allows for an in situ
deposition of the metal in the same chamber where the
HTS film is grown, without breaking vacuum, favoring a
low-resistance contact between the HTS and the metal.
Interfacing with other devices via coaxial connectors or
directly to other substrates, superconducting or otherwise,
can be accomplished using gold wire or ribbon attached to
the low-resistivity contacts by ultrasonic thermal com-
pression bonding or gap-welding (ribbons). Fabrication de-
tails of filters and delay lines made at Northrop Grumman
can be found in Ref. 12. Other institutions follow similar
procedures.

1.3. Microwave Packaging of High-Temperature
Superconducting Devices

Proper packaging of cryogenic microwave devices is crit-
ical to the success of the technology. In general, planar
microwave devices are made up of a dielectric or semiin-
sulating substrate, typically mounted on a metallic pack-
age or carrier by means of conducting epoxy or soldering.
The mounted device then interfaces with other devices or
measurement instrumentation most commonly via coaxial
connections. In this case, the metallic carrier forms part of
the ground terminal by connecting to both the outer jacket
of the coaxial interconnection and the ground plane de-
fined on the substrate. This means that microwave cur-
rents flow into the planar device through the center
conductor of the coaxial interface and back out through
the ground plane on the substrate, the metallic carrier,
and its connection to the coaxial connector outer jacket.
This current flow into the packaging assembly must occur
without appreciable impedance mismatch or discontinu-
ity. Figure 2 illustrates these points schematically with an
example for a microstrip device.

The criticality of these connections among substrate,
carrier, and connectors is exacerbated when cryogenic
cooling of the microwave package is required because a
large thermal mismatch between the various components
may cause cracking of the substrate or degradation of the
interface between substrate and carrier or connector. Fur-
thermore, the quality of the interface between the cryo-
electronic substrate and the outside world must be
preserved through many temperature cycles between am-
bient and cryogenic temperature to allow for repeated
testing of the device and an operational environment,
which may require that the device warm up to room tem-
perature while not in use. Suitable microwave package
designs must therefore include one or more of the follow-
ing elements: (1) the use of thermally matched materials,
(2) adhesives that remain sufficiently pliable at cryogenic
temperatures, and (3) configurations that allow the vari-
ous parts of the package to contract and expand freely
while maintaining good electrical contact.

When considering materials that are thermally
matched to HTS substrates, the important parameter is
the total contraction between room temperature and the

Package
   wall

Coaxial
connector

Carrier

HTS
substrate

HTS
pattern

Ground
plane

Substrate-carrier
conducting interface

(e.g., conducting
epoxy or solder)

Conducting interface
(e.g., metallic springs or 

single-piece housing)

Figure 2. Microwave packaging of HTS devices
is challenging because mechanical and electrical
integrity must be maintained when the device is
cycled from ambient to cryogenic temperatures.
Special attention must be paid to the ground-cur-
rent return path so as not to introduce parasitic
reactances that could severely affect the perfor-
mance.
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operating temperature, for example, 77 K, and not the
thermal coefficient of expansion. Figure 3 shows the rel-
ative thermal contraction for several materials, including
LAO and MgO, in mm/cm (i.e., at a given temperature, a
1 cm-long piece of material shrinks so many microns from
its length at 300 K). As can be seen, the slope of this curve,
that is, the thermal coefficient of expansion, varies greatly
with temperature over the range of interest, making it a
practically useless parameter for the selection of appro-
priate materials. Although there are some differences in
the rate of contraction as the materials shrink from room
temperature, the key parameter is the total contraction at
77 K. For example, Nb and LAO are fairly well matched at
77 K, even though their rate of contraction as a function of
temperature is slightly different. This is borne out by ex-
tensive experimentation [12]. Other substrate/carrier ma-
terial pairs have been successfully used as well.

2. MICROWAVE PROPERTIES OF SUPERCONDUCTORS—
DYNAMIC RANGE BENEFITS

The key reason for developing a microwave HTS technol-
ogy is the exploitation of the low loss afforded by HTS
compared with conventional metals like gold and copper.
High-performance, low-loss devices using conventional
materials can generally be made at the expense of high
volume, usually in the form of hollow or partially dielec-
tric-filled waveguide components. The potential of HTS is
to enable components with the same or better performance
in a much reduced volume that must include the cryo-
cooler. Figure 4 shows a comparison between calculated
losses in several common types of transmission line, in-
cluding HTS microstrip on LAO, for the parameters listed
in Table 1. For calibration, included in this comparison is
Au microstrip at 77 K, also on LAO. For the microstrip
cases, only the conductor and dielectric losses were calcu-
lated; radiation losses or coupling to spurious surface
modes were ignored. Also included are the losses in X-

Band waveguide, which are lower than HTS for the pa-
rameters chosen, although HTS microstrip offers the ad-
vantage of much wider bandwidth and ready integration
of several components into a small volume. Notice that the
useful frequency range for X-band waveguide is typically
only 8 GHz to 12 GHz. Integration capability combined
with low loss are key elements of HTS technology because
most systems insertion opportunities will develop for ap-
plications offering significant size advantages with respect
to conventional approaches.

A different and useful way of getting insight into the
advantages of HTS planar circuits is from the point of
view of resonant structures, which form the basic building
block of passband filters. This can best be discussed in
terms of quality factor, Q, which is the ratio between
stored and dissipated energy, represented as

Q¼
Stored energy

Dissipated energy
ð1Þ

For empty electromagnetic cavity-type resonators, this is,
in essence, a figure-of-merit measuring the degree of com-
promise between volume (stored energy) and surface area
(microwave losses on the conducting surfaces). In general,
both stored and dissipated energy depend on the dielectric
constant and the geometric configuration used, the dissi-
pated energy also depends on the surface resistance of the
(super) conducting surfaces and the losses in the dielec-
tric. In practice, there could be other types of losses such
as radiation, which, for simplicity, will be neglected in this
discussion. In principle, the performance of any passive
device can be projected from the Q of the type of structure
used to make up the device. For example, a resonator
made up of a section of microstrip line can be calculated
from well-known expressions [13]. The insertion loss of a
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Figure 3. Measured relative thermal contraction of several ma-
terials of interest in HTS technology, including Si and GaAs.
These or similar data should be used in the selection of carrier
materials and the packaging of hybrid HTS-semiconductor com-
ponents. If a good thermal match between parts that must remain
in intimate mechanical and electrical contact cannot be obtained,
sufficiently pliable conductive adhesives may be adequate for
some applications, particularly if the mismatched parts are small.
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Figure 4. Calculated attenuation comparison for various trans-
mission-line types including HTS and gold microstrip on 500 mm-
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that X-band waveguide has lower loss than HTS microstrip (for
the parameters chosen). However, HTS microstrip has broader
bandwidth and the potential for smaller volume because it facil-
itates the integration of several microwave components.

SUPERCONDUCTING FILTERS AND PASSIVE COMPONENTS 4977



filter can, in turn, be estimated from the Q of the resona-
tors that make up the filter [14].

Figure 5 is a plot comparing the Q and volume, as a
function of frequency, of resonators made up of a micro-
strip line section and an empty metallic cube, respectively.
As the dimensions of the resonator are specified at each
frequency, the volume calculated is that of the smallest
cube capable of resonating at a given frequency. The mi-
crostrip HTS resonator volume was calculated assuming
it is in an enclosure with cross section as shown in the

figure, where the walls and the lid are sufficiently far
away from the superconducting strip that their contri-
bution to the loss is negligible. The Q of HTS microstrip,
although higher, is within the same order of magnitude
as the Q of the cube resonator. However, the estimated
volume can be two or more orders of magnitude smaller,
especially at the lower microwave frequencies.

Although to first order the main feature distinguishing
HTS from conventional planar microwave passive devices
is low loss, other important differences exist and are dis-
cussed in the following sections.

2.1. Surface Impedance and Penetration Depth

The surface impedance of a conductor is the characteristic
impedance seen by a plane-wave incident perpendicularly
on a planar (super)conducting surface. For both normal
(e.g., copper, gold) conductors and superconductors, the
surface impedance is given by [9,15]

ZS¼RSþ jXS¼

ffiffiffiffiffiffiffiffi
jom
s

r
ð2Þ

where o is the angular frequency, m is the permeability,
and s is the conductivity, which is real for normal conduc-
tors but is complex for superconductors. In both cases, the
RF fields decay exponentially inside the material, defining
a field penetration depth. In the case of superconductors,
however, this parameter—called the London penetration
depth—is independent of frequency and is orders of mag-
nitude smaller than the normal conductor penetration
depth (usually referred to as the skin depth). The reasons
are derived from the perfect diamagnetism of supercon-
ductors, the so-called Meissner effect, and are explained
by the Gorter–Casimir and London two-fluid model of su-
perconductivity [9,16].

Table 2 summarizes the differences between normal
and superconductors from the point of view of their mi-
crowave surface impedance. Notice that the surface resis-
tance of superconductors, Rs, has a frequency-squared (f 2)
dependence. In contrast, normal conductors depend on the
square root of frequency ð

ffiffiffi
f

p
Þ. Figure 6 shows the differ-

ence between copper at 300 K and 77 K, and HTS at 77 K.
This must be taken into consideration, especially when
designing wideband components. The figure also high-
lights the large difference between copper and HTS at fre-
quencies below 1 GHz.

As with planar microwave devices using normal con-
ductors, best performance control is obtained when the
geometric inductance of the circuit dominates the internal
inductance of the superconductor. That is, from a practical
point of view, the thickness of the superconductor must be
at least two to three times larger than the penetration
depth at the temperature of operation. The London pen-
etration depth is a strong function of temperature, and for
HTS, it is given approximately by [9,16]

lL¼
lLð0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Figure 5. Calculated comparison of quality factor (Q) and vol-
ume for two types of resonators: 50O HTS microstrip on 500mm-
thick LAO and a metallic cube. The Q of a gold-on-LAO microstrip
at 77 K was also calculated as a reference. The metallic cube is
representative of a simple cavity resonator and was chosen be-
cause its Q is easy to calculate [15]. The volume for the microstrip
was chosen as a device with the cross section shown in the figure
with a/h¼10, d/h¼20, and a length of (l/2þ4h). This assumed
cross section is independent of wavelength and loses its meaning
at the higher frequencies plotted, where the substrate would, in
practice, be thinner, making the microstrip always smaller than
the waveguide.
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where lL(0), the penetration depth at 0 K, is a fundamen-
tal parameter of the material, T is the temperature, and Tc

is the critical temperature. For YBCO, lL (0)D150 nm,
which results in lL (77 K)D214 nm. The HTS film must be
at least 500 nm to 600 nm thick for operation at 77 K, in
order for the kinetic inductance effects to be negligible
with respect to the total inductance of the circuit.

For practical microwave design purposes, this allows
treating the superconductor as a normal conductor with a
surface resistance that can be obtained from measured
values and a frequency-squared scale factor. It has become
customary for workers in the field to normalize the surface
resistance to 10 GHz and 77 K, although measured data
may have been taken at a different frequency. Devices
where the kinetic inductance is allowed to dominate have
been demonstrated [17]. However, they are lossy, difficult
to fabricate, and quite dependent on temperature because

of the strong temperature dependence of the penetration
depth.

2.2. Nonlinear Effects

A fundamental characterization of the nonlinear behavior
and power handling in HTS materials is through the sur-
face impedance and its dependence on the RF magnetic
field HRF [18–23].

ZSðHRFÞ¼RSðHRFÞþ jXSðHRFÞ ð4Þ

The essence of the nonlinear dependence of the surface
impedance on signal power level or, equivalently, HRF is
intuitively grasped by observing the response of a micro-
strip resonator, shown in Figure 7. As the input power is
increased, the resonator Q degrades (RS dependence on
HRF) and the resonance shifts to lower frequencies
(XS dependence on HRF). Several regimes have been iden-
tified in the study of nonlinear phenomena in HTS [20]. A
linear region at sufficiently low power levels, a weakly
nonlinear region where nonlinear behavior is dominated
by grain-boundary weak links (Josephson-junction-like
defects in the crystalline make-up of the HTS film) and a
strongly nonlinear region dominated by hysteretic vortex
penetration. Above this regime, breakdown of the super-
conducting state occurs, with the surface resistance in-
creasing abruptly because of heating and the formation of
normal-state domains [20].

If the magnetic field exceeds its critical value, the ma-
terial becomes a normal conductor and dissipates heat
that must be removed by the cryocooler in the system and
can even damage the device. The device ceases to operate
as a superconducting device and, if no damage has
occurred, must recover after the high-power source has
been removed. The related topic of intentionally provoking
a superconducting-to-normal transition as a switching
mechanism has been studied extensively [24–26].

2.3. Dynamic Range Considerations: Noise Figure

An important consideration for any electronic device is its
dynamic range, or range of signal power levels over which
the device will operate properly. In the case of passive HTS
devices, they are expected to be linear over a certain dy-
namic range, limited below by noise and above by the on-
set of nonlinear behavior.

Starting at the lower end, the noise generated in a pas-
sive device will generally be of a thermal nature. A mea-
sure of how much noise any device generates is given by
the noise figure [27], which is, by definition, related to the
excess noise generated in the device when a matched re-
sistor at 290 K (ambient temperature) is placed at the in-
put. Thus the noise figure would be equal to 1 (or,
equivalently, 0 dB) if the device were perfectly noiseless
or if it were an ideally lossless passive device. The accept-
ed noise figure definition as a function of device temper-
ature is [27]

FdB¼ 10 . log 1þ ðL� 1Þ .
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Table 2. Microwave Surface Impedance Comparison
Between Normal Conductors and Superconductors

ZS¼RSþ jXS¼

ffiffiffiffiffiffiffiffi
jom
s

r

Normal Conductors Superconductors

s ¼Real s ¼Complex
Penetration (skin) depth: Penetration depth:

d¼
ffiffiffiffiffiffiffiffiffiffiffi

1

pfms

r
lLðTÞ¼

lLð0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
T

TC

� �2
s

lLð0Þ ffi 150 nm for YBCO
RS¼XS¼

1

sd
/

ffiffiffi
f

p
RS / f 2

XS ffi 2pfmlL

Copper at 300 K: YBCO at 77 K:

d¼
2:1ffiffiffi

f
p mm

lLð77Þ ffi 0:2mm

RS¼8:24
ffiffiffi
f

p
mO RS¼5f 2 mO

Copper at 77 K:

d¼
0:9ffiffiffi

f
p mm

RS¼3:4
ffiffiffi
f

p
mO

Note: The frequency f is in GHz in the numerical equations for d and RS

above.
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Here, L is the insertion loss of the device as a number
greater than or equal to 1 (i.e., 10 log(L)Z0 dB), and T is
the temperature in degrees Kelvin. For a passive, lossy
device at 290 K, the noise figure turns out to be equal to its
insertion loss, a rule that system designers commonly use
when dealing with passive components such as filters or
lengths of transmission line. HTS devices, however, be-
cause they operate at cryogenic temperatures (77 K, typ-
ically), will have a lower noise figure, according to the
accepted definition [27]. Figure 8 shows this expression
graphically as a function of the insertion loss of the device
for 77 K and 290 K (ambient temperature). Thus, in con-
sidering the dynamic range of HTS devices, the lower end
of the range will tend to be lower than for conventional
devices, not only because of their inherent low loss, but
also because they operate at cryogenic temperatures. Mea-
surements reported in the literature [28] confirm, to first
order at least, that the noise in HTS passive devices is
indeed thermal in nature.

2.4. Dynamic Range Consideration: Nonlinearity
and Power Handling

The upper limit of the dynamic range of HTS passive de-
vices is limited by nonlinearities in the superconductor.
This is in contrast to conventional technology, for which
this upper limit could be orders of magnitude higher, gen-
erally limited by such phenomena as the voltage break-
down of air or the dielectric used, or melting of the
metallic pattern because of high currents. HTS, on the
other hand, is fundamentally limited by the dependence of
its surface impedance on the magnetic field shown in Eq.
(4). In a linear media, there is no dependence between
surface impedance and magnetic field, so Eq. (4) implies
that the fields at the surface of the HTS film will have
distortions with respect to the ones in a linear material.

Of particular importance is the intermodulation distor-
tion (IMD), whose most distinctive feature is the genera-
tion of third-order mixing products at frequencies 2f1-f2
and 2f2-f1 when a device is driven by two harmonic signals
at f1 and f2. The upper end of the dynamic range is then
reached when the power level of the applied signals is
such that the third-order products rise above the noise
floor and can be mistaken and processed by the system as
real signals.

Nonlinear effects are exacerbated in HTS devices
where the microwave fields are nonuniformly distributed.
For example, an HTS microstrip line has much higher
current density (and magnetic field) near the edges of the
line than along the center. Thus, as the signal power level
is increased, the current density at the line edges will
generate nonlinearities and increased losses, degrading
the performance of the device. As a result, the linearity
condition, which may be a relatively minor issue with con-
ventional filter technology, is, in contrast, very key in HTS
filter technology.

A system dynamic range can, in turn, be determined
from that of its components. An important example is that
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sky, Hebrew University of Jerusalem) captures
the essence of the nonlinear RF power depen-
dence of the surface impedance Zs¼Rsþ jXs. As
power level increases, so does Rs, and the reso-
nance Q decreases. On the other hand, the effect
of increased power level on Xs manifests itself on
a shift of the resonance toward lower frequencies
[20].
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of a microwave receiver front-end, usually consisting of a
low-noise amplifier (LNA) placed after the antenna, which
is then followed by one or more downconversion stages.
The dynamic range of the receiver is greatly determined
by the noise figure, gain, and IMD of the LNA, with the
components that follow having much less influence. Many
applications demand a preselector filter between the an-
tenna and the LNA to reject strong interfering signals
that could generate unwanted mixing products because of
the nonlinearity of the LNA [28]. The preselector filter
must not significantly degrade the receiver dynamic
range, and so it must have low insertion loss (i.e., low
noise figure) and an IMD sufficiently lower than the LNA’s
with respect to both in-band signals and the rejected out-
of-band interfering signals. This is an important example
because HTS filter technology is a strong candidate for
this type of preselector in some applications like wireless
communications base-station receivers [29].

Nonlinear properties of HTS bandpass filters are
strongly dependent on frequency. This is because of the
frequency dependence of current and field amplitudes on
the resonators that form the filter, which, on some of the
resonators, have sharp peaks at the frequencies close to
the edge of the passband [30]. As a result, the nonlinear
properties of HTS filters are normally set by these reso-
nators, and the frequencies close to the edge of the pass-
band are typically the ones where IMD and other
nonlinear effects are more prominent (see Figure 9). This
is an important consideration in HTS preselector filters,
which may be subject to strong out-of-band interfering
signals.

Although IMD is normally tested with two tones to
check for the generation of mixing products, the signals
applied to HTS filters are often not sinusoidal, and it
may be difficult to predict the nonlinear effects from the

two-tone characterization. This happens, for example,
when HTS filters are driven with spread-spectrum signals,
like those used in CDMA- or WCDMA-based communica-
tion systems. The IMD in this case causes a broadening of
the band-limited spectrum, which may mask the signals in
adjacent channels (see Figure 10). Prediction of this type of
effects requires using nonlinear numerical techniques [31].

3. HIGH-TEMPERATURE SUPERCONDUCTING FILTERS

One of the most important applications of HTS microwave
technology are high-performance passband filters because
they can be made in planar configurations. Filters are of-
ten the dominant contributor to system volume, in partic-
ular when banks of low-loss filters are required. As
discussed earlier, high-Q structures can be obtained at
the expense of high volume. HTS planar configurations
like microstrip or coplanar waveguide have Q comparable
with cavities at a much smaller volume (see Figure 5), and
so HTS is an attractive approach to reducing the volume of
high-performance filters.

3.1. Insertion Loss and Q

A straightforward way of thinking of bandpass filters is as
coupled resonators. The performance of a resonator is
characterized by its quality factor Q, defined in Eq. (1).
When the resonator forms part of an electrical circuit, the
circuit delivers and takes back energy from the resonator,
affecting its characteristics. The unloaded Q of a resona-
tor, Qu, is its intrinsic quality factor, without the effects of
an external circuit. A first-order filter consists of a single
resonator. Its bandwidth can be adjusted by the degree of
coupling into the resonator by the external circuit. In a
lightly coupled resonator, little disturbance is introduced
by the input and output circuits, and its resonant condi-
tions and bandwidth are close to those of an ideal, unload-
ed resonator. When coupling into the resonator is strong,
the disturbance is large and the Q is now dominated by
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both the resonator and the external circuit, making the
total or loaded Q lower than the ideal, unloaded Q, and
therefore the filter bandwidth is now wider. For a higher
order filter made up of various resonators coupled togeth-
er, the idea is the same. Narrow-band filters require that
the resonators be loosely coupled to each other, and the
minimum bandwidth is limited by the unloaded Q of the
resonators. Wider bandwidth filters will have tighter cou-
pling among resonators. Clearly, then, narrow-band filters
are a desirable application for HTS because its inherent
high Q enables narrow bandpass filters with low loss and
small volume. This was illustrated in Fig. 5, which helps
to convey the significance of the loss-volume tradeoff from
the point of view of using HTS and metallic cavity reso-
nators to make filters. There is also a tradeoff between
bandwidth, filter order (number of resonators), and inser-
tion loss. The following is an approximate expression for
the mid-band insertion loss of a filter [14], in dB, which
reflects this tradeoff in Chebychev filters as

LdB;n ffi
4:34

B
.
Xn

k¼ 1

gk

Quk
ð6Þ

Here, n is the filter order, gk is the normalized series in-
ductance and shunt capacitance values of the low-pass
prototype filter [14], B is the filter bandwidth as a fraction
of the center frequency, and Quk is the unloaded Q of the
kth resonator. For the purposes of estimation, it is rea-
sonable to assume that all the resonators in the filter will
have the same Qu. Figure 11 illustrates the tradeoff be-
tween insertion loss, bandwidth, and filter order as a func-
tion of resonator Qu. It shows how Eq. (6) can be used to
estimate the potential of a certain filter technology, in this

case HTS, and understand its limitations. The insertion
loss was estimated for Chebychev-type filters [14] of the
fourth and fifth orders, respectively, and for 1% and 0.1%
fractional bandwidths. The purpose of this chart is to point
out the difference in loss caused by increasing the filter
order by one and by increasing the fractional bandwidth
by a factor of ten. Figure 11 complements Fig. 5 by helping
to make a connection between the insertion loss of a filter
of a given order and bandwidth and a specific structure
and its volume. The information provided by these two
figures can readily be extended to cover other structures
and technologies.

3.2. Selectivity and Q—Types of HTS Filter Designs

Besides having an effect on the insertion loss, the quality
factor of the resonators that form a filter also affect the
steepness of the frequency response at edges of the pass-
band. Steep filter skirts demand high Qu in the resonators
and make possible a sharp transition between the stopband
(where an insertion loss Ls is guaranteed) and the pass-
band (where a return loss Lr is guaranteed). The width of
this transmission band df is limited by the Qu of the res-
onators in the filter. For the particular case where Ls¼Lr
¼ � 23 dB and a maximum of 20% of the incident power is
allowed to be dissipated in the filter (i.e., maximum inser-
tion loss caused by dissipation is about 1 dB), the minimum
width of the transition band df is given by [30]

@f � 8pb0

f0

Qu
ð7Þ

where f0 is the center frequency of the filter and b0E0.75
for Chebychev filters and 0.25 for elliptic filters [30].

From Equation (7), it is clear that the width of the
transition band also depends on the type of filter design
through the coefficient b0, with Chebychev filters provid-
ing wider transition bands than elliptic filters.

Most modern HTS filters use couplings between non-
adjacent resonators to produce elliptic or quasielliptic re-
sponses having transmission zeros close to the edge of the
passband. This type of coupling is not used in Chebychev
filters, which do not have transmission zeros in their fre-
quency response. Elliptic filters, on the other hand, need
the highest number of nonadjacent interresonator cou-
plings, but require fewer resonators than Chebychev fil-
ters for a given ratio between the bandwidth and the
width of the transmission region. For example [30], a filter
with a center frequency of 2 GHz, 20 MHz bandwidth,
400 KHz transition width, requiring a 20 dB return loss
in the passband, and 85 dB of insertion loss in the stop-
band, would need 48 resonators in a Chebychev design
and 15 in an elliptic design. The elliptic design would have
14 transmission zeros in the stopband.

Chebychev and elliptic designs represent extreme cases
of filter design, where either full advantage is taken from
nonadjacent interresonator couplings (elliptic filters), or
this type of coupling is not used at all (Chebychev). There
is a wide range of intermediate designs (quasielliptic fil-
ters) depending on how many interresonator couplings are
used and how many transmission zeros are synthesized.
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Figure 11. Estimated insertion loss of fourth- and fifth-order
Chebychev passband filters of 1% and 0.1% fractional bandwidths
as a function of the unloaded Q of the resonators that make up the
filter. It was assumed that all the resonators have the same Q.
The chart shows the increase in insertion loss caused by increas-
ing the filter order by one and reducing the fractional bandwidth
by a factor of ten.
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Many HTS filters use at least a single pair of transmission
zeros at the edge of the passband.

3.3. Planar Resonator Designs

There are four main features that HTS filter designers
seek in a planar resonator:

1. Miniaturization

2. Low interresonator coupling vs. distance

3. High power handling

4. High Q

Obviously, a single resonator design will not optimize all
these four features. Rather, a certain resonator shape rep-
resents a compromise between several of them. For exam-
ple, miniaturized resonators tend to have large current
densities, and this tends to degrade their quality factor
and power handling. In the paragraphs below, we will dis-
cuss each of these features and give some examples of
representative HTS resonator designs.

Miniaturization of the size of the planar resonators has
been a trend in HTS filter design since shortly after its be-
ginning. The high Q of HTS resonators allows the design of
filters with many resonators without significant degrada-
tion of the insertion loss. This, together with substrate cost
and the limitations in the substrate size, has motivated fil-
ter designers to try to fit as many resonators as possible on
a given substrate area. Early HTS filters were made with
straight microstrip transmission line resonators, and the
need for miniaturization has motivated the use of other
types of resonators that use less real state. One possibility
is the use of quasilumped elements as in Figure 12. Other
possibilities include several ways of folding the transmis-
sion line in forms of loops, hairpins, spirals, or even fractal
shapes. Some of these geometries will be discussed below.

Miniaturization of the space that the resonators take is
not the only requisite to have small HTS planar filters.
One also needs to have resonators that can be placed close
to each other while keeping a low degree of coupling
among them. Low coupling is necessary to make narrow-
band filters, and traditional layouts need high interreso-
nator spacings to achieve this. To avoid the use of large

areas of substrate, some resonators are designed to have
low interresonator coupling, and make it little sensitive
with interresonator spacing. An example of such type of
resonators is shown in Figure 13.

Resonators with high Q and high power handling have
a common requirement: low current densities in the HTS.
As explained earlier, current crowding along the edges of
typical planar transmission lines (e.g., microstrip, strip-
line, and coplanar waveguide) ultimately limits the max-
imum power level that can be handled. Improved filter
designs are based on planar structures that avoid the ef-
fects of significant current crowding at the edges, as is the
case of low-impedance microstrip lines [32].

Another approach involves the use of resonators with
parallel segments of microstrip transmission lines having
symmetrical currents, so the fields between transmission
line segments tend to cancel (see inset in Figure 14). This
reduces the current-crowding effects at the adjacent edges
of the transmission line segments. The resonator layout is
then based on folding a line in several segments, and hav-
ing the segment with the strongest current density sur-
rounded by adjacent segments with symmetrical currents.
This is achieved at the even resonances of the spiral-in
spiral-out resonators of Figure 14 [33].

Another significant type of HTS resonators with high
power handling are the structures based on the circular
TM010 mode [34–36]. The most salient features of this ap-
proach are shown in Figures 15(a) and (b), which show the
electromagnetic fields and current profile in a microstrip
and a disk resonator, respectively. In the latter, the RF
magnetic fields do not close above the substrate but within
it, under the disk. Thus the current density does not peak
at the edges of the resonator and its distribution is more
uniform. The only possible drawback of this approach is
that the fields are more confined to the disk resonator, and
intercoupling between resonators to form a filter may be
more difficult, perhaps requiring three-dimensional struc-
tures for proper control of the coupling. This would elim-
inate some of the planar integration advantages. Fully
planar filters using this concept, however, have been suc-
cessfully demonstrated [34].

Figure 12. Example of a quasilumped resonator having an in-
ductor and an interdigital capacitor (US patent 6,438,394). Cour-
tesy of Superconductor Technologies Inc.

A

A′ A′

A

a b

Figure 13. Example of resonators with low interresonator cou-
pling. In this design, perfectly symmetrical resonators would be
uncoupled. The degree of coupling is set by small disturbances in
the resonators that break the symmetry [37] r 1999 IEEE.
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Obtaining high Q planar HTS resonators involves us-
ing HTS materials with low surface resistance and keep-
ing current densities low. Both of these aspects have been
discussed previously. A third requirement to obtain high Q
in these resonators is to avoid package losses. These losses
are usually because of the currents on the metallic walls of
the package induced by the currents in the resonator. To
prevent them, it is important to avoid resonator shapes
that, at resonance, would launch propagating modes that
would propagate in the direction perpendicular to the sub-
strate, and generate high currents on the metal lid [37].

3.4. Examples: Filters for Base Stations of Wireless
Communication Systems

There are many examples of planar filters that can be found
in the literature and on the world wide web [38,39]. As an
example of the performance achievable with this technolo-
gy, Figure 16 shows the response of a 17-pole filter made by
Cryoelectra GmbH, and Figure 17 shows a front end in-
cluding several filters and low-noise amplifiers for base sta-
tions of third-generation wireless communication systems.

Example 1. Four-Channel Passband Multiplexer. Figure 18
shows a diagram of a multiplexer architecture [12,40]. It
can accommodate as many channels as the bandwidth of
the 901 hybrid coupler covers. Input microwave energy is
equally split at the first coupler. If the frequency is within
the passband of the two identical filters connected to the
coupler, it passes through the filters and adds in-phase at
the output port of the output hybrid coupler for Channel 1.
If the frequency is not within the passband of the Channel
1 filters, the signal is reflected back to the input coupler
where it recombines such that it is out-of-phase at the in-
put port and in-phase at the input of the second channel
hybrid coupler. The process then repeats itself until the
signal exits the device through the appropriate channel
port. Figure 19 presents details of one implementation of
this device [12,41] showing one input, four outputs, and
a through port terminated in an external (coaxial) load.
Additional channels could be connected to this port pro-
vided they are still within the bandwidth (about 10%) of
the hybrid coupler used in this demonstration. Figure 19
also shows a detail of the assembly, which includes the
internal HTS interconnections between filters and the in-
tegrated thin film resistive terminations at the out-of-
phase port of the output hybrid in each channel.

Figure 14. Layout of a spiral-in spiral-out resonator. Symmetri-
cal currents in the various segments of the transmission line (and
particularly on those with strongest currents at resonance) re-
duce current crowding effects, enhancing the quality factor and
the power handling of the resonator [33]. Inset: detail on how
symmetric currents reduce the fields between the strips. Similar-
ly, antisymmetric currents would enhance the fields in the region
between strips and increase the current densities at the adjacent
edges of the strips. Courtesy of Superconductor Technologies Inc.
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Figure 15. Diagram (courtesy of Dr. Z-Y Shen, E.I.
du Pont de Nemours and Co.) [34], showing the
magnetic field and current distribution in a l/2 mi-
crostrip resonator (a) and a TM010 printed disk res-
onator (b). In the disk, the magnetic field lines are
circular and remain on the plane of the disk, so the
current is not highly nonuniform, as is the case of
the rectangular microstrip resonator. The advan-
tage of the disk is that it can handle much higher
power levels [34–36].
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The HTS material used for this work was YBCO thin
film deposited on 500mm-thick LAO substrates. The pack-
age included an Aluminum frame holding the external
coaxial connectors and niobium carriers onto which the
LAO substrate pieces were mounted. Niobium has a good
thermal expansion match to LAO, so the electrical and
mechanical integrity of the device was preserved when
cycling from ambient temperature to near 77 K. The
substrate-carrier assemblies were mounted on the Alumi-
num frame using a beryllium-copper spring arrangement.
Figure 20 shows the measured performance. The

low-frequency skirts of Channels 2, 3, and 4 show some
level of interaction between channels that can be elimi-
nated using a wider guardband between channels. Refs.
12 and 41 include a full discussion of the design, fabrica-
tion, and measurements on this device.

This unit was one of a series of demonstration devices
delivered to the U.S. Navy’s High-Temperature Supercon-
ductivity Experiment II program by several contractors
for inclusion into the space package [42].

Figure 17. Picture of a front end with six highly selective HTS
filters and LNAs (three on each side of the ring) developed within
the ACTS project SUCOMS.

90° Hybrid couplers

Input

Identical
filters Termination

Output
channel n

Output
channel 1

f1 f1 f2 f2 fn fn

Figure 18. Multiplexer architecture used to demonstrate a four-
channel HTS microstrip device. This configuration has the ad-
vantage of allowing as many channels as the bandwidth covered
by the 901 hybrid. Each filter is terminated in 50O and is essen-
tially isolated from the others. Other schemes require that the
impedance terminations in each filter be adjusted to account for
the presence of all the filters in the multiplexer, practically lim-
iting the maximum number of filters to ten or twelve.
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Figure 16. Frequency response of a
17-pole elliptic filter for UMTS appli-
cations [50].
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4. HIGH-TEMPERATURE SUPERCONDUCTING
DELAY LINES

Work on superconducting delay lines started at Lincoln
Laboratory well before the advent of high-temperature
superconductivity, and concentrated mostly on linearly
dispersive delay lines for analog signal processing. Lin-
early dispersive delay lines have delay characteristics that
vary linearly with frequency over a certain operating
bandwidth and can be used to perform pulse compression,
a technique to process and detect small signals that may
be below the receiver noise floor [1]. The pioneering work
at Lincoln Laboratory in this area using LTS and, more
recently, HTS thin film technologies has been extensively
documented in the literature [1,43].

Nondispersive delay lines have a constant delay-
versus-frequency characteristic and are typically used as

analog memory elements that can store a signal for, say, up
to a few hundred nanoseconds while the system is engaged
in other processing steps. Work on HTS nondispersive de-
lay lines has also been significant [44–47], including two
instantaneous frequency measurement subsystems based
on banks of delay lines [44–47]. Clearly, the advantages of
superconductivity are that a long length of line can be
fabricated in a small volume by defining a long, planar
transmission line on a wafer. Reference [46] compares con-
ventional nondispersive delay lines, which require ampli-
fiers between sections of transmission line (e.g., coaxial),
with HTS delay lines using projections based on measure-
ments made on relatively short (22 ns) delay lines. Key
delay-line parameters are delay, bandwidth, insertion loss,
and third-order intercept point. Conventional delay lines
that must resort to amplification to boost the signal are
limited in dynamic range by the amplifiers.

5. CRYOCOOLERS AND CRYOGENIC PACKAGING

Key to the insertion of superconducting microwave cir-
cuits into electronic systems is the integration of the HTS
components with a cryogenic refrigerator and its associ-
ated control electronics. Clearly, for HTS technology to be
ultimately successful, the user must be rendered able to
ignore the fact that cryogenics are used at all, by providing
long-lifetime cryocoolers and optimally small cryogenic
packages with standard envelop characteristics and inter-
faces (e.g., 19 inch rack mounts and backplane blind-mate
connectors).

Many important considerations enter into the design of
a cryogenic package suitable for a microwave HTS sub-
system. Figure 21 is a schematic representation of this
package, showing its main elements and the various heat
inputs that must be considered for an appropriate thermal

Figure 19. Photo montage of a four-channel
YBCO-on-LAO microstrip multiplexer demon-
strated under the U.S. Navy’s High Temperature
Superconductivity Space Experiment II
(HTSSE-II). Details of the design, fabrication,
and assembly of this device can be found in Refs.
12 and 41.
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Figure 20. Measured response of the four-channel HTS multi-
plexer. Further details can be found in Refs. 12 and 41.
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design. References 48,49 provide specific details on the
cryogenic aspects of a communications filter subsystem,
including packaging.

Cryogenic receiver front ends, including HTS filters,
have pushed the development of cryocoolers. The use of

these front ends in communications ground stations at
remote locations operating unattended for a long time re-
quires cryocoolers with high reliability and low power con-
sumption. Nowadays, most cryocoolers deployed in base
stations of wireless communication systems use the Stir-
ling-cycle [48]. However, when HTS was discovered, the
applications of this type of cryocooler where mostly limited
to airborne military applications requiring the use of a
small cooler, and communications ground stations re-
quired a larger, more reliable refrigerator using the Gif-
ford–McMahon cycle.

The choice of a cryocooler will depend on the system
and the cooling requirements imposed by the component
or subsystem to be cooled, which determines the amount of
cooling power required at the operating temperature. Typ-
ical sample system and cooling requirements and some
comments as to their significance are given in Tables 3
and 4, respectively.

Table 3. Sample Requirements That Will Affect the Choice
of Cooler and Cryogenic Packaging Approach

Requirement Comments

Size and weight Stringent in almost all applications
Cool-down time Some applications may require very fast

turn-on time (e.g., a few minutes). They
would be a driver toward higher cooler
power and lower HTS device thermal
mass

Vibration For example, a minute amount of mechan-
ical distortion on a circuit caused by vi-
bration from the cooler may generate a
phase modulation that degrades the cir-
cuit performance

Power consumption
and power supply
type

E.g., 120 Vac

Mode of operation E.g., continuous, intermittent, short mis-
sions and then mostly idle, etc.

Temperature stabil-
ity and control

While any fine temperature feedback con-
trol loop (o70.01 K) tends to be done
using heater and a temperature sensor,
some applications may require a certain
degree of cooling engine control
(o70.5 K)

Unattended lifetime Some applications (e.g., space) may re-
quire a lifetime on the order of 10 years
or more

Vacuum lifetime All-welded construction; use of getters in a
clean, well-conditioned (baked) system

Table 4. Cooling Requirements That Will Influence the
Cooling Power (Heat Lift) Required for a Given
Application

Requirement Comments

Power dissipated in
the device

A filter with a 0.5 dB insertion loss that
must pass a 20 W signal will dissipate
2 W of heat that must be removed by the
cryocooler. Also, semiconductor devices
such as low-noise amplifiers, which im-
prove in noise and gain performance
when cooled, always dissipate a certain
amount of heat which must be taken
into consideration

Number of micro-
wave and dc con-
trol leads

These are the electrical interface between
the cryocooled device and the outside
world. For example, a filter might re-
quire two microwave leads (input and
output) and two pairs of dc control lines
for the heat sensor and a small heater to
keep the temperature constant. These
conductors represent a heat loss that
the cooler must overcome because they
connect the outside ambient tempera-
ture with the cold device. While the dc
control lines are typically made of thin
low-thermal-conductivity, high-resist-
ivity wire (e.g., gauge 32 manganin),
the microwave leads must achieve a
compromise between insertion and
thermal loss

Surface area Radiation loss is another form of heat loss
that the cooler must overcome and
therefore must be minimized. The total
surface area and their infrared radia-
tion emmisivity are important design
parameters. Low emmissivity radiation
shields are typically used between the
warm vacuum vessel wall and the cold
device

Thermal mass For those applications that have a cool-
down time requirement, the thermal
mass of the device to be cooled is impor-
tant and will be affected by the micro-
wave packaging material and its shape

Conductive
heat load

RF line RF line

Radiation
shield

Radiated
heat loadCryocooler

engine

Vacuum
housingControl lines (dc)

HTS device

Cold
head

Thermal
 connector

Figure 21. Schematic diagram of the cryogenic package for a
hypothetical HTS device showing conducted heat inputs through
input/output RF and control lines and the mechanical support of
the cold head, as well as the radiated heat input from the (warm)
wall of the vacuum housing. The purpose of this diagram is to
show the main elements that affect the design of the cryogenic
package.
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Cryocoolers suitable for microwave HTS technology
will typically have from 3 W to 10 W of cooling capacity
[49]. A primary concern systems designers have is the re-
liability of cryogenic refrigerators, which varies greatly
depending on their type and size. Leveraging develop-
ments in other fields, such as infrared detectors, the reli-
ability of small, military tactical cryocoolers has steadily
increased in recent years, with some manufacturers claim-
ing up to 40,000 h of mean-time to failure (MTTF). On the
other hand, larger laboratory or industrial units and spe-
cialized coolers for aerospace applications operate for 5
years to 10 years and require minimal servicing. Table 5
lists some of the cryocooler types of interest. The intent
here is not to be all-inclusive but to provide a basic refer-
ence to the type of coolers most likely to be employed in
HTS microwave technology. Reference [49] is a good
source of the latest developments in cryocooler technolo-
gy. Figure 22 is a photograph of a commercial HTS filter

subsystem, showing the cryocooler and associated elec-
tronics in their open package.

6. CONCLUSION

High-temperature superconductor microwave technology
offers unique advantages derived from the low microwave
loss of HTS materials and the inherent low thermal noise
in cryogenically cooled components. The main applications
to date are related to increased microwave receiver sensi-
tivity, and this is most likely to have an impact on wireless
military and commercial communications systems. The
reason is that receiver sensitivity and dynamic range
must be preserved in the presence of a large number of
spurious signals that, if unfiltered, degrade receiver per-
formance. Generation of clean transmitted signals re-
quires filtering in the transmitter, which, coupled with

Table 5. Some Cryogenic Refrigerator Types Suitable for HTS Technology

Cooler Type

Heal-Lift Range
Available at

80 K Comments

Split Stirling 0.5–3 W Available from many manufacturers, used primarily in the tactical military infrared industry. Has
a cold head Separated from a compressor by a metallic transfer line up to 15 cm long

Integral Stirling 0.5–5 W Also used in infrared detectors. Several versions are being used in HTS front-ends for wireless
communications base stations. The compressor and cold finger are integrated in a single unit.

Gifford–McMahon 2–4200 W Widely used in the support of vacuum systems for semiconductor industry; highly reliable and
versatile. The compressor and cold head are separate units connected by fluid lines that can be
several meters long

Throttle-cycle B4 W Reliable and low cost. The compressor and cold heat are separate units connected by fluid lines that
can be several meters long

Jule–Thomson 0.5–2 W Generally used as an open-cycle cooling system for short tactical missile IR detector applications
Pulse tube 0,5–2 W Emerging technology. It avoids moving parts on the cold part of the cooler, avoiding vibrations and

increasing reliability. It has been used in a number of prototypes of HTS front-ends for wireless
communications base stations

Figure 22. Photograph of an HTS filter
assembly for commercial wireless appli-
cations (courtesy of Superconductor Tech-
nologies, Inc.).
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the need to reject unwanted high-power signals at the re-
ceiver, has spurred work on high power handling in HTS
filters. Interest in the United States and abroad exists in
the wireless commercial communications market, and sev-
eral companies are testing and deploying base station re-
ceiver front ends consisting of cryogenically cooled filter-
LNA subassemblies.

HTS microwave filters are therefore a promising tech-
nology, especially at frequencies below 3 GHz where the
loss in conventional microwave materials force high-per-
formance filters to be very large in order to achieve the
required low insertion losses and selectivity. Leveraging
developments in infrared imaging detector technology and
perhaps new developments of cooled semiconductor com-
ponents for fast computer workstations, cryocooler tech-
nology is progressing to the point where long lifetimes and
small-size, low-weight coolers are now widely available.
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Superconductivity is a remarkable state of matter in
which electric current can flow inside materials without
any detectable resistance. This phenomenon was discov-
ered by the Dutch physicist H. K. Onnes in 1911. While
studying the temperature dependence of the electric re-
sistance of mercury in his newly invented helium liquefier,
Onnes found that below a temperature of about 4 K, the
resistance abruptly fell to below measurable limits.

In a superconductor, perfect electric conductivity or
zero resistivity occurs only below a ‘‘critical temperature’’
TC. This happens because the electric current, instead of
being carried by single electrons, is carried by pairs of
electrons called Cooper pairs, which have the ability to
conserve energy because of quantum mechanical reasons.
A direct current induced in a superconducting ring has
been shown to persist for over 2 years without any mea-
surable decay. From this type of experiment, the upper
limit on resistivity r is B10� 25O .m. As r for copper is
B10�8O .m, a factor of 1017 larger, it is believed that the
electric resistance of a superconductor is truly zero.

Another important characteristic of superconductors
was the discovery by W. Meissner and R. Ochsenfeld in
1933 that a superconductor expels all magnetic flux from
its interior; that is, a superconductor is also a perfect dia-
magnet. This phenomenon is known as the Meissner effect.

A key area of technological applications of supercon-
ductors is in high-frequency devices, particularly at
frequencies in the radiowave, microwave, and millime-
ter-wave spectral ranges. Broadly speaking, two principal
areas of high-frequency applications can be identified:

* Passive devices, typically using resonant and trans-
mission line structures, exploiting the low-loss prop-
erties of superconductors.

* Active elements, such as oscillators, mixers, logic el-
ements, and other similar devices, which exploit a
macroscopic quantum coherence property of the
charge carriers, called the Josephson effect.

The price to pay to achieve the superior performance is
the need to cool the superconducting device to tempera-
tures well below room temperature. This means the use of
cryogenic fluids like liquid nitrogen or liquid helium, or a
mechanical cryocooler. Despite the need for a cryogenic
environment, there are many applications where the su-
perior performance of superconductors prevails over con-
ventional devices.

1. SUPERCONDUCTING MATERIALS

Superconductivity has been observed in diverse types
of materials including pure metals, alloys, semimetals,
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organic materials, semiconductors, polymers, and even el-
emental insulators. Presently, at least 26 of the naturally
occurring elements are known to be superconducting at
sufficiently low temperatures at ambient pressure, and
the number of alloys and intermetallic compounds are well
above 1000.

A significant advancement in understanding super-
conductivity was the theory of Bardeen, Cooper, and
Schrieffer in 1957. This theory successfully described the
microscopic mechanism of superconductivity and ex-
plained the properties of most superconductors for nearly
30 years.

Then came the era of high-temperature superconduc-
tivity, with the groundbreaking discovery by Bednorz and
Müller in 1986 of superconductivity in a Ba—La—Cu—O
compound with TC around 30 K, which subsequently
earned them a Nobel Prize. This discovery rekindled the
interest in superconductivity and spurred the hopes of
finding new technological applications. The efforts led to
the discovery of other copperoxide-based superconductors
that have critical temperatures well in excess of the boil-
ing point of nitrogen (77 K), an easily available and cheap
cryogenic fluid usable for commercial applications. Pres-
ently the highest critical temperature is about 150 K at
high pressures in HgBa2Ca2Cu3O8.

Superconductors fall in two broad categories, namely,
‘‘high critical temperature’’ (or ‘‘high-TC’’) and ‘‘low critical
temperature’’ (or ‘‘low-TC’’) materials. (There are many
other ways of classifying them, such as Type I and Type II
superconductors, heavy fermion, and conventional super-
conductors.) Some examples of low-TC superconductors,
particularly relevant to commercial applications, are nio-
bium and its alloys, such as NbN and Nb3Ge. These have
critical temperatures in the region of 10 K to 20 K. The
high-TC superconductors that are most commonly used
include YBa2Cu3O7 (commonly referred to as YBCO or
Y-123, TC B93 K), Bi2Sr2CaCu2O8 (commonly referred to
as BSCCO or Bi-2212, TCB90 K), and Tl2Ba2Ca2Cu3O10

(TBCCO or Tl-2223, TCB125 K).
Besides the critical temperature, some other relevant

physical parameters that characterize a superconductor
are as follows:

* The London penetration depth (lL): The depth to
which an applied direct current (dc) magnetic field
is confined because of the Meissner effect.

* The coherence length (x): The length scale over which
the two electrons forming the Cooper pairs are sep-
arated.

* The (thermodynamic) critical field (HC): The magnet-
ic field whose associated free energy is equal to the
free energy change in the superconducting transi-
tion. A ‘‘Type I’’ superconductor will completely expel
the applied field below HC and will become normal
abruptly as the applied field exceeds this magnitude,
assuming no demagnetization effects. For ‘‘Type II’’
superconductors (which includes practically all of the
superconductors of technological interest), the field
starts to penetrate in the form of vortices at a ‘‘lower
critical field’’ HC1 (oHC), but superconductivity is not
quenched until the applied field exceeds the ‘‘upper
critical field’’ HC2ð> HCÞ.

Some superconductors of relevance to microwave
applications are described in Table 1 along with their rel-
evant properties (lL, x, HC1, and HC2 quoted are extrap-
olated to T¼ 0 K).

1.1. Substrates for Thin-Film Superconductors

For most electronic applications, including microwave
devices, superconductors are necessarily used in the
form of thin films. This requires the use of a foreign ma-
terial for a substrate. Some of the popular substrates in-
clude sapphire (a-Al2O3), lanthanum aluminate (LaAlO3),
and magnesium oxide (MgO). Ferroelectric substrates
like strontium titanate (SrTiO3) and KTa1� xNbxO3 are
also used to achieve tunability at the expense of additional
dielectric loss.

The electrical parameters that characterize the prop-
erties of a substrate material are its dielectric constant e
and its loss tangent tan d. (The loss tangent of a substrate
is defined as tan d¼ s/oe, where s is the conductivity.)
Other factors such as environmental stability, mechanical
strength, chemical inertness, and absence of magnetic
moment are also important. Close lattice match between
the deposited film and the substrate is essential to achieve
good epitaxial growth. These parameters have been mea-
sured and investigated by various researchers using dif-
ferent techniques for most substrate materials.

In general, the dielectric constant would be more or less
frequency independent unless the frequency is close to a

Table 1. Some Commercially Used Superconducting Materials and Their Physical Properties

Material TC (K) lL (nm) x (nm) HC1 (Oe) HC2 (Oe) Crystal Structure

Pb 7.2 37 83.00 803 803 Face-centered cubic
Nb 9.2 32 39.00 B1600 B3200 Body-centered cubic
NbN 16.0 50 4.00 300 Bl
Nb3Ge 23.2 3.6�105a A15
YBCOb 93.0 140 B2.00 200 B106 Orthorhombic
TBCCOb 127.0 220c 2.60c Tetragonal
BSCCOb B90.0 500 0.16 Tetragonal

aAt 4.2 K.
bYBCO, TBCCO, BSCCO, and most other high-TC superconductors are highly anisotropic. The values given are for microwave current flowing in the ab-plane,

which is often the plane of epitaxial growth and the desired geometry in most technological applications.
cAverage of ab-plane and c-axis value.
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resonance frequency of the material. The dielectric con-
stant is also expected to have a weak temperature depen-
dence for nonferroelectric substances. The loss tangent is
expected to increase with temperature. Table 2 provides
the most commonly accepted values of these material pa-
rameters for some of the substrates, measured at 10 GHz
and 77 K unless otherwise stated.

Most of these materials have high e; this imposes cer-
tain restrictions, especially for high-frequency applica-
tions. A high e reduces the dimension of the device and
thus imposes stringent dimensional tolerance, especially
in the millimeter-wave region. But consideration of dielec-
tric constant has to be sacrificed for some even more im-
portant parameters, namely, a lattice match between the
substrate and the film, and not widely different thermal
expansivity from the superconductor. A lattice mismatch
would create atomic level strain and leads to poor super-
conducting properties. Another criterion is that losses in
the substrate must be negligible compared with the losses
in the superconductor. Heavy twinning in materials like
LaAlO3 creates problems in multilayer films. When the
substrate is reheated for the deposition of a new layer, the
thermally induced movement of the twin boundaries
strain the previously deposited layers.

There are numerous methods of depositing supercon-
ducting films on substrates, the most common being
pulsed laser deposition (PLD), coevaporation, and off-
axis sputtering or physical vapor deposition (PVD).
Each of these methods has its pros and cons. For exam-
ple, PLD produces high-quality films at a fast rate (a few
angstroms per second) but only over relatively small ar-
eas, typically less than 2 in. diameter. The PVD method is
useful for producing larger area films, but the deposition
rate is only a fraction of an angstrom per second. Another
method of film deposition, namely, metal-organic chemi-
cal vapor deposition (MOCVD), popular in the semicon-
ductor industry, has also been tried for high-TC

superconductors, although somewhat less successfully
owing to the chemical and structural complexity of the
high-TC materials. We refer the reader interested in de-
position technique to some useful resources (see, for ex-
ample, Ref. 1).

The ‘‘quality’’ of a deposited superconducting film is
characterized by several parameters, such as the critical
temperature TC, the transition width DTC, and the critical
current density JC, which is the maximum lossless current
per unit cross-sectional area that the film can carry. The
higher the TC and JC and the lower the DTC, the better
the film.

2. THE SUPERCONDUCTOR–MICROWAVE INTERACTION

A superconductor has zero electrical resistance only at
zero frequency (dc). At any finite frequency, it exhibits
losses that increase with frequency. A superconductor can
be regarded as being composed of two types of charge car-
riers, one consisting of the lossless Cooper pairs and the
other being lossy ‘‘quasiparticles.’’ Such a description is
known as the ‘‘two-fluid model’’ and is applied to all known
superconductors.

The finite frequency [alternating current (ac)] response
of a superconductor is characterized in terms of a gener-
alization of Ohm’s law: J¼ ssE, where E is the applied
electric field and ss¼ s1 � is2 is the complex conductivity.
The normal part s1 comes from the motion of the quasi-
particles, and the imaginary part s2 comes from that of the
Cooper pairs. For most superconductors well below the
transition temperature, s2bs1. The frequency o, wave
vector k, temperature T, and current density J depen-
dence of ss contains all the information about the electri-
cal properties of the superconductor. For a normal metal,
ss¼ sn is purely real.

Figure 1 shows a lumped circuit equivalent of a super-
conductor. The large inductive element Lsc represents the
lossless carriers, and the parallel branch with a series
combination of a resistor Rn and an inductance Ln repre-
sents the quasiparticles. At dc, the large inductor shorts
out the resistive branch, leading to zero resistance, where-
as at finite frequencies, there is always dissipation.

As the excitation frequency increases, the impressed
electromagnetic field is confined closer to the surface. In a
normal metal, this is known as the skin effect and the

Table 2. Some Commonly Used Substrate Materials for Superconducting Thin-Film Devices

Material Dielectric Constant Loss Tangent Crystal Structure Growth Surface Remarks

LaAlO3 25.00 5�10� 6 Rhombohedral (11 0) Usually twinned
YAlO3 16.00 10� 5 Orthorhombic (11 0)
MgO 9.65 6.2�10� 6 Cubic (1 0 0) Good lattice match
Sapphire 8.60 3.8�10� 8 Hexagonal (11 02) Very low loss
NdGaO3 23.00 3.2�10� 4 Orthorhombic (11 0) Good for multilayer circuits
SrTiO3 300.00 3�10� 4 Cubic (1 0 0) Good for tunable device applications
YSZ 27.00 7.4�10� 4 Cubic (1 0 0)

Rn Ln

Lsc

Figure 1. Two-fluid model equivalent circuit of a superconductor.
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characteristic length of confinement (the ‘‘skin depth’’) is
given by dn¼ ð2=mosnÞ

1=2, where sn is the (normal) con-
ductivity. dn for Copper at 10 GHz and 77 K is 0.55 mm.
In a superconductor at temperature T5Tc, the skin
depth is replaced by the ‘‘London penetration depth’’
lL¼ 1=ðmos2Þ

1=2. The penetration depth is typically inde-
pendent of frequency from dc to microwave frequencies
and is comparable with the London penetration depth in
Table 1.

The interaction of a time-varying electromagnetic field
and a metal (normal or superconducting) at microwave
frequencies is best described in terms of the surface im-
pedance defined as Zs¼Rsþ iXs¼ ðimo=2sÞ

1=2. RS and XS

are the surface resistance and reactance, respectively. As
can be seen, RS and XS / o1=2 in a normal metal, where
s¼ sn. On the other hand, RS / o2 and XS / o in an ‘‘ide-
al’’ superconductor. This can be easily verified by assum-
ing s1 and lL to be frequency independent and s2bs1.

The property that makes superconductors attractive
for passive microwave circuits is that their surface resis-
tance is orders of magnitude lower than that of normal
metals. For example, thin-film YBCO has a surface resis-
tance of o0.1 mO at 77 K and 10 GHz compared to 8.7 mO
of copper under identical conditions, and this difference is
even higher at lower temperatures. Figure 2 shows the
measured frequency and temperature dependence of RS of
some of the most common superconducting and nonsuper-
conducting materials [3].

2.1. Nonlinearity in High-TC Superconductors

For most superconductors, particularly the high-TC super-
conductors, the surface impedance increases with applied
microwave power, even for moderate power levels
(o0.1 W). In other words (unlike normal metals), they
act as nonlinear circuit elements. This nonlinear response
often poses serious constraints on the utility of supercon-
ductors in practical devices. Some specific examples of
such limitations are as follows:

* Degradation of insertion loss with increasing power.
* Generation of harmonic frequencies: For an applied

signal at frequency f, most of the harmonic power is
generated at a frequency of 3f. Given today’s tight use
of the electromagnetic spectrum, practically all fre-
quency ranges have been preassigned by the appro-
priate authorities (e.g., the Federal Communication
Commission in the United States) with just the re-
quired amount of bandwidths. Thus, radiation by a
device at frequencies far outside the designated fre-
quency of operation is unacceptable.

* Frequency mixing, leading to intermodulation prod-
ucts (intermods): For two nearby frequencies f1 and
f2, the strongest intermods are produced at 2fl� f2

and 2f2� f1. The result is that spurious frequencies
are produced in devices.

Figure 3 shows the effect of nonlinearity on a suspend-
ed line resonator with a resonance frequency of 3.73 GHz
[4]. At low power levels, the response in the frequency
domain is close to a Lorentzian. As the input power is

increased, the shape begins to distort, and the Q and the
resonance frequency go down. This also highlights the
point that at high power levels, the Q of a superconducting
resonator cannot be defined in terms of a ‘‘3 dB band-
width.’’ A quantitative measure of the nonlinearity of a
device is specified in terms of its third-order intercept
(TOI), defined as the input power at which power output
at the fundamental and the third harmonic equal each
other. Single-tone TOI for most commercially used HTSC
materials is at least 70 dBm (10 kW).

These effects together limit the maximum power that a
passive superconducting circuit can handle, and raising
the power handling capacity has been one of the prime
concerns of material scientists and engineers alike. Much
of the nonlinearity of the high-TC materials is ascribed to
material properties (e.g., granularity and ‘‘flux pinning’’)
and is expected to improve with synthesis and deposition
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techniques. From a design point of view, nonlinearities
can be suppressed by increasing the surface area of the
device, leading to lower current densities and avoiding
current crowding at the edges. Thus, a planar filter can
handle significantly higher power than a stripline, and a
cavity resonator has Q value orders of magnitude higher
than one built out of a transmission line, even factoring
out the losses in the substrate. However, higher dimen-
sional circuits are not always practical for many applica-
tions because they take up more space and often have the
problem of mode degeneracy (i.e., more than one mode of
oscillation at the same frequency). The latter problem can
often be solved by making the circuit slightly asymmetri-
cal, but then modeling them with a computer becomes
more cumbersome.

3. PASSIVE MICROWAVE CIRCUITS

Passive microwave circuits are some of the most promising
applications of superconductors to date. In the following
we shall focus on the advantages of high-temperature su-
perconductors (HTS) materials and the special consider-
ations that applies to them. General ideas about passive
microwave devices are available in the literature. For a
good review of the current state of the art, see Ref. 5. For a
more elementary introduction, see Ref. 6.

Superconductors are an attractive alternative to ‘‘con-
ventional’’ materials for three principal reasons:

1. Very low surface resistance compared with normal
metals: For example, insertion loss of a supercon-
ducting filter (B0.1 dB) is usually at least 3 dB lower
than one made out of high-quality metal (e.g., oxy-
gen-free high-purity copper) under equivalent
conditions. Thus in applications where the signal
strength is low, superconductors are the material of
choice.

2. A frequency-independent penetration depth. In nor-
mal metals, the skin depth is proportional to the in-
verse square root of the frequency of the signal,
giving rise to strong dispersion of a wideband signal,

unacceptable in many applications. In superconduc-
tors, the penetration of electromagnetic field is dom-
inated by the ‘‘London penetration depth,’’ which is
independent of frequency, giving rise to phase dis-
persion-free propagation in the transverse electro-
magnetic (TEM) mode.

3. The ability to be fabricated in extremely compact ge-
ometries, arising from the low loss mentioned above.
Thus, a several-meter-long coaxial delay line made
out of a normal conductor can be replaced with a
superconducting one that is only a few square cen-
timeters in area, and bulky dielectric resonator
filters can be replaced by compact planar supercon-
ducting filters.

3.1. Transmission Line

A microwave transmission line can be constructed in sev-
eral geometries, each having its pros and cons. The most
common geometries are microstrip, stripline, and copla-
nar. Many other novel geometries such as the suspended
line and coplanar strips are also used for special-purpose
applications. The basic concepts behind transmission line
and distributed circuits is the same whether or not they
are made out of superconductors, and the interested read-
er can find them elsewhere (see, for example, Ref. 7). Here
we will briefly discuss only those issues that are specific to
superconducting transmission lines.

The two major distinctions between superconducting
and nonsuperconducting transmission lines stem from the
temperature and frequency dependence of the character-
istic impedance of the line, defined as Z0¼ (L/C)1/2 where L
and C are the equivalent lumped inductance and capaci-
tance, respectively. In addition to the usual geometric in-
ductance, superconductors have temperature-dependent
kinetic inductance because of the presence of the Cooper
pairs. Also, for sufficiently low temperatures (T5TC, or
more pertinently, lL5d), the penetration depth is inde-
pendent of the frequency, giving rise to a phase dispersion-
free propagation for the TEM mode. Nonlinear effects are
another major complication in dealing with superconduct-
ing transmission lines, as has been discussed. The
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nonlinear effects are particularly worse in the edges of the
line where the current density is maximum. Therefore, a
good design for a passive superconducting circuit tends to
avoid sharp edges as much as possible. Owing to these,
full-wave analysis of superconducting transmission lines
is quite a daunting task that cannot be done satisfactorily
using most commercially available CAD programs and of-
ten must be carried out for individual needs.

One of the most promising applications of supercon-
ducting transmission lines is in the form of hybrid inter-
connects between components, both semiconducting and
superconducting and both analog and digital.

3.2. Resonators

The ‘‘quality factor’’ (Q) of a resonator is defined to be Q¼
Uf0/P, where U is the total energy stored in the oscillator,
f0 is the resonance frequency, and P is the power dissipat-
ed per cycle. As P¼

R
RSH2dA, where the integral is over

the surface of the material comprising the resonator walls,
the Q can then be written as Q¼G/RS, where G is a geo-
metric factor, for a resonator entirely comprising a single
material.

The advantage of a superconducting resonator over a
normal metal one is the very high Q owing to the much
smaller surface resistance of the former. At 10 GHz, Q as
high as 1011 can be achieved (using niobium cavities in
TE011 mode), compared with a maximum Q of around 104

using copper. Superconducting cavities are typically oper-
ated in the TE011 mode because this has no electric fields
on the cavity walls. Cavities have been made out of both
low-temperature and high-temperature superconductors
[8], although the latter is a lot harder to make owing to the
ceramic nature of the material. Superconducting cavities
such as these play an important role as a research tool for
precision measurements of surface impedance of super-
conductors and other materials. Figure 4 shows a picture

of a niobium cavity that was fabricated at Northeastern
University and is used to measure the surface impedance
of other crystalline superconductors using the cavity per-
turbation technique [9].

A major application of superconducting cavities is in
providing large high-frequency electric fields for acceler-
ating subatomic and atomic particles. The fields in a cavity
resonator are given by Emax¼ gðQPabsÞ

1=2 so that signifi-
cantly larger fields can be achieved with high Q cavities
for much lower absorbed powers Pabs. A notable example is
the continuous electron beam accelerator facility (CEBAF)
for heavy ions, which uses superconducting niobium cav-
ities operating at megahertz frequencies.

Superconducting microwave cavity resonators are
among the most stable frequency standards available to-
day owing to their very high Q values. One of the appli-
cations of such high-stability frequency standards is in
satellite and deep-space communications, where it is im-
portant to maintain precise clocks on board the satellite to
improve synchronization between the ground-based clock
and the satellite or space vehicle’s on-board clock.

Another potential application is in the master oscillator
of a Doppler radar. A Doppler radar identifies the target
velocity by measuring the frequency shift of the reflected
beam. Clearly, for the measurement to be reliable, the fre-
quency of the source has to be highly stable. This is espe-
cially important for detecting targets flying close to the
ground (e.g., a cruise missile), because reflections from
the ground (the ‘‘ground noise’’) can completely mask the
signal.

3.3. Filters

A filter is realized by a set of coupled resonators with
closely spaced resonance frequencies. The response of
each resonator is represented as a pole in the frequency
domain. Thus a filter with n resonating elements is called

Figure 4. A superconducting niobium cavity
used for surface resistance measurement. The
specimen under test is thermally insulated
from the cavity using a sapphire rod, allowing
it to be probed up to nearly room temperature
while the cavity is still superconducting.
(Right) The disassembled cavity showing the
sapphire sample mount. (Left) The packaged
structure. Q values of B107 to 108 at 4.2 K are
routinely obtained in this setup. (Courtesy of
Z. Zhai and H. Srikanth.)
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an n-pole filter. The resonators can be lumped (e.g., tank
LC oscillators) or distributed (e.g., half-wave transmission
lines.) Clearly, the greater the number of poles in a filter,
the greater the bandwidth that can be achieved for a pre-
set filter skirt and band ripple, or the steeper the filter
skirt and smaller the band ripple for a given bandwidth.
Both are desirable. However, increasing the number of el-
ements increases the insertion loss proportionally. Thus,
many applications that require both a small insertion loss
and steep filter skirt with low band ripple cannot be
realized using conventional materials such as high-
purity copper.

Alternative technologies such as surface acoustic wave
(SAW) devices do produce better results, but are still too
lossy (typically 2 dB to 4 dB). Dielectric resonator based
filters have low loss, but are too bulky for many lucrative
applications. This is precisely why superconductors are
the material of choice for making high-performance filters.
The extremely low surface resistance allows a designer to
use a lot more ments for a given amount of insertion loss.

Figure 5 shows a four-pole microstrip Chebyshev filter
ricated at the MIT Lincoln Laboratory with a 4.8 GHz
center frequency and 100 MHz bandwidth patterned on an
LaAlO3 substrate with YBCO film. The filter uses a ‘‘hair
pin try’’; that is, the resonators are bent with a U-turn to
save wafer space. The right-hand side of Fig. 4 shows the
sured insertion loss (S21) of the filter at 77 K temperature.
Also shown for reference is the performance of equivalent
ters made out of silver (Ag) at 77 K and gold (Au) at room
temperature (300 K). The advantages of high-TC super-
conducting filters are quite obvious.

One of the problems in working with HTS material is
the lack of availability of large wafers of acceptable qual-
ity. The maximum size of high-quality HTS films are pres-
ently limited to about 5 cm, compared with 30 cm wafers of
semiconductors. This poses a problem in two cases: (1)
where the center frequency is low, requiring the length of
the transmission lines of a distributed filter to be long, and
(2) where the bandwidth is tight (a fraction of 1%), requir-
ing very weak coupling, and hence large separation
between elements. The first problem calls for miniatur-
ization of the device, and there are several means of ac-
complishing this, including the use of lumped resonators
[10] and high-dielectric-constant substrates. The second
problem is usually solved by a technique called staggering.

Figure 6 shows a photograph of a high-performance
lumped-element nine-pole Chebychev filter.

3.3.1. Frequency Agile Devices. A filter is much more
useful if it can be tuned. Several innovative approaches to
tune a passive filter have been tried. One method consists
of changing the resonance frequency of the individual res-
onators (due to change in the kinetic inductance) with
temperature. The desired variation in temperature is
achieved by a control line in the form of a heating ele-
ment placed close to the resonators. A better method is to
build the filter on a ferroelectric substrate with a low Cu-
rie temperature such as KTa1� xNbxO3 and Sr1� xPbxTiO3

[11]. The permittivity of the substrate can be changed by
applying a bias voltage, thus providing the necessary tun-
ing. The optimal temperature of operation is slightly
above the Curie temperature of the substrate to avoid
hysteresis and to produce maximum tunability for a given
bias voltage. Impedance matching of the input and output
is done with a set of ferroelectric transformers. As these
techniques essentially manipulate the electrical length of
the filter elements, the same methods can also be used to
tune the parameters of other passive structures.

Another important type of filter is a ‘‘chirp’’ filter. A
‘‘chirp’’ is essentially a frequency-modulated signal whose
frequency increases (‘‘upchirped’’) or decreases (‘‘down-
chirped’’) with time. One of the applications of chirp sig-
nals is in Doppler radars to optimize power output and
bandwidth, both of which are desirable. Using a simple
sinusoidal signal, however, both cannot be achieved

Figure 5. A four-pole superconducting filter
and its measured performance. (Courtesy of
Dr. Daniel Oates, MIT Lincoln Laboratory.)

Figure 6. A nine-pole lumped Chebychev filter from Supercon-
ductor Technologies Inc. (Courtesy of Dr. Balam Willemsen,
Superconductor Technologies, Inc.)
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simultaneously. A higher bandwidth means a shorter
pulsewidth, which limits the maximum power transmit-
ted per pulse and vice versa. A chirped waveform gets
around this limitation. Another application is to compen-
sate the distortion of a wave packet after passing through
a dispersive transmission line. The principal advantage of
constructing a chirp filter out of superconducting material
is low dispersiveness.

A superconducting chirp filter in microstrip geometry
consists of a series of quarter-wave forward-coupled trans-
mission lines that are deliberately decoupled for a speci-
fied length between the couplings. The transmission line
is wound in the form of a spiral to optimally use the film
surface. As a pulse is applied to the input, the individual
frequency components couple to the output line that cor-
responds to their resonance frequencies. Depending on
whether the resonators are increasing or decreasing in
length down the line, a downchirped or upchirped signal is
obtained at the output.

3.4. Antenna

Using superconducting antennas can improve efficiency
enormously because of their lower loss (for a general dis-
cussion of antennas, see Ref. 12). In particular, there are
three situations when a superconducting antenna can out-
perform one made out of a normal metal sufficiently to
merit its use:

1. Electrically Short Antennas. A dipole antenna has
maximum radiation efficiency when its characteris-
tic length is an integral multiple of the wavelength
being radiated. For low-frequency applications (such
as underwater communication, which involves fre-
quencies of the order of 15 kHz), this length can be
unrealistically large, and hence a shorter antenna
has to be deployed. The radiated power P is propor-
tional to (l/l)2 for a linear (electric dipole) antenna
and Pp(D/l)4 for a circular loop (magnetic dipole)
antenna, where l is the length of the linear antenna,
D is the diameter of the loop antenna, and l is the
radiated wavelength. For l, D5l, the impedance of
the antenna is mostly reactive and most of the power

is dissipated as ohmic losses in the antenna and the
feed network. Therefore, introduction of supercon-
ducting radiating elements and feed networks can
dramatically improve the radiation efficiency at low-
frequency regions.

2. Superdirective Antennas. A superdirective antenna
[13] has directional gain much larger than a con-
ventional one. This can be of advantage in radio
beacons and radar transmitters. A superdirective
antenna is realized in practice by an array of closely
spaced (separation5wavelength) dipole elements
that are excited approximately 1801 out of phase
with respect to their neighbor. Such a structure has
a low efficiency when built out of normal metal be-
cause ohmic losses in each individual element add
up. In addition, these antennas have inherently low
radiation efficiency because of cancellation of the ra-
diation field, and use of HTS material can enhance
efficiency.

3. Millimeter-Wave Antennas and Feed Networks. Su-
perconducting antennas also improve the perfor-
mance of antenna arrays and other distributed
feed systems, where the power gain because of the
distributed structure has to compete with the loss in
an increasing number of elements. In a copper mi-
crostrip antenna, the overall gain begins to decrease
beyond about 40 elements, whereas the same anten-
na employing superconducting elements shows an
increase in gain up to about 400 elements. This in-
crease in gain can be crucial in mission critical ap-
plications such as military target tracking systems.

Figure 7 is a photograph of a 16-element phased-array
antenna that was developed at the U.S. Air Force Rome
Laboratory.

3.5. Delay Lines

Requirements for a good delay line are low loss, low dis-
persion, and large delay for unit size/weight of the mate-
rial. Superconducting delay lines are far superior to
normal metal ones in satisfying these requirements, so

Figure 7. A 16-element superconducting
phase array antenna and the feed network.
An LaAlO3 substrate is holding the HTS film.
To the right of it is a 1 mm quartz plate hold-
ing the corresponding copper patches that pro-
vides an electromagnetic coupling to room
temperature environment. A 0.5 mm vacuum
between the two and low thermal conductivity
spacers provide the required thermal isola-
tion. The quartz plate has the necessary
mechanical strength to withstand the atmo-
spheric pressure and also serves as a radome.
The antenna operates at 20 GHz. (Courtesy
of Dr. Jeffrey Herd, U.S. Air Force Research
Laboratory.)
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much so that superconducting delay lines were in appli-
cation even before the advent of high-TC superconductiv-
ity [14]. Delays of the order of 20 ns can be routinely
achieved with HTS materials on a substrate with an area
of a few square inches, with good possibilities of achieving
more than 100 ns in the near future. A copper coaxial line
has to be several meters long for producing the same
amount of time delay and would have a high insertion loss.

A novel application of a delay line is the measurement
of instantaneous frequency of a nonperiodic signal [15].
This is achieved by splitting the input signal power equal-
ly between a series of n phase discriminating units, where
n is the number of bit of frequency resolution desired.
Each phase discriminating unit consists of a mixer, one
port of which is fed by the signal directly and the other one
by the same signal delayed.

4. ACTIVE MICROWAVE CIRCUITS

In 1962 B. D. Josephson predicted that when two super-
conductors are separated by a thin layer of metal or an
insulator, a lossless current can flow up to a certain crit-
ical value IC before a voltage appears across the junction.
This is the manifestation of the phenomena that the Coo-
per pairs that carry lossless electric current can tunnel
through the potential barrier represented by the junction
material. Josephson’s remarkable prediction was verified
experimentally the following year and is known as the
Josephson effect. The Josephson effect opened the way
for several new applications of superconductors, which

exploit the fact that superconductivity is actually an
amazing manifestation of quantum mechanics on a mac-
roscopic scale. The most noteworthy of these is the super-
conducting quantum interference device (SQUID)
magnetometer. With sensitivities approaching 10�15 T/
Hz1/2 values, SQUIDs can measure magnetic field with
precision that is unimaginable with any conventional
techniques. The interested reader is referred to some use-
ful reference for further details (see, for example, Ref. 16).
In the following, we shall describe some of the microwave
applications of the Josephson effect that have the potential
to radically alter the future of microelectronics.

The Josephson current I is related to the phase differ-
ence y between the Cooper pair on the two sides of the
junction as I¼ IC sin y. When current across the junction
exceeds the critical value, a voltage V appears across it
that is related to time rate of change of y as @y=@t¼ 4peV=h
(i.e., the phases of Cooper pairs on the two sides of the
junction begin to ‘‘slip’’ relative to each other.) Figure 8(a)
shows a lumped circuit equivalent of a Josephson junction
(JJ), called a resistively shunted junction (RSJ model).
The conductance and the capacitance represent the resis-
tive and displacement current flow across the junction.
The static characteristics of the circuit is given in terms of
Stewart–McCumber parameter [17,18] b¼ 4peICC=hg2.

Elementary mathematical analysis of Fig. 8(b) shows
that the time-domain response of the circuit can be
written as I=Ic¼ bd2y=df2

þdy=dfþ sin y, where f¼
4peICt=hg; t being time. This is equivalent to the equation
describing the motion of a simple pendulum in a gravita-
tional field. Thus the Josephson current behaves like a
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Figure 8. (a) Lumped equivalent of a super-
conductor–insulator–superconductor (SIS) Jo-
sephson junction. (b) I–V characteristics of an
SIS Josephson junction. (c) Dependence of
junction critical current on the threaded flux.
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damped harmonic oscillator for small currents, which is
underdamped for bo1/4 and overdamped for b41/4. This
also implies a hysteretic I�V behavior in the a region
IminoIoIC, and the value of Imin must be obtained by
solving the above equation. The value of Imin decreases
monotonically with increasing b. Another useful property
of a JJ is the flux dependence of the critical current. If the
JJ has a flux F threaded to it, then the critical current is
given by ICF¼ IC sinðpF=F0Þ=ðpF=F0Þ, where F0¼h=2e¼
2� 10�15 Wb is the ‘‘flux quantum.’’ (The flux threaded
through any superconducting ring must be an integral
multiple of F0.) This is shown in Fig. 8(c).

To date, the most promising applications of supercon-
ducting active devices have been demonstrated only in
low-temperature superconductors, most notably lead, ni-
obium, and niobium nitride with aluminum oxide (AlOx),
magnesium oxide (MgO), and lead oxide (PbO) as the in-
sulating barriers. For a Cooper pair to tunnel coherently
across a junction, its thickness must be comparable with
the coherence length of the material, which is extremely
small for high-TC superconductors (see Table 1). The crit-
ical current in these materials is also rather high (of the
order of milliamperes), which is required for the Joseph-
son coupling energy hIC/4pe to overcome the thermal en-
ergy kBT, but it produces excessive Joule heating in the
resistive shunts and high voltages across inductances.
There are additional factors arising out of complex crys-
tal structure and presence of ‘‘weak links’’ (i.e., smallangle
grain boundaries) that make fabrication of JJs difficult in
these materials. There are several possible analog and
digital applications of the Josephson effect in microwave
frequency regime, some of which are outlined in the
following.

4.1. Superconducting Digital Logic Circuits

From the early days of its discovery, the JJ has been eyed
as a potential replacement of semiconducting logic gates
(a detailed review is provided by Ref. 19). Josephson
junctions are inherently bistable (with zero and finite re-
sistivity). However, the real driving force behind a ‘‘super-
conducting supercomputer’’ comes from three different
sources:

* Josephson junctions can be switched much faster
than a CMOS logic gate, where the parasitic and
junction capacitance limits the minimum switching
time. For a JJ, however, the theoretical limit on
switching time is h=2pD, where h is Planck’s constant
and D is the superconducting energy gap. For niobi-
um, this corresponds to 0.22 ps, and practical circuits
with switching times of 1.5 ps have been fabricated.
The large difference between the theoretical upper
limit in switching speed and those practically
achieved stems from parasitic capacitance in the
junction. However, there are no space-charge effects
in a JJ, and hence these capacitances are much small-
er compared with semiconductor circuits.

* Average power dissipation per gate in a JJ is at least
two orders of magnitude lower than equivalent semi-
conductor gates. This means that the gates can be

packed closer together, thereby reducing the propa-
gation delay of the signal, another constraint in
high-speed digital circuits. As an example, a four-bit
microcontroller fabricated out of JJ and clocked at
770 MHz dissipated 5 mW, in contrast to a replica
made out of gallium arsenide (GaAs) and clocked at
72 MHz that dissipated 2.2 W.

* Digital circuits operating over B100 GHz must use
superconducting interconnects, because the inherent
dispersion and loss in metal interconnects will de-
grade the signal sufficiently to make the circuit inop-
erable.

Owing to the hysteretic I–V characteristics of the JJ,
switching between zero resistance and finite resistance
states (logic 0 and logic 1 in our convention) cannot be
achieved as fast as it would be in a nonhysteretic device. If
the current is reduced slightly below the value at which a
logic 0 to logic 1 switching takes place, the circuit will re-
main in logic 1 state. Owing to this property, such circuits
are called ‘‘latching circuits.’’ The maximum clocking
speed of these circuits cannot exceed a few gigahertz. To
solve this problem, JJs are shunted with resistors that
make them nonhysteretic. These circuits, called rapid sin-
gle flux quantum (RSFQ) devices, are the basic building
block of superconducting logic circuits. They differ from
‘‘conventional’’ logic in a fundamental way: The logic state
is not decided by the voltage level of the gate but by the
presence or absence of voltage pulse generated by the mo-
tion of single fluxons. Practical superconducting digital
circuits with significantly higher performance have been
demonstrated. Using niobium technology, a 4 bit micro-
processor has been fabricated by Fujitsu and a 1 kbit ran-
dom access memory (RAM) chip has been made by NEC
(for a good review of recent progress in Josephson IC fab-
rication, see Ref. 20). Many other leading manufacturers
are also pursuing this technology [21].

There are a few rather unusual problems in the prac-
tical realization of a superconducting computing device. It
is impractical to realize a high-speed computer in a Von
Neumann-type architecture that involves massive data
transfer between a central processor and the memory,
which are physically separated over a relatively long dis-
tance. An order-of-magnitude estimate of the maximum
allowable data path (assuming microstrip interconnects
on a substrate with dielectric constant B20) of a computer
operating at 300 GHz is B0.3 mm. Clearly, this is very
difficult to realize on a circuit board. However, applica-
tions such as dedicated digital signal processor with on-
board cache memory and multichip modules can have
phenomenal speed and performance increase if built us-
ing RSFQ logic.

4.2. Detectors and Mixers

The nonlinearity of a Josephson junction can be exploited
to make a mixing device. In addition to the low noise and
high efficiency that these devices offer, they can easily be
integrated to an all-superconductor radiofrequency (RF)
receiver front end.
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The general principles of mixing due to photon-assisted
tunneling was derived and applied to superconductor–in-
sulator–superconductor (SIS) junctions by Tucker [22,23].
There can be two types of mixers using Josephson junc-
tions: those using Cooper pair tunneling operating near
zero bias voltage and those using quasiparticle tunneling
operating near gap voltage. Quasiparticle mixers are usu-
ally preferable over Cooper pair mixers for several rea-
sons. For one, the junction capacitance has to be small so
that most of the current comes from Cooper pair tunneling
and not displacement electric field. This means the use of
point contact junctions that are difficult to fabricate re-
producibly. Second, they are noisy because of harmonic
mixing of all frequencies up to the gap frequency. Accord-
ing to the quantum theory of mixing, strong nonlinearity
in I–V characteristics (more precisely, when
IdcðVdcþhn=eÞ � IðVdcÞbIdcðVdcÞ � IdcðVdc � hn=eÞ can re-
sult in conversion gain exceeding unity and conversion ef-
ficiency approaching the quantum limit even in a purely
resistive mixer. Third, the shot noise in a quasiparticle
mixer is lower than that in Cooper pair tunneling mixers.
SIS quasiparticle mixers have been used in radio astron-
omy for quite a while.

4.3. Analog-to-Digital Converters

Analog-to-digital converters (ADCs) are another type of
circuit where phenomenal performance improvement has
been demonstrated using superconducting circuitry.
While superconducting ADCs can be and have been fab-
ricated in most architectures and have the usual advan-
tage of a large bandwidth because of their fast switching
capability, there is the additional advantage that when
exploiting the multithreshold characteristics of a JJ [see
Fig. 8(c)], an n-bit flash ADC requires only n comparators
as opposed to 2n–1 that would be normally required [24].
This allows high-bandwidth and high-resolution ADCs to
be fabricated reliably and compactly.

4.4. Precision Voltage and Frequency Sources

The Josephson relation @y=@t¼ 4peV=h can be used both as
a source of high-frequency radiation and as a dc voltage
standard. The power radiated by the oscillating Josephson
current in response to a small dc bias (483.5 GHz/mV) is
usually too very small (a few nanowatts) to be of much
practical use, but coherent Josephson arrays have been
fabricated that can output as much as a few microwatts,
and power levels of up to 1W have been predicted. On
the other hand, when irradiated with microwaves, a JJ
develops a dc voltage across it. As frequency of such radi-
ation can be accurately controlled and measured, such de-
vices are one of the accepted precision voltage standards
today.

4.4.1. The Future of Superconducting Microwave Elec-
tronics. How are these myriad of possible superconducting
circuits realized in practice? Just like any other micro-
electronic circuit, they are lithographically patterned on a
substrate through a similar sequence of steps in a semi-
conductor [25]. Thus, the vast assortment of techniques
developed during the last several decades for and by the

semiconductor industry can be ported into commercializa-
tion of superconducting electronics. For a complete self-
contained system, many of the subsystems have to be built
out of semiconductor devices [e.g., the (IF) amplifiers for
an RF transceiver]. An efficient way of manufacturing
these systems is to mix HTS and high electron mobility
transistor (HEMT) semiconductor circuits on the same
substrate as a multichip module (MCM) [26]. Typically the
HTS film is grown on a GaAs substrate with a thin buffer
layer for better lattice match. Semiconductor devices per-
form better at lower temperatures because of enhanced
carrier mobility, so the overall performance increases. De-
crease of thermal noise is another desirable byproduct.
Also, with the increase in the packing density of the
semiconductor circuitry, a decrease in operating tempera-
ture, and the advent of high-temperature superconduc-
tors, the disparity between the operating voltage levels
associated with the two types of circuits is going down,
minimizing the possibility of ground loops between
these two types of elements. Any large-scale commercial
application of HTS microwave circuit will rely on the
ability to integrate them, either as a hybrid component
or as a monolithic component, with active semiconductor
components.

There are many hurdles in the road to success of su-
perconducting devices. The absence of a room-tempera-
ture superconductor, essential for consumer market, is
one of them. Even if there was a room-temperature su-
perconductor, the vast amount of techniques developed by
the semiconductor industry for precise and predictable
control of material properties are unavailable in the su-
perconductor industry. The reason for this is obvious: The
whole phenomenon of high-temperature superconductivi-
ty is only understood phenomenologically at best. There is
no equivalent of ‘‘bandgap engineering’’ for superconduc-
tors. If we knew the material to dope to change the
superconducting bandgap, we could then produce a
room-temperature superconductor!

However, consumer electronics, although a large share
of the market, still is not all of the market. There are niche
markets, mostly in the defense sector and commercial/mil-
itary wireless communication, who would pay the extra
dollar to have the advantages of superconducting elec-
tronics (see, for example, Ref. 27). For example, the low
insertion loss and steep skirt of a superconducting filter
makes it cost effective in a cellular base station where
the receiving/transmitting antenna must operate within
tight bandwidth tolerance and divide up the available
bandwidths among as many customers as possible. Such
filters are available from many vendors, and several are
being field-tested by cellular service providers. One exam-
ple of a large-scale attempt to use HTSC microwave cir-
cuits in communication application is the U.S. Naval
Research Laboratory’s ‘‘High Temperature Superconduc-
tivity Space Experiments’’ (HTSSE) [28]. The U.S. Air
Force is another major player in this field and expects to
use low-loss superconducting antennas in the next-gener-
ation radar systems. System integration is a crucial aspect
toward commercialization, and significant progress has
been made to this end. Integration of individual super-
conducting microwave components to produce a complete
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self-contained RF receiver/transmitter front end has been
successfully demonstrated by many researchers. Integra-
tion of superconducting and semiconducting electronics on
the same device has also been carried out.

At the present rate of progress, we can safely say that
the growth of superconducting electronics will steadily in-
crease with time. Whether it would radically alter the
present state of the art, similar to the effect the advent of
solid-state circuits had over the vacuum tube technology,
will be seen in the years to come.

Acknowledgments

This work was supported by NSF-ECS-9711910. I am
grateful to the following people for providing me with fig-
ures and associated data: Dr. Daniel Oates of MIT Lincoln
Laboratory for Fig. 5, Dr. Balam Willemsen of Supercon-
ductor Technologies Inc. for Fig. 6, and Dr. Jeffrey Herd of
the U.S. Air Force Research Laboratory for Fig. 7.

BIBLIOGRAPHY

1. McConnell, Wolf, and Noufi, eds., Science and Technology of
Thin Film Superconductors, Vols. 1–2, New York: Plenum,
1988, 1990.

2. J. D. Jackson, Classical Electrodynamics, 3rd ed., New York:
Wiley, 1999.

3. M. J. Lancaster, Passive Microwave Applications of High-
Temperature Superconductors, Cambridge, UK: Cambridge
University Press, 1997.

4. B. A. Willemsen, J. S. Derov, and S. Sridhar, Non-linear re-
sponse of suspended high temperature superconducting mi-
crowave resonators, IEEE Trans. Appl. Supercond., 5:
1753–1755 (1995).

5. IEEE Trans. Microw. Theory Tech., 44(7): (1996).

6. R. Chatterjee, Elements of Microwave Engineering, Ellis Hor-
wood Series on Electrical and Electronic Engineering, Chich-
ester, UK: Ellis Horwood, 1986.

7. R. A. Chipman, Transmission Lines, Schaum Outline Series,
New York: McGraw-Hill, 1968.

8. C. Zahopoulos, W. L. Kennedy, and S. Sridhar, Performance of
a fully superconducting microwave cavity made of the high Tc

superconductor Y1Ba2Cu3Oy, Appl. Phys. Lett., 52:2168
(1988).

9. S. Sridhar and W. L. Kennedy, Novel technique to measure
the microwave response of high Tc superconductors between
4.2 and 200 K, Rev. Sci. Instrum., 59:531 (1988).

10. G. L. Hey-Shipton et al., High temperature superconductor

lumped element band-reject filters, U.S. Patent 5,616,539
(1997).

11. S. Das, U.S. Patent 5,496,795 (1996).

12. R. J. Dinger, D. R. Bowling, and A. M. Martin, A survey of
possible passive antenna applications of high-temperature
superconductors, IEEE Trans. Microw. Theory Tech.,
39:1498–1507 (1991).

13. R. W. Conrad, U.S. Patent No. H000653, 1989.

14. J. T. Lynch et al., U.S. Patent No. 4,499,441, 1985.

15. G.-C. Liang et al., Superconductive digital instantaneous
frequency measurement subsystem, IEEE Trans. Microw.

Theory Tech., 41:2368 (1993).

16. J. C. Gallop, SQUIDs, the Josephson Effects and Supercon-

ducting Electronics, Adam Hilger Series on Measurement
Science and Technology, Philadelphia, PA: Adam Hilger, 1991.

17. W. C. Stewart, Current–voltage characteristics of Josephson
junctions, Appl. Phys. Lett., 12:227–280 (1968).

18. D. E. McCumber, Effect of ac impedance on dc voltage–current
characteristics of superconductor weak link junctions, J.
Appl. Phys., 39:3113–3118 (1968).

19. K. K. Likharev and V. K. Semenov, RSFQ logic/memory fam-
ily: A new Josephson–junction technology for sub-terahertz-
clock-frequency digital systems, IEEE Trans. Appl. Super-
cond., 1:3 (1991).

20. K. Hara, ed., Superconductivity Electronics, Ohmsha, Japan:
Prentice-Hall, 1988.

21. Oleg A. Mukhanov, Three-part Josephson memory cell for su-

per-conducting digital computer, U.S. Patent 5,365,476 (1994).

22. J. R. Tucker, Quantum limited detection in tunnel junction
mixers, IEEE J. Quantum Electron., QE-15:1234–1258
(1979).

23. Predicted conversion gain in superconductor–insulator–su-
perconductor quasiparticle mixer, Appl. Phys. Lett., 36:
477–479 (1980).

24. P. D. Bradley, Flash analog-to-digital converter employing Jo-

sephson junctions, U.S. Patent 5,400,026 (1995).

25. Q. Ma and W. N. Hardy, Superconductor logic and switching
circuits, U.S. Patent 5,345,114 (1994).

26. A. D. Smith and A. H. Silver, Integrated superconductive het-

erodyne receiver, U.S. Patent 5,493,719 (1996).

27. F. W. Patten and S. A. Wolf, The ARPA high temperature su-
perconductor program, IEEE Trans. Appl. Supercond., 5:3203
(1995).

28. M. Nisenoff et al., The high-temperature superconductivity
space experiments: HTSSE I components and HTSSE II
subsystems and devices, IEEE Trans. Appl. Supercond.,
3:2885–2890 (1993).

FURTHER READING

The literature of microwave applications of superconduc-
tivity is quite extensive, and citations relevant to a par-
ticular subtopic have already been given wherever
appropriate. A nonexhaustive list of periodicals and
monographs of general interest in this area is provided
below:
� IEEE Transactions on Microwave Theory and Techniques

(Periodical).

� IEEE Transactions on Applied Superconductivity (Periodical).

� M. J. Lancaster, Passive Microwave Device Applications of
High-Temperature Superconductors, Cambridge, UK: Cam-
bridge University Press, 1997.

� Z.-Y. Shen, High-Temperature Superconducting Microwave

Circuits, Norwood, MA: Artech House, 1994.

� S. T. Ruggiero D. A. Rudman, eds., Superconducting Devices,
New York: Academic Press, 1990.

� R. D. Parks, ed., Superconductivity (in two volumes), New
York: Marcel Dekker, 1969.

� T. Van Duzer and C. W. Turner, Principles of Superconductive
Devices and Circuits, Amsterdam: Elsevier, 1981.

� H. Weinstock and M. Nisenoff, eds., Superconducting Elec-

tronics, NATO Advanced Study Institute Series, New York:
Springer-Verlag, 1989.

SUPERCONDUCTING MICROWAVE TECHNOLOGY 5001



SURFACE ACOUSTIC WAVE APPLICATIONS

DONALD C. MALOCHA

University of Central Florida

Since the introduction of the surface acoustic wave (SAW)
interdigital transducer in the late 1960s, SAW devices
have tremendously affected a broad range of systems. The
key to this technology is the ability to sense or tap a trav-
eling electroacoustic wave on a piezoelectric substrate
whose velocity is 105 times slower than an electromagnet-
ic wave. The velocity and photolithographic line resolution
determine the practical SAW operating frequency range
from approximately 30 MHz to 3 GHz. Typical devices are
manufactured in volumes from a few cubic millimeters at
high frequencies to a few cubic inches at lower frequen-
cies. Typically, the high-frequency devices have a small
volume and low cost. Using various SAW components de-
pending on the required specifications, it is possible to
provide precise frequency filtering, frequency resonance,
time-pulse shaping, and signal processing. The passive,
solid-state SAW devices provide very high performance
relative to their volume, weight, and cost, which is the
reason for their widespread use. The highest cost precision
devices are typically used for military and satellite sys-
tems, which have the most demanding specifications; the
intermediate cost devices are used in modest volume mil-
itary man packs, military base stations, and commercial
base stations; and the lowest cost devices are used in a
broad range of commercial and consumer applications.

During the 1970s and early 1980s, military applica-
tions guided the development of the technology providing
the ability to implement new and, up to that time, un-
achievable systems. A broad range of applications includ-
ed dispersive devices and filter banks for radars, filters,
and resonators for conventional communication systems,
delay lines for systems and weapons, and coded devices,
encoded modulator devices, and convolvers for spread-
spectrum systems requiring secure communications.
These systems encouraged the development of most of
the components still in use by SAW devices today. The ad-
vent of enormous commercial opportunities in mobile and
wireless systems in the 1990s ushered in a renaissance in
SAW technology and has spawned technological innova-
tion in devices and systems.

In addition to device technological innovation, research
and development on other propagating Rayleigh-like
modes, called pseudo-SAW, and new substrate materials,
such as lithium tetraborate and langasite, have provided
lower loss, higher frequency, and wider bandwidth devic-
es. These material and device enhancements allow SAW
devices to compete for insertion in the RF, IF, and pro-
cessing sections of modern communication systems. Com-
mercial and consumer applications include cellular and
mobile phones, car and garage door openers, VCRs, CATV,
fiber optic repeaters, spread-spectrum systems, sensors,
identification tags, satellite communication systems, and
many more [1–4].

1. SAW TVIF FILTER

The SAW TVIF filter stands alone as the first significant
commercial application of SAW devices for the television
intermediate-frequency (TVIF) filter and deserves a high-
lighted discussion. Development began in the 1970s when
SAW technology was just emerging. Design, analysis, fab-
rication, and packaging were all extremely challenging for
SAW devices at that time. However, it was recognized that
a significant technological advance would be achieved if a
single, solid-state component could replace the bulky, mul-
tipole LC tank circuits in the IE, which were both expen-
sive to build and insert into the chassis. In addition, the
LC sections drifted with temperature and aged with time
producing a profoundly negative effect on video reception.
The SAW TVIF filters were first introduced to the market
in the late 1970s and demonstrated that high-volume
manufacturing of the devices was feasible. Today, every
TV manufactured has a SAW TVIF filter.

Figure 1 compares the SAW versus LC implementation
of filtering in a TVIF section [5]. The SAW TVIF filter is
interesting because it demonstrates that the SAW trans-
versal filter can meet a demanding design and cost speci-
fication. The TV system requirements have been in place
since TV’s inception and vary by country around the world.
The U.S. system requirement is typical and is used as the
example. The video and audio transmission format have
remained the same for compatibility over the years and
were determined from the original transmission specifica-
tions. These specifications required a nonsymmetrical tem-
plate for the magnitude of the TVIF filter response and a
precise dispersive group-delay response. The nonsymmet-
rical magnitude response sets the relative video and audio
carrier levels and shapes the chroma response. The group
delay must vary precisely with frequency to reproduce a
sharp image and accurate colors. Early SAW TVIF filter
insertion losses were greater than 20 dB, which reduced
the internal SAW device triple transit echo (TTE) to ap-
proximately 46 dB. A TTE greater than � 40 dB produces a
noticeable ghost picture that would be unacceptable to the
consumer. Lower loss devices using new transducer and
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Figure 1. Early comparison of the SAW TVIF filter and the LC
equivalent circuits used in U.S. television sets. (Reproduced with
permission of the IEEE, Proceedings of the IEEE, 64(5):672
(1976).)
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device embodiments reduce the loss below 20 dB while
maintaining the specifications and costs required in the TV.

SAW devices are manufactured by using many of the
previously developed integrated circuit techniques. Mul-
tiple devices on a single crystal substrate using aluminum
electrodes fabricated by conventional photolithographic
techniques is very attractive. Similar to silicon technolo-
gy, high-volume manufacturing provided the vehicle for
advancing the technology so that costs were reduced.
Costs for SAW TVIF filters dropped from several dollars
per device in the 1980s to under $0.50 for current devices
and are currently manufactured in volumes of millions per
month. The SAW technology and device embodiments
have been changed and refined to provide better perfor-
mance at a lower cost [4]. As the first high-volume com-
mercial SAW application, the TVIF filter can be credited
for the confidence that companies had when developing
the current wide range of high-performance, low-cost com-
mercial SAW products.

2. TYPICAL WIRELESS COMMUNICATION SYSTEM

There are tremendous numbers of different wireless com-
munication systems for audio, video, and data transmis-

sion. Rather than attempting to focus on any one system
that has its own specific characteristics, a more generic
approach is taken. Figure 2 shows a schematic for a typical
transmitter and receiver system. The radiofrequency (RF)
section eliminates spurious responses and establishes the
noise figure for the system, and the intermediate frequen-
cy (IF) sections provide the channel selectivity and limit
the noise bandwidth. To reduce cost, the second IF section
is eliminated when possible. The oscillator/synthesizer is
used for channel selection and may be used as the system
clock. The postprocessing of the signal may also contain
SAW devices in many coded and secure communication
systems. The gray blocks represent elements in which
SAW devices may be inserted, depending on specifications.

2.1. RF SAW Devices

The receivers of interest operate in the frequency range
between approximately 30 MHz and 3 GHz where typical
SAW devices find application. The RF section center fre-
quency and bandwidth are consistent with the channel
requirements, and fractional bandwidths can be from frac-
tions of a percent to tenths of a percent. The RF section
consists of one or two RF filters and a low-noise amplifier
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Figure 2. Schematic diagram of a generic transmitter/receiver (transceiver) system. The trans-
ceiver has a common antenna. The system can be separated into a transmitter and receiver by
eliminating the common antenna. The gray blocks represent possible SAW elements within the RF
and IF transceiver sections.
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(LNA). As an example, a typical mobile telephone system’s
center frequencies vary from approximately 450 MHz to
more than 2 GHz with fractional bandwidths of 1% to 5%.
One RF filter that has very low loss and good selectivity is
desired. However, two filters may be necessary, the first
with very low loss and marginal selectivity and a second
filter with a higher loss and better selectivity. Any loss
before the LNA is a direct reduction in signal-to-noise ra-
tio. Therefore, RF filters require extremely low loss, typ-
ically between 1 dB and 3 dB. Figure 3 shows a typical
SAW front-end RF filter for a mobile phone application at
870 MHz with an insertion loss of approximately 2.0 dB
and a 25 MHz bandwidth [6]. Typically nulls are designed
at the adjacent transmit/receive frequencies for a trans-
ceiver, and sidelobe rejection depends on the design ap-
proach. The second RF filter can have a relaxed insertion
loss specification but typically has greater out-of-band
spurious suppression. Figure 4 shows a SAW interstage
filter at 950 MHz with approximately 3 dB insertion loss
implemented by using a transversely coupled resonator
approach [6]. SAW filter design techniques for RF filters

include two-transducer low-loss designs, interdigitated in-
terdigital transducers, single and multitrack resonant
structures, and ladder/lattice impedance filters. For cellu-
lar applications, the antenna is common to both the trans-
mitter and receiver, and it may be necessary for the RF
receiver filter to accept large input power at the trans-
mission frequencies. SAW ladder/lattice filters are cur-
rently of great interest because they handle high power
and provide low loss and acceptable selectivity. Other im-
portant considerations are the temperature coefficient of
frequency and the material coupling coefficient. The band-
width must be increased to accommodate operation over
the required temperature range, and the coupling coeffi-
cient determines the maximum achievable bandwidth for
a given insertion loss.

2.2. IF SAW Devices

The IF filter typically has greater selectivity and higher
insertion loss than the RF filter. The IF center frequency is
chosen for good image rejection and adjacent channel se-
lectivity and is lower than the transceiver operating fre-
quency, typically from tens to hundreds of megahertz. The
IF filter must have a narrow transition band and low side-
lobe levels to limit the noise within the system and may
also have specific traps to reduce adjacent channels, in-
termodulation, or other spurious carrier responses. The
insertion loss is usually not as stringent a requirement as
in the RF filter because the signal-to-noise ratio is set be-
fore this stage and amplification is typically low cost and
available. IF stage insertion loss can range from several
decibels to as much as 50 dB depending on the fractional
bandwidth and system requirements. Figure 5 shows a
typical SAW IF bandpass filter at 70 MHz, insertion loss of
22 dB, 8 MHz bandwidth, and group-delay variation of
approximately 40 ns. The filter is a conventional two-
transducer, SAW transversal implementation that dem-
onstrates the excellent passband shaping, extremely
sharp skirts, and near-constant group-delay response.

2.3. SAW Resonator Oscillator Applications

The oscillator/synthesizer often uses a SAW resonator for
the frequency-control element having a center frequency
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Figure 3. An 870 MHz SAW filter with a 3% fractional band-
width and 2.0 dB insertion loss. This filter uses a multiresonator
approach in a ladder-type network. This filter is used as the front-
end RF filter in the Advanced Mobile Phone System (AMPS).
(Reproduced with permission of the IEEE, J. Machui et al., 1995

IEEE Ultrasonics Symposium Proceedings, pp. 121–130.)
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Figure 4. A 950 MHz SAW filter with an approximate 3% frac-
tional bandwidth and 3 dB insertion loss. This filter uses a trans-
versely coupled resonator filter, which provides a two-pole
response and good ultimate sidelobe rejection. This filter is used
in the Global System for Mobile communication (GSM). (Repro-
duced with permission of the IEEE, J. Machui et al., 1995 IEEE

Ultrasonics Symposium Proceedings, pp. 121–130.)
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Figure 5. A typical 70 MHz IF filter having a typical insertion
loss of 22 dB, 3 dB bandwidth of 8 MHz, and sidelobe rejection of
greater than 55 dB. The passband has less than 0.25 dB ripple
and group-delay variation of approximately 40 ns. The passband
ripple and group-delay variation are primarily caused by TTE.
The 70 MHz IF frequency is popular for military applications.
(Reproduced with permission from Sawtek, Inc.)
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such that, when mixed with the incoming carrier, it re-
sults in a signal at the IF center frequency. The oscillator
frequency is chosen on the basis of a wealth of system
considerations including the reception frequency, single
versus double conversion, inter- and cross-modulation
products, and other specifications. It is desired that the
resonator be high Q, low loss, and have excellent temper-
ature stability versus frequency. As an example, Fig. 6
shows a 199 MHz, quartz, two-port SAW resonator re-
sponse. The peak to spurious level typically needs to be
greater than 10 dB to ensure that any excessive loop gain
in the oscillator does not result in oscillator instability.
SAW resonator Q’s are typically several thousand and can
be designed to tens of thousands. SAW oscillators often
compete with bulk acoustic wave (BAW) devices that typ-
ically operate at much lower frequencies and use multi-
pliers to obtain the frequencies of interest. Both SAW and
BAW-based oscillators are often called crystal oscillators
(XO). Oscillators have frequency drift primarily caused by
the crystal temperature coefficient of frequency (TCF) and
often have sophisticated electronics and temperature con-
trol to achieve long-term and short-term stabilities. Var-
ious configurations include the voltage-controlled (VCXO),
temperature-controlled (TCXO), oven-controlled (OCXO),
and microprocessor-controlled (MCXO) crystal oscillators.

Using a narrowband SAW resonator, it is also possible
to produce a notch filter [7]. Notch filters are used to elim-
inate a narrow carrier that is produced within a radio,
such as in the oscillator, or they are used to eliminate an
external signal, such as an adjacent channel carrier fre-
quency. Various circuit configurations are used with res-
onators to produce a notch. The notch filter should have
good temperature stability and a notch bandwidth ade-
quate to track over the required operating temperature
range. Multiple coupled resonators are used to obtain a
larger notch bandwidth than are the conventional single-
pole resonators.

3. SIGNAL PROCESSING APPLICATIONS

3.1. Coded and Quadrature Modulators

3.1.1. PSK SAW Filter. Because each tap in a SAW
device is independently controlled, it is very easy to
implement simple-phase, shift-keying (PSK) biphase cod-
ing into a device. A schematic of a typical PSK-coded SAW
used for coding the data in a spread-spectrum system is
shown in Fig. 7. A digital datastream is converted into a
series of impulses whose polarity corresponds to the sign
of each data bit. The input transducer launches the wave
whose phase depends on the sign of the input pulse and
which is then convolved with the coded transducer. The
SAW-coded transducer is composed of a series of time
chips. The sign of each chip is implemented by properly
connecting of each electrode to the appropriate busbar.
The overall SAW impulse-response length is equal to the
data bit length. The output from the SAW-coded trans-
ducer can be further modulated for transmission. A sim-
ilar SAW filter can be used as the matched filter at the
receiver where a compressed pulse is achieved whose
phase is a function of the original data stream. The fre-
quency bandwidth is determined by the chip impulse-
response length, and the processing gain is a function
of the number of chips per bit. Figure 8 shows the mea-
sured time response of a 128 chip PSK correlator, which
exhibits a peak-to-sidelobe ratio of approximately 21 dB,
as expected.

180°
90°
0°
–90°
–180°

–10

–20
–30

–40
–50
–60
–70
–80
–90

0

198 199 200
(MHz)

A
m

p
lit

u
d

e
 (

d
B

)

Figure 6. Magnitude and phase response of a 199 MHz, two-port,
SAW resonator on quartz. (Reproduced with permission from
Sawtek, Inc.)
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Figure 7. Schematic diagram of a
typical SAW PSK-type coded filter.
The input data are converted into a
series of phase-modulated impulses
that then produce the SAW output-
coded waveform.
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3.2. Continuous-Phase Frequency-Modulation Devices

SAW devices are designed in both the time and frequency
domains. The ability to pulse shape allows developing and
implementing precise modulation schemes that are very
difficult to implement with other technologies. Quadrature
modulation techniques are very popular for transmission,
they include quadrature-phase shift keying (QPSK),
minimum shift keying (MSK), and others. The MSK
waveform, along with many others, forms a class of con-
tinuous-phase frequency modulation (CPFM), encodes the
information in the phase and frequency of each chip or bit,
and has a uniform amplitude envelope. The phase conti-
nuity and uniform amplitude provide minimum distortion
when transmitting through power amplifiers, which are
often nonlinear. These advantages are obtained at the ex-
pense of a wider chip null bandwidth, which reduces data
rates. A schematic of a simple way to implement a CPFM
system is shown in Fig. 9 where the SAW device provides
pulse shaping when excited by an impulse. For MSK, the
pulse envelope shape is a simple one-half cycle cosine
whose length is equal to the required bit length. The data
bit length is one half the MSK impulse-response length,
and therefore, the device impulse response from a given
data bit impulse overlaps adjacent data bits to form a near-
ly continuous, flat-envelope code stream. The predicted and
measured SAW MSK waveforms are shown in Fig. 10.

3.3. Synchronous Optical Network

The synchronous optical network (SONET) has critical
and demanding timing for data transmission. When trans-
mitting over long distances, such as transoceanic, it is
necessary to recover the clock from the actual nonreturn-
to-zero (NRZ) datastream to retime the data at interme-
diate points along the network. One popular method is to
use a SAW filter within the clock-recovery circuit, as
shown in Fig. 11. Figure 12 shows a high Q, 622 MHz,
quartz, SAW filter used in a SONET clock-recovery sys-
tem. The device has a typical insertion loss of 16 dB, and
a quartz substrate is used to minimize temperature drift
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Figure 8. Measured time-domain response of a 128 chip PSK
SAW correlator. (Reproduced with permission from Sawtek, Inc.)
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Figure 9. Schematic diagram of a typical SAW MSK-type coded filter. The input data are con-
verted into a series of phase-modulated impulses, which then produce the SAW output-coded
waveform.

Figure 10. Predicted and measured time-domain response of a
SAW MSK system at 300 MHz and a 92.5 MHz data rate. The
predicted response has approximately 4% amplitude modulation
compared with the 7% measured. The main cause for amplitude
modulation is hardware system implementation.
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effects. In addition to the clock recovery, SAW devices may
be used in SONET as delay elements for timing or for data
pulse shaping to minimize intersymbol interference and
reduce the probability of error in data recovery.

3.4. Channelizers

In wideband communication systems that have multiple
channels, it is often required to break the receiving band-
width into adjacent channels. Sometimes these channels
are processed independently, or there are times when
multiple channels may be combined into a wider band
channel. This requires a sophisticated system that has
well-matched individual channels and an electronic sys-
tem that provides the required switching network. SAW
channelized receivers have met this demanding require-
ment for both military and commercial applications. A
complete integrated SAW channelizer system allows dy-
namic, active switching in or out of one or more channels.
The superimposed frequency response from a seven-chan-
nel, 330 MHz SAW filter bank is shown in Fig. 13. The
uniformity of amplitude and out-of-band rejection (ap-
proximately 50 dB) between channels require precise fil-
ter design and system integration.

3.5. Dispersive Devices

3.5.1. Radar. One of the earliest and technologically
important applications of SAW devices was in radar sys-
tems. The simplest radar in concept is the pulse radar. To
obtain the greatest accuracy in determining an object’s
distance from a source, it is desirable to transmit a very
narrow pulse from the source, which is subsequently re-
flected from an object and received. The delay corresponds
to the round-trip distance difference. The maximum

viewing distance is limited by the path loss and the min-
imum detectable signal-to-noise ratio. Therefore, it is de-
sirable to transmit very narrow, high-amplitude pulses or
to extend the pulsewidth. The former approach requires a
very low duty factor and high-power transmitters, where-
as the latter lengthens the pulse, which limits distance
accuracy. The solution to these two conflicting require-
ments is to use a dispersive transmit pulse that changes
the instantaneous carrier frequency with time. A chirp
radar uses a SAW dispersive (or chirp) filter to transmit a
long dispersive pulse that has significantly more energy
than a simple, single-carrier frequency pulse [8]. Then the
return signal is sent to a matched SAW chirp filter that
compresses the pulse. The SAW input/output devices are a
matched set whose transmit filter is an upchirp and re-
ceive filter is a downchirp. Figure 14 shows a schematic
representation of an upchirp and downchirp SAW filter.
For a linear chirp, the frequency changes at a given chirp
rate (Hz/s) from some minimum to some maximum value
across the device. The processing gain, which is approxi-
mately given by ratio of the output compressed pulsewidth
to the transducer impulse response length, is a direct
function of the device’s time–bandwidth product. Devices
can be produced using simple dispersive transducers or by
using long reflector structures called reflective array co-
rrelators (RAC) [8]. Time–bandwidth products from sev-
eral hundred to tens of thousands have been achieved. The
time-domain responses of the transmitted or received
chirps may be weighted to produce a more optimum
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Figure 12. Frequency response of a 622.08 MHz SAW filter used
in a SONET clock-recovery circuit. The device has a typical in-
sertion loss of 16 dB, a 3 dB bandwidth of 0.93 MHz, a delay of
700 ns, and is fabricated on quartz. (Reproduced with permission
from Sawtek, Inc.)
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Figure 11. A simple schematic diagram of a
SONET clock-recovery circuit using a SAW filter.

0

–10

–20

–30

–40

–50

–60

–70

–80

–90

–100

A
m

p
lit

u
d

e
 (

d
B

)

200 250 300 350 400 450

Frequency (MHz)

ch308.d

Figure 13. The superimposed frequency response of all channels
of a seven-channel SAW filter bank at a center frequency of
330 MHz. (Reproduced with permission from Sawtek, Inc.)

SURFACE ACOUSTIC WAVE APPLICATIONS 5007



time-domain pulse-compression response at the receiver.
Figure 15 shows the frequency responses of an expander/
compressor matched pair at a center frequency of 1 GHz
having a bandwidth of 450 MHz, a dispersive delay of
0.45 ms, and a time-delay slope of 1000 MHz/ms. The
compressed-time matched-correlator response has a com-
pressed pulsewidth inversely proportional to the band-
width (2.22 ns as compared with 2.9 ns measured) and a
typical peak-to-sidelobe ratio of approximately 10� log
(time–bandwidth product), which is 23 dB.

3.5.2. SAW Chirp Fourier Transformer. Another applica-
tion of SAW dispersive devices is in a chirp Fourier trans-

form system that performs a real-time Fourier transform
of a given input signal, which is confined to the system
bandwidth. Given a function f(t) that has a Fourier trans-
form, F(o), the frequency domain function is written as

Fð2pmtÞ ¼

Z 1

�1

f ðtÞe�j2pmtt dt

where o¼ 2pmt.
Using the identity 2tt¼ t2þ t2 � ðt� tÞ2, the equation is

rewritten as

Fð2pmtÞ¼ e�jpmt2

Z 1

�1

f ðtÞe�jpmt2

ejpmðt�tÞ2 dt

Piezoelectric substrate

(a)

Piezoelectric substrate

(b)
Figure 14. (a) Schematic of an upchirp SAW
filter. (b) Schematic of a downchirp SAW filter.
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This is the equation form of the chirp Fourier transform
that is a time function multiplied by a complex chirp, con-
volved with a second chirp, and then multiplied by a third
chirp. A typical SAW implementation of a multiply-con-
volve-multiply (MCM) chirp transform system is shown in
schematic form in Fig. 16. The convolve chirp is usually
twice the length of the multiply chirps. The first multiply
chirp conditions the input signal by adding the dispersive
delay, and then the second chirp sorts the input signal
frequencies in the time domain through the convolution
process, providing the amplitude-frequency response
curve. The final chirp multiply is necessary only if the
phase information is desired and does not affect the am-
plitude response. Figure 17 shows a schematic represen-
tation of the system output for an input signal composed of
three different frequencies. The convolve chirp is an up-
chirp that sorts the frequencies from low with the smallest
delay to high with the longest delay. The output signals
have a finite time length due to the limited bandwidth of
the SAW chirp system. The SAW implementation of the
chirp transform system is not an exact implementation of
the chirp Fourier transform because it is limited in both
time length and frequency bandwidth. However, it works

well for bandlimited and multitone input waveforms used
in radar and other military systems.

3.5.3. SAW Elastic Convolvers. Spread-spectrum sys-
tems need some type of matched filter, correlator, or con-
volver to extract the transmitted signal from noise and
interfering sources. SAW elastic convolvers were studied in
the 1970s for use in militarily secure, spread-spectrum
communication systems [8,9]. The SAW convolver is a
three-port device that uses the nonlinear portion of the
crystal constants to perform a real-time convolution on any
two arbitrary input signals within the operating band-
width and time length of the device. The device is shown
schematically in Fig. 18. The device consists of two input
interdigital transducers (IDT), two beam compressors, and
a long output plate between the two beam compressors.
The input IDT provides the input signal from the receiver,
and the reference IDT provides the known reference code
signal. To enhance the nonlinear effect within the crystal,
the power density is increased by compressing the SAW
beam to only a few wavelengths. The beam compressors
are usually either multistrip couplers, a horn-type wave-
guide, or self-focusing IDTs with typical compression ratios
of 5 to 20. The two counterpropagating waves are com-
pressed and then trapped under the electrode waveguide,
which is only a few wavelengths wide, where they eventu-
ally slide by each other. The nonlinear crystal parameters
provide point-source multiplication, and the long solid elec-
trode provides the summing bus that is proportional to the
integration time. The output signal is the convolution of
the two SAW input waveforms at twice the carrier frequen-
cy of the inputs. The processing gain of the system is given
by the device’s time–bandwidth product. Typical devices
have time lengths of several microseconds and bandwidths
of tens to hundreds of megahertz. A convolver with a 10
microsecond integration length and a 100 MHz bandwidth
has a processing gain of 30 dB. Typical convolver efficiency
is between –50 dBm to � 75 dBm, which depends on the
substrate material, bandwidth, integration time, and de-
vice design. Figure 19 shows the predicted and measured
results of a 22ms long, real-time SAW convolution of a cod-
ed MSK signal. The agreement between measurements
and the theory of the compressed pulse are excellent.

4. SAW REMOTE SIGNALING AND SENSORS

4.1. Identification Tags

SAW devices are used in the passive mode as identification
tags or in remote sensing. A schematic of a pulse-excited,
time-reflective type of a coded SAW tag is shown in Fig. 20.
The tag is composed of an antenna, a transducer, and a
series of partial reflectors. A remote transmitter sends an
interrogation pulse that is received by the antenna and
excites the SAW transducer, which launches a wave. The
SAW is partially reflected at each reflector and is sent back
to the SAW transducer where it is retransmitted back to
the interrogator. The center position of the reflector pro-
vides a series of delayed pulses that provide the unique
code for identification. The device is totally passive, and
the antenna and SAW chip are integrated into a single,
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Figure 16. Schematic diagram of a SAW chirp Fourier transform
system.
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Figure 17. Schematic representation of the output waveform of a
SAW chirp system given the sum of three tones having equal am-
plitude as the input waveform.
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low-cost package. Figure 21 shows the measured time-do-
main results for a reflective, coded, passive SAW tag. The
time pulses are relatively uniform and discrete, which
makes demodulation of the tag information easy and ac-
curate.

4.2. Remote Signaling

Remote signaling has become very desirable and accepted
by consumers and industry. Examples include remote car
door openers, car accessory operation, garage door open-
ers, remote lights, power utility meters, and others. It
makes some very simple operations even simpler and fast-
er, increases industrial productivity, and is used in inac-
cessible places and environments for control and sensing.
The acceptance of such systems is based on the relatively
small size and cost. As an example, a transmitter for a
keyless automobile entry is embedded on the actual key
with minimal increase in size. A simple system used for a
keyless entry system is shown in Fig. 22 [9]. The system
consists of two SAW filters, an amplifier, an integrated
circuit for the code generator, and a battery. The two SAW
filters and amplifier are placed in a single package, and a
custom ASIC is designed and programmed for the specific
code generator. The integrated circuit provides the code
data, and the data format is simple on-off shift keying
(OOSK). One SAW is used in the oscillator as the frequen-
cy-control element, and the second SAW filter is used to
remove unwanted harmonics and spurious responses from
the oscillator.

4.3. Sensors

Sensing the external environment using SAW technology
is a relatively new and growing market. The different

Figure 19. Correlation of a compressed-pulse time-response of a
SAW elastic convolver.
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number and types of SAW sensor devices and systems
cannot be adequately presented here [10]. SAW sensors
are under investigation to sense gases, temperature, ac-
celeration, pressure, and other parameters. The two crit-
ical issues are to find a sensitive sensing mechanism for
the parameter of interest while eliminating or compensat-
ing for all other environmental elements, thereby isolating
the measurement to only a single environmental element
(gas, temperature, etc.). One popular method for measur-
ing gases is to use a SAW delay line having a gas sensitive
film in an oscillator circuit on the substrate surface. As the
gas absorbs and desorbs, there is a change in the film’s

elastic properties that creates a change in acoustic veloc-
ity, delay, and insertion loss. This is translated into a fre-
quency shift in the oscillator. The change in frequency
versus gas absorption is often determined in parts per
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Figure 20. A schematic of pulse-excited,
time-reflective type of a coded SAW tag. The
device consists of a transmit/receive antenna,
a dual-purpose input/output transducer, and a
series of reflectors that have centers of reflec-
tion corresponding to a pulse position code.
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Figure 21. The measured time-domain results for a reflective
coded passive SAW tag. The time pulses are relatively uniform
and discrete, which makes easy and accurate demodulation of the
tag information. (Reproduced with permission from Sawtek, Inc.)
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Figure 22. Schematic of a simple, low-cost SAW-based remote
keyless entry system using on-off shift keying. (From RF Mono-
lithics data sheet, HX1000.)
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Figure 23. A schematic of a simple SAW sensor composed of a
two-transducer-delay line with a selective absorbing film, which
changes the amplitude, phase, and/or insertion loss of the delay
line.
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million for a well-calibrated system. A schematic of a sim-
ple SAW sensor is shown in Fig. 23. Sensing is developing
into a very large market. Combining sensing with wireless
transmission results in remote sensing applicable to a
huge number of applications in transportation, medical,
environmental, manufacturing, and many other fields.
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1. INTRODUCTION TO SAW TECHNOLOGY

1.1. SAW Devices

Surface acoustic waves (SAWs) are mechanical waves
whose associated particle displacements are bounded to
the surface [1]. The typical penetration into the volume is
in the order of one acoustical wavelength l. Figure 1
shows a finite-element analysis of the particle displace-
ment caused by a special surface acoustic wave, the so-
called Rayleigh wave. The particle displacement in Fig. 1,
however, is enlarged to make the displacement (or strain)
visible. The actual displacements are in the order of some
angstroms.

On piezoelectric substrates SAWs can easily be gener-
ated by using so-called interdigital transducers (IDTs)
shown in the left part of Fig. 2 [2]. A SAW device consists
of metallic structures on top of a highly polished piezo-
electric substrate, such as one or several of these IDTs and
reflection or coupling gratings. Typically aluminum is
used for the metallization. For an IDT, the widths and
spacings of the electrodes and strips determine together
with the phase velocity v the operating frequency f. The
sum of the electrode width and spacing gives the geomet-
ric period p (pitch) of the IDT. In the plainest transducer,
the pitch p is constant over the entire IDT. The resonate
condition is given by a SAW wavelength l of

l¼ 2p ð1Þ

The operating frequency f of the IDT is thereby given by

f ¼
v

l
¼

v

2p
ð2Þ

The number of pitches N of the transducer gives its length
in the time domain, which determines the bandwidth B of
operation by

B¼
v

2Np
ð3Þ

The input and output IDTs are electrically connected, for
example, via bond wires to the pins of a hermetically
sealed package (see Fig. 3). Triggered by the piezoelectric
effect, an electrical microwave input signal at the trans-
mitting IDT stimulates a microacoustic wave that propa-
gates along the surface of the elastic solid body. In

Figure 1. Finite-element analysis of the particle displacement
caused by a surface acoustic wave.

Top view 

p u

P a1

b2

a2

b2

i

Figure 2. Schematic of an interdigital transducer with pitch p
and associated P-matrix model, where u and i are respectively the
electrical voltage and current and a and b denote the incident and
outgoing acoustic waves respectively.
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contrast, a SAW propagating through an IDT generates an
electric charge distribution at the receiving IDT, causing a
microwave electrical output signal [3–10]. To suppress un-
wanted reflections form the edges absorbers become fixed
to the ends of the chips.

The main advantages of the SAW technology are the
low velocity of the acoustic waves, which allows the im-
plementation of a large number of wavelengths or signif-
icant delay times within a small chip, and the high quality
factor of the materials, which results in low attenuation
factors. Both factors together allow for filters with relative
bandwidths from 0.1% up to almost 100% with flat pass-
band response, steep skirts, high selectivity, and precise
phase characteristics.

Since the early 1990s, driven by the booming wireless
technology business, great and important progress in SAW
device performance has been made and a variety of inno-
vative applications developed. Most telecommunication
systems, in particular mobile radio and satellite systems,
depend on extremely high-performance SAW filters. Large
and, to an increasing extent, smaller radar systems have
utilized pulse compression SAW filters. High-frequency
SAW-based oscillators replace the low-frequency quartz
crystal sources and the required frequency multiplier
chains in many electronic systems. All modern television
and televisionlike receivers contain SAW filters for Ny-
quist IF filtering.

Many digital spread-spectrum systems use SAW band-
pass filters in the IF and RF stage up to 2.5 GHz [11]. Up to
now wideband spread-spectrum systems were used mainly
in military applications. Digital technology, however, al-
lows the realization of spread-spectrum systems only with
low bandwidths and long integration times. Therefore,
most commercial systems are based on this technology.
For digital CDMA systems, however, analog IF antialiasing
filters are required; therefore SAW filters offering steep
passband skirts, flat amplitude response, and linear phase
are used. For indoor applications with strong interference
a bandwidth higher than the coherence bandwidth is need-
ed [12]. In spread-spectrum systems with high bandwidths
SAW devices are the only choice for real-time signal pro-
cessing such as correlation and spectrum shaping. Fixed-
code matched filters have opened up a wide range of signal
processing capabilities. SAW-based chirp spread-spectrum
wireless system applications with extremely high data

rates have been demonstrated very successfully and are
now in the pioneering stage on the market. Today digital
signal processors (DSPs) can handle some 10 MHz band-
width, while SAW devices can deal easily with some hun-
dreds of megahertz of bandwidth. This advantage of SAW
devices over DSPs will become smaller one day with pro-
gress in the development of digital circuits.

SAW sensors for many physical (electrical, mechanical,
thermal, etc.), chemical, and biological quantities as me-
asurands are now becoming mature and commercially
feasible. Radio SAW sensing is under investigation at
many laboratories, and a few new products are on the
market. Wireless identification tagging and reading based
on passive SAW interrogator labels (SAW tags) have re-
cently been introduced to the market.

SAW technology has evolved since the mid-1970s and
now allows the routine design of filters in the range from
20 MHz to 3 GHz [13]. This frequency band is used in
many new wireless communication systems and for sensor
applications, especially within the ISM frequency at
2.5 GHz, which is also used for the intermediate frequen-
cy for broadband systems operating at higher frequencies
[14]. Currently, the submicrometer manufacturing and
material techniques are improving greatly and are encom-
passing even higher frequencies of r10 GHz. Delay-time
lengths are limited by the size of standard wafer dimen-
sions to 16 ms. Precise simulation tools for SAW devices are
available. Thus it is possible to optimize the SAW devices
on a computer before fabrication of the first samples. Very
accurate SAW devices performing complex signal process-
ing in communication systems may be designed.

1.2. Materials and IDTs

The invention of the IDT in 1965 [2] as a most efficient
technique for the generation and detection of SAWs on a
piezoelectric substrate immediately paved the way to two
major microwave engineering product design directions,
with quite different thrusts. At one end of the scale, in the
high-volume, low-cost-component market, the challenge
was related to whether mass-produced SAW filters and
resonators could be competitive in price and performance
with established technologies. At the opposite end, the fo-
cus was on low-volume, high-cost components for radar
signal processing and maximum emphasis was given to
the efficient implementation of SAW pulse compression
filters with very large compression gains. Between these
two extremes, a wide range of other SAW device configu-
rations and applications began to receive intensive
research scrutiny.

SAW devices are based on excitation, propagating, re-
flection, and detection of microacoustic waves. On the ba-
sis of a variety of physical principles, methods and
techniques have been developed for the microwave–micro-
acoustic transduction, for reflecting, guiding, focusing,
and amplifying the waves, and for introducing controlled
dispersion. The use of transduction and reflection, which
are the basic mechanisms in most SAW devices, is dis-
cussed by way of a two-port resonator illustrated in Fig. 4.
Both the IDTs and the reflectors are distributed elements,
consisting of an array of metallic electrodes or strips. The

Absorber

Input transducer

Output transducer

Bonding wire

Figure 3. Schematic drawing of a SAW filter.

SURFACE ACOUSTIC WAVE DELAY LINES 5013



(active) IDTs exploit piezoelectricity to launch and detect
the SAW waves. The (passive) reflector gratings, usually a
set of metal strips that can be short- or open-circuited, act
within their stopband as a mirror reflecting the incident
waves, thus forming a cavity. Elements combining trans-
duction and reflection with a predefined phase relation
(Fig. 5) are in use for advanced SAW IF filters. They en-
able single-phase unidirectional transducers (SPUDTs)
and contribute to the size reduction of IF filters by using
resonances within the transducers.

For an arrangement of strips with a width of l/4 and a
pitch of l/2, reflections add up constructively. Therefore a
sequence of alternatively polarized type 1 structures will
result in both strong transduction and reflection. On the
other hand, using an arrangement of strips with a width of
l/8 and a pitch of l/4 (split finger), (e.g., type 2, 3, or 4),
reflections add up destructively. Cell types 2 and 4 will
lunch a transduction with opposite sign, while a type 3 cell
will introduce no transduction and reflection.

The first basic design parameter is the phase velocity v,
because according to Eqs. (2) and (3) it determines the
spacing and number of pitches of a transducer for a given
operating frequency f and bandwidth B. The second basic
design parameter is the electromechanical coupling coeffi-
cient k2, which is a measure of the efficiency in converting
an applied microwave signal into mechanical energy asso-
ciated with the microacoustic wave. It also determines the
minimum insertion attenuation of a SAW device for a given
relative bandwidth. Because of the piezoelectric effect, the
SAW velocity differs little between free or metallized

surface, or within an IDT. Again, k2 gives the relative dif-
ference between the velocities with electrically open/short-
circuited surface. Both v and k2 depend on the material
tensor elements of elasticity, piezoelectricity and dielectric
permittivity, and on the mass density (among others).

A wide variety of single-crystalline substrates such as
quartz (SiO2), lithium tantalate (LiTaO3), and lithium
niobate (LiNbO3) are commonly used for SAW devices.
The wave types propagating on these substrate materials
show velocities v between 3000 and 5000 m/s, which is
slower by a factor of 105 compared to that of guided elec-
tromagnetic waves, such as waves guided by microstrip
transmission lines. Thus, devices operating in the VHF/
UHF frequency region can be fabricated with linewidths
in the order of micrometers or below, which can be pro-
duced very accurately and reproducibly using optical pro-
jection printing techniques.

Table 1 gives an overview on the fundamental SAW
properties of some of the most frequently used cuts.
Quartz crystal cuts show excellent temperature stability,
which is given by the temperature coefficient of delay,
(TCD). The coupling coefficient k2, however, is low, which
limits the relative bandwidth that can be electrically
matched without losses to some percent. Therefore, quartz
crystal cuts are used mainly for narrowband devices down
to 0.1% relative bandwidth, or when steep skirts in the
transfer function are specified. SAW devices on quartz are
used in the IF stages of mobile phones, for resonators or
delay lines used in local oscillators, and for dispersive de-
lay lines used in radar applications. The coupling coeffi-
cient k2 of LiNbO3 is much larger than that of quartz,
allowing medium-loss devices for wideband applications
with relative bandwidths up to B10%. SAW devices on
LiNbO3 are used for IF filtering in TV or satellite receiver
sets, for example. Some special cuts, like the 411rotY cut of
LiNbO3 or the 361rotY cut of LiTaO3 show extreme high
coupling coefficients, which makes these cuts highly suited
for low-loss and wideband applications needed in the RF
stages of mobile phones.

1.3. SAW Design

The design of SAW devices is based mainly on signal the-
ory. Signal theory algorithms such as impulse response
modeling [15] allows for a first-order design because the
impulse response h(t) of the IDT is—with the help of the

Figure 4. Schematic layout of a two-port SAW resonator. Two
IDTs (input and output) are backed by several reflector strips
forming a cavity.

λ/2 λ/2 λ/4 λ/2
Type 1 Type 2 Type 3 Type 4

Figure 5. Basic cells for building a generalized SPUDT.

Table 1. Properties of Frequently Used SAW Substrate
materials

Orientationa

Material Cut Prop v (m/s) k2 (%) TCD (ppm/K)

Quartz ST X 3158 0.1 0
371rotY 901rotX 5094 0.1 0

LiNbO3 Y Z 3488 4.1 94
411rotY X 4750 15.8 69
1281rotY X 3980 5.5 75

LiTaO3 361rotY X 4220 6.6 30

a‘‘Orientation cut’’ denotes the crystalline orientation of the substrate sur-

face normal; ‘‘orientation prop’’ gives the orientation of the wave propaga-

tion direction.
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SAW velocity v—directly related to the overlap and spac-
ing of the electrodes if reflections are not dominant. The
frequency response H(f), which is the Fourier transform of
h(t), therefore can be computed quite straightforwardly
from the electrode pattern. This procedure can also be re-
versed and used for filter synthesis. To achieve a given
transfer function for a transducer, for example, the over-
laps can be weighted (apodized) according to the corre-
sponding impulse response. Figure 6 is a flowchart for a
typical design algorithm of a SAW delay line.

SAW tapped, reflective, or transducer-coded delay lines
are specified mainly in the time domain. SAW linear,
pulseshaping, and nonlinear phase delay lines, on the oth-
er hand, are specified mainly in the frequency domain. To
start the design, these specifications must be transferred
into a finite impulse response [15–19].

In the next step, the target frequency response has to
be split up onto two IDTs, which can be achieved by using
one apodized and one uniform transducer, with one or
both transducers being dispersive, or by using two disper-
sive and amplitude weighted transducers. If an uniform
IDT is chosen, the frequency response of the weighted
transducer is given by the overall frequency response H(f)
divided by the frequency response of the uniform IDT.
When using two weighted IDTs, the frequency response
can be split using the square-root method [19]. If disper-
sive transducers are chosen, their appropriate phase or
chirp functions have to be multiplied additionally by the
frequency response of each individual transducer. The
chirp functions can be adapted to improve the matching
conditions for the IDTs. After transforming the frequency
response of each individual transducer into the time

domain, a linear or a nonlinear sampling method is ap-
plied to both time functions, which allows a synthesis of an
initial guesses for the two IDTs of the delay line [19]. To
transfer this sampled IDT into a geometric layout, the
SAW velocity within the transducer vIDT has to be deter-
mined quite accurately. The group delay time specification
of the device can be achieved by a proper shift of these
building blocks by using the SAW velocity on free space v.

Filters operating at the third harmonic can be designed
at their nominal frequencies and, instead of taking every
tap, only every third active tap is realized. For IDTs op-
erating at even higher harmonics, every fifth, seventh,
and higher active tap may be selected.

Signal theory guidelines, however, are not adequate for
accounting for microwave and microacoustic effects. These
so-called second-order effects include the acoustic reflec-
tions at strips and electrodes, effects due to the charge
distribution on electrodes; mechanical loading effects such
as mass loading, stress loading, and topographical loading
at strip edges; the microacoustic attenuation and disper-
sion; the diffraction and refraction of the waves, beam-
steering due to anisotropy of the substrate; the generation
of spurious bulk acoustic waves (BAWs) in the IDTs and/or
the conversion of SAWs into BAWs, ohmic losses of the
strips; and electromagnetic feedthrough between IDTs.
This second-order effects can be treated only by using net-
work theory or field theory algorithms.

The quantitative characterization of the second-order
effects is solved by field theory approaches [20], by test
chip measurements, and by a combination of both [21].
In order to store the results in databases, they are fitted
to simple, mostly analytic expressions depending on

Define target specification

Design FIR filter

Split frequency response of FIR filter onto two IDTs
Option:Multiply both frequency responses with a dispersive phase

Calculate transfer function including second order effects

Inverse Fourier transformation,
sample the time functions 

Convert discrete time functions into layout of a device
Option:create structure for operating at a higher harmonic

Transfer the design to manufacturing.

Does
simulated trans-
fer function meet
specifications?

Yes

No 

Calculate the difference/quotient
between target FIR filter response

and the simulated transfer
function;

add/multiply the result to the FIR 
filter functions of the IDTs

Figure 6. Flowchart for the design algorithm of a SAW delay line.
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frequency, geometric parameters (e.g., metallization
height, metallization ratios), and material parameters
(e.g., coupling coefficient or mass density). Bond wires,
chip layout effects, and package parasitics are accounted
for using adequate lumped-element models.

For a SAW analysis, the SAW structures are subdivided
into substructures that are further subdivided into basic
two-port (with two acoustic ports) or three-port cells (with
two acoustic and one electric port), as depicted in Fig. 7. A
typical basic cell, for example, may be a single electrode as
well as a detail of an electrode. This may be necessary
when the charge distribution on the electrodes (depicted
in Fig. 8) or edge effects are modeled. The electrical and
acoustical descriptions of the substructures are then

cascaded using network theory algorithms. Popular tech-
niques include various lumped-element methods such as
equivalent-circuit modeling techniques, matrix manipula-
tion techniques such as P-matrix formalisms (Figs. 2 and
7), or coupling-of-modes (CoM) techniques [22]. By cas-
cading all the subcells, and by including the microwave
parasitics and electrical matching structures, the electri-
cal terminal behavior of the microacoustic device, which
gives the simulated transfer function, can be analyzed. To
simulate diffraction effects, an extended angular spectrum
of the straight-crested waves model can be used [23,24].

The deviations of the simulated transfer function from
the target frequency response can be used in an optimi-
zation process to modify the two frequency responses de-
fining both IDTs. This gives two new IDT functions, which
build the starting point of the next synthesis, the next
simulation, and, if necessary, the next optimization. The
number of necessary iterations of this optimization pro-
cess depends on the specifications of the delay line, but
typically 5–10 iterations are sufficient. If the simulated
transfer function of the final optimization run comes close
enough to the specified target frequency response, the
geometry of this design is transferred to the technology
for manufacturing.

1.4. Manufacturing

SAW manufacturing is based on the technology of inte-
grated circuits [13]. The basic prerequisite for the repro-
ducible manufacturing of SAW components is that the
wafer material be as perfect as possible. Only a defect-free
monocrystal and a good standard of surface polish will
ensure constant propagation velocity and low damping of
the waves. In contrast to the semiconductor process, only
one single metallization layer has to be manufactured, but
with a much higher demand with respect to geometric
precision of the linewidth and thickness uniformity. For
instance, projection printing using a wafer stepper is a
reliable fabrication technique that provides the required
high resolution and positional accuracy as well as a low
defect density. In conjunction with a single-level liftoff or
etching process (see Fig. 9), this provides the best dimen-
sional stability and reproducibility of the aluminum struc-
ture, together with the smooth finger edges that are
particularly important for the propagation properties of
the acoustic waves. Small variations of the electrical per-
formance are introduced by misalignments of the orienta-
tion of the wafers, variations of the metallization height,
and deviations from the desired mark:pitch ratio.

The pattern of small SAW devices is repeated several
times on the mask so that a large number of devices can be
exposed simultaneously. For larger SAW devices, such as
long delay lines, tapped delay lines, chirp filters, and con-
volvers, the devices have to be composed on the wave us-
ing a programmable wafer stepper. Wafers with diameters
of r5 in. are used in today’s high volume fabrication. For
special applications crystal substrates with lengths of
r25 cm are available, which, in principle, enables SAW
devices having delays times up 40 ms.

The maximum operation frequency is given by the min-
imum linewidth. Very fine lines can be obtained by X-ray

Charge density

Electrode

P-matrices

... ...

... Pd o Pf o Pu o Pm o Pe o Pm o Pe o Pm...
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. 

Figure 7. Basic cells for the P-matrix model. The transversal
finger structure is divided into several substructures, which can
be simulated in a straightforward manner. Pd, for instance, gives
the P matrix of a ‘‘down’’ step, Pf of a free surface, Pu of a ‘‘up step,’’
Pm of metallized surface, Pe of a electrical charge, and so on; o is
the symbol for the P-matrix cascading algorithm.

 

Figure 8. Electrical charge distribution o the electrodes in a sec-
tion of an IDT.
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[25] or electron-beam exposure [26], deep UV, or ion pro-
jection [27], which allow linewidths down to 0.1mm and
fundamental frequency responses up to 10 GHz. However,
those techniques are still, in the experimental stage. SAW
companies often use optical lithography, which allows a
patterning down to 0.3 mm with a high precision of line-
width [28]. As is seen from Fig. 10, high resolution and
good edge quality are achieved. Using this process, the
fabrication of SAW devices operating up to 2.45 GHz in the
fundamental mode has been demonstrated.

From the packaging point of view the most commercial
challenge today is the miniaturisation of SAW filters and
their integration into front-end modules [29]. Epcos, for
instance, has developed a highly miniaturised chip-size
package technology (see Fig. 11). The SAW chip is flip-chip
mounted onto a chip carrier serving as the bottom part of
the package. The electrical connections to the chip are
bonded with solder bumps. An underfiller attaches the
SAW chip solidly to the chip carrier. Thus, the backside of
the chip can also serve as part of the package. To protect
the surface of the acoustically active area of the SAW chip,
a cavity is built on the wafer with photolithographic pro-
cess in two steps. First, a closed polymeric wall is placed

around the active filter structure. Using the same process,
this wall is then covered with a roof. Using this technology,
Epcos could introduce SAW filters for 2 GHz applications,
such as personal communication networks and systems
and UMTS (Universal Mobile Telephone System) devices
available in a 2� 2� 0.8-mm3-chip package technology.
The technology, moreover, allows for a further miniaturi-
sation of SAW filters beyond a 1 mm2 footprint area.

2. TWO-PORT DEVICES

The two-port devices of the SAW delay lines can be sub-
divided into linear phase, dispersive, and tapped delay
lines. This devices are mainly used for expanding, com-
pressing, or pulseshaping in the IF part of radar or
spread-spectrum communication systems. Additional ap-
plications for linear phase delay lines are in the feedback
loop of an oscillator or for the signal delay necessary in
military surveillance systems or in calibration routines for
radar systems.

2.1. Linear Phase Delay Lines

Linear phase delay lines with long delay times are needed
mainly for military surveillance systems [16] and for the

Cleaning Resist coating Development Metalization LiftoffExposure

Liftoff technique

Etching technique

Resist coating DevelopmentMetalization EtchingExposureCleaning

Structured wafer

Structured wafer

Figure 9. Process flow of SAW device
fabrication (top—liftoff technology; bot-

tom—etching technology).

Figure 10. SEM photograph of part of an IDT with 0.6 mm peri-
odicity and 0.4mm linewidth.

SAW-chip
flipchip bonded

Metallic overcoat
(shielding) Underfiller

Bump

PROTEC

TerminalTerminals Chip carrier

Figure 11. Chip-size package technology (r Epcos, Munich,
Germany).
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linearization of radar systems [28,30]. For both systems
large absolute bandwidths are requested. A special appli-
cation of linear phase delay lines are spectrum-shaping
filters like PSK to MSK conversion filters.

Figure 12 shows an example for a typical transfer func-
tion (normalized) of a linear phase delay line [31] achiev-
able in SAW technique operating at a centre frequency of
380 MHz and covering a relative bandwidth of 52%. The
insertion attenuation is approximately 25 dB. The delay
time is 0.75ms. The amplitude deviations within the pass-
band are less than 70.5 dB. The ripple on the group delay
response is caused by acoustic reflections. If these reflec-
tions are gated in the time domain, group delay errors are
within 71 ns.

For SAW devices with large absolute bandwidths, a
high center frequency, which lowers the required relative
bandwidth, is of advantage. Furthermore, a great variety
of amplifiers and other circuitries are available for the
ISM band from 2.4 to 2.5 GHz. Therefore, nowadays many
commercial radar systems use this frequency band for IF
operation. Figure 13 presents the layout of a linear phase
SAW delay line incorporating a shielding pad between

both IDTs (dark gray area) to lower electromagnetic
feedthrough. The bulky black hexagonal areas are the
bonding pads. The center frequency of this delay line is
2.45 GHz, and group delay times of 1.0, 1.5, and 2.0ms
have been realized. The area of an IDT directly scales with
the acoustic wavelength and thus shrinks when increas-
ing the center frequency. For the bonding pads, on the
other hand, a minimum area is needed for a safe bonding
process. Thus, for high frequencies the bonding pads be-
come larger than the acoustically active area of the IDT.
The filter has been designed for operation bandwidths of
400, 600, and 800 MHz, respectively. The devices exhibit
excellent passband characteristics and low group delay
distortions similar to those shown in Fig. 12. The insertion
attenuation is approximately 25 dB. Stopband attenuation
is better than 30 dB close-in.

2.2. Pulseshaping Linear Phase Delay Lines

The amplitude and phase of the transfer function of a SAW
delay line filter can be designed independent of each other,
as pointed out in Section 1. Thus signals, which are lim-
ited in both the time and frequency domains, can be
shaped by SAW delay-line filters. For example, it is possi-
ble to design SAW delay lines having a rectangular im-
pulse response with constant phase, which results in
a sinc transfer characteristic and linear phase in the
frequency domain.

Phase-shift-keyed (PSK) signals are quite easily gen-
erated digitally. A PSK signal consists of a sequence of
contiguous chips of duration Tc and uses two signal phas-
es: � 01 and 1801. If the state of two consecutive chips re-
mains the same, then the phase of the signal does not
change. If the chip state changes (from 0 to 1, or 1 to 0), the
phase of the signal changes by 1801. A MSK signal also
consists of a sequence of contiguous chips of duration Tc,
but there are no phase shifts at the transitions between
adjacent chips. Instead, the instantaneous frequency of
the carrier takes on a value f1 in some of the chips and a
value of f2 in others, again in a pseudorandom sequence.
The phase of a MSK signal is everywhere continuous, and
so is its first time derivative since the transitions between
fl and f2 occur at the peaks of the waveform. Because of
this ‘‘smoother’’ nature of the waveform, the amplitude of
the spectral sidelobes falls more rapidly with the distance
from the center frequency confining 99.5% spectral energy
within its mainlobe, compared to 92% of a PSK signal.
Also, MSK signals show a 33% higher spectrum efficiency
when compared to PSK signals and thus allow higher bit
rates or lower bit error rates (BER) for the same given
bandwidth.

In contrast to PSK signals, minimum-shift-keyed
(MSK) signals are more difficult to generate. In order to
convert a PSK signal into a MSK signal, the convolution
with a rectangular time function has to be performed
[6,32]. The length of the rectangular time function must
be one chip length of the PSK signal. This can be done
easily with a SAW delay line. This spectrum-shaping fea-
ture can also be implemented in the SAW IF filter of a
superheterodyne receiver, and it can be included in a SAW
tapped delay line, as shown in Section 2.4.
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Figure 12. Normalized measured transfer function of a delay
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Figure 13. Typical layout of a linear phase delay line for a center
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Figure 14 [6, p. 291] shows a sketch of this PSK-to-MSK
signal conversion with the help of a SAW conversion filter.
A PSK waveform at an angular frequency f1 and a chip
length Tc is fed to the SAW conversion filter with an im-
pulse response of a time length of Tc at an angular fre-
quency f2. The output signal then is a MSK waveform
whereby the code is represented by the two angular fre-
quencies f1 and f2. An almost rectangular impulse re-
sponse is generated using one very short IDT and one
with a length vTc. The two angular frequencies f1 and f2

are chosen to satisfy the condition

f2 � f1ð ÞTc¼
1

2
ð4Þ

This means that a f2 chip contains an extra one-half cycle
of carrier as compared to a f1 chip.

In Fig. 15 the measured frequency and impulse re-
sponses of a PSK-to-MSK conversion filter for a system
using a chip rate of 60 ns are shown. Deviations in the
upper frequency band are caused by electrical feed-
through. Spurious signals in the time domain are below
30 dB.

2.3. Nonlinear Phase Delay Lines

First applications of nonlinear phase (sometimes called
dispersive) SAW filters were in radar systems for pulse
expansion and pulse compression [33–35]. Typical charac-
teristics of these filters were bandwidths of a few percent
and integration times up to 20 ms. The nonlinear phase
function in the frequency domain of an expander and the
appropriate compressor filter have to cancel each other to

result in an overall linear phase function of the system. In
subsequent systems the expanded signals were generated
digitally and SAW filters were used only for compression
of the expanded signals.

SAW dispersive delay lines were also used as spreading
and despreading filters in spread-spectrum transmission
systems, and for very fast broadband channel sounding
[36,37]. The spreading/despreading function can be imple-
mented as a special feature in the SAW IF filters of the
transmitter and receiver. Thereby, no further components
or wiring is needed to upgrade a conventional transceiver
to a spread-spectrum system. For this application, SAW
dispersive filters and SAW tapped delay lines (see Section
2.4) are used. Dispersive filters generate compressed im-
pulses with a much lower sidelobe level. However, in con-
trast to tapped delay lines, only two (almost) orthogonal
codes can be implemented using SAW dispersive delay
lines, an ‘‘up’’ chirp and a ‘‘down’’ chirp.

Two different filter techniques were used for the build-
ing of a dispersive delay line; in the first, the input and
output transducers are arranged in parallel acoustic
tracks and the signal is shaped by chevron-type reflectors,
which connect the input and output transducers acousti-
cally. These devices are called reflective array compressors
(RACs) [38–40]. As the length of the crystal chip is used
twice, the integration time can be extended up to 40ms for
standard 3-in SAW wafers. The second configuration con-
sists of two inline transducers, and the weighting function
is implemented in both transducers [17,19,41].

As an example, a pulse compression filter covering a
long chirp time of 12 ms over a bandwidth of approximately
6 MHz is shown in Fig. 16. The main second-order effect of

Tc

f2 f1 f2

Tc
vTc Tc

Tc

MSK waveform y(t)PSK waveform v(t) Conversion
filter

Figure 14. SAW-based PSK-to-MSK conversion
filter [6, p. 191].
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a SAW device of such specification is due to diffraction ef-
fects caused by the long delay time. By compensating
these diffraction effects, the suppression of close-in spuri-
ous signals of the compressed impulse can be improved
significantly, as demonstrated in Fig. 17.

The software for the design of chirped SAW devices for
pulse expansion and compression has been improved con-
tinuously. In the 1980s it was necessary to utilize the
principle of stationary phase to compensate second-order
effects. Starting from the 1990s, it became possible to de-
sign pulse compression filters even with a low time–band-
width product using optimization techniques [19]. As an
example, two dispersive filters (expander and compressor)
are shown in Fig. 18. These filters were designed using
optimization techniques.

2.4. Tapped Delay Lines

One of the key technologies of modern RF consumer
communications is the spread spectrum technique [12]

which originated in the military arena with a flurry of
developments during and following World War II. Spread-
spectrum communication became the standard for
military signaling since it reduces the friendly communi-
cator’s detectability and combats the enemy-introduced
interference.

Because of its inherent wideband transmission and
the occurring processing gain, spread-spectrum commu-
nication also shows excellent performance in preventing
multipath phenomena and allows to transmission of
signals over noisy channels with a high degree of signal
security.

Driven by the immense progress of communication sys-
tems, in the mid-1980s research groups began to develop
wireless spread-spectrum demonstrators, shifting spread-
spectrum from military to commercial applications. The
radio channel of modern portable cordless telephone sys-
tems, for example, in indoor cells such as business and
public administration buildings, shows a large coherence
bandwidth and small delay spread (typically 30 MHz and
100 ns). These channel properties are optimally exploited
by a spread-spectrum system using a higher bandwidth
than the coherence bandwidth. Therefore, throughout the
world, civil spread-spectrum systems are now in practical
use, such as in wireless LAN products. The ongoing trend
toward spread-spectrum communication is due to its ex-
cellent robustness in indoor radio channels, the demand
for user privacy, with low-power, unlicensed communica-
tion devices, and also low cost of systems.

Modern commercial spread-spectrum systems use a
frequency hopping (FH) or the direct-sequence code-divi-
sion multiple access (DS CDMA) system, both combined
with time-division multiple access (TDMA). Most modern
DS CDMA systems use pseudonoise (PN) codes for chan-
nel separation. The RF energy, thereby, is spread across a
wide frequency band by replacing each data bit by a num-
ber of chips, namely, multiple subbits, which occupy the
same time interval. The more the signal is spread, the
lower is the interference threat to or from other systems
using the same frequency band. For that reason, in most
countries regulatory bodies insist on a minimum process-
ing gain of 10 dB. The upper limit of processing gain is
determined mainly by the available RF bandwidth. Some
new concepts, however, use a chirp function instead of the
pseudonoise codes, resulting in a chirp spread-spectrum
system (see Section 2.2). In a CDMA or chirp system the
correlation of the received signal with a given time func-
tion (code or chirp function) has to be performed in the
receiver.

Among the encoding and decoding techniques neces-
sary in all spread-spectrum systems [12], analogue SAW
matched delay lines can be used for code generation and as
matched filtering to despread the received information
signal [31,42]. Using SAW matched delay lines [43,44], the
correlation can be carried out asynchronously, and the
front-end hardware can be implemented simply and com-
pactly. SAW matched delay lines easily exhibit moderate
correlation gain values in the order of 20–30 dB, which
cannot be met by digital matched filter implementations.
For many systems a fixed-code SAW tapped delay line
(TDL) is feasible as a matched filter.
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Figure 16. Impulse response of a dispersive delay line with a
chirp time of 12ms and a bandwidth of 6 MHz. The filter is used as
compressor in a pulse compression system. Therefore, the ampli-
tude of the filter is weighted according to a Hamming function.
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In SAW dispersive matched delay lines, different phase
(and eventually amplitude) spread-spectrum modulation
schemes can be implemented. Two, three, or more phase
states for the code chips extend the variety of signals with
good correlation properties and high resistance against
interference in buildings. Exclusively binary signals do
not offer this variety, and their detection after hardlimiter
sampling is very sensitive to sinusoidal interference
[36,37].

The desired correlation function can be realized in the
SAW delay line and defines the impulse response of the
delay line. In addition, an optional frequency limitation
may be built in. A schematic layout of a PSK tapped delay
line is depicted in Fig. 19. Additional weighting functions
necessary to convert the PSK signal to an MSK signal can
be implemented easily.

A SAW tapped delay line basically is a transversal SAW
filter incorporating an input interdigital transducer (IDT)
and an output IDT, one of which is phase-coded like the
one shown in Fig. 19 for binary phase shift keying (BPSK)
modulation. The chip-defining reversal of the waveform
cycles is simply achieved by an appropriate polarity re-
versal of the IDT fingers.

Instead of BPSK modulation, which gives a theoretical
sidelobe suppression of 13 dB, a MSK modulation scheme
can also be applied. This can be achieved, for instance, by
using an input IDT according to Fig. 19, having a time
length of one chip. Thereby, this IDT will perform an ad-
ditional convolution with a rectangular time function of
one chip length to PSK transfer function. The impulse re-
sponse of a MSK tapped delay line is depicted in Fig. 20.
The instantaneous frequency is directly related to the
code, here a PN code sequence with a length of 128 chips.
The time sequence of the two different frequencies of the
MSK modulation scheme can easily be seen.

Figure 21 gives the power spectrum of the MSK-mod-
ulated tapped delay line. In comparison to BPSK, a MSK
modulation results in a 10 dB additional sidelobe suppres-
sion and a falloff increased by 6 dB. The insertion atten-
uation of this delay line is approximately 18 dB. The
binary pattern of the tapped delay line cannot be seen
in the frequency domain, but the bandlimitation of the

output IDT is obvious. Additional weighting of the spec-
trum for generating a Gaussian MSK is possible.

The performance of a tapped delay line is characterised
by the correlation response. The correlation gain obtain-
able depends on the choice and length of the binary code.
In our example the length of the code is 128 chips, the
correlation gain is 21 dB, and the peak:sidelobe ratio is
approximately 15 dB, as shown in Fig. 22.

3. ONE-PORT DEVICES

The one-port devices of SAW delay lines are mainly wired
to antennas and used for passive marks in identification or
sensor systems.

3.1. Operating Principle of a SAW-Based Wireless Passive ID
or Sensor System

SAW devices can be used as identification and sensor el-
ements not requiring a power supply for measuring wire-
lessly physical, chemical, and biological quantities such as
temperature, pressure, torque, acceleration, and humidity
[14,45,46]. These applications are based mainly on the in-
vention and implementation of SAW identification (ID)
tags and their combination with traditional SAW sensor
techniques.

The operating principle of such a system is schemati-
cally depicted in Fig. 23. A radiofrequency electromagnetic
(RF) readout signal is transmitted by the reader unit,
which contains a radar transceiver. A small portion of this
signal is picked up by the antenna of the passive SAW
transponder, where an IDT, connected to the antenna,
converts the received signal into a SAW.

The microacoustic wave is stored for a certain time in
the SAW device and coded according to the code number or
the sensor variable of interest. This storing of the acoustic

Input IDT Output IDT

+1 +1−1

Figure 19. Schematic layout of a PSK tapped delay line.

Figure 18. Geometry of the expander
(top) and compressor (bottom) filter. The
meander line through the active taps is
depicted.
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tapped delay line applying a MSK modulation scheme.
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energy can be done using either a delay-line configuration
or a resonator. If the storing is done using a delay-line
configuration, the information is encoded in the number,
the time positions, and the phases of the response pulses.
This coding can be achieved by using either a coded trans-
ducer, as depicted in Fig. 25, or reflector array, as shown in
both Figs. 23 and 26. If resonant structures are used for
storing, the information is encoded by the center frequen-
cies and the respective phases. The temporarily stored and
coded microacoustic signal is reconverted into electrical
signals by the IDT and retransmitted to the radar trans-
ceiver unit via the transponder antenna.

Because of the low velocity of SAWs, long delay times in
the range of some microseconds can be achieved using
rather small SAW chips. Therefore, at VHF/UHF frequen-
cies, environmental echoes caused by electromagnetic
multipath propagation phenomena are already safely fad-
ed out when the sensor response arrives at the radar
transceiver (see Fig. 24). Hence, the response signal of the
SAW ID tag or sensor can easily be separated from envi-
ronmental echoes in the time domain.

The response signal of the SAW ID tag or sensor con-
tains all information about the number and geometries
of the coding structures as well as the propagation and

reflection properties of the SAW. Its evaluation in the ra-
dar unit may allow for the extraction of the desired infor-
mation, which may include the sensor effect to a certain
measurand or a specific ID number. As the distance be-
tween the radar transceiver and the SAW transponder is
unknown or may even vary, differential evaluation of the
signals are usually employed and differences in ampli-
tudes, phases, frequencies, and propagation time delays
are evaluated.

SAW transponders are passive components without any
active logic on chip. Therefore, they cannot be addressed
individually. To access more than one transponder, a fre-
quency-division multiple access (FDMA), time-division
multiple access (TDMA), code-division multiple access
(CDMA), space-division multiple access (SDMA), or any
combination of these must be realized. For FDMA orthog-
onal frequency bands or subbands must be used for each
individual transponder. This technique is feasible for sev-
eral resonant transponders [47,48]. When implementing a
TDMA scheme, different time positions for each reflected
signal must be chosen for minimising intersymbol inter-
ference. Typical 10 TDMA reflective SAW delay lines, each
with three or four reflectors, can be realized. Using CDMA
and the corresponding signal processing, again approxi-
mately 10 transponders having orthogonal codes can be
addressed [49,50]. For SDMA techniques a space separa-
tion of the transponders has to be ensured. Because of the
field attenuation of Rx (receiver) power with r4, the near–
far problem limits the multiple access of passive radio
transponders.
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Figure 23. Schematic of a SAW-based radiolink system that uses
a reflective delay line.
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Figure 24. Response signal of a SAW ID tag or wireless sensor.
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Dipole, patch, slot, or loop antennas are used for pas-
sive SAW transponders. In the VHF/UHF frequency
range, the insertion attenuation of SAW transponders is
in the order of 20–60 dB [14,45,46], depending on the op-
erating frequency, the substrate material, and the number
of reflectors. The achievable access rate is up to 105 per
second. The latter fact allows for communication with fast-
moving objects or vehicles.

The reader units for SAW ID tags or wireless sensor
system applications [14,46] resemble those used in tradi-
tional radar systems. For fast-moving or fast-changing
measuring conditions, pulse radar or pulse compression
radar systems have been used; in cost-sensitive applica-
tions, FMCW (frequency-modulated carrier wave) or
stepped-frequency systems are used.

In Europe, only two frequency bands suitable for SAW
ID tags and/or wireless sensor applications are allocated
for unlicensed low-power devices (LPDs) such as industri-
al, scientific, or medical (ISM) apparatus: 433.07–
434.77 MHz and 2.4–2.4835 GHz. The allowed equivalent
isotropically radiated power (EIRP) in these bands is P0¼

25 mW. Applying this power level, the typical readout dis-
tance for a SAW ID tag or wireless sensor is in the order of
several meters. Table 2 summarizes typical resolution val-
ues that can be achieved using passive SAW sensors read
out wirelessly by a radar transceiver [14].

3.2. Identification Tags

For ID tags, a great amount of individual coding is
required. A SAW ID tag usually incorporates a coupling
IDT and a coding area [51–54]. There are two ways of de-
signing the coding area—either reflectors are used (see

Fig. 26) or, alternatively, several coding transducers are
wired together by a common busbar (see Fig. 25). The lay-
out of a delay line with several coding transducers is sim-
ilar to that of a tapped delay line, whereby the tapped
transducers are connected by a long busbar to the coupling
transducer to build up a one-port device. On high-coupling
materials with a high dielectric constant, there might al-
ready arise some electrical phase shifts on this busbar,
deteriorating the overall performance. In principle, the
coded transducers could also be electrically connected to
the coupling transducer and the antenna via a circulator,
a phase combining network, or bonding wires.

Most SAW ID tags and passive sensors are designed
using a reflective delay line, like the one sketched in
Fig. 26. The surface acoustic wave in a reflective delay
line propagates toward reflectors distributed in a charac-
teristic barcodelike pattern and is partially reflected at
each reflector. Using reflectors reduces the chip length by
a factor 2 compared to the nonreflective arrangement
shown in Fig. 25. Furthermore, the electrical impedance
of the transducers remains unaffected by the actual code.

The coding of a SAW ID tag depends on the applied
modulation technique. In the simplest case, this coding
is done by a binary amplitude shift keying ASK (ON/OFF);
each predetermined possible symbol position is occupied
either by a transducer or reflector (ON bit) or not (OFF bit).
Figure 27 shows a measurement of an ID tag using a re-
flective delay line structure and an ASK modulation
scheme. Using 32 symbol positions, 232 different tags can
be coded. ID tags with ASK modulation are already in
use, such as in German subway systems operating at
2.45 GHz [45].

The ASK ON/OFF keying is outperformed by other mod-
ulation techniques such as phase shift keying (PSK). A
binary PSK (BPSK) modulation obtains the same bit error
rate at a 6 dB lower signal-to-noise ratio compared to an
ASK modulation, thus enhancing the maximum readout
distance by a factor of approximately 40%. Higher-order
PSK-like quadrature PSK (QPSK) use fewer symbols (re-
flectors) and therefore need less chip size and result in a
lower insertion attenuation, but a higher signal-to-noise
ratio is needed for the detection.

The requirements for a SAW transponder used in a
phase modulation system, however, become more strin-
gent, because all influences that change the delay time of a
signal, such as SAW velocity variations or the accuracy of
the fabrication process, must be controlled within a small
fraction of one SAW wavelength.

A good choice for the modulation technique used in
SAW ID tags might be a pulse position modulation (PPM)
(see Fig. 28), which achieves the code density of a higher
phase modulation scheme but avoids their stringent
sensitivity on small inaccuracies during the fabrication
process [54]. In a pulse position modulation scheme
the symbol occupies one of several possible timeslots. In
most radar systems, the accuracy in the time resolution
for one target is much higher than the time separation
needed to resolve two targets. Therefore, using a PPM
modulation the timeslots can be arranged much more
densely, compared to the symbol separation in a ASK
modulation.

Coding area

RF read-
out signal

RF response

  Transponder
Antenna

SAW

Transducer

Piezoelectric crystal

Figure 25. Schematic layout of a SAW ID tag with several coding
transducers electrically connected to a common busbar.
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Figure 26. Schematic layout of a reflective delay line.
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3.3. Delay-Line Sensors

For a wireless SAW sensor, fewer symbols or reflectors are
required compared than for an ID tag [14,46,56]. In most
cases four to five symbols and/or reflectors are sufficient for
one transponder. Figure 29 is a photo of a SAW reflective
delay line for temperature sensing mounted in a surface
mount device (SMD) package. The tag works in the 2.45-
GHz ISM band. On the left side the IDT can be seen, and to
the right there are four reflectors placed on the chip.

For sensing purposes, the delay time between the sym-
bols and the respective phase differences have to be ex-
amined very accurately. Figure 30 shows the impulse
response of the signal received from a SAW sensor incor-
porating five reflectors. The corresponding baseband sig-
nal is depicted in a polar diagram to show the phase
relations between the symbols. Symbols R1, R2, R3, R4,
and R5 denote the signals reflected from reflectors 1, 2, 3,
4, and 5, respectively. j2�1 gives the phase difference be-
tween signals 1 and 2. Because the delay time between
signals 4 and 5 is short, there is a slight intersymbol in-
terference (ISI) between these two signals.

The evaluation of the carrier phase differences results
in a huge enhancement in resolution, when compared to
the evaluation of the delay-time differences. The enhance-
ment is in the order of f0/B, whereby f0 gives the center
frequency and B the bandwidth of the system. The reso-
lution is comparable to a GPS (global positioning system),
in which the evaluation of the carrier phase results in a

resolution of parts of a millimeter, whereby the evaluation
of the delay times gives an accuracy of some meters only.

The evaluation of the phase differences, however, in-
duces an ambiguity when the phase shift exceeds 3601.
This ambiguity of the phase evaluation can be overcome
by using a precise evaluation of the delay times. Figure 31
gives the continuous phase difference j3� 1 of a wireless
SAW reflective delay line as a function of temperature.

Lithium niobate, LiNbO3, is an ideal material for tem-
perature sensors, because of its large temperature coeffi-
cient of delay TCD between approximately –70 and
–85 ppm/1C, depending on the cut angle, and its high elect-
roacoustic coupling factor [14,57,58]; for instance, SAW
radio-requestable temperature sensors have been used to
monitor the temperature of high-voltage surge arresters
[59]. Also, the feasibility has been shown to monitor the
temperature of a brake disk of a railcar during train brak-
ing [60] or the rotor temperature of an asynchronous mo-
tor during rotation [59]. The typical temperature
resolution is in the order of 0.21C. Up to about 2001C,
standard assembly, interconnect, and packaging tech-
niques can be used. Using special materials, such as lan-
gasite, and titanium for electrode material, operation up
to temperatures as high as 10001C have been demonstrat-
ed [58].

Using reflective delay lines for measuring mechanical
parameters, such as pressure [61], force, strain, or accel-
eration, an adapted mounting and packaging technique is
required. Wireless SAW pressure sensors are formed using
a quartz diaphragm that bends under hydrostatic pres-
sure. Figure 32 shows a schematic layout [62]. An ‘‘all-
quartz package,’’ consisting of the SAW delay-line chip
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Figure 27. Measurement of the SAW ID tag with 8 ON/8 OFF/8 ON/
8 OFF symbols, and 1 ON symbol.
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Figure 28. Schematic of a SAW ID tag applying a pulse position
coding scheme [55].

Table 2. Typical Resolution of Wireless SAW Sensor Systems

Measured Quantity Measurement Result Resolution

Identification number Change of signal pattern 32 bits
Temperature Variation of SAW velocity 0.1 K
Mechanical quantities such as pressure, force,

torque, acceleration, friction
Variation of elastic constants 1% of full scale

Impedance sensors Variation of amplitude and phase of reflected signal 5% of full scale
Distance Change of signal delay 20 cm
Relative position Change of Doppler phase 2 cm
Angular position Change Doppler phase 31
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together with a cover and a lid formed of the same mate-
rial, results in minimal thermal stresses and therefore
minimizes cross-sensitivity to temperature. Using this all-
quartz package, one obtains a pressure resolution of about
1% of the full range.

Adding an inertial mass in an appropriate way, a radio-
readable SAW accelerometer can be built up [63]. With the
help of a SAW reflective delay line, monitoring of the fric-
tion coefficient between a car tire and the road surface, a
key parameter when stabilizing a vehicle in critical situ-
ations, has been demonstrated [64]. The friction coefficient
can be determined by evaluating the mechanical strain in
the tire–road contact area by utilising the deformation of a
tread element.

As is demonstrated with a torque sensor, a high sensi-
tivity can be attained even if the temperature effects su-
perpose the sensor signal [45]. The SAW reflective delay
lines measure, comparable to resistive strain gauges, the
torque indirectly by detecting the strain or stress distri-
bution generated by a torque acting on the shaft. The fact

that the strain has an opposite sign in 7451 orientation
relative to the shaft axis can be used for temperature
compensation. The potential use of quartz and LiNbO3 as
substrate materials has been investigated [65,66].

3.4. Chirped Delay-Line Sensors

The sensitivity with respect to the delay time of a SAW
delay-line transponder can be enhanced by using chirped
reflectors and/or transducers [45,67,68]. In a dispersive
device, the delay time t of a transmitted signal depends on
the frequency f. For a linear dispersion with bandwidth B,
dispersion time T, and center frequency f, we can calculate
for all frequencies within the passband, with

t fð Þ¼ t0 �
T

B
f ð5Þ

where the plus/minus (7) sign represents an up/down-
chirp law. A variation Dv of the SAW velocity v now affects
both the time t0 and the synchronous frequency f, and both
result in a change of the delay time t. Therefore, we get in
first order a shift and in addition a small tilt of the chirp
function f(t). This feature is similar to the impact of a
Doppler shift to a FMCW radar system.

Neglecting the small tilt, we obtain the following equa-
tion in first order:

Dt
t0
¼ 1	

T

B

f0

t0

� �
Dv

v
ð6Þ

Bonding wires

Reflectors
LiNbO3 chip

IDT

Figure 29. Photo of an assembled SAW reflective delay-line sen-
sor for temperature sensing.
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The expression in the brackets of this equation can be in-
terpreted as an amplification factor for the sensitivity of
the group delay, due to the usage of chirped devices. Fig-
ure 33 illustrates this amplification effect for the sensitiv-
ity of the delay time. The horizontal arrow gives the shift
of the delay time of the area of the synchronous frequency
and the vertical arrow, the shift in the synchronous fre-
quency by a variation of the SAW velocity. The delay time
to the new area with the correct synchronous frequency
results from both effects and the chirp rate.

An increase by a factor of 10–100 is possible; even a
change in the sign is possible. Figure 34 shows measure-
ments of dispersive SAW sensors, and the amplification
effect can be seen. This amplification, however, is effective
only in the group delay time. In the phase variation, we
get the same dependence as we would obtain by using a
nonchirped device.

3.5. Combination with External Sensors

It is possible to wirelessly read out signals of arbitrary
sensors, that is, of non-SAW sensors, as long as these sen-
sors operate as impedance sensors [53,69,70]. In that case,
a second IDT deposited on the SAW transponder can be

electrically loaded by the external sensor, which changes
the IDT’s microacoustic reflectivity (see Fig. 35).

The reflectivity of a interdigital transducer as a func-
tion of a complex termination impedance Zload at its elec-
trical port is given in the well-known P-matrix formalism
with P11:

P11ðZloadÞ¼Psc
11þ

P2
13

P33þ
1

Zload

ð7Þ

The measuring signal changes the value of the load im-
pedance, thus changing the reflection characteristics of
the IDT and thereby the time function of the retransmit-
ted signal of the transponder. To enhance the sensor effect,
a substrate with a high coupling coefficient, resulting in a
high P13 and a low P33, should be used. Figures 36 and 37
show the acoustic reflectivity of a split-finger (l/8) IDT on
LiNbO3 as a function of its electrical load.

Using this technique, for instance, the remote measure-
ment of high electrical currents or of the water content of
soil has been demonstrated [45,71,72]. In 2001, a SAW-
based tire pressure measuring system designed for com-
mercial vehicular applications has been introduced [73].
This novel system shows an accuracy of 715 kPa within a
pressure range of 100–400 kPa, an excess pressure stabil-
ity of 600 kPa, and a high heat stability up to 1301C.

3.6. Resonant Delay-Line Sensors

The required delay time required to overcome environ-
mental echoes can also be obtained by using one-port SAW
resonator configurations [47,48]. An RF burst impulse
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Figure 33. Illustration of the amplification effect for the sensi-
tivity of the delay time using dispersive delay lines.
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excites a high-Q resonator. The retransmitted RF burst of
this resonator can still be seen even when all multipath
echoes have faded. The sensitivity of these resonator-type
transponders is comparable to that of a reflective delay-
line transponder, however, with a significant reduction in
SAW chip size. The combination of resonant SAW trans-
ponders with an external sensor as a variable load can also
be used for pulling the resonator frequency. This is similar
to the combination of a reflective delay line and external
sensors.

4. CONCLUSION

Surface acoustic wave linear and nonlinear phased delay
lines play a key role in the radiofrequency (RF) and inter-
mediate-frequency (IF) stages of wideband radar systems.
Pulseshaping filters allow a simple generation of complex
signals used in modern digital telecommunication sys-
tems. Chirped and tapped delay lines enable wideband
spread-spectrum systems, much broader than what can be
obtained by using modern digital circuitry. Reflective de-
lay lines and transducer-connected delay lines allow the
construction of identification and sensor systems using
passive transponders that can be wirelessly addressed
using a radiolink.
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1. INTRODUCTION

Surface acoustic wave (SAW) devices were first considered
for electronics in the 1960s, and since then a vast array of
devices has emerged, with wide-ranging applications. Like

other acoustic waves, SAWs have the advantage of a low
velocity, around 3500 m/s, so that large delays are obtain-
able in a small space, and in suitable materials they can
give very low propagation loss. A familiar device exploit-
ing these properties is the quartz crystal oscillator, found
almost everywhere in clocks and wristwatches as well as
in many professional systems. The oscillator relies on
propagation of a bulk acoustic wave in a quartz crystal,
with reflections from the two major parallel faces so that a
resonant cavity is formed. Surface wave devices exploit
the same two advantages, low velocity and low loss, but
with an additional feature. Because the wave travels
along a surface it is accessible throughout its propagation
path to components for generation, reflection, waveguid-
ing, and so on, so that substantial versatility is obtained.
The versatility is well illustrated by the enormous range of
devices developed since the inception of the subject.

This subject developed initially in response to a de-
mand for dispersive delay lines (chirp filters) for pulse
compression radar. In this application the SAW filters per-
form a signal processing function, giving an improvement
in signal-to-noise ratio and increasing the range capability
of the radar. Other devices perform a similar function for
spread-spectrum signals in communication systems. An-
other type of device is the bandpass filter, initially devel-
oped for I.F. filtering in domestic TV receivers. This has
been an outstanding success for SAW, with practically all
TV sets now having a SAW filter. The bandpass filter has
also been widely used in professional systems such as
radar, and more recently the demand for filters has
increased greatly with the growth of wireless telecommu-
nications, particularly mobile telephones. Many different
types of SAW bandpass filter, suitable for different appli-
cations, have been developed, and a typical present-day
mobile phone handset will contain 6–10 SAW filters. An-
other type of SAW device is the oscillator, in which a SAW
delay line or resonator is used as a feedback element to
control the frequency of an oscillating circuit. Compared
with a bulk-wave oscillator, the SAW device can operate at
higher frequencies, up to 500 MHz, though its stability is
not quite as good. The popularity of SAW devices, partic-
ularly for wireless communications, is demonstrated by
the worldwide production quantities of around 3 billion
devices annually.

1.1. Nature of Surface Waves

In a solid material, acoustic waves (or ‘‘elastic’’ waves) are
associated with distortions of the material, such that dis-
tances between particular atoms are changed. These dis-
tortions, formally expressed as ‘‘strains,’’ are accompanied
by internal forces known as ‘‘stresses.’’ In an acoustic
wave, energy is continuously exchanged between elastic
and kinetic forms. An infinite material can support prop-
agation of a bulk wave, that is, a freely propagating wave
unaffected by boundaries. Bulk acoustic waves are of two
basic types: (a) longitudinal waves, in which the particle
motion is along the wavevector, and (b) transverse (or
shear) waves, with particle motion normal to the wave-
vector. Typical velocities are 6000 m/s for longitudinal
waves and 3000 m/s for transverse waves.
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other acoustic waves, SAWs have the advantage of a low
velocity, around 3500 m/s, so that large delays are obtain-
able in a small space, and in suitable materials they can
give very low propagation loss. A familiar device exploit-
ing these properties is the quartz crystal oscillator, found
almost everywhere in clocks and wristwatches as well as
in many professional systems. The oscillator relies on
propagation of a bulk acoustic wave in a quartz crystal,
with reflections from the two major parallel faces so that a
resonant cavity is formed. Surface wave devices exploit
the same two advantages, low velocity and low loss, but
with an additional feature. Because the wave travels
along a surface it is accessible throughout its propagation
path to components for generation, reflection, waveguid-
ing, and so on, so that substantial versatility is obtained.
The versatility is well illustrated by the enormous range of
devices developed since the inception of the subject.

This subject developed initially in response to a de-
mand for dispersive delay lines (chirp filters) for pulse
compression radar. In this application the SAW filters per-
form a signal processing function, giving an improvement
in signal-to-noise ratio and increasing the range capability
of the radar. Other devices perform a similar function for
spread-spectrum signals in communication systems. An-
other type of device is the bandpass filter, initially devel-
oped for I.F. filtering in domestic TV receivers. This has
been an outstanding success for SAW, with practically all
TV sets now having a SAW filter. The bandpass filter has
also been widely used in professional systems such as
radar, and more recently the demand for filters has
increased greatly with the growth of wireless telecommu-
nications, particularly mobile telephones. Many different
types of SAW bandpass filter, suitable for different appli-
cations, have been developed, and a typical present-day
mobile phone handset will contain 6–10 SAW filters. An-
other type of SAW device is the oscillator, in which a SAW
delay line or resonator is used as a feedback element to
control the frequency of an oscillating circuit. Compared
with a bulk-wave oscillator, the SAW device can operate at
higher frequencies, up to 500 MHz, though its stability is
not quite as good. The popularity of SAW devices, partic-
ularly for wireless communications, is demonstrated by
the worldwide production quantities of around 3 billion
devices annually.

1.1. Nature of Surface Waves

In a solid material, acoustic waves (or ‘‘elastic’’ waves) are
associated with distortions of the material, such that dis-
tances between particular atoms are changed. These dis-
tortions, formally expressed as ‘‘strains,’’ are accompanied
by internal forces known as ‘‘stresses.’’ In an acoustic
wave, energy is continuously exchanged between elastic
and kinetic forms. An infinite material can support prop-
agation of a bulk wave, that is, a freely propagating wave
unaffected by boundaries. Bulk acoustic waves are of two
basic types: (a) longitudinal waves, in which the particle
motion is along the wavevector, and (b) transverse (or
shear) waves, with particle motion normal to the wave-
vector. Typical velocities are 6000 m/s for longitudinal
waves and 3000 m/s for transverse waves.
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The surface-wave solution in an isotropic material was
found by Lord Rayleigh in 1885 [1], and is often called a
Rayleigh wave. Here, the material is assumed to have a
planar surface, free of mechanical forces. Rayleigh found a
propagating-wave solution, essentially a sum of longitu-
dinal and transverse components, with amplitude decay-
ing exponentially away from the surface. Typically, most of
the energy is within a depth equal to one wavelength. The
wave is of seismological interest because it explains a
component of the signal detected by a seismograph follow-
ing a ground shock. It travels somewhat more slowly than
transverse bulk waves and is nondispersive, with velocity
independent of frequency. The motion of the material is in
the sagittal plane: the plane containing the surface nor-
mal and the propagation direction.

1.2. Piezoelectric Materials

As will become clear later, SAW devices always use piezo-
electric materials. The meaning of this term is that stress-
es and strains within the material are accompanied by
electric fields, which arise from fundamental interactions
at the atomic level. The electric fields are central to the
operation of the majority of SAW components, particularly
transducers for generation and detection of the waves. The
presence of piezoelectricity complicates the nature of the
wave, which is now (in most cases) accompanied by an
electric field. But there is another complication in that to
be piezoelectric a material has to be anisotropic, so that its
macroscopic properties depend on the orientation of the
internal structure. Usually crystalline materials are cho-
sen because they can give low losses. The wave properties
depend on the orientation of the crystal lattice relative to
the macroscopic object. In contrast to the isotropic case
considered by Rayleigh, anisotropy and piezoelectricity
introduce immense complications when investigating
properties of SAWs. As a consequence, the search for ma-
terials and orientations suitable for SAW devices has been
an ongoing activity throughout the development of SAW.

In general, a numerical investigation of a piezoelectric
crystal usually yields surface-wave solutions similar to the
isotropic case except for the associated electric field. This
is often called a piezoelectric Rayleigh wave. Various prop-
erties relevant to SAW usage are considered, in order to
find a suitable orientation. As a result, a variety of ‘‘stan-
dard’’ materials and orientations have been established.
In particular, crystals of quartz, lithium niobate, and lith-
ium tantalate are used. Owing to anisotropy, it is essential
to quote the orientation when specifying a SAW material.

In some cases other types of wave are found, in partic-
ular various types of ‘‘leaky wave.’’ Some of these can be
used for SAW-type devices, although their behavior is
somewhat different. In this article, the ‘‘wave’’ is assumed
to be a piezoelectric Rayleigh wave unless otherwise stat-
ed; other types of wave are considered later.

1.3. Basic SAW Device

Piezoelectricity enables SAWs to be generated convenient-
ly by interdigital transducers (IDTs) placed on the surface
of the material, which is often called the substrate (Fig. 1).
The IDT consists of a set of interleaved metal electrodes,

alternately connected to two bus bars. When a voltage is
applied, this sets up a spatially alternating electric field at
the surface, coupled to acoustic stresses by the piezoelectric
effect. A surface wave is generated if the frequency is such
that the SAW wavelength is similar to the transducer pe-
riodicity. The IDT is most effective for a frequency such
that its periodicity equals the SAW wavelength. At other
frequencies the waves generated in different regions of the
transducer are subject to progressive phase differences, so
that the total wave amplitude is smaller. The IDT is there-
fore frequency-selective. A similar IDT can be used to de-
tect an incident SAW, producing an electrical output signal.
Thus, the device has electrical input and output signals,
with electroacoustic conversion at both transducers.

The wave propagation inside the device is almost ideal
in that propagation loss is low, diffraction effects are small
(because the beam of surface waves is typically more than
20 wavelengths wide), and dispersion is negligible. For
typical power levels the material behaves linearly, so that
harmonic generation and intermodulation products are
negligible. Hence for many purposes second-order effects
such as these can be ignored. However, they do need to be
considered, and sometimes compensated for, when an ex-
acting specification is to be satisfied.

Because of the selectivity of the IDTs, this device can be
regarded as a bandpass filter. It can also be regarded as a
delay line, with delay determined by the velocity and the
distance between transducer centres, typically 3ms/cm. As
a delay line, it is suitable for signals whose spectrum is
within the frequency band of the transducers. The input
transducer generates SAWs traveling in both directions,
and it is often necessary to add absorbing material to sup-
press reflections of waves from the ends of the substrate.
The basic design is capable of a huge range of variations
for special purposes. In particular, bandpass filters employ
modifications to ensure good suppression in the stopband,
a flat response in the passband, narrow skirts separating
these regions, and minimal group delay variation within
the passband.

1.4. Fabrication and Performance

The device basically consists of a piezoelectric substrate
with a specially shaped metal film (usually of aluminium)
on the surface. This structure is well suited to fabrication
by established photolithographic techniques, similar to
those used in semiconductor device processing. Many pat-
terns can be made simultaneously by exposing a layer of
photoresist on a large circular wafer (or ‘‘slice’’), followed
by development and chemical etching. The patterns are
separated by cutting them into the individual devices,
then known as ‘‘chips,’’ which are sealed into hermetic
packages to protect them from moisture and contamina-
tion. This process is well established in the semiconductor
industry and well suited to production of large quantities
of devices, thus giving economy of scale. For large quan-
tities, costs can be less than U.S. $1.00 per device. More-
over, the method is very versatile since almost arbitrary
geometries can be produced.

The fabrication process sets some limits on device per-
formance. The linewidth of the basic IDT (Fig. 1) is a
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quarter of the center-frequency wavelength, and the min-
imum linewidth usable in commercial production is
around 0.4mm. For a typical SAW velocity of 3500 m/s,
this sets the maximum center frequency at about 2 GHz,
although special techniques can increase this number a
little. The minimum frequency is in the region of 10 MHz,
simply because in this region the devices become rather
clumsy and expensive. The velocity determines the delay
for a given length. A device 2 cm long gives about 6 ms de-
lay, and lengths of 15 cm are quite feasible but become
expensive because they are not suited for large-quantity
production. Bandwidths range substantially, from 0.1% to
50% of the center frequency.

Generally, internal losses in the device are small, so one
might expect a small insertion loss to be obtainable. How-
ever, in practice this is limited by distortion arising from
multiple SAW transits. To give low loss, the device of Fig. 1
would need good electrical matching between the trans-
ducers and the source and load, normally involving induc-
tors to tune out the transducer capacitances. For this case,
the acoustoelectric conversion loss is ideally 3 dB (because
half of the energy applied to a transducer emerges as a
wave generated in the unwanted direction). Hence a device
insertion loss of 6 dB is expected. This is indeed close to
reality, but unfortunately there is also an unwanted signal
because the transducers reflect the waves. This signal,
called the triple transit signal, occurs after three transits
of the device, involving a reflection from each transducer.
When electrically matched, the transducer reflection coef-
ficient is � 6 dB, and hence the triple-transit signal is
12 dB below the main signal. This level is quite unaccept-
able for most applications, and often it is reduced by de-
liberately mismatching the transducers (e.g., omitting the
inductors). For this reason, early types of SAW device often
have relatively high insertion losses, 15–30 dB. However, a
wide range of techniques have been applied to this prob-
lem, yielding a variety of low-loss types of bandpass filter.

Some general accounts of the subject will be found in
Refs. 2–6.

2. INTERDIGITAL TRANSDUCERS

The interdigital transducer (IDT) is a basic component
in all SAW devices. As explained earlier, a simple IDT

consists of a set of electrodes alternately connected to two
busbars, as shown in Fig. 2a. The electrodes are regular,
that is, they have constant width a and pitch p.

The operation of the IDT can be described approximate-
ly by a simple delta-function model [7]. Suppose initially
that a voltage V is applied to only one electrode, with the
others grounded. Surface waves will be generated with
amplitude proportional to an element factor denoted by
E(o). The SAW amplitude is expressed in terms of the as-
sociated surface potential fs(x), which is thus given by V
E(o)exp[7jk(x� xn)], where k is SAW wavenumber and xn

is the location of the electrode center. Here k is related to
the velocity v by k¼o/v. In Fig. 2a we take the lower bus-
bar to be grounded and apply the preceding formula to
each live electrode, adding the waves generated. We define
a polarity P̂Pn for electrode n, such that P̂Pn¼ 1 or zero for a
live or grounded electrode, respectively. The potential of
the wave emerging at the left is thus

fsðoÞ¼VEðoÞ ejkx
XN

n¼ 1

P̂Pn expð�jkxnÞ¼VEðoÞ ejkxAðoÞ ð1Þ

where N is the number of electrodes centred at xn. The
summation is denoted by A(o), which is known as the
array factor. Usually the array factor varies with o much
faster than the element factor E(o), so the array factor is
essentially the frequency response. Fourier transforma-
tion of A(o) into the time domain gives the function
aðtÞ¼

PN
n¼ 1 P̂Pndðt� xn=vÞ; which is a series of delta

functions at times corresponding to the centers of the
live electrodes.

For the transducer of Fig. 2a the electrode positions are
regular, and we can take xn¼np, where p is the electrode
pitch. Also, the polarity sequence is P̂Pn¼ 1;0; 1; 0; . . . ; since
the electrode voltages alternate between V and 0. Substi-
tuting these, A(o) becomes a simple geometrical prog-
ression that is easily summed. Its magnitude is

AðoÞ
�� ��¼ sinðNpy=2Þ

sinðy=2Þ

����

���� ð2Þ

where y¼ 2kp and Np is the number of live electrodes
(equal to the number of transducer periods). This equation
predicts a series of peaks. The fundamental response, at
which the transducer pitch equals the SAW wavelength,

  input IDT   output IDT 

 matching  matching

surface 
 wave

source  load 

 absorber absorber 

 piezoelectric 
 substrate Figure 1. Basic SAW delay line.
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occurs for y¼ 2p. The formula remains unchanged if we
replace y by f¼ y� 2p. In the region of the fundamental
passband, f is small and the function becomes
|A(o)|ENp|sin(X)/X|, with X¼Npf/2; and X can be writ-
ten as X¼ pNp(f/f0� 1), where f0¼ v/(2p) is the center fre-
quency. From this it follows that the 4-dB points are
approximately at f¼7p/Np, giving a fractional band-
width of Df/f0¼1/Np. The bandwidth is Df¼ 1/T, where
T¼ 2pNp/v is the transducer length in time units.

This delta-function model is applicable because in prac-
tice the wave propagation is almost ideal. Provided suit-
able materials are chosen for the substrate and the
electrodes (usually aluminium), the waves propagate
with very little loss or dispersion. Also, diffraction effects
are usually small, although this often needs consideration,
and we return to it in later.

In addition, we have assumed that the electrodes don’t
affect the waves, in particular, that they don’t reflect the
waves. This assumption is usually invalid for the trans-
ducer of Fig. 2a. Individual electrodes have a small reflec-
tion coefficient, typically 1 or 2%. However, the reflections
add coherently at the center frequency, because the elec-
trode pitch is l0/2 (where l0 is the centre-frequency
wavelength). This problem can be avoided by using a dou-
ble-electrode transducer, as in Fig. 2b, where each elec-
trode is split into two. The electrode spacing is now l0/4, so
reflections from adjacent electrodes are cancelled at f0.
The main penalty is that the electrode width is l0/8 in-
stead of l0/4, so that fabrication becomes more difficult.
The original transducer of Fig. 2a is, in contrast, called a
single-electrode transducer. The analysis in Eq. (1) applies
for both types of transducer; it is necessary to change only
the polarity sequence P̂Pn.

The transducer admittance Yt, defined assuming that
no waves are incident, is important when electrical match-
ing is considered. Often the admittance is dominated by a
capacitance Ct, so this is usually written explicitly. Yt can
be written as Yt¼Ga(o)þ jBa(o)þ joCt, where Ga and Ba

are the acoustic conductance and susceptance, due to the
excitation of surface waves. For a uniform transducer such
as those in Fig. 2, these terms have the approximate forms

GaðoÞ � Gaðo0Þ
sin X

X

� �2

;

BaðoÞ � Gaðo0Þ
sin ð2XÞ � 2X

2X2

ð3Þ

These formulas assume that electrode reflections are not
significant. The formula for Ba is deduced from Ga by us-
ing causality. This implies that Ba must be the Hilbert
transform of Ga for any transducer.

For a two-transducer device, such as that in Fig. 1, the
terminal admittances Y11 and Y22 are just the transducer
admittances Yt. This follows because Y11 is the admittance
seen at one transducer when the other is shorted, and we
have assumed that a short-circuited transducer does not
reflect SAWs. Also, the transadmittance Y12 can be shown
to have magnitude given by |Y12|¼Ga1Ga2, where Ga1

and Ga2 are the two transducer conductances.
As noted above, electrode reflections are eliminated by

using a double-electrode transducer. However, these
transducers still have a finite SAW reflection coefficient
when connected to finite electrical loads, thus giving rise
to the unwanted triple-transit signal. Special methods can
be applied to deal with this, notably the use of specially
designed internal reflections in SPUDTs, described later.

3. PROPAGATION EFFECTS

The choice of suitable materials for SAW devices is inti-
mately concerned with a variety of propagation effects,
particularly piezoelectric coupling, diffraction, and tem-
perature effects. The choice of material is a vital part of
the design procedure because the material properties have
a strong bearing on the performance obtainable.

3.1. SAW Solutions and Velocities

Many of the required SAW properties of a material can be
deduced from the SAW velocity, and the velocity itself is
important, of course. The SAW solution is found starting
from the bulk-material constants: the stiffness cijkl, piezo-
electric dijk and dielectric eij constants, together with the
mass density r. The values originate from bulk measure-
ments on the crystals, and large amounts of data are given
by Slobodnik et al. [8] and Gualtieri et al. [9]. Kovacs et al.
[10] give values for lithium niobate and tantalate.

The calculation of SAW solutions in an anisotropic pi-
ezoelectric material is a complex numerical process [11]
that will not be described in detail here. Because of the
anisotropy, the assessment of a material for SAW applica-
tions involves calculation of its SAW properties for all pos-
sible orientations, and since the orientation is governed by

single-electrode (Se = 2)  double-electrode (Se = 4)  
p

a pa a
a p

(a) (b) 
xFigure 2. Transducer types: (a) single-electrode configu-

ration; (b) double-electrode configuration.
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three angles, this task is very extensive. The substantial
literature on these topics includes Slobodnik’s handbook
[8] and a review [12].

The SAW solution for a free surface has velocity denot-
ed here by vf. It is also common to examine a ‘‘metallized’’
surface, meaning that an idealised metal film is assumed
to be on the surface, short-circuiting the parallel electric
field but thin enough to have no mechanical effect. In this
case the velocity is vm. The fractional difference between
the two velocities is defined as

Dv

v



vf � vm

vf
ð4Þ

and this indicates the strength of electrical coupling to the
SAW. The element factor E(o) mentioned earlier is pro-
portional to Dv/v, so this governs the conversion efficiency
of an IDT. Figure 3 shows velocities for Y-cut lithium nio-
bate, as functions of propagation direction. The coupling is
strongest for propagation in the Z direction and this ori-
entation, known as ‘‘Y-Z lithium niobate,’’ is a popular
choice. For this case, a 100-MHz wave on a free surface,
with power density of 1 mW/mm, gives a surface potential
of about 0.8 V. The particle displacements at the surface
are about 0.08 nm (0.8 Å), which is comparable with inter-
atomic distances and far less than the SAW wavelength
of 35 mm. It is also common to define a coupling constant
k2
¼ 2 Dv/v.

3.2. Diffraction

SAW diffraction can be analyzed by a method similar to
that often used in optics, using a scalar to represent the
wave amplitude [12]. Perturbations due to components
such as transducers and gratings are ignored in this meth-
od. Except for the most sophisticated devices, these ap-
proximations are usually adequate. The analysis may
then be done on the basis of data for the SAW velocity.
As in conventional optics, SAW diffraction gives a near-
field (Fresnel) region, in which the amplitude distribution
is similar to that of the source, and a far-field (Fraunhofer)
region, where the amplitude corresponds to the Fourier
transform of the source. Several complications occur, how-

ever, because of the anisotropy of the substrate material.
In summary:

1. Beamsteering. In beamsteering, the energy flow di-
rection E in a wide beam of SAWs is not parallel to
the wave vector k. The angle g between E and k is
the beamsteering angle (or ‘‘power flow angle’’), giv-
en by tan g¼ (1/v) dv/dy, where v(y) is the SAW ve-
locity at an angle y. Usually the substrate is chosen
such that g¼ 0, but the effect can still occur as a re-
sult of misalignment.

2. Minimal-Diffraction Orientations. For some sub-
strates, notably Y-Z lithium niobate, the anisotropy
is such that diffraction spreading is substantially
reduced. This occurs when dg/dyE� 1. This condi-
tion can be very helpful when designing high-per-
formance devices, because it eliminates the need to
compensate for diffraction.

3. Parabolic Approximation and Scaling. In many
cases the SAW velocity variation v(y) can be approx-
imated by writing kx as a quadratic function of ky

(where x is the principal propagation direction). As-
suming no beamsteering, we can write kx(ky)¼
kx(0)� 0.5bky

2/kx(0). The constant b is unity for an
isotropic material and zero for a minimal-diffraction
orientation and is given by b¼ 1þdg/dy. If the ap-
proximation is valid, the wave amplitude distribu-
tion is simply scaled in the x direction. Specifically, if
ci(x,y) is the distribution for the isotropic case, the
anisotropic case gives a distribution c(x,y)¼ci(bx,y)
exp[j(b� 1) x kx(0)].

As in optics, the amplitude distribution for the isotropic
case is given by formulas involving Fresnel integrals.
When the parabolic approximation is invalid, it is neces-
sary to use a more fundamental approach, commonly the
angular spectrum of plane waves (ASoPW)method. For
this method, the source is represented as a sum of plane-
wave elements, with distribution determined by a Fourier
transform. Each plane wave propagates according to the
known velocity v(y). The statements given above can all be
deduced from the ASoPW formulation.

In SAW devices, diffraction is usually a second-order
effect; that is, the receiving transducer is in the near-field
region of the transmitter. However, in an apodized band-
pass filter, described below, diffraction can cause some un-
acceptable signals in the stopband above the passband.
These can be reduced by sophisticated design techniques
that compensate for the diffraction.

3.3. Temperature Effects

Temperature stability is usually of vital interest when de-
signing a SAW device. Temperature changes cause SAW
velocity changes and also thermal expansion, and both
these factors affect the delay given by a device. The veloc-
ity variation can be calculated using the temperature co-
efficients of the bulk piezoelastic constants, and with the
expansion coefficient this gives the temperature coefficient
of delay (TCD). In most cases the delay varies approxi-
mately linearly with temperature. However, for some
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Figure 3. SAW velocities on Y-cut lithium niobate, as functions of
propagation direction.
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cases the velocity and expansion effects cancel, at one tem-
perature. The delay T(y) then has the quadratic form T(y)
¼T(y0) [1þ c(y� y0)2], where y is the temperature and y0 is
the ‘‘turn-over temperature,’’ at which the TCD is zero. In
particular, for ST-X quartz, y0¼211C and c¼ 32� 10–9

(1C)–2. This orientation is a rotated Y cut, with propaga-
tion along the crystal X axis and a rotation angle of 42.751.
It is commonly used for temperature-stable devices, al-
though the rotation angle is usually reduced a little, in-
creasing y0. This is done because the center of the
operational temperature range is usually higher than
211C. It also compensates for a reduction of y0 associated
with the crystal mounting and the presence of transducers.

The effect of a temperature change is to scale the device
impulse response h(t), which changes to h0(t)¼h[t/(1þ e)],
where e is a small quantity. Correspondingly, the frequen-
cy response changes from H(o) to H0(o)¼H[(1þ e)o].
Hence the center frequency is scaled by a factor Df0/f0¼

�DT/T¼ � e, and the bandwidth is also scaled by the
same factor.

3.4. Other Propagation Effects

For standard SAW materials, propagation loss is usually
small provided the crystals are well polished. For example,
at 1 GHz the loss for a free surface is about 1 dB/ms for Y-Z
lithium niobate, and 3 dB/ms for ST-X quartz [12]. These
figures are approximately proportional to f 2, and they are
increased a little when transducers are present. Nonlinear
effects are usually negligible in practical devices. Theoret-
ically a free surface gives no dispersion, but in practice
there is a little dispersion due to transducers and gratings.
However, these effects are not usually of practical signi-
ficance.

A more significant effect is waveguiding, which can oc-
cur because the SAW velocity in components such as
transducers is slightly lower than the free-surface veloc-
ity outside. In relatively long devices the waves propagate
as a series of modes, with some dispersion. For moderate
apertures there is often a dominant fundamental mode
plus some unwanted higher modes. The unwanted modes
cause small perturbations, usually at frequencies some-
what higher than the center frequency. These distortions
are seldom significant in devices with wide apertures,
greater than typically 20 wavelengths.

4. MATERIALS

A considerable variety of suitable materials has been es-
tablished, bearing in mind the above propagation effects
and the strength of piezoelectric coupling (Dv/v). The ori-
entation is often specified by two axes. For example, Y-Z
lithium niobate indicates a Y-cut crystal with SAW prop-
agation along the crystal X axis. An example of a rotated
Y-cut crystal is ST-X quartz, which can be written as
42.751Y-X quartz. This has propagation along the crystal
X axis (in the surface). Looking down the X axis, toward
the origin, the crystal Y axis is rotated by 42.741 clockwise
from the surface normal.

For more general cases, it is common to use Euler
angles, l, m, and y. We define X, Y and Z as crystal axes

and x, y, and z as device axes, with x as the SAW propa-
gation direction and z as the outward-directed normal to
the surface. Initially the angles are zero and x,y,z are the
same as X,Y,Z. There are three rotations, as follows:

1. Rotate the x, y, and z axes anticlockwise about z
through and angle l (as seen by an observer looking
down the z axis toward the origin). Call the new axes
x1, y1, z1.

2. Rotate the x1,y1,z1 axes anticlockwise about x1

through an angle m. Call the new axes x2,y2,z2.

3. Rotate the x2,y2,z2 axes anticlockwise about z2

through an angle y. Call the new axes x3,y3,z3.

In the final orientation, z3 is the surface normal and x3 is
the propagation direction. For a rotated Y-cut crystal, with
cut angle c, we have l¼ y¼ 0 and m¼c� 901.

Table 1 gives data for some common SAW materials. Y-
Z lithium niobate (LiNbO3) has strong piezoelectric cou-
pling and minimal-diffraction properties, advantageous
for wideband and low-loss devices, but its temperature
stability is poor. This material generates unwanted bulk
waves rather strongly. The 1281 rotated cut minimizes
bulk-wave generation, but this is not a minimal-diffraction
orientation. ST-X quartz (SiO2) has weak piezoelectric
coupling and is generally limited to narrowband devices,
but its good temperature stability is attractive for nar-
rowband filters and resonators. X-1121Y lithium tantalate
(LiTaO3) is an intermediate case, as is lithium tetraborate
(Li2B4O7). Zinc oxide (ZnO) films on glass substrates have
been used for TV IF filters, for reasons of economy. This
film has also been used on sapphire substrates to give a
high-velocity combination, and 1.5-GHz filters have been
produced [13]. Langasite (La3Ga5SiO14) has recently be-
come available for SAW applications, giving properties
quite similar to quartz but with stronger piezoelectric cou-
pling [14]. A variety of other new crystals with similar
properties, including langatate and langatite, are also be-
coming available.

The leaky SAW and STW cases will be described later.

Table 1. Data for Common Materials

Material vf (m/s) Dv/v (%) eN/e0
TCD

(ppm/1C)

Y-Z LiNbO3 3488 2.4 46 94
1281Y-X LiNbO3 3979 2.7 56 75
ST-X quartz 3159 0.06 5.6 0
X-1121Y LiTaO3 3300 0.35 48 18
451X-Z Li2B4O7 3350 0.45 11 0
La3Ga5SiO14

a 2747 0.18 — �1
ZnO on glassb

(fundamental mode) 2576 0.7 — 11
361Y-X LiTaO3 (LSAW)c 4212 2.4 50 32
641Y-X LiNbO3 (LSAW) 4742 5.5 52 80
Quartz, 36 1Y-Xþ901 (STW) 5100 — 5.6 0

aLangasite data are for Euler angles 0, 140, 25.51. This is a minimal-dif-

fraction orientation.
bData depend on film thickness; typical data are shown.
cLeaky surface acoustic wave.
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5. BASIC SAW DEVICES

5.1. Bandpass Filtering

This is one of the commonest applications of SAW devices,
and apodization is a fundamental method of achieving
this.

5.1.1. Apodized Transducers. Apodization, that is, vari-
ation of the electrode lengths, is a common method for
weighting SAW IDTs. The principle is illustrated in Fig. 4,
which shows a device with two transducers, one apodized
and the other unapodized. In the apodized transducer, at
each xn there are electrodes extending from both busbars,
with a small break at a position that determines the
apodization. The SAW sources can be taken to be the
live electrodes, or alternatively the gaps between elec-
trodes with different voltages. The figure shows single-
electrode transducers for clarity, although in practice they
are more commonly the double-electrode type to avoid the
electrode reflection problem described above.

To appreciate the operation, it is first necessary to con-
sider reception of waves by the unapodized transducer at
the left. For the moment, we will simply state that the
frequency response, for waves incident from the right, is
essentially the same as the response when the transducer
generates waves to the right. This is a result of reciprocity,
considered later. For a transducer receiving SAWs, the re-
sponse is defined by assuming the transducer to be short-
ed, and considering the current Isc in the short circuit
when a wave with specified potential fs is incident. The
ratio Isc/fs is almost the same as Eq. (1), except that a
slightly different element factor is used.

The argument presented above applies if the surface-
wave beamwidth is the same as the transducer aperture.
When dealing with an apodized launching transducer, this
is no longer true. To simplify, consider a voltage applied to
only one electrode of the apodized transducer. The elec-
trode extends a distance un, say, from the live busbar.
Now, the short-circuit current induced in the left trans-
ducer will be proportional to un. To see this, note that
apodization has not affected the amplitude of the wave or
the charge density that the wave induces on the receiving
transducer. However, the charges exist only within the
SAW beamwidth, and this width is un. Hence, when inte-
grated to obtain the short-circuit current, the result will

be proportional to un. The response of the apodized trans-
ducer is thus similar to an unapodized one [Eq. (1)], except
that the source strength is proportional to un. To maintain
the units, we use un/W, where W is the total aperture, so
the response has the form

HapðoÞ¼EðoÞ
XN

n¼ 1

un

W
expð�jkxnÞ ð5Þ

The device response is basically Hap(o)Hun(o), where
Hun(o) is the response of the unapodized transducer Eq.
(1). To be more specific, this gives the transadmittance
Y12, which is the current obtained when the output trans-
ducer is short-circuited and unit voltage is applied to the
input transducer. This formulation is valid only if one of
the two transducers is unapodized. If we ignore the slow
frequency variation of E(o), the Fourier transform of
Eq. (5) gives a series of impulses with amplitude propor-
tional to un. Hence the time-domain response is directly
related to the spatial variation of the electrode lengths,
that is, by the apodization.

In practice the observed response is affected by the
electrical source and load impedances, and to allow for
these we also need the remaining Y-matrix components
Y11 and Y22. Since electrode reflections are assumed here
to be negligible, these Y components are just the trans-
ducer admittances.

A general technique for analyzing an apodized device is
to divide it into imaginary parallel ‘‘channels,’’ extending
in the x direction [7]. Each channel can be regarded as an
unapodized device, connected electrically in parallel with
the others. However, provided there are no electrode re-
flections, the analysis can be done without channeling.

5.1.2. Transversal Filtering. If we ignore the slowly
varying function E(o), Eq. (5) has the form

HðoÞ¼
XN

n¼ 1

An expð�jontÞ ð6Þ

where An are real constants and t¼p/v is the electrode
spacing in time units. This is the response of a transversal
filter, which can be thought of as a tapped delay line with
taps spaced in time by t and connected to an output via

Isc

   un

   xn

  V 

 x 
Figure 4. Transversal bandpass filter using an apodi-
zed transducer.
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circuits with amplitude response An. The response could
have been arrived at by considering a continuous wave-
form and then sampling it with a sampling frequency fs¼

1/t. In this context we can apply the sampling theorem,
which states that any bandlimited waveform can be re-
produced by sampling at a sufficiently high rate, and then
filtering to eliminate some high-frequency components in-
troduced by the sampling process. Hence, any required
frequency response can be synthesized by appropriate
choice of the real constants An, provided (1) fs is high
enough, (2) the original time-domain waveform is of finite
length, and (3) technological constraints are satisfied
(maximum frequency, device length etc.). It is a property
of transversal filters that the amplitude response is sym-
metric about frequency fs/2, and this is the center fre-
quency of a single-electrode transducer. Hence, for the
general case we need more than two electrodes per center-
frequency wavelength; four is quite common. This actually
provides a benefit in that electrode reflections are mini-
mized, as discussed earlier.

Another realisation of the transversal filter is the dig-
ital finite impulse response (FIR) filter. This comparison is
of great value because the design of FIR filters has been
considered in great detail. A simple design method is to
Fourier-transform the required frequency response to the
time domain and then, in order to obtain finite length,
multiply by a finite-length window function such as the
Hamming function or the Kaiser function [3]. A very ef-
fective design method is provided by the Remez algorithm,
which can be used to design a filter with an amplitude re-
sponse of arbitrary shape, subject to a tolerance expressed
as an arbitrary function of frequency [15]. Alternatively,
linear programming can be used [16].

In practice, the design procedure needs to compensate
for a variety of second-order effects, particularly distortion
associated with the terminating impedances (the ‘‘circuit
effect’’) and diffraction. These can be compensated by re-
cursive methods; it is even possible to compensate for
distortions of unknown physical origin, provided experi-
mental results are sufficiently repeatable.

Sometimes a transversal filter will incorporate a mul-
tistrip coupler (MSC). This consists of a sequence of dis-
connected metal strips perpendicular to the SAW
wavevector and spanning two SAW tracks. The MSC can
couple SAWs from one track to the other with high effi-
ciency and with wide bandwidth. In the transversal band-
pass filter, it has been widely used in order to minimize
interference from unwanted bulk waves. The MSC is
often used when the substrate is Y-Z lithium niobate;

this material gives significant bulk-wave generation but is
otherwise attractive because it minimizes diffraction ef-
fects. The coupler also enables two apodized transducers
to be used, giving improved flexibility. The number of
strips needed for a full transfer of the SAWs is in the re-
gion of 2.5/(Dv/v). This prohibits use of the coupler on
weakly piezoelectric substrates such as quartz, since the
number of strips would be unrealistic.

5.1.3. Withdrawal Weighting. In this technique, select-
ed SAW sources are withdrawn from a uniform transduc-
er, in such a way that the density of remaining sources
mimics the amplitude variation of an apodized transducer
[17]. This is shown in Fig. 5. Withdrawal-weighted trans-
ducers are suitable for filters with small bandwidths, less
than, say, 5%, and they have the merit of being insensitive
to diffraction effects. The electrodes can still be regular, so
the response is still governed by the simple delta-function
analysis described earlier.

The two weighted transducers shown in Figs. 4 and 5
have rather different impulse responses, since the with-
drawal-weighted transducer response has a sequence of
steps. However, the latter can easily be designed such that
the integral of its impulse response is similar to the inte-
gral of the impulse response of the apodized transducer.
When this is done, the frequency responses of the two
transducers will be similar. The main difference is that the
stepped nature of the withdrawal-weighted transducer in-
troduces unwanted sidelobes at some distance from the
passband of the filter. For this reason, the technique is
applicable only for narrowband devices.

5.1.4. Performance of Transversal Bandpass Filters. Fil-
ters of the types described here can give excellent perfor-
mance because their behavior is well understood and the
devices are very reproducible, so that small errors can be
corrected by redesigning. The main limitation is that in-
sertion losses must be high in order to minimize the triple-
transit signal. For the best results, single-electrode
transducers are avoided and great care is taken in the
design—errors due to the circuit effect, diffraction, and
other second-order effects are compensated for [18]. The
apodization pattern is often ‘‘sloped,’’ because the presence
of several sidelobes in line causes distortion in the con-
ductance Ga and hence in the device response. Special
techniques are used to minimize reflections from the ends
of the transducers. Filters for vestigial sideband (VSB)
applications in TV are made with 6 MHz bandwidth

Figure 5. Transversal filter using a withdrawal-weighted
transducer.
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centred at 40 MHz, in-band variations of only 70.2 dB in
amplitude and 720 ns in delay, and skirt width 500 kHz.
Ganss-Puchstein et al. [19] developed filters for digital ra-
dio with 64-QAM (quadrature amplitude modulation),
with 20 MHz bandwidth and an amplitude ripple of only
70.05 dB. Peach [16] shows filters at 160 MHz, with a
shape factor (ratio of 40 and 3 dB bandwidths) of 1.04, and
with an in-band ripple of 70.15 dB.

5.2. Correlation

In the context of SAW devices, ‘‘correlation’’ refers to the
process of applying a complex waveform to a linear device
whose impulse response is the time reverse of the input
waveform. The device is known as a ‘‘matched filter.’’ The
output waveform has a prominent peak called the corre-
lation peak. If the input waveform is accompanied by
noise, as is always the case for a radio receiver, the cor-
relation process increases the signal-to-noise ratio (SNR),
giving the maximum SNR obtainable by linear signal pro-
cessing. Several types of SAW device have been developed
for this purpose.

5.2.1. Pulse Compression. This technique, used in radar
systems, increases the maximum range at which a target
can be detected without needing an increase in the peak
transmitted power. In principle any type of complex wave-
form is applicable, provided the time–bandwidth product
(TB) is large, where T is the waveform duration and B is
its bandwidth. The matched filter increases the signal-to-
noise power ratio by a factor TB, equivalent to increasing
the transmitted peak power by this factor. For radar sys-
tems, TB is typically 50–500.

In practice the transmitted waveform is usually a
chirp, that is, a waveform whose frequency varies mono-
tonically with time. The echo due to a point target has the
same form. The matched filter needs to have its impulse
response as the time reverse of this, another chirp, and
this can be regarded as a dispersive delay line. In essence,
the filter applies a delay dependent on frequency, such
that all frequency components arrive at the output at the
same time. Figure 6 shows a typical arrangement, where
the right transducer has graded periodicity. For a single-
frequency SAW, the transducer responds most strongly
where its pitch corresponds to the SAW wavelength, so
that different delays are obtained for different frequencies.

The left transducer can be uniform, as shown, or it could
be another graded-periodicity transducer.

In the radar receiver, the device usually has one trans-
ducer apodized in order to give the impulse response a
humped envelope. This reduces the sidelobes of the output
signal, which need to be small so that they are not falsely
interpreted as extra targets. The sidelobes can be 35 dB
below the main peak. Typically, bandwidths are in the re-
gion 10–100 MHz and durations (T) are 5–20ms. For the
longer devices quartz is the preferred material because
temperature stability is needed, while shorter devices use
strong piezoelectrics (lithium niobate or tantalate) to
obtain acceptable losses.

Interdigital devices generally give larger insertion loss-
es as the TB product is increased. This limitation is over-
come in the reflective array compressor (RAC), which has
two arrays of inclined grooves, each reflecting the waves
through 901. The groove arrays reflect strongly when the
pitch corresponds to the wavelength, and the RAC has
graded pitch so that different frequencies are subject to
different pathlengths and hence delays. With this tech-
nique, devices with TB products up to 16,000 have been
produced [20].

5.2.2. PSK Filters. While chirp waveforms are common
in radar systems, communication systems often use
phase-shift-keyed (PSK) waveforms, or other related
waveforms. A PSK waveform consists of a sequence of
contiguous pulses of carrier, with relative phase 0 or 1801.
In spread-spectrum communications, each bit of data can
be represented by a sequence of this type, and correlation
is needed to optimise the SNR. This can be achieved using
a SAW tapped delay line, with taps corresponding to the
pulses; the taps are connected in a polarity sequence cor-
responding to the coding.

5.2.3. Convolvers. Another type of correlator is the
nonlinear convolver, shown in Fig. 7. In this device, RF
signals are introduced at both ends of a lithium niobate
substrate, so that they propagate towards each other.
Where they overlap, a weak nonlinear mechanism causes
mixing and a sum-frequency signal is produced, with am-
plitude proportional to the product of the input wave am-
plitudes. The non-linearity is an intrinsic property of the
material. The product signal appears as an electric field
which can be sensed by a uniform metal electrode (the

Figure 6. Interdigital pulse compression filter.

SURFACE ACOUSTIC WAVE DEVICES 5037



parametric electrode) extending over most of the area be-
tween the input transducers.

If the input waveforms are f1(t) and f2(t), the wave am-
plitudes within the device have the forms f1(t� x/v) and
f2(tþ x/v) (ignoring some delays). The output waveform
g(t) is proportional to the integrated product of these, so
that

gðtÞ /

Z
f1

�
t�

x

v

�
f2

�
tþ

x

v

�
dx¼

1

v

Z
f1ð2t� tÞ f2ðtÞdt

ð7Þ

where t¼ tþ x/v. It is assumed here that the traveling
SAW signals have finite length and that they overlap only
under the parametric electrode. With this assumption, the
integrals in Eq. (7) can have limits 7N. The second form
in Eq. (7) is a standard convolution integral, except that t
is replaced by 2t because of the relative motion of the two
waveforms—and, as is well known from systems theory,
convolution describes mathematically the process per-
formed by any linear device. Hence the convolver acts as
a linear filter, but with one of the input waveforms acting
as the impulse response. In particular, it can correlate any
type of coded waveform, including the chirp and PSK
waveforms considered above, and the coding can be chan-
ged instantaneously.

For the configuration of Fig. 7 the device produces a
very weak output signal. To improve the efficiency, con-
volvers have been developed with the SAW beam com-
pressed to a narrow width, typically 3 wavelengths, thus
increasing the power density. Typically, the output power
for CW signals is PO¼P1þP2–70 dBm, where P1 and P2

are input powers and all powers are measured in dBm
(decibels referenced to 1 mW). Although input signal lev-
els of 25 dBm are feasible, the interaction is obviously very
weak; nevertheless it is strong enough for practical signal
processing. Practical devices can have parametric lengths
of 20 ms and bandwidths of 100 MHz. Interactions in semi-
conductors have also been used to improve the efficiency.

The convolver shows exceptional versatility. However,
it is limited by the need to provide an input ‘‘reference’’
waveform to act as the impulse response, and it has not
found widespread application.

5.3. Resonators

As for microwave devices, SAW resonators can be used
either for stabilization of oscillators or as the basis for low-
loss bandpass filters. A basic difference is that in SAW
there is no effective localized reflection mechanism—a sin-
gle strip, for example, gives mode conversion as well as
reflection and is therefore unsuitable for a resonator. How-
ever, strong reflectivity can be obtained from a grating
consisting of an array of strips, with period equal to l/2 at
the center frequency. Typically, each strip has a reflection
coefficient in the region of 1%, and there may be, say, 200
strips. The strips are commonly short-circuited metal elec-
trodes, although grooves are often used for oscillators be-
cause they give lower losses. The grating may be analyzed
using the CoM equations given later.

As shown in Fig. 8, a resonant cavity can be formed by
two reflecting gratings [21]. The waves penetrate some
distance into the gratings, so that the cavity length is ef-
fectively larger than the separation of the gratings. Con-
sequently, the frequency spacing of the resonances can be

  parametric   output 

electrode 

f1 (t)    f2 (t)    

 rear ground plane Figure 7. SAW convolver.

  reflecting
  grating 

   Lm Cm    R 

   Ct

Figure 8. One-port resonator and its equivalent circuit.
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quite small, for example, 1% of the center frequency. The
gratings reflect strongly only over a narrow bandwidth,
and the device can be designed such that only one reso-
nance appears.

The addition of one or two transducers between the
gratings provides coupling to one electrical port (Fig. 8) or
two electrical ports (Fig. 9). The transducers are often de-
signed to have negligible electrode reflections. In high-Q
devices for oscillator applications, this condition can be
obtained by recessing the electrodes into grooves on the
surface. Alternatively, it is possible to use double-electrode
transducers. Such transducers have little effect on the
cavity resonances. The substrate is usually ST-X quartz,
because the high Q value implies that temperature sta-
bility is important. Experimental Q factors can be up to
105 at 100 MHz, or 104 at 1000 MHz [21].

Properly designed resonators behave approximately as
the equivalent circuits shown in Figs. 8 and 9, with a se-
ries resonant branch connected to capacitances equal to
the transducer capacitances Ct. The one-port device has a
resonance frequency or¼ [LmCm]–1/2, at which the admit-
tance is maximized. There is also an antiresonance fre-
quency oa at which the admittance is zero, related to the
capacitance ratio by (oa�or )/orE0.5 Cm/Ct.

An alternative type of two-port resonator uses single-
electrode transducers with the electrode pattern made as
an extension of the adjacent grating pattern. In this case
the device can be made entirely from a single metal film,
and it is not necessary to recess the electrodes. This ‘‘syn-
chronous’’ resonator is much easier to make, especially at
high frequencies, and Q values of 2250 have been obtained
at 2.6 GHz [22].

5.4. Oscillators

A two-port resonator can be used to realize an oscillator by
connecting one port to the other via an amplifying feed-
back circuit, with the amplifier gain exceeding the reso-
nator loss [21]. Alternatively, a SAW delay line can be used
[23]. The delay line is designed with one or both trans-
ducers long enough to enable it to oscillate at only one
frequency. It is also possible to use a one-port resonator,
with a special type of circuit [21].

The frequency stability of the oscillator is a crucial is-
sue. Short-term stability relates to fluctuations associated
with noise in the loop, causing the output signal to have a
spectrum of finite width. Lewis’ analysis [23] showed that
for a delay line, the 3 dB width of the spectrum is
Do � 4ky ðNFÞ G2o2

0=½Q
2P0�, where k¼Boltzmann’s con-

stant, y¼ absolute temperature, and Q¼o0t is the Q fac-
tor of the delay line, with delay t; G, P0, and NF are
respectively the amplitude gain, output power, and noise
figure of the amplifier, when saturated as in the oscillation
condition. This formula also applies for a resonator, al-
though it does not include flicker noise. A delay line needs
to be physically much larger than a resonator to obtain the
same Q. On the other hand, the maximum input power for
a resonator is less than that of a delay line because of the
magnification associated with the resonance.

Medium-term stability is associated with the tempera-
ture stability of the quartz, discussed elsewhere. Long-
term stability refers to frequency drift over periods of
months or years, and the mechanisms determining this
are not clear. However, Parker and Montress [21] have
shown that use of a package made of quartz can enable the
ageing rate to be 0.1 ppm per year or less.

Improved results are obtainable using the surface
transverse wave (STW) on quartz. This orientation gives
high velocity, which is attractive for high-frequency de-
vices, and can tolerate higher power levels than ST-X
quartz, leading to better short-term stability [24].

5.5. Wireless Interrogation: Sensors and Tags

The temperature sensitivity of SAW devices is usually
seen as a limitation. However, it can be exploited to mea-
sure temperature. Many other quantities can also be mea-
sured, and related devices are used as identification tags.
A typical device is shown in Fig. 10 [25]. An interdigital
transducer is connected directly to an antenna, generating
SAWs when a RF pulse signal is received. A series of re-
flectors, usually short gratings, generates a characteristic
pattern of reflected waves, and these are received by the
transducer and radiated by the antenna. Typically, the
2.4-GHz ISM band is used. The delay in the SAW device
helps to distinguish the return signal from the transmit-
ted signal.

The return signal generated by this device is dependent
on environmental factors such as temperature or stress, so
these can be measured. It is also characteristic of the de-
vice design, and can therefore be used for identification.
Identity tags can be made by using a sequence of reflectors

Lm Cm   R 

Ct   Ct

Figure 9. Two-port resonator and its equivalent circuit.

 antenna 

reflectors 

Figure 10. Reflective delay line for wireless tag or sensor.
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coded in some way. For example, they might be in a reg-
ular sequence except that selected reflectors are omitted.
Such devices potentially have wide-ranging applications.
The number of possible codes is envisaged to be up to
1019 [26].

Temperature can be measured by comparing the phas-
es of waves from individual reflectors. Strain can also be
measured, and with the device mounted on a sealed cavity
this can also indicate pressure. Chemicals can be detected
by coating the device with a film that absorbs the target
chemical, causing a change of density and hence SAW ve-
locity. As an alternative to the delay line of Fig. 10, one-
port resonators can be used.

6. LOW-LOSS BANDPASS FILTERS

Since the early 1980s, the rapid expansion of wireless
systems, particularly mobile telephony, has led to a
strong demand for bandpass filters with low insertion
losses. Losses often need to be less than 10 dB for IF fil-
ters, and 2 dB for RF filters. As discussed above, this re-
quirement cannot be met using traditional transversal
filters because of the triple-transit problem, and conse-
quently a variety of new devices have been developed.
There are many approaches for this problem [27], but here
we consider only the main ones. They can be classified as
follows:

1. Use a unidirectional transducer, which generates
waves more strongly in one direction than the other.
With this feature, triple-transit signals can be re-
duced while still maintaining low losses. It can be
shown that the transducer must have internal re-
flectivity to satisfy this condition.

2. Develop filters based on SAW resonators, analogous
to microwave resonator filters. In effect, an infinity
of multiple-transit signals are used here.

6.1. Single-Phase Unidirectional Transducers (SPUDTs)

This term describes a class of unidirectional transducers;
the term ‘‘single-phase’’ distinguishes them from some
earlier types that are of little interest now. The dominant
type of SPUDT is known as the distributed-array reflective

transducer (DART), illustrated in Fig. 11. Each cell of this
transducer has two narrow electrodes of width l0/8 and a
wide electrode of width 3l0/8, and the interelectrode gaps
are all l0/8. Here l0 is the cell length, equal to the center-
frequency wavelength. Reflections from the narrow elec-
trodes are negligible because they occur in pairs with
spacing l0/4, so that reflections cancel at the center fre-
quency. Hence, in effect, only the wide electrodes act as
SAW reflectors. The waves are effectively generated at the
centers of the live electrodes. In general, it can be shown
that for best directivity the distance between a generation
center and a reflection center needs to be (n/271/8)l0,
where the factor 1

8 appears because the reflection coeffi-
cient is known to be imaginary. In the DART, the distance
between the two centres is 3l0/8 and therefore satisfies
this requirement [28].

Like any other transducer, a SPUDT gives optimum
acoustoelectric conversion if it is electrically matched. If it
has enough directivity, it can be shown that this is also
close to the condition that minimizes the acoustic reflec-
tion. Thus, low loss and good triple-transit suppression
are obtained simultaneously. In practical DARTs it is com-
mon to have a directivity of 6 dB or more, and this is suf-
ficient for these purposes. However, this is limited by the
electrode reflectivity obtainable, and for this reason
the DART needs to be fairly long, 100l0 or more. Hence
the bandwidth is quite small, and the substrate is a tem-
perature-stable material such as quartz.

Weighting can be applied to modify the response. The
transduction in one cell can be removed by connecting the
second electrode to the ground bus instead of the live one.
Reflection can be removed by replacing the wide electrode
by two narrow ones (each l0/8 wide, with a l0/8 space).
Moreover, the transduction and reflection can be regarded
as smooth functions of position, using withdrawal weight-
ing to obtain the actual designs for individual cells. In this
way, the design can satisfy performance criteria such as
bandwidth, ripple, skirt width, and stopband rejection. A
considerable advance was made when it was realized that
the reflection and transduction functions can also change
sign; these changes are realized by displacing the corre-
sponding electrodes. The use of differently signed reflec-
tors is equivalent to incorporation of resonators into the
structure, so the transducer became known as a resonant
SPUDT (R-SPUDT) [28]. The resonances enable the de-
vice length to be substantially reduced, for a given
specification. A further reduction was obtained by using
a two-track arrangement, in which each track consists of
two R-SPUDTs connected in parallel with the R-SPUDTs
in the other track [29]. These size reductions have been
very significant in the main application area, which is for
IF filtering in CDMA mobile phones, with bandwidth
around 1 MHz. The design process is an extremely sophis-
ticated ‘‘global’’ optimization procedure, taking account of
the amplitude and phase ripple requirements as well as
the amplitude response and tolerances. These devices can
actually exploit the triple-transit effect, using it to reduce
the skirt widths; in the passband, the triple transit is
usually minimized. This represents a considerable exten-
sion of the initial objective of the SPUDT, which was sim-
ply to reduce the triple-transit level.Figure 11. Structure of DART transducer.
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6.2. Resonator Filters

As in microwave technology, SAW resonators can be cou-
pled in order to realize a bandpass function. However, a
SAW device behaves as a resonator only within the reflec-
tion band of the gratings. The width of this band is ap-
proximately Df/fE2|rs|/p. Here |rs| is the strip reflection
coefficient, typically a few percent, so the filter bandwidth
obtainable is quite small.

An example is the longitudinally coupled resonator
(LCR) filter, also called the dual-mode SAW (DMS) filter
[30]. As shown in Fig. 12, this has three transducers be-
tween two reflecting gratings, with the outer two trans-
ducers connected together. In effect, each outer transducer
plus its adjacent grating serves to act as a SPUDT, launch-
ing SAWs toward the center of the device when a voltage is
applied. The device as a whole behaves as a cavity with
two resonances. This arrangement is often used for RF
filters, with center frequency 900 MHz or more, in which
case the transducers are usually the single-electrode type.
The response is typical of a two-pole filter, giving a flat
passband with low loss when electrically matched. It is
common to cascade two devices electrically in order to im-
prove the stopband rejection. The device can give low loss
and good stopband rejection, but the skirt width is rela-
tively wide because of complications arising from reflec-
tions within the device.

Another resonator filter is known as the impedance el-
ement filter (IEF). This consists of a sequence of SAW res-
onators connected as an electrical circuit, without any
acoustic coupling between them. Resonant behavior can
be obtained simply by using long single-electrode trans-
ducers. It is known that, for a sufficiently large number of
electrodes, the reflections can cause the transducer to be-
have as a resonator, with equivalent circuit approximately
as in Fig. 8 [31]. Usually, reflecting gratings are also added
at the ends to increase the Q factor. The IEF uses a se-
quence of series and parallel resonators (Fig. 13), where
the former have higher resonant frequencies. The filter
center frequency is at the antiresonance of the parallel
resonator (where Y-0) and at the resonance of the series
resonator (where Z-0), so that the signal is transmitted
with little attenuation. Outside the passband there are
deep nulls due to the resonance of the parallel resonator
and the antiresonance of the series one. Beyond that are
the stopbands where there is little acoustic activity, and
here the response is determined mainly by the static ca-
pacitances and the electrical loading.

Like the LCR filter, the IEF can provide very low loss
(1 dB) at RF frequencies (900 MHz and above) [32]. Its
stopband rejection is not so good, but the skirts can be
narrower. There is also the key advantage that quite high
power levels can be tolerated, around 2 W. This ability is
essential for some mobile phone transmitter filters. Many
systems use a duplexer consisting of two IEFs, both con-
nected to the antenna. One of these IEFs is at the trans-
mitter output, and the other is at the receiver input. These
devices normally use leaky waves on lithium tantalate, a
subject described later.

The transverse-coupled resonator (TCR) filter is anoth-
er resonant device, although it operates on entirely differ-
ent principles [33]. As shown in Fig. 14, it has two
identical tracks, each containing a single-electrode trans-
ducer with a grating on either side. Coupling between the
tracks occurs because the device behaves as a waveguide
that supports two waveguide modes, one symmetric and
one antisymmetric. This behavior is associated with the
narrow width, typically 6l. Excitation of one transducer
causes generation of both modes, and because of the dif-
ferent mode velocities, a signal appears in the other track.
For each mode the device behaves as a conventional res-
onator. The presence of two modes gives the device a two-
pole response. The pole frequencies correspond to the
wave velocities of the modes, and because these are very
close together, the fractional bandwidth of the filter is very
small, typically 0.1%. Using a ST-X quartz substrate, this
filter has been widely used in the IF circuit of GSM mobile
phone handsets, with typically 200 kHz bandwidth and
200 MHz center frequency.

6.3. Capabilities of Bandpass Filters

Table 2 summarizes the capabilities of the various types
of filter. When considering a particular requirement, the

Figure 12. Longitudinally coupled resonator (LCR) filter. Bus-
bars shown without connections are grounded.

Figure 13. Typical configuration for impedance element filter
(IEF). Usually each resonator is a single-electrode transducer
with a grating on each side.

Figure 14. Transverse-coupled resonator (TCR) filter.
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different capabilities of the various devices need to be con-
sidered, including the temperature stability. A variety of
packages are used, including metal and surface-mount ce-
ramic types. Flip-chip mounting is often used to minimize
the size, which may be as small as 2� 2 mm2 for GHz-
range devices. The frequency response depends on the ex-
ternal terminating impedances, often specified as 50O,
and often the transducer capacitances need to be tuned
out using inductors. It is also common to use two-compo-
nent circuits to transform the impedances. Other factors,
especially important at high frequencies, are stray capac-
itance or inductance, and electromagnetic feedthrough.

Many filters can be arranged in a balanced form, that
is, at each port there are two live terminals designed to
accept voltages with opposite polarities. This is needed for
operation with some modern communication circuitry. It is
also possible to have one port balanced and the other un-
balanced, so that the device acts as a balun transformer in
addition to its filtering function.

7. LEAKY SURFACE WAVES

In addition to the Rayleigh-type surface wave described
earlier, some devices use alternative wave types that be-
have in a somewhat similar manner. A particular case oc-
curs on 361Y-X lithium tantalate. The wave is rather like a
Rayleigh wave, but the particle displacement is approxi-
mately in the transverse direction (parallel to the surface)
instead of being in or near the sagittal plane. This wave is
not a true surface wave, as shown by the fact that it can
radiate some energy into the bulk of the material. Hence
the wave is called a ‘‘leaky wave’’. It is related to a bulk
shear wave. A numerical search for wave solutions gives a
wavenumber with a small imaginary part, and hence
there is some attenuation. The attenuation depends on
rotation angle, and becomes small, negligible for practical
purposes, at an angle of 361. For this angle, devices anal-
ogous to SAW devices behave in a similar manner. There
are significant differences, however, notably that the
leaky-wave material gives rise to substantial bulk-wave
generation at frequencies above the passband.

This leaky wave has the advantage that, compared
with SAWs on lithium tantalate, it gives stronger piezo-
electric coupling without an increased TCD (in contrast,
the SAW on Y-Z lithium niobate gives stronger coupling
but the TCD is larger). In addition, the leaky wave can
tolerate higher power levels, because the wave penetrates
more deeply in to the substrate. It also has a higher
velocity, increasing the electrode widths needed for a

specified frequency. All these features are attractive for
low-loss RF filters, and hence IEF and LCR filters for these
applications often use this wave. A modified orientation of
421 is now preferred because it is found to give less loss
when in the presence of transducers and gratings.

A similar case occurs in 361Y-cut quartz, with propa-
gation normal to X. Again, this is related to a bulk shear
wave, giving a high velocity with some attenuation. This
was originally known as a surface-skimming bulk wave
(SSBW). In practical applications the wave is trapped at
the surface by transducers and gratings, and it is then
known as a surface transverse wave (STW). The high ve-
locity (5000 m/s) is attractive for high-frequency devices
and losses can be small, as shown by high-Q resonators at
1 GHz [24].

Leaky waves have been found in a substantial variety
of materials, often giving elevated piezoelectric coupling
[34]. In addition to waves related to shear waves, as in the
abovementioned cases, there are also wave related to lon-
gitudinal waves. These give even higher velocities. For
example, in 471Y-Xþ901 lithium tetraborate, the longitu-
dinal leaky wave has velocity 7000 m/s and Dv/v¼ 0.7%.

8. ANALYSIS METHODS

Analysis techniques for SAW devices vary greatly in so-
phistication. The simple delta-function model is very ef-
fective for illustrating some basic features, and it can
provide the basis for optimized design methods such as
the Remez algorithm. At the other extreme, numerical
techniques can take account of complicated wave behavior,
together with effects due to the mechanical vibration of
the electrodes. Such methods can simulate very complex
second-order effects and can be beneficial when demand-
ing requirements are to be met, even though the analysis
may take many hours on a modern computer. The follow-
ing presents some notes on methods for unapodized
devices, omitting derivations.

8.1. SAW Analysis for Thin Films: Effective Permittivity

The electrodes in a SAW device perturb the waves as a
result of electrical and mechanical effects. For practical
purposes, electrical effects are independent of the film
thickness. Mechanical effects do depend on thickness,
causing reflections of the waves. However, these are not
important if the film is thin enough, or if electrode reflec-
tions are canceled as in the double-electrode transducer.

Table 2. Typical Performance for Main Types of Bandpass Filter

Type Transversal DART LCR IEF TCR

Substrate Various ST-X quartz 421Y-X LiTaO3 421Y-X LiTaO3 ST-X quartz
Center frequency (MHz) 50–500 80–500 500–2000 600–3000 50–200
Bandwidth (%) 1–50 1–3 1–3 1–4 0.05–0.15
Insertion loss (dB) 15–40 6–10 1–3 1–3 5–7
Maximum rejection (dB) 60 45 55 45 50
Minimum shape factora 1.1 1.5 3.0 1.5 2.0

aShape factor¼ ratio of 40-dB and 3-dB bandwidths.
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Assuming initially that mechanical effects can be ig-
nored, an excellent basis for analysis is provided by the
effective permittivity es(b). We define this by assuming a
surface potential of the form �ffðbÞexpðj bxÞ and a charge
density of the form �ssðbÞexpðjbxÞ: A factor exp(jot) is omit-
ted from the equations. We then write

�ssðbÞ¼ esðbÞjbj �ffðbÞ ð8Þ

It can be shown that es(b) is actually a function of the
slowness b/o. It can be calculated numerically using the
electromechanical constants of the material and its orien-
tation. Applying appropriate boundary conditions, this
leads to an analysis allowing for electrode reflections
and different wave modes (including bulk waves, e.g.)
[35]. However, for many cases it is adequate to ignore
bulk-wave generation. Noting that es(b) must be zero for a
free surface and infinite for a metallized surface, we can
approximate it by using first-order Taylor expansions,
leading to Ingebrigtsen’s form

esðbÞ � e1
b2
� k2

f

b2
� k2

m

ð9Þ

where kf¼o/vf and km¼o/vm are respectively the wave-
numbers for a free surface and a metallized surface. Also,
eN is an abbreviation for es(N). This formulation can also
be written in terms of a Green function G(x), relating
potential f(x) to charge density s(x), such that

fðxÞ¼GðxÞ � sðxÞ¼
Z 1

�1

Gðx� x0Þsðx0Þdx0 ð10Þ

where the asterisk indicates convolution. It can be shown
that the Green function is the sum of an electrostatic term
Ge(x)¼ � ln|x|/[peN] and a surface-wave term Gs(x)¼ j Gs

exp(� j kf|x|), so that G(x)EGe(x)þGs(x). Here Gs is
given by

Gs �
ðvf � vmÞ=vf

e1
¼

Dv=v

e1
ð11Þ

When a voltage is applied to a transducer, the surface
wave generated in the –x direction has surface potential
fs(x)¼ j Gs �ssðkf Þ expðj kf xÞ; where �ssðbÞ is the Fourier trans-
form of the charge density s(x). This arises from the SAW
Green function Gs(x). For the same transducer receiving
SAWs, with potential fi, the short-circuit current is given
by the reciprocity relation

Isc

fi

� �

receive

¼ �
oW

Gs

� �
fs

V

� �

launch

ð12Þ

provided the two potentials are evaluated at the same lo-
cation. Here W is the beamwidth.

8.1.1. Quasistatic Solution. The formulation above
leads to complex solutions because it includes the effects
of electrode reflections. However, it can be shown that
these reflections can be eliminated from the analysis if the

charge density s(x) is replaced by the electrostatic charge
density se(x), that is, the charge density for the non-pi-
ezoelectric case Gs¼ 0. The SAW potential generated is
then fs(x)¼ j Gs �sseðkf Þ expðjkf xÞ: This is a much simpler
formulation because se(x) is independent of frequency. In-
tegration of se(x) over individual electrodes also gives the
transducer capacitance Ct. Established numerical tech-
niques [36] can be used to calculate this function.

In many transducers (including withdrawal-weighted
transducers) the electrodes are regular, that is, they have
constant width and spacing. In this case there is a simple
algebraic method. First, imagine an infinite array of elec-
trodes with width a and pitch p, and suppose that unit
voltage is applied to one electrode, centered at x¼ 0, with
all other electrodes grounded. The electrostatic charge
density for this case is denoted by rf(x) (which is finite
on all electrodes). The total charge density on a transducer
can be obtained simply by superposition, using rf(x) for
each live electrode. The potential of the SAW generated is
simply fs¼ jGsSn �rrf ðkf Þ exp½jkf ðx� xnÞ�; where the sum is
over the live electrodes, which are centered at xn. Here
�rrf ðbÞ is the Fourier transform of rf(x), given by the formula

�rrf ðbÞ¼
2e1 sinðpsÞPmðcosDÞ

P�sð�cosDÞ
for 0oso1 ð13Þ

where D¼ pa/p, s¼ bp/(2p)–m, and the integer m is chosen
such that 0oso1. Pm(x) is a Legendre function given by
PmðxÞ ¼

P1
n¼ 0 an; with a0¼ 1 and

an

an�1
¼
ðn� 1� mÞðnþ mÞð1� xÞ

2n2
ð14Þ

When m is an integer, the Legendre function becomes a
polynomial. This formulation provides a simple way of
analyzing electrostatic phenomena, including the effect of
the electrode width a on the fundamental and harmonic
responses. For example, it shows that the third harmonic
of a single-electrode transducer vanishes when a/p¼ 0.5.

The capacitance of the transducer is obtained by
integrating the electrostatic charges on the live electrodes.
To facilitate this, we define Qn as the integral of rf(x)
over electrode n. Generally, this requires a numerical
integration, but for the special case a/p¼ 0.5, it is found
that Qn¼4 eN/[p(1� 4 n2)]. With this formula, the
transducer capacitance is easily calculated using
Ct¼W

P
n

P
m P̂PnP̂PmQm�n, where P̂Pn are electrode polari-

ties, equal to 1 for a live electrode and 0 for a grounded
electrode. We find Ct¼ a eN W Np, where W is the aper-
ture, Np is the number of periods, and a¼ 1 for a single-
electrode transducer and 1.414 for a double-electrode
transducer.

8.1.2. Electrode Reflections in Regular Arrays. Reflec-
tions are particularly relevant in reflective gratings and
single-electrode transducers. They arise from electrical
and mechanical loading of the surface, and to first order
these effects can be analyzed separately and then added.
Electrical loading is usually negligible in weakly piezo-
electric materials such as quartz.
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Electrical reflections can be deduced from Eq. (10) [2],
giving a formula involving Legendre functions. For
a/p¼ 0.5 and a frequency such that l¼ 2p, the reflection
coefficient of one electrode is reE70.72 j (Dv/v). Here the
þ (–) sign is used for open-circuit (short-circuited) elec-
trodes. This takes account of the influence of neighboring
electrodes. The phase of re is defined by referring it to the
center of the electrode. The fact that re is imaginary is a
consequence of power conservation.

For mechanical loading, a first-order analysis based on
perturbation theory [2] gives re¼ jCh/(2p) for a/p¼ 0.5,
where h¼film thickness. The constant C is typically in the
range � 0.5 to � 0.3 for common SAW materials, although
for 1281Y-X lithium niobate C¼ þ 0.8. For grooves on Y-Z
lithium niobate or ST-X quartz, CEþ0.6.

For transducer analysis including electrode reflections,
the quasistatic method described above can be adapted,
giving the reflective array model (RAM) [37]. Alternative-
ly, the CoM equations below can be used.

8.1.3. P-Matrix Description. For general purposes it is
common to specify a transducer behavior in terms of a
matrix Pij, defined by

½At1;At2; I�
T¼ ½P�½Ai1;Ai2;V�

T ð15Þ

where superscript T indicates a transpose. Here I and V
are the transducer current and voltage, respectively. The
As are SAW amplitudes, with subscript i(t) indicating
waves incident on (leaving) the transducer. These have
additional subscripts 1 or 2 to indicate the acoustic port.
The ports are imaginary lines near the edges of the trans-
ducer, and their precise location is unimportant. The am-
plitudes are defined such that |A|2/2 equals the power of
the surface wave, and the phase of A is the same as that of
the surface potential fs. This requires the relation A¼fs

[oW/(2Gs)]
1/2. Reciprocity leads to the relations P21¼P12,

P31¼ � 2P13, and P32¼ � 2P23. For a grating, the Pij with
i or j¼ 3 are not used.

The P matrix can be applied quite generally, although it
is not valid if more than one type of wave is present. For
example, it cannot be applied to a SAW device that is also
generating bulk waves. However, it is very useful for
analysing devices with several components, such as two-
port resonators. Simple formulas [38] can be applied to
cascade components together, leading to a device Y matrix.

8.1.4. Coupled-Mode Equations. These equations, also
called coupling-of-modes (CoM) equations, are often used
for unapodized components with internal electrode reflec-
tions. They are written in the form [38,39]

dCðxÞ

dx
¼ � jdCðxÞþ c12BðxÞþ a1V

dBðxÞ

dx
¼ jdBðxÞþ c�12CðxÞþ a�1V

dIðxÞ

dx
¼ 2a�1CðxÞ � 2a1BðxÞþ joCl

ð16Þ

where d¼ k� k0 and k0 is the wavenumber at the Bragg
frequency, determined by the structure. For example, at
the first stopband of a grating with electrode pitch p we
have k0¼ p/p. C(x) and B(x) are slowly varying wave am-
plitudes defined such that the ‘‘real’’ amplitudes are c(x)¼
C(x) exp(� jk0x) and b(x)¼B(x) exp(jk0x). The parameters
c12 and a1 give the reflection and transduction per unit
length, and their presence in different places is needed to
satisfy reciprocity. I(x) is the busbar current, which needs
to be integrated to obtain the transducer current. Cl is the
capacitance per unit length.

For a single-electrode transducer, the parameters are
given by

c12¼
�r�s
p
; a1¼

j �rrf ðkÞ½2oWGs�
1=2

4p
ð17Þ

assuming that the acoustic ports are taken at the center of
the end electrodes. Here c12 and a1 are independent of x,
and the CoM equations have an algebraic solution. We
first consider the case V¼ 0, which applies for a grating or
a short-circuited transducer. We look for a ‘‘grating mode,’’
in which C(x) and B(x) are both proportional to exp(� jsx).
Equations (16) give

s2¼ d2
� jc12j

2 ð18Þ

When there are no losses, d is real. Then s is also real,
except for a stopband with edges at d¼7|c12|. The stop-
band has a fractional width Df/f¼ 2|rs|/p. Equations (16)
can also be solved to find the P matrix of a uniform trans-
ducer, assumed to extend from x¼0 to L. Defining D¼ s
cos(sL)þ jd sin(sL), this is found to be

P11¼
�c�12 sin ðsLÞ

D

P12¼P21¼
s expð�jk0LÞ

D

P22¼
c12 sinðsLÞ exp ð�2jk0LÞ

D

DP31¼2a�1 sinðsLÞ � 2sK2½cosðsLÞ � 1�

DP32¼f�2a1 sinðsLÞþ 2sK1½1� cosðsLÞ�g expð�jk0LÞ

P33¼ � K1P31 � K2P32 expðjk0LÞ þ2ða�1K1 � a1K2ÞLþ joCt

ð19Þ

where Ct is the transducer capacitance, K1¼ (a1
*c12� jda1)/

s2, and K2¼ (a1c12
*
þ jda1

*)/s2. In Eqs. (19), the first three
equations apply for a grating as well as a transducer. We
also find P13¼ �P31/2 and P23¼ �P32/2, as required by
reciprocity.

To use the CoM equations, c12 and a1 must be known.
Equation (17) gives approximate formulas for a single-
electrode transducer, but it is also common to use values
derived from more accurate analysis, or from experimen-
tal measurements. The equations are valid for a wide va-
riety of devices. For example, they can also be used for
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SPUDTs, with appropriate values for c12 and a1. For
DARTs, approximate formulas are available [37].

The CoM equations can predict directivity (i.e.,
|P23|a|P13|), depending on the phases y of c12 and f of
a1. Maximum directivity occurs when 2y�f¼np. The
transducer is bidirectional (|P23|¼|P13|) if 2y�f¼ (2n
þ 1)p/2. Usually the transducer geometry is designed to
give directivity if needed, as in the DART. However, a
symmetric transducer, which may be the single-electrode
type, can give directivity because of asymmetry in the
substrate properties. This is known as the natural SPUDT
effect. It occurs in many materials to some extent, but for
common SAW materials and orientations it is absent or
negligible.

8.1.5. Accurate Analysis Methods. Although the meth-
ods described above are often adequate, many situations
call for more detailed techniques. This is the case when
better accuracy is needed, such as when the electrodes are
relatively thick or have nonuniform geometry as in the
DART. For such cases, numerical methods based on finite-
element (FEM) or boundary-element (BEM) methods have
been developed [40–43]. For long transducers, such meth-
ods can be very time-consuming. In this case, a possible
approach is to use an accurate analysis for a short trans-
ducer and use it to deduce the CoM parameters; the latter
can then be used to analyze a long transducer. Another
approach is to use FEM to analyze infinite gratings corre-
sponding to the transducer under short-circuit and open-
circuit conditions. From the stopband edge frequencies, the
CoM parameters c12 and a1 can be deduced [44,45].

Accurate analysis of leaky-wave and STW devices call
for different approaches, because these waves are funda-
mentally different from Rayleigh SAWs. The waves are
substantially affected by surface gratings and transduc-
ers. For example, a grating can serve to trap the wave at
the surface, thus reducing the attenuation. However, at
frequencies above the stopband it can cause bulk-wave
radiation and thus have the opposite effect. In transduc-
ers, the coupling parameter a1 is known to increase with
the film thickness of the electrodes. For these reasons,
analysis of these waves is best done with the grating in-
cluded a priori. Because of these complications, analysis of
these waves has been confined mostly to uniform trans-
ducers and gratings. For leaky waves, center-frequency
CoM parameters (dependent on film thickness) have been
deduced from FEM analysis of gratings [44]. Hashimoto
and Yamaguchi [46] analyzed a metal grating starting
from the effective permittivity and adding mechanical
loading using FEM analysis. The numerical results were
fitted to an empirical formula due to Plessky [47]. This
enabled frequency-dependent CoM parameters to be de-
duced, including the simulation of loss due to bulk-wave
generation. This approach was used for leaky waves on
361Y-X lithium tantalate [48] and STWs on quartz [49].
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SURFACE ACOUSTIC WAVE FILTERS
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Chiba, Japan

1. SAW TRANSVERSAL FILTERS

In 1965, White and Voltmer showed that surface acoustic
waves (SAWs) are excited and detected efficiently by an
interdigital transducer (IDT) placed on a piezoelectric
substrate [1]. Since precise and fine IDT patterns can be
generated by means of photolithography, the IDT inven-
tion stimulated worldwide research in the development of
various SAW-based signal processing devices in VHF-
UHF ranges.

One typical device configuration is the so-called SAW
transversal filter shown in Fig. 1. If an impulse signal is

Impulse Response 

Figure 1. Basic configuration of SAW transversal filter.
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applied to one IDT, SAWs are excited through piezoelec-
tricity, and detected by another IDT, on the electrodes of
which electrical charges are induced.

Since the delay time is determined simply by the prop-
agation pathlength, the spatial distribution of the excited
SAW amplitude determines the impulse response of the
device output (see Fig. 1). This suggests that specified im-
pulse responses could be synthesized by designing the IDT
pattern; the excitation profile can be controlled by the
electrode overlap length [2].

It is clear that the SAW response becomes strong when
the SAW wavelength l is close to the periodicity pI of IDT
electrodes; that is, the SAW synchronous frequency or is
given by VS/pI, where VS is the SAW velocity.

Denoting the envelope of the weighting function for an
IDT by W(x), one obtains the transfer function H(Do) of
this filter as

HðDoÞ /
Z þ1

�1

WðxÞ expðþ jDbxÞdx ð1Þ

as a function of the deviation Do of the frequency o from
or, where Db¼Do/VS. Equation (1) indicates that H(Do) is
proportional to the Fourier transform of W(x); when W(x)
is uniform, H(Do)psinc(DbLI/2), where LI is the IDT
acoustic length (IDT length in the SAW propagation di-
rection). If a rectangular passband is specified, W(x)
should be of the shape of sinc(ax).

This operation is equivalent to that of finite impulse
response (FIR) filters in the digital signal processing. The
FIR filter is known to be flexible for designing both am-
plitude and phase responses, and various design tech-
niques developed for them [3,4] could be adopted. For
these reasons, the SAW transversal filters have been wide-
ly used in various communication systems and consumer
products such as mobile phones, TV sets, and VCRs [4].

It may be understood from the discussion above that
IDTs excite SAWs toward both left- and right-hand direc-
tions with equal amplitude, which is referred to as bidi-
rectionality. Hence, the 3 dB power loss, which is usually
called the bidirectional loss, is always unavoidable; half of
the SAW power launched from the left-hand IDT never
reaches the right-hand IDT. At the right-hand (receiving)
IDT, the bidirectionality again causes the 3 dB bidirec-
tional loss due to SAW regeneration (reflection) associated
with detection. Adding to this bidirectional loss of 6 dB,
the impedance mismatching with peripheral circuits
should also be taken into account for the evaluation of
the total device insertion loss.

In IDTs with the minimized mismatching loss, signi-
ficant SAW reflection simultaneously occurs as a result of
SAW regeneration. This means that multiple echoes are
superimposed on the output of the original signal, which
result in strong ripples in both amplitude and phase re-
sponses in the output signal. One possible and pessimistic
countermeasure for suppressing the multiple echoes is to
increase the device insertion loss. For this reason, conven-
tional SAW transversal filters exhibit relatively large in-
sertion loss (i.e. 10 dB). Detailed discussions on the IDT
design can be seen in the article SURFACE ACOUSTIC WAVE

DEVICES.

Figure 2 shows a typical layout of an SAW transversal
filter. A shield is placed between the input and output
IDTs, earthing the static capacitance between the two
IDTs. SAW reflection within the IDTs is suppressed by
employing a double-electrode-type IDT (four electrodes
per wavelength). The effect of SAW reflection at the IDT
edges is minimized by placing grounded electrodes at both
sides of the IDTs and cutting them obliquely. Acoustic ab-
sorbers are also placed to suppress SAW reflection from
the substrate edges as shown in the figure.

Figure 3 shows, as an example, the frequency response
of a TV-IF filter prepared on a X-1121Y-LiTaO3 substrate
for Japanese NTSC TV systems (Fujitsu FAR-F4SA-
58M750-A008). It is seen that a very complex amplitude
response is skillfully synthesized. With a moderate inser-
tion loss of 16 dB, a superior out-of-band rejection of 45 dB
and small group delay deviation of 25 ns (typical) are si-
multaneously realised.

Figure 4 shows the frequency response of an IF filter
prepared on a 1281Y-X-LiNbO3 substrate for U.S. CATV
(cable TV) (Fujitsu SBF0406TPL). It is seen that very
flat amplitude and group delay responses are obtained
throughout the passband of 6 MHz width. The parameters
are as follows: insertion loss of 15 dB, amplitude ripple
of 0.3 dB, out-of-band rejection of 45 dB, and group delay
deviation of 35 ns (typical).

It may be of interest to note that electrode periodicities
as well as overlap lengths do not have to be uniform in
transversal filters. An interesting application of this is
SAW dispersive delay lines for the pulse compression in

absorber absorber

Shield

Figure 2. Typical configuration of SAW transversal filter.

575349 61 65

20dB/div

Frequency (MHz)

400ns/div

Figure 3. Frequency response of TV-IF filter for Japanese NTSC
TV systems. (Courtesy of Fujitsu Media Devices, Ltd.)
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radar systems [5]. Figure 5 shows the typical configura-
tion.

In the structure shown in Fig. 5, the electrode period-
icity gradually changes within each IDT, although all the
electrodes are aligned in parallel; the inner electrodes
possess larger periodicity, whereas outer ones have small-
er periodicity. This means that the inner electrodes are
responsible for signal transmission at lower frequencies,
and outer ones become active at higher frequencies. As can
be seen, due to the difference in the pathlength, the signal
delay at lower frequencies is smaller than that at higher
frequencies.

Consider an RF burst signal, called the ‘‘downchirp
signal,’’ where the instantaneous frequency decreases

linearly with time, while the amplitude is almost con-
stant. When this downchirp signal is applied to the delay
line, the signal is compressed and an impulselike signal is
obtained as the output.

This function is categorized by the matched filter whose
impulse response is the time reversal of the specified input
signal. Detailed discussion on this function is given in the
article entitled SURFACE ACOUSTIC WAVE DELAY LINES.

In Fig. 5, the IDT electrodes are displaced laterally by
an angle y to reduce SAW internal reflection, and the met-
al edges are cut obliquely by an angle f, by which the de-
flection caused at the boundaries between IDT electrode
and uniformly-metallised regions is well compensated.

Figure 6 shows the frequency response of a typical SAW
dispersive delay line on a YZ-LiNbO3 substrate with y¼ 51

454137 49 53

Frequency (MHz)

Frequency (MHz)

43.7541.7539.75 45.75 47.75

2dB/div

100ns/div

20dB/div

Figure 4. Frequency response of IF filter for U.S. CATV. (Cour-
tesy of Fujitsu Media Devices, Ltd.)
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Figure 6. Frequency response of SAW dispersive delay line.
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and f¼ 22.91 [6]. It is seen that the amplitude response is
flat throughout the passband of 15 MHz width. The group
delay changes linearly with frequency and its variation
within the passband is 5 ms.

2. SELECTION OF SUBSTRATE MATERIALS

Selection of substrate materials determines upper bounds
of achievable SAW device performance. Since piezoelectric
materials are inherently anisotropic, their properties
depend on both crystal-cut angles and SAW propagation
directions. In addition, anisotropic materials occasionally
support unusual SAWs exhibiting interesting features.
Since new substrate materials, waves, structures, and/or
crystal cuts may expand the range of SAW device appli-
cation, investigation of these agents has been one of the
most important research topics for more than three de-
cades.

Several important properties are listed here, and their
impacts on SAW device performances are described:

1. SAW Velocity. The SAW velocity determines the cen-
ter frequency of devices. Hence, for a given available pho-
tolithographic resolution, materials with high SAW
velocities can be used to produce appropriately high-
frequency devices. On the other hand, materials with
low SAW velocities are needed to reduce the size of devices.

2. Electromechanical Coupling Factor. The maximum
fractional bandwidth of devices is practically limited by
the electromechanical coupling factor K2. If wideband
SAW filters are designed using a substrate material with
small K2, the electrical mismatching loss is unavoidable
and the device insertion loss increases. Conversely, if one
attempts to cancel the mismatching loss by peripheral cir-
cuits, this results in the reduction of passband width of
devices because of large circuit Q.

3. Temperature Stability. The SAW characteristics are
required to be invariant against temperature variation.
The temperature dependence of the resonance frequency
fr is called the temperature coefficient of frequency (TCF),
which can be estimated by

TCF¼TCV � a ð2Þ

where a is the thermal expansion coefficient in the SAW
propagation direction and TCV is the temperature coeffi-
cient of the SAW velocity. The temperature coefficient of
delay (TCD) is also often used and is defined by �TCF. It
may be true that materials with large K2 usually possess
poor TCF; large K2 implies that mechanical properties are
very sensitive to perturbations.

4. Propagation Loss. Materials with small propaga-
tion loss are desirable because propagation loss is direct-
ly reflected in increased insertion loss of devices. An
intrinsic loss of the order of 10� 4 dB/l always exists as a
result of thermal lattice vibration, surface roughness,
SAW leakage into air, and other factors. Roughly speak-
ing, materials with higher SAW velocities usually possess
propagation loss smaller than that of materials having

smaller SAW velocities. Leaky SAWs possess additional
propagation loss due to coupling with bulk waves. Should
materials, crystal cuts, and/or SAW propagation direction
with very small coupling be found, however, the propaga-
tion loss becomes negligible.

5. Spurious Responses. Unwanted modes launched
from IDTs, such as bulk waves propagating along the sur-
face, deteriorate the frequency response of devices. One of
the most practical countermeasures is to choose sub-
strates from materials exciting very small spurious
(unwanted) modes.

For resonators that will be described in Section 4, the
effect of bulk waves is not significant because they do not
strongly resonate.

Table 1 shows SAW substrate materials currently used
for mass production of SAW devices.

3. ADVANCED SAW TRANSVERSAL FILTERS

3.1. IIDT Filters

It was pointed out in Section 1 that one of the most
significant drawbacks of SAW transversal filters is their
relatively large insertion loss originating in the bidirec-
tionality of IDTs. A simple countermeasure is to increase
the number of IDTs [19,20].

Figure 7 shows an example employing three IDTs [19],
two of which have the identical patterns on both sides, and
the middle IDT is symmetric with respect to the geometric
center. If the middle IDT is impedance-matched with the
load, it can receive all the SAW power launched from the

Table 1. SAW Substrate Materials in Practical Use

Material K2 TCF Notes

YZ-LiNbO3 [7] Small diffraction
ST-cut Quartz [8]
1281 YX-LiNbO3 [9] Weak spurious
X-1121 Y-LiTaO3 [10] Weak spurious
451 XZ-Li2B4O7 [11]
64(41)1 YX-LiNbO3 [12] Leaky
42(36)1 YX-LiTaO3 [13,14] Leaky but low loss
ZnO/Glass [15] Low cost
ZnO/Quartz [16] Weak spurious
ZnO/Sapphire [17] High velocity
SiO2/ZnO/Diamond [18] Very high velocity

In
Out

Figure 7. SAW transversal filter using three IDTs.
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two outer IDTs and propagated toward the middle IDT.
Therefore, SAW reflection does not occur and the multiple
echoes are suppressed. Since all the IDTs can be imped-
ance-matched, low-loss filters are realized with sup-
pressed multiple-echo responses. However, it should be
noted that the SAW power launched from the two outer
IDTs and propagated toward the outside are useless,
which still results in the bidirectional loss of 3 dB.

If the number of IDTs is increased as shown in Fig. 8,
the bidirectional loss can be decreased further. This struc-
ture is called an interdigitated interdigital transducer
(IIDT) [20]. With an increase in the number of IDTs, the
mutual interaction among the IDTs becomes strong and
the device behaves like a resonator filter rather than a
transversal filter.

Figure 9 shows the frequency response of an IIDT filter
employing leaky SAWs on 361YX-LiTaO3 (Fujitsu FAR-
F5CB-836M50-G201) [21]. When impedance-matched, the
device performance achieved an insertion loss of 2.8 dB, a
� 3 dB bandwidth at 37 MHz, and an out-of-band rejection
of 30 dB.

3.2. Filters Employing Unidirectional IDTs

Another simple solution to avoid the bidirectionality prob-
lem is to use unidirectional transducers (UDTs). Various
UDTs have been proposed and are categorized into two
groups.

The first type employs multiphase electrical input and/
or output [22]. Although obtainable performance is ideal,
interconnection among electrodes is troublesome in device

fabrication. Although all the electrodes themselves are
fabricated by a single-step photolithography, their series
connection or an airgap structure is needed for the inter-
connection with the third electrodes. The former results in
an increased ohmic loss, while the latter needs complicat-
ed fabrication processes.

Another type of UDT employs asymmetric electrode ge-
ometries that create the directionality even when the sin-
gle-phase input and/or output are applied. This type of
UDT is called the single-phase unidirectional transducer
(SPUDT) [23]. Figure 10 shows the distributed acoustic
reflection transducer (DART) [24]. For SAW propagation,
the structure is symmetric with respect to the center of the
wide electrode. This position is referred to as the reflection
center Cr. On the other hand, when SAW reflection is ig-
nored, SAWs are regarded as being excited from the center
of the electrode connected to the upper busbar. This equiv-
alent excitation point is called the excitation center Ce. It
is seen, therefore, that the excitation center is displaced by
3pI/8 from the reflection center to the right.

Let the distance between Ce and Cr be D. SAWs excited
at Ce toward � x are reflected at Cr and return to Ce.
Throughout the propagation, SAWs experience a phase
shift of ffG� 2bsD (G is the reflectivity) and interfere with
those excited directly toward þ x. Similarly, SAWs excited
toward þ x are reflected at Cr and return to Ce. For this
case, the phase shift is ffG� 2bsðp1 � DÞ.

Since the structure is symmetric with respect to Cr, the
phase of G is 7p/2. So, if D¼73l/8 and ffG¼ � p=2, two
SAWs propagating toward 7x are in phase and added up,
whereas SAWs propagating toward 8x are antiphase and
cancel out each other. When D¼7l/8 or ffG¼ þ p=2, the
situation is opposite.

Due to the periodicity of the structure, effects of the
addition and cancellation are magnified when lDpI; the
directivity is the function of frequency, and perfect unidi-
rectionality is obtained when D¼7l(2nþ 1)/8.

The DART structure shown in Fig. 10 is almost optimal
in this sense near the SAW resonance frequency. When
this condition is not fulfilled, its performance is limited.

The unidirectionality is also realized by placing a
reflector at either side of a bidirectional IDT. Although
the structure is very simple, the bandwidth becomes much
narrower than that of the IDT itself.

In

Out

Figure 8. IIDT-type SAW filter.
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Figure 9. Frequency response of IIDT filter on 361YX-LiTaO3.
(Courtesy of Fujitsu Media Devices, Ltd.)
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Figure 11 shows the frequency response of a transver-
sal filter employing two SPUDTs of DART structure (Fuj-
itsu SBF1301AC6) on a ST-cut quartz substrate for CDMA
IF applications. At the center frequency of 128 MHz, a
minimum insertion loss of 13 dB is achieved. By using
SPUDTs with a long acoustic length, very flat and steep
passband shape is achieved with superior out-of-band re-
jection of about 40 dB. However, the size of the device con-
siderably increases (19� 6.5 mm2).

3.3. Resonant SPUDT Filters

For the SPUDT filters discussed above, mechanical reflec-
tion is used to cancel electrical regeneration [25]. This
means that the frequency response is almost governed by
the excitation profile of the SPUDT, and that the length of
the impulse response is approximately determined by the
physical size of the SPUDT.

Ventura et al. reported that if the directivity is partially
reversed within an SPUDT, this causes a local resonance
due to the internal multiple reflection, which results in
expansion of the impulse response length [26]. This sug-
gests that when both excitation and reflection profiles are
properly designed, miniaturized low-loss filters can be re-
alized with little deterioration of phase linearity. This con-
figuration is called the resonant SPUDT (R-SPUDT).
Although its design is not straightforward and computer
aided optimization is essential, current computers are
powerful enough for the purpose [28].

Figure 12 shows the frequency response of a 157-MHz
R-SPUDT filter (Fujitsu SRF157WAC10) for U.S. TDMA
IF applications [27]. Sharp passband shape and small in-
sertion loss of 4.5 dB are simultaneously realized in spite
of the limited package size of 5� 7 mm2. As a substrate,
451XZ-Li2B4O7 was employed. Bulk-wave spurious re-
sponses inherent to this substrate are suppressed skill-
fully by the device design [27], and an out-of-band
rejection of more than 50 dB is achieved at 185–500 MHz.

3.4. Z-Path Filters

Figure 13 shows a filter consisting of two oblique reflectors
and two SPUDTs, which is called the Z-path filter [29]. It
is clear that the folded structure offers substantial reduc-
tion in the size of devices without reducing IDT acoustic
length. The idea of the R-SPUDT is also applicable to this
configuration, and its modification has resulted in further
reduction in the size of devices [30].

Figure 14 shows the frequency response of Z-path filter
for the CDMA handsets in 1900-MHz band. Quartz was
employed as a substrate. It is seen that very sharp pass-
band shape is obtained in spite of the limited package size
(5� 5 mm2), and the shape factor and out-of-band rejec-
tion obtained are 1.4 (5–30 dB) and 39 dB (typical), respec-
tively. Because of the suppressed multiple echoes, the
amplitude ripple of 0.6 dB (typical) is realized within
f070.3 MHz. Associated with this, the phase ripple
is low and its value is 2.31 RMS (typical) within
f070.63 MHz.

3.5. Dual-Track Filters

A properly designed SPUDT acts as a perfect reflector
when the electrical port is short-circuited.

Let us consider parallel-connected transversal filters,
called the dual-track filter [31], where a reflector is sand-
wiched between two SPUDTs (see Fig. 15) and the upper
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Figure 11. Frequency response of transversal SAW filter
employing SPUDTs of DART structure. (Courtesy of Fujitsu
Media Devices, Ltd.)
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Fujitsu Media Devices, Ltd.)
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Figure 13. Configuration of Z-path filter.
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track has 2� l/4 shorter propagation path than that in the
lower track.

Now consider SAWs that are excited by the SPUDT and
directly propagated toward the detecting SPUDTs without
being reflected by the reflectors. Due to the 2� l/4 differ-
ence in the propagation pathlength, the outputs of the de-
tecting SPUDTs cancel each other; the net output is
unavailable and all the received SAW power is regenerat-
ed or reflected. On the other hand, SAWs arriving at the
detecting SPUDTs and being reflected m times (where m
is the odd number) by the reflector are in phase, and the
net SAW power appears as the output. Since the frequency
response is governed by the product of the excitation and
the reflection characteristics of the input and output
SPUDTs and of the reflector, this configuration offers a
steeper response in transition bands with reasonable
physical device size.

In addition, the device performances can be improved
by designing each track with a different configuration.
Furthermore, the idea of the R-SPUDT is also applicable
to this configuration. This approach is useful in designing
filters with wide fractional bandwidth, where simple R-
SPUDT filters are not practical [28].

Figure 16 shows the frequency response of a dual-track
R-SPUDT filter for CDMA IF at 183.6 MHz, which was
installed in a 9.1� 4.8 mm2 SMT package. The achieved
performances are an insertion loss of 8.9 dB, amplitude
ripples of less than 0.5 dBpp (decibel peak to peak),

phase ripple of 1.51 RMS, and out-of-band rejection
of 435 dB.

3.6. Filters Using Tapered IDTs

For wideband IF filters with small shape factors, the fan-
shaped (or tapered) IDTs shown in Fig. 17 are effective. In
Fig. 17, the structure is subdivided into a number of
tracks, where each track has the different center frequen-
cy and all the tracks are connected electrically in parallel.

In Out

λ /4λ/4

SPUDT SPUDT

SPUDTSPUDT

Figure 15. Configuration of dual-track filter.
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Figure 17. Transversal SAW filter employing fan-shaped (or ta-
pered) IDTs.
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Figure 14. Frequency response of Z-path filter for CDMA. Solid
line—experiment; and broken line—simulation. The minimum
insertion loss is 8.2 dB. (Courtesy of EPCOS AG.)
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Since each track is equivalent to a very thin but a laterally
long nonweighted transversal filter, its individual pass-
band width is very narrow. Hence, as a sum of all the in-
dividual responses, the entire structure exhibits a very
flat and wide passband with steep shoulder characteris-
tics.

Giving the unidirectionality is also useful for the ta-
pered IDTs to reduce insertion loss avoiding the multiple
echo problem. Figure 18 shows the frequency response of
an IF filter employing the tapered SPUDTs [32] for a
third-generation (3G) base station, where a zero TCF cut
of langasite [33] was used as a substrate. The filter exhib-
its a very flat passband and excellent shape factor around
the center frequency about 400 MHz.

4. SAW RESONATOR FILTERS

4.1. SAW Resonators

In 1970, Ash suggested that SAW resonators could be re-
alized by the configuration shown in Fig. 19, where IDT(s)
are sandwiched by grating reflectors [34]. Although mul-
tiple resonant modes may exist as a result of a relatively
long acoustic path, the number of possible resonant modes
is limited by the frequency selectivity of the grating
reflectors.

Similar to the invention of IDTs in 1965, the idea of
SAW resonators again opened new applications to sophis-
ticated signal processing devices at high frequencies.

Since the basic properties of SAW resonators are very
similar to those of quartz bulk-wave resonators, their
equivalent circuit shown in Fig. 20 is often used for one-
port SAW resonators.

This circuit shows that the one-port SAW resonator ex-
hibits the series resonance at frequency or where the con-
ductance takes the maximum value. Just above this, the
parallel resonance occurs at the (antiresonance) frequency
oa, where the resistance takes the maximum value. From
the equivalent circuit, these frequencies are given by

or¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LmCm

p ð3Þ

and

oa¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LmðC�1
m þC�1

0 Þ
�1

q ð4Þ

respectively. The capacitance ratio g is frequently used as
a measure of the resonator performance and given by

g¼
C0

Cm
¼

1

ðoa=orÞ
2
� 1

ð5Þ

which corresponds to the inverse of the effective electro-
mechanical coupling factor.

The quality factor Q at o¼or is called the resonance Q
and is denoted by Qr. This is also an important measure,
which is given by

Qr¼
orLm

Rm
¼

1

orCmRm
ð6Þ

Roughly speaking, the obtainable passband width and in-
sertion loss of filters based on SAW resonators are limited
by 1/g and Q/g, respectively.
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Figure 18. Frequency response of tapered SPUDT filter for 3G
base station. (Courtesy of SAWTEK Inc.)

(a) one-port SAW resonator (b) two-port SAW resonator

Figure 19. Basic configuration of SAW resonator: (a) one- and (b)
two-port SAW resonators.

Lm Cm

C0

Rm

Figure 20. Equivalent circuit for one-port SAW resonator.
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Figure 21 shows the equivalent circuit for two-port
SAW resonators, where the resonance circuit is involved
as a shunt element between two IDTs. This is because the
structure is equivalent to a one-port SAW resonator and a
simple capacitor if two IDTs are driven in phase and an-
tiphase. This circuit shows that the two-port SAW reso-
nator possesses a strong peak in the transmission
response at oDor.

Figure 22 shows the frequency response of a two-port
SAW resonator for the retiming filter in the OC-96 system
[35]. A very sharp resonance peak is observed at
4.978 GHz. Thanks to very high SAW velocity
(D10,000 m/s) on an SiO2/ZnO/diamond structure, the
line resolution of 0.5 mm is sufficient for the IDT pattern-
ing. The following parameters are obtained: an insertion
loss of 13 dB, Qr¼ 650, and a temperature deviation of
150 ppm from � 40 to þ 851C.

By the way, it has been known that SAWs only with
shear horizontal (SH) wave motion raise the total reflec-
tion at straight edges. This may be successfully employed
to realize ultraminiaturized SAW resonators without grat-
ing reflectors [36] (see Fig. 23). However, this idea has not
been applied to mass production for various reasons, in-
cluding (1) difficulties in fabricating precise and fine
straight edges, and (2) spurious resonances due to lack
of frequency selectivity of the straight-edge reflectors.

Kadota et al. showed that the precise and fine straight
edges can be realized by using sophisticated dicing saw
machines, and very compact SAW resonators were devel-
oped and mass-produced based on SH-type SAWs on a lat-
erally polarized piezoelectric ceramic (PZT) substrate [37].
They also showed that various problems such as spurious
resonance can be solved by proper device design, and that
acoustically coupled resonators, discussed in Section 4.2,
are realizable [38].

Figure 24 shows the frequency response of a first IF
filter based on this technology for wideband CDMA (Rx)
[38]. The filter consists of cascaded-connected two resona-
tor filters, each of which employs a 361YX-LiTaO3 sub-
strate and the longitudinally coupled configuration. The
filter was specifically designed to attenuate the signal
transmission at 19075 MHz. The filter parameters are
as follows: an insertion loss of 4.7 dB, 3 dB bandwidth at
4.1 MHz, attenuation of 450 dB at 185 MHz and 195 MHz,
and group delay deviation of r50 ns. The chip size and
package dimensions are only 0.9� 1.7 mm2 and 3� 3�
1.03 mm3, respectively.

4.2. Double-Mode Filter

Figure 25 shows a configuration called the transversely
coupled SAW resonator filter [39], where two identical
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Figure 22. A 5-GHz retiming SAW filter on SiO2/ZnO/diamond
structure. (Courtesy of Sumitomo Electric industries, Inc.)
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Figure 23. Device configuration of edge-reflection-type SAW
resonator.
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Figure 21. Equivalent circuit for two-port SAW resonator.
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one-port SAW resonators are placed in close proximity.
Their lateral coupling raises two resonance modes. The
field motions in the upper and lower resonators are in
phase for the first mode but antiphase for the second one.
Here, due to the lateral coupling, the resonance frequen-
cies for these two modes are slightly different from each
other.

Tanaka et al. [39] suggested that flat passband shape,
high out-of-band rejection, and sharp skirt characteristics
could simultaneously be achieved by the double-mode res-
onator filter, should the location of two resonance peaks be
adjusted to partially overlap each other in the frequency
domain. However, the bandwidth is intrinsically limited
because of weak lateral coupling of the two modes. From
its operation, it is called the transversely coupled dual-
mode SAW (DMS) filter.

Figure 26 shows the frequency response of the trans-
versely coupled DMS filter (TOYOCOM TQS-663AA-7R)
for AMPS IF, where ST-cut quartz was employed as a sub-
strate. Low spurious and superior out-of-band rejections
are achieved. The insertion loss and � 3 dB bandwidth
were 4.5 dB and 60 kHz, respectively.

Incidentally the two-port SAW resonator shown in Fig.
19b can also support multiple resonances when the band-
width of the reflectors is sufficiently wide. This is called
the longitudinally coupled DMS filter [40]. Similar to the
transversally coupled filter, this offers flat passband
shape, sharp skirt characteristics, and good out-of-band

rejection. In addition, the passband width of this filter can
be made relatively larger than that of the transversally
coupled filter. This is because the difference in the reso-
nance frequencies is determined simply by the device de-
sign.

Figure 27 shows the frequency response of the longitu-
dinally coupled DMS filter composed of three IDTs [40] for
CDMA-Rx (TOYOCOM TQS-516EA-7G). An insertion loss
of 1.5 dB and a �3 dB bandwidth at 35 MHz are obtained
with good out-of-band rejection.

At the upper shoulder of the passband, a relatively
strong spurious response is seen. This is called the trans-
versal response, which is caused by the direct SAW trans-
mission between two IDTs.

In the DMS filters, the input and output ports are cou-
pled acoustically but isolated electrically. This enables the
implementation of various functions of the DMS filters
such as balanced-to-unbalanced conversion and imped-
ance conversion. In the current mobile phones, this sort of
multifunctional DMS filters are widely used [41].

4.3. Ladder-Type Filter

The ladder-type configuration is historically well known
for filter device applications at low frequencies. However,
recent technologies have made it possible to apply SAW
resonators to ladder-type filters working above GHz rang-
es. Figure 28 shows an example for the ladder-type SAW
filter [42]. This type of filter offers low insertion loss and
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Figure 28. Ladder-type filter consisting of five SAW resonators.
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Figure 25. Configuration of transversely coupled SAW resonator
filter.
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high power durability compared with the acoustically cou-
pled SAW resonator filters described above [43].

The basic idea is to design the resonance frequency os
r

of Ys at the series arms to coincide with the antiresonance
frequency op

a of Yp at the parallel arms. Since Y�1
s ffi 0 and

YpD0 near these resonance and antiresonance frequen-
cies, the input signal passes through the filter with small
attenuation. On the other hand, at the antiresonance
frequency os

a of Ys and resonance frequency of op
r of Yp,

respectively, the series arms become electrically open-
circuited and the parallel arms become short-circuited.
This results in no transmitted signals at the output. Con-
sequently, the frequency response shown in Fig. 29 is
obtained. According to the traditional electric circuit
theory, the out-of-band rejection can be improved with
an increase in the number of the resonators shown in Fig.
28 at the expense of the increased insertion loss.

Figure 30 shows, for example, the latest ladder-type
SAW filters (Fujitsu FAR-F6CP-2G1400-L21M) for a W-
CDMA Rx channel, where 421YX-LiTaO3 [14] was em-
ployed as a substrate. It is seen that in addition to good
signal rejection of 36 dB (typical) in the Tx band (1920–
1980 MHz), a very low insertion loss of 2.4 dB (typical) (the
minimum loss of 1.4 dB) is achieved over the Rx band
(2110–2170 MHz).

4.4. Antenna Duplexer

Since mobile phones use the same antenna for both the
transmission and reception, a circuit element to separate

incoming and outgoing signals is necessary. In some sys-
tems, the separation is carried out in the frequency do-
main (frequency-domain duplex) and the SAW antenna
duplexer is applied for this purpose [43]. Its basic config-
uration is shown in Fig. 31.

The Tx and Rx SAW filters are connected in parallel via
two l/4 striplines (see Fig. 31), in order to reduce electrical
interference caused by the parallel connection. Usually
the striplines are embedded in the ceramic package for the
SAW duplexer.

Figure 32 shows the frequency response of the latest
SAW duplexer for a personal communication system (PCS)
mounted in a 5� 5 mm2 surface mount package [44]. It
employs the ladder-type and longitudinally coupled DMS
filters for Tx and Rx channels, respectively, and the strip-
line for the Tx filter was removed to minimize insertion
loss.

Adding to very low loss (o1 dB), very narrow transition
bandwidths are realized in both the Rx and Tx filters.
High isolation of 55 dB (at Tx band) and 48 dB (at Rx band)
is obtained.

Acknowledgements

The authors express their thanks to Dr. Y. Satoh of Fujitsu
Laboratories, Ltd., Dr. Y. Ebata, Mr. M. Koshino, Mr. M.
Ueda, Mr. O. Ikata, and Mr. K. Ichikawa of Fujitsu Media
Devices, Ltd.; Mr. K. Misu of Mitsubishi Electric Co. Ltd.;
Dr. C. C. W. Ruppel of EPCOS AG; Dr. M. Solal of Temex;

r

In
se

rt
io

n 
Lo

ss
 (

dB
)

Frequency ω

ωp

rωs
aωp

aωs

=

Figure 29. Frequency response of ladder-type SAW filters.

-50
-45
-40
-35
-30
-25
-20
-15
-10

-5
0

1900 2000 2100 2200 2300 2400
-5

-4

-3

-2

-1

0

Tx Rx

|S
21

| (
dB

)

|S
21

| (
dB

)

Frequency  (MHz)

Figure 30. Frequency response of ladder-type filter for W-CDMA
Rx channel. (Courtesy of Fujitsu Media Devices, Ltd.)

λ/4

λ/4

TX-port

RX-port

Antenna-
port

SAW filter, TX

SAW filter, RXstrip line

strip line

Figure 31. Configuration of SAW duplexer.

Frequency [MHz]

A
tte

nu
at

io
n 

[d
B

]

0

-20

-40

-60
1800 1900 2000

 Tx band  Rx band

Figure 32. Frequency response of PCS duplexer. (Courtesy of
Fujitsu Media Devices, Ltd.)

5056 SURFACE ACOUSTIC WAVE FILTERS



Dr. B. Abbott of SAWTEK, Inc.; Mr. Shikata of Sumitomo
Electric Industries, Inc.; Dr. M. Kadota of Murata MFG,
Ltd.; and Mr. T. Morita of TOYOCOM, Ltd. for supplying
their valuable device data.

BIBLIOGRAPHY

1. R. M. White and F. W. Voltmer, Direct piezoelectric coupling to
surface elastic waves, Appl. Phys. Lett. 17:314–316 (1965).

2. R. H. Tancrell and M. G. Holland, Acoustic surface wave fil-
ters, Proc. IEEE 59:393–409 (1971).

3. J. H. McClellan, T. M. Parks, and L. R. Rabiner, A computer
program for designing optimum FIR linear phase digital fil-
ters, IEEE Trans. Audio Electroacoust. AU-21:506–526
(1973).

4. C. K. Campbell, Surface Acoustic Wave Devices and Their

Signal Processing Applications, Academic Press, Boston,
1989.

5. D. P. Morgan, Surface-Wave Devices for Signal Processing,
Elsevier, Amsterdam, 1985.

6. K. Ibata and K. Misu, A study of slant angle of IDT for SAW
dispersive delay line, Proc. 32nd EM Symp. 2002, pp. 123–126
(in Japanese).

7. J. J. Campbell and W. R. Jones, A method for optimal crystal
cuts and propagation directions for excitation of piezoelectric
surface waves, IEEE Trans. Sonics Ultrason. SU-15:209–217
(1968).

8. M. B. Schulz, M. J. Matsinger, and M. G. Holland, Tempera-
ture dependence of surface acoustic wave velocity on a-quartz,
J. Appl. Phys. 41:2755–2765 (1970).

9. K. Shibayama, K. Yamanouchi, H. Sato, and T. Meguro, Op-
timal cut for rotated Y-cut LiNbO3 crystal used as the sub-
strate of acoustic-surface-wave filters, Proc. IEEE 64:595–597
(1976).

10. S. Takahashi, H. Hirano, T. Kodama, F. Miyashiro, B. Suzuki,
A. Onoe, T. Adachi, and K. Fujinuma, SAW IF filter on LiTaO3

for color TV receivers, IEEE Trans. Consum. Electron. CE-
24(3):337–346 (1978).

11. S. Matsumura, T. Omri, N. Yamaji, and Y. Ebata, A 451 X cut
Li2B4O7 single crystal substrate for SAW resonators, Proc.

IEEE Ultrason. Symp. 247–252 (1987).

12. K. Yamanouchi and K. Shibayama, Propagation and amplifi-
cation of Rayleigh waves and piezo-electric leaky surface
waves in LiNbO3, J. Appl. Phys. 43:856–862 (1970).

13. K. Nakamura, M. Kazumi, and H. Shimizu, SH-type and
Rayleigh-type surface waves on rotated Y-cut LiTaO3, Proc.
IEEE Ultrason. Symp. 819–822 (1977).

14. O. Kawachi, G. Endoh, M. Ueda, O. Ikata, K. Hashimoto, and
M. Yamaguchi, Optimum cut of LiTaO3 for high performance
leaky surface acoustic wave filters, Proc. IEEE Ultrason.
Symp. 71–76 (1996).

15. S. Fujishima, H. Ishiyama, A. Inoue, and H. Ieki, Surface
acoustic wave VIF filters for TV using ZnO sputtered film,
Proc. Freq. Contr. Symp. 119–122 (1976).

16. M. Kadota and H. Kando, Small and low-loss IF SAW filters
with excellent temperature coefficient consisting of zinc oxide
film on quartz substrate, Proc. IEEE Ultrason. Symp. 161–
165 (2002).

17. J. Koike, H. Tanaka, and H. Ieki, Quasi-microwave and lon-
gitudinally coupled surface acoustic wave resonator filters
using ZnO/sapphire substrate, Jpn. J. Appl. Phys. 34(Part 1,
5B): 2678–2682 (1995).

18. H. Nakahata, K. Higaki, S. Fujii, A. Hachigo, H. Kitabayashi,
K. Tanabe, Y. Seki, and S. Shikata, SAW devices on diamond,
Proc. IEEE Ultrason. Symp. 361–370 (1995).

19. M. F. Lewis, Triple-Tansit echo suppression in surface-acous-
tic-wave devices, Electron. Lett. 8:553–554 (1972).

20. M. F. Lewis, SAW filters employing interdigitated inter-
digital transducer IIDT, Proc. IEEE Ultrason. Symp. 12–17
(1982).

21. O. Ikata, Y. Satoh, T. Miyashita, T. Matsuda, and Y. Fujiwara,
Development of 800 MHz band SAW filters using weighting
for the number of finger pairs, Proc. IEEE Ultrason. Symp.
83–86 (1990).

22. R. C. Rosenfeld, R. B. Brown, and C. S. Hartmann, Unidirec-
tional acoustic surface wave filters with 2 dB insertion loss,
Proc. IEEE Ultrason. Symp. 425–428 (1974).

23. C. S. Hartmann, P. V. Wright, R. J. Kansy, and E. M. Garber,
Analysis of SAW interdigital transducer with internal reflec-
tions and the application to the design of single-phase unidi-
rectional transducers, Proc. IEEE Ultrason. Symp. 40–45
(1982).

24. T. Kodama, H. Kawabata, Y. Yasuhara, and H. Sato, Design of
low-loss SAW filters employing distributed acoustic reflection
transducers, Proc. IEEE Ultrason. Symp. 313–324 (1986).

25. C. S. Hartmann and B. P. Abott, Overview of design challeng-
es for single phase unidirectional SAW filters, Proc. IEEE Ul-

trason. Symp. 79–89 (1989).

26. P. Ventura, M. Solal, P. Dufilié, J. M. Hodé, and F. Roux, A
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Surface mount assembly (SMA) is the description of a
technology that incorporates the electrical and mechanical
of components to printed wiring boards (PWBs) or a sim-
ilar type of circuit substrate. The term surface mount
comes from the methodology of attaching the components.
Surface mount places the components on the surface of the
supporting media, the PWBs, or other type of substrate.
There are two types of connections between the discrete
packages and the supporting board material: those with
leads, which require plated through-hole (PTH), and oth-
ers with leads of pads for surface mounting the devices.
The surface mount packages with connections that are
significantly below those available for through-hole com-
ponents. This yields a more compact design that reduces
the area required and provides a more dense circuit.

Many categories of packages can be employed in sur-
face mount assembly. They can be identified into two cat-
egories: leadless devices and leaded chip carriers. The
leadless devices include leadless chip carriers, surface
mount arrays, capacitors, resistors, and inductors. Lead-
ed devices include packages for active devises, of either
plastic or ceramic, and having a particular lead configu-

ration. The resistors, capacitors, inductors, and various
types of semiconductor circuits can come in two configu-
rations, leaded and chip. The leaded components are tra-
ditionally employed in through-hole mounting and seldom
employed in SMA. The chip components are available in
protected and unprotected states. The chip is a minimum
configuration for the particular device. In the case of ca-
pacitors, it may be the actual device that is provided in the
leaded package. The bare device has connection points
that may be solder plated.

Semiconductors are typically manufactured in a mul-
tileaded ceramic or plastic packages, which can be with
leads extending from the package or leadless (connections
are on the package). (This provides the capability of test-
ing the devices to ensure conformance to specifications.)
The specifications for the devices conform to a Joint Elec-
tronic Development Engineering Council (JEDEC) stan-
dard so that the design of the PWB for attachment can be
standardized. Bare chip circuits are also employed in
special circumstances. One arrangement, chip-on-board
(CoB), requires the application of wire attachment from
the chip (semiconductor device) to the PWB. The other
configuration is flip-chip. Flip-chip employs the bare semi-
conductor die (chip) with special solder placement on the
surface to provide connection pads (bumps) for the semi-
conductor device. The chip is mounted circuitry toward
the PWB. The processing of the assembly causes the
bumps to reflow and attach the chip to the PWB.

Printed wiring boards (PWBs), also known as printed
circuit boards (PCBs), are the most common interconnect
mechanism to complete circuitry. The pattern of electrical
circuitry, also known as paths or traces, is manufactured
to provide the appropriate connections between various
devices. Surface mount is a card assembly method that
relies on a solder connection for both physical and electri-
cal connections as well as package-to-board connections.
The plated through holes (PTH) joining method employs a
close mechanical fit between the components and the
board via hole for location of the component, and the sol-
der provides the final bond as well as the electrical con-
nections. PWBs are manufactured from nonconductive,
stable materials. These materials can be employed for the
manufacture of single-sided, two-sided, or multilayer
PWBs. The single-sided PWB has circuitry on only one
side. The components are inserted through the boards and
solder to the bottom side, which contains the circuitry.
Two-sided boards have circuitry on both sides, and either
side or both sides can be employed for soldering compo-
nents in place. Multilayer boards are constructed of many
levels of circuitry that are laminated to form many layers
of interconnections. Most PWBs are designed on a grid
pattern, which specifies the minimum dimension between
different circuit elements. The standard package of the
mid-1980s contained a lead pitch, with center-to-center
distance between the individual leads of 0.1 in. or 100
mils. Applying the design of complex circuitry with traces
of 20 mils provided adequate space to connect the circuit
elements. As the circuitry became more complex, the need
for more connections witnessed the manufacture of mul-
tilayer circuits that could provide more interconnects at
the expense of additional processing layers. Also, work is
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being done on packages with spacing of less than 20 mils
to provide more dense packing. The smaller dimensions
provide challenges for both the designer and the manu-
facturer. As the density of the interconnects increases, the
manufacturing tolerances decrease. Decreasing tolerances
has a direct impact on yields. The better the design, the
greater the manufacturing tolerances. The miniaturiza-
tion of circuitry causes a greater need for a complete ‘‘de-
sign for manufacturing’’ concept. (See the text by Boothroy
et al. in the Further Reading list at the end of this article
for more details.) The advantage of miniaturization is a
decrease in the package size, a decrease in product vol-
ume, a decrease in cost, and an increase in the reliability
due to better manufacturing control.

1. HISTORY

Surface mount assembly has evolved in response to the
manufacturing need for increased miniaturization, for
more complex products. Surface mount technology began
with the development of thick-film hybrid techniques. The
first attempts to manufacture thick-film hybrids were dur-
ing World War II. Variable resistors were produced by
printing a resistive paste on a carrier and firing the cir-
cuit. The design of the circuit was such that a movable
contact provided the ability to change position on the
printed resistor and consequently change the resistance
in the circuit. The application of hybrid circuits came into
widespread application in the 1960s. The need for military
applications, which required more stringent operating en-
vironments than the conventional PWBs, required a rad-
ical solution. The development of ceramic substrates and
conductive pastes provided the ability to develop a stable
circuit. Populating the circuit with devices required pro-
viding holes in the ceramic substrate, which made the
substrate more expensive and weakened it, or developing
a means of mounting components directly onto the sub-
strate. The development of the integrated circuit provided
another impetus to mount devices to the substrate.

Hybrid circuits have two configurations: thick and thin
film. Thick-film circuits are produced by printing conduc-
tive and resistive pastes and subsequently firing the
pastes to stabilize the material and provide the operation-
al characteristics. Thin-film circuits were similar to thick-
film circuits except that the conductors and resistors were
vacuum-deposited. This process provides for finer geome-
tries, but cannot handle large amounts of power. Both
types of circuits needed additional components to com-
plete their functionality. There was a need to provide a
means of mounting and connecting the additional compo-
nents. Devices can be connected to this circuitry by sol-
dering, eutectic and lower temperature materials, or by
epoxy, both conductive and nonconductive. The start of
these technologies led to the development of other surface
mount techniques.

The early application of high-performance circuitry re-
quired a good thermal and electrical contact with the
semiconductor. Through a combination of heating and me-
chanical motion, a eutectic bond can be produced. This
was normally a gold–silicon interface that required pro-

cessing temperatures in excess of 4001C. As less stringent
circuits were developed, the application of tin–lead solders
was employed to attach prepackaged circuits. These were
lower-cost devices. As miniaturization of devices acceler-
ated, the drive to produce low-cost devices provided a ra-
tionale for experimenting with new approaches to circuit
assembly. Prepackaged plastic devices could be attached
to the substrate inexpensively, resulting in less expensive
products. The driving force behind the initial development
of surface mount assembly was high-volume, low-cost con-
sumer products. In the late 1970s, the Japanese were in-
vestigating high-volume manufacturing of consumer
electronics. The cost of the ceramic substrate was too
high for the consumer market. Conventional PWBs were
made and components attached to the surface. Since the
surface mount component is smaller than the correspond-
ing leaded one, the corresponding package, a SMT assem-
bly, is smaller than a discrete assembly. (This is very
understandable since the leaded component can contain
the entire surface mount one.) While the initial surface
mount assemblies were very elementary circuits, the po-
tential cost savings provided the push needed to look at
automating the process. During the early 1980s, assembly
equipment manufacturers in the United States empha-
sized the development of equipment for placing through-
hole components, while the Japanese were developing
high-speed chip placement equipment. The requirements
for high-speed placement equipment necessitated tighter
tolerances and fewer selections of dimensions for devices.
Those volumes, which were required for the consumer
market, caught the attention of the component suppliers.
The result was that in the early 1980s, the manufacturers
of chip capacitors went from almost 20 different sizes to
only 3. This change precipitated lower prices and an in-
creased ease of manufacture. With the availability of in-
expensive production, the application of surface mount
technology increased. The mid-1980s witnessed the ex-
pansion of surface mount technology into higher-quality
products. As the reliability of the devices improved, this
acceptance increased even more.

The late 1980s witnessed a broad acceptance of surface
mount technology in a large number of consumer applica-
tions. The development of the multichip module (MCM)
during this time provided a highly reliable package that
could apply the automated surface mount placement
equipment. Successful high-reliability applications, like
the fully automated digital electronics module (FADEC)
that General Electric developed for the jet engine controls,
proved that surface mount assembly in modules provided
a packaging technology that could withstand almost any
environment. As microprocessors kept shrinking and the
functionality kept increasing, the personal computer (PC)
market applied surface mount technology to increase
reliability and reduce costs.

2. TERMINOLOGY

The terminology employed with surface mount assembly
is derived from the two affiliated technologies: PWB
assembly and device manufacturing.
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2.1. Package Types

The development of packaging standards provided the ba-
sis of uniformity and the ability to develop high-speed
manufacturing equipment. The Joint Electronic Develop-
ment Engineering Council (JEDEC) develops the packag-
ing standards. Various packaging types are shown in
Fig. 1.

2.2. Three-Letter Acronyms (TLAs)

As with any technology, there develops a code language
that simplifies communication within the industry. These
acronyms are usually contain two to four letters but are
classified as three-letter acronyms. Some of the more typ-
ical ones are given below:

* AOI—automated optical inspection: the process of
using a machine to look for defects on the circuit
board.

* CC—chip carrier: refers to the packaging of an elec-
tronic device, usually a semiconductor, into a package
that protects the device and provides for electrical
contact and mechanical mounting to a more complex
circuit. The package can have leads extending from
the device or be leadless.

* CoB—chip on board: refers to a packaging technique
where bare semiconductor die are epoxied to PWBs
and wire-bonded to the conductive paths on the PWB.
(Wire bonding is the traditional method for attaching
semiconductors to their packages.) The resulting in-
terconnnection is then protected by a hard epoxy that
provides a thermal expansion match for the PWB and
the wirebonds.

* CLCC—ceramic leadless chip carrier: refers to the
package type shown in Fig. 1 that contains the device
in a ceramic package.

* LCC—leadless chip carrier: a packaging technique
that incorporates a device into a carrier that does not
have external leads extending from the package. The

leads are actually on the package’s periphery and are
an integral part of the package.

* MCM—multichip module: a more complex arrange-
ment than the chip carrier in that any number of de-
vices can be interconnected with the package. This is
a larger package that provides complex functionality.
The advantage of the higher-level package is that
more complex functionality can be verified.

* MELF—metallized electrode face: a packaging tech-
nique for cylindrical parts without leads. Both ends of
the cylinder will have metallized terminations.

* PCB—printed circuit board: the basic building block
of electronic circuitry. The printed circuit board is
also known as the printed wiring board (PWB).

* PLCC—plastic leaded chip carrier: the plastic equiv-
alent of the CLCC. This part will have leads coming
off all four sides that wrap underneath the part in a
‘‘J’’ shape.

* PWB—printed wiring board: the material that pro-
vides both the platform for supporting the electronic
devices and the means of interconnection for these
devices. Typically, the material is resin-based and ca-
pable of withstanding high-stress environments. The
fabrication of the circuitry results in the type of cir-
cuit: single-sided, two-sided, or multilayer. Single-
sided refers to material with the circuitry on only one
side. Double- or two-sided refers to material with the
circuitry on both the top and bottom. Multilayer re-
fers to material that has more than one level on one of
the sides.

* QFJ—quad flatpack J lead: a quad flatpack with
‘‘J’’ leads extending from the package. The leads pro-
vide both electrical conductivity and mechanical
mounting.

* QFP—quad flatpack: a package that typically is
square with contacts on all four sides. The configura-
tion of this package is either leaded or without leads.

* RA—rosin activated: a term referring to agents that
are added to solder that increase the ability of the
solder to adhere to the circuitry and the device leads.
There are potential problems with the use of this ac-
tivation, which requires especially thorough cleaning
of any residues after the solder process.

* RMA—rosin mildly activated: less active than the
RA; less aggressive in chemical reactions with the
devices or circuitry.

* SMA—surface mount assembly: refers to a process
that employs electronic components that are attached
to the surface of the circuitry.

* SMT—surface mount technology: refers to the tech-
nology that involves any portion of the surface mount
assembly process.

* SOIC—small-outline integrated circuit: generic term
for parts with multiple leads on two opposing sides
and no leads on the other two sides. Typically there
will be the same number of leads on both sides of the
part, and the lead spacing will be consistent through-
out the part, although the center leads may be
missing.

Figure 1. Complex surface mount packages that contain smaller
surface mount devices. (Courtesy of Die Tech, Inc.)
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* SOJ—small-outline J lead: a special case of the SOIC
in which all the leads are bent in a ‘‘J’’ shape.

* SOP—small-outline package: frequently a part of the
term referring to various types of SOICs (e.g., Q¼
quarter, S¼ shrink, T¼ thin, and V¼ very).

* SOT—small-outline transistor: rectangular plastic
packages that house transistors or diodes. Typically
these will have three or four leads.

3. SURFACE MOUNT PROCESSES

The critical element in surface mount assembly is provi-
sion of the proper mechanism for attaching the compo-
nents to the substrates. The process of attaching the
components to the circuitry involves either solder attach-
ment or epoxy mount.

3.1. Solder

The process of attaching components by soldering involves
raising the temperature of the solder until it becomes
molten, and cooling the circuitry until the solder hardens.
The solder consists of metals that have a relatively low
melting point—usually below 3151C. This liquid metal
composition is structured to adhere to both the compo-
nents and the conductive material on the substrate. The
ability of the material to adhere to the surfaces is a func-
tion of its wetability. Properly prepared surfaces show
good adhesion. Because of the nature of the alloys in-
volved, inorganic materials and metallic oxides can inhibit
the formation of the bonds. In cases like these, there are
chemicals, fluxes that can be employed to enhance the
bondability of the materials.

3.2. Fluxes

The function of the flux is to provide an untarnished sur-
face that is capable of easily spreading the liquid metal to
cover the desired surfaces. Since there are varying degrees
of contamination and different solubilities of materials,
the characteristics of the fluxes have been tailored for
specific circumstances. In general three types of fluxes are
employed in electronics manufacturing: activated, nonac-
tivated, and mildly activated rosin fluxes. Water white
rosin flux is a chemically inactive and electrically insulat-
ing flux. When heated above its melting point, it becomes
active and will react with some metals. Activated fluxes
have additives introduced that exhibit more aggressive
behavior that promote solderability in more difficult con-
ditions. The mildly activated fluxes are more aggressive
than nonactivated ones but do not have the residue prob-
lem of the activated fluxes. The activated fluxes require
thorough cleaning to ensure removal of the flux, which can
cause damage to the components if left on the circuit.

3.3. Composition

The main constituents of solders have been tin and lead in
various compositions. Other materials have been incorpo-
rated into the metallurgy more recently in order to reduce
the amount of lead employed in the products. Eutectic

solder refers to the composition of the material that has
either a solid or a liquid state and no plastic state. For tin–
lead, this composition is 63/37%. The melting point is
1831C. Other percentages provide melting points that dif-
fer slightly according to the percentages of the metals, but
they exhibit a transition state where the solder becomes
plastic and moldable before melting. Many different
compounds are being used in production according to the
constraints of the product or the environmental consider-
ations of employing lead in products.

3.4. Adhesives

Two types of adhesives are employed in surface mount as-
semblies: epoxies and acrylics. The epoxies are further
subdivided into thermosetting, thermoplastic, elastomer-
ic, or alloy. Thermosetting involve a chemical or thermally
induced reaction. Single-part epoxies normally require
thermal elevation to initiate the chemical reaction. Two-
part epoxies provide the catalyst by the combination of the
two elements. Elastomer is named after material with
elongation properties that can be employed in situations
where a degree of stress relief is required. The alloy is a
combination of material from the proceeding three cate-
gories.

3.5. Cleaning

The application of solder has the potential of leaving an
undesirable residue after the solder process. Cleaning is a
critical element in the process. The application of water
white rosin should leave minimal residue and has been
employed without cleaning. The slightly more active flux,
mildly activated, should always be cleaned from assem-
blies. Activated flux must be cleaned because the residue
is still active and can cause contamination and corrosion.
There is a direct correlation between cleanliness and cir-
cuit reliability.

4. SURFACE MOUNT ASSEMBLY

In the development of a product, the capabilities of the
manufacturing process as well as the functionality of
the circuit determine the configuration of the design and
the components that are required for the manufacturing
process. The production of a high-volume, high-reliability
product, such as a digital cellular phone, has constraints
different from those for a portable, digital clock. The pur-
pose of this section is not to develop the methodology of
design for manufacturing but to overview the processes
required for manufacturing. For small-volume or proto-
type quantities, manual assembly can be employed to pro-
duce working product. The potential problem with small-
quantity manual assemblies is that the learning required
to produce good-quality manual assembly is not immedi-
ately available. Consequently, the application and testing
of prototype product should not be expected to approach
that of a ‘‘debugged’’ assembly process.

For this article, assume that the product being intro-
duced into production has been through a prototyping
process that eliminated any design flaws that would
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require revision of the assembly. The revision process will
not be considered. Finally, we will assume that the design
and manufacturing teams have been working together to
develop a manufacturable product that does not require
modifications or changes to achieve a shippable product.
The selection and application of equipment is dependent
on the desired volumes. The descriptions below cover man-
ual, semiautomatic, and automatic assembly tools. The
selection of the appropriate equipment is left to the reader.

4.1. Selection of Equipment

Once the type of board that will be built is identified, it is
necessary to select the equipment that will be used to
build the product. This article considers the more common
methods of assembly and identifies the equipment that
would be typically involved in each stage. The steps dis-
cussed will follow the typical order in which a board is
built. There are many reasons for deviating from this
model. Some of these are discussed in Section 5.

4.1.1. Solder Paste Application. Frequently when build-
ing a board, the topside is built first. The topside assembly
normally starts by placing solder paste on the board. The
paste serves many functions; it holds the part in place
during assembly, provides the material to clean the con-
tacts on the part, and provides the material to form the
solder joints.

Solder paste is made up of two key components: flux
and solder. The flux has the job of holding the compound
together and, when the compound is heated, cleaning the
pads on the board, the terminations on the components,
and the solder particles. The solder has the job of forming
the electrical connections when it is melted and cooled.

Because of these functions, the paste must be put on
the board in the correct quantities and aligned on the
pads. Too much solder, and there might be short circuits;
too little solder, and the mechanical bond may not be suf-
ficiently strong to hold the components. There are two ba-
sic ways of putting the paste on the board: dispensing and
screening.

4.1.1.1. Dispensing Solder Paste. Solder paste dispens-
ing involves having the paste delivered in a syringe (typ-
ically 10 or 30 mL). The paste is then forced out onto the
PWB at the desired locations. (The methods of forcing the
paste out are the same as dispensing glue). There are
many machines available to do the dispensing.

The simplest machine is a very simple pump with a
handheld syringe that the operator moves from location to
location. The operator usually activates a foot switch that
will start the dispensing process. At the other extreme, a
gantry-style robot moves the dispensing head to the de-
sired location, and the controller dispenses the paste. The
advantage of the robots is that they are faster and more
repeatable. The advantages and disadvantages of the var-
ious dispensing techniques are discussed in Section 4.1.2.

Dispensing solder paste offers some advantages: flexi-
bility, no custom tooling required, and easy cleanup. The
machines that dispense paste are normally programmable
to allow for quick changes. These machines seldom require

creation of custom tooling per each assembly. Cleanup
normally includes cleaning only the nozzle, which is one
small piece. For these reasons paste is frequently dis-
pensed for prototype boards.

Dispensing also has its disadvantages; it is slow, re-
quires low-viscosity paste, and lacks repeatability. Be-
cause each location on a board must have the paste
forced onto it one location at a time, dispensing a board
can take a long time, since most assemblies contain mul-
tiple locations. To be dispensed, the paste must be thin
enough to be forced through the needle. This means that
the paste will not want to stay standing on the pads but
will slump, leading to potential shorts. Depending on the
dispensing method, the volume and the location of the
paste may be difficult to repeat. For these reasons, dis-
pensing paste is seldom not used in production.

4.1.1.2. Screen Printing Solder Paste. Screen printing is
a simple process where a template is held over the sub-
strate and a viscous fluid is then forced through. In elec-
tronics manufacturing the substrate is the PWB, and the
viscous fluid is frequently solder paste. The template is
either a stencil or a screen.

A stencil is a metal plate, of the same thickness as the
desired paste height, with holes cut out in it where the
paste is desired. The metal used may be almost any type,
although stainless steel is the most common material used
currently. The holes may be formed in any number of
methods; chemical etching and laser cutting are among
the most common. The holes are made in the same size
and shape as the desired pattern of paste on the board.

A screen is a mesh, typically made of steel threads
closely spaced, that is covered with a coating. (The gauge
of the mesh indicates the number of wires per inch; so the
higher numbers provide the ability to make thinner coat-
ing; e.g., 325-mesh is finer than 200.) The coating is re-
moved from the areas where the paste is desired (the mesh
is still there). Each location where paste is desired is ac-
tually formed of many smaller openings forcing the screen
to thicken to achieve the same volume of paste. Because of
the many smaller opening, the choice of paste to use with
the screen must be thought out very carefully and may
limit the applications that can be used. A screen, while
cheaper than a stencil, is rarely used because it does not
last as long, gives less desirable results, and is harder to
clean.

The viscous fluid, typically paste, is moved along the
top of the stencil or screen from one end to the other by a
squeegee, which also pushes the paste downward through
the openings in the stencil or screen. Typically three vari-
ables concerning the squeegee are controlled: hardness,
pressure, and speed. The hardness of the squeegee deter-
mines how it will react when it is used. Pressure and
speed are inversely related to each other. Increasing pres-
sure will have effects similar to those of decreasing speed.
The objective with these two variables is to find the right
balance that yields good coverage on the board.

Up until now, we have not mentioned a machine. A
machine is not required for this process. Many companies
use an operator to do the screening. However, this method
has several drawbacks, the largest of which is the lack of
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consistency. Typically a machine will be used to improve
the process. The machines range from semiautomatic to
fully automatic. The semiautomatic printers require the
operator to place the boards on the machine, verify and
align the board and stencil, tell the machine to print, and
then remove the board. The automatic machines will per-
form all the tasks automatically, including passing the
board to the next machine.

For all the reasons mentioned above, screen printing
has many advantages: repeatable results, speed, choice of
pastes, and ease of use. The disadvantages of screen print-
ing are few, related mostly to the cost of the stencil or
screen. For these reasons screen printing is usually the
preferred choice for placing solder paste on the board for
production runs.

4.1.2. Glue Application. Glue is applied to the board to
hold the components in place for the rest of manufacturing
and for certain user requirements. The bottomside
surface mounted devices (SMD) components are typically
glued while the top side of the board is usually not. The
choice of the glue must be carefully considered, as the glue
must be sufficiently strong for manufacturing, easily bro-
ken for rework, not harmful to the components or board,
and easily worked with and cleaned. There are several
ways to put the glue on the board: dispensing, pin transfer,
and screen printing.

4.1.2.1. Dispensing. Dispensing refers to taking the
glue from a container (typically a syringe) and forcing
the desired amount through a needle onto the desired lo-
cation. There are two basic categories for dispensing: time-
based and positive displacement. Each has its advantages.

4.1.2.1.1. Time-Based Dispensing. Time-based dispens-
ing involves applying pressure for a certain amount of
time to dispense the glue. Air is usually applied to the
back of the syringe to supply the pressure to dispense the
material. This system is usually referred to as airover. Ai-
rover is inexpensive, easy to maintain, and easy to clean.
Unfortunately, the lower in the syringe the glue is, the
more time that is required to achieve the same volume of
glue. However, this can be compensated for through var-
ious machine controls.

4.1.2.1.2. Positive Displacement. In order to overcome
the disadvantages of time-based dispensing, various
methods of positive displacement have been created. The
two most common are piston and screw.

An extremely common method of positive displacement
is using a piston to force an exact amount of adhesive out
the end of the dispensing tip. This is accomplished by
keeping a steady pressure on the syringe and pulling the
piston up high enough to allow the adhesive to enter the
dispensing chamber. The piston is then brought down to
force an amount of glue (equal to the volume of the cham-
ber that the piston then occupies) out onto the substrate.

The screw method utilizes a screw that, when turned
forces an amount of adhesive out the chamber that is pro-
portional to the degree to which the screw is turned. This
format is very similar to that for many pumps used for

other applications. This method is easy to vary as the more
the screw is turned, the more glue that comes out the end.

Positive-displacement systems provide reliable consis-
tent glue dot sizes. With this advantage come a few dis-
advantages; it is more expensive and more complex.

4.1.2.2. Pin Transfer. The methods of dispensing adhe-
sive mentioned so far are extremely flexible but can re-
quire a long time to apply all the adhesive required on the
board. There are several industries that do not need the
flexibility mentioned above but need very quick cycle
times (o8 s to apply all the adhesive). In order to meet
this need, pin transfer was created. Pin transfer allows
the whole board to be covered at once and allows reloading
while the board is being transferred. A die is made for
each different type of board and has pins sticking down
from it at each locations where adhesive is desired. The
die is ‘‘loaded’’ by dipping the pins in a tub of adhesive. A
small amount of adhesive will stick to each pin; the quan-
tity varies depending on the size of the pin. The die is then
brought over to the substrate, and when contact is made,
the adhesive transfers to the substrate. Pin transfer is fast
but also expensive because of the tooling and requires long
cleanup times.

4.1.2.3. Stencil Printing. Many manufacturers attempt-
ing to make use of their current equipment consider an-
other method of adhesive application: stencil printing.
Stencil printing adhesive is very similar to stencil print-
ing paste. The advantages are that no new equipment
needs to be purchased, but the board must be flat with
nothing sticking out on its sides. This limits the number of
options that are available in the order of manufacture.

4.2. Placement Equipment

After the material that is to hold the parts on the sub-
strate during assembly is applied, the next step is to start
populating the substrate. This requires that the parts be
placed on the substrate in the correct location and the
correct orientation. There are many standards designed to
define what is acceptable and what is not. The standards
are a compromise between perfect placements, production
speeds required, and requirements of the finished product.
Whatever standard is used, the process used must be ca-
pable of building to that standard in an efficient and time-
ly manner. There are three basic ways to place parts on a
substrate, each with its unique advantages.

4.2.1. Manual. Placing parts manually involves setting
up an operator with a picking tool and all the parts to be
placed. A machine is optional for this type of placement.
The machines can provide instructions and even some as-
sistance in picking and holding the parts. The operator
follows a set of directions to determine where each part
goes on the board. This is the least expensive and slowest
way to build boards, but it is appropriate for prototype
work. While this method can be used for production, it
relies completely on the operator skills.
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4.2.2. Semiautomatic. Many machines fall into the
semiautomatic range. The machines assist the operator
in many ways. The machines may require the operator to
place the parts individually in a location that the machine
can reach and then tell the machine to go. The other ex-
treme for this class of machines requires the operator only
to place the substrate in the machine, let the machine
place all the parts, and then remove the board. The ma-
chines require less precision from the operator since the
operator does not actually place the parts. This class of
machine is frequently used in contract manufacturing and
other environments where batch processing of the sub-
strates is preferred.

4.2.3. Automatic. The automatic machines require the
least amount of operator intervention. These machines
automatically bring the substrates in, populate them, and
then pass them to the next machine (Fig. 2). This type of
machine is used in environments where the continuous
building of product is required. The machines in this class
frequently are specialized in order to gain more speed. The
machines are typically divided into two categories: chip
shooters and fine pitch placers. The chip shooters are de-
signed to put down the small parts (typically resistors,
capacitors, and diodes) very quickly. The chip shooters
(Fig. 3) typically use tape and reel parts expedite the feed
action. These machines are designed so that the operator
only has to replenish the parts as the machine uses them
up. The fine-pitch placers (Figs. 4 and 5) usually take
many types of inputs as the parts frequently come on trays
or in sticks. These machines are very flexible and can do
just about any type of part but are much slower than the
chip shooters. A typical line would consist of a chip shooter
and a fine-pitch placer. The automatic machines are usu-
ally the most expensive to buy, but are frequently the most
cost-effective solution for placing parts.

Figure 2. Example of placement mechanism of fine-pitch equip-
ment with flexible placement head. (Figure of Philips Eclipse
courtesy of North American Philips.)

Figure 3. Example of high-speed chip placement equipment with
placement rates in excess of 60,000 devices per hour. (Figure of
Philips FCM courtesy of North American Philips.)

Figure 4. Example of medium-speed flexible placement machine
with placement rates in excess of 14,000 devices per hour. (Figure
of Philips Topaz courtesy of North American Philips.)

Figure 5. Example of flexible placement machine. (Figure of Phi-
lips Eclipse courtesy of North American Philips.)
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4.3. Reflow/Curing Equipment

Once the parts have been placed on either adhesive or
solder paste, it will be necessary to process the boards
through an oven. In the case of adhesive the oven cures
the adhesive so that the parts will stay put through the
rest of the process (see Fig. 6a). For solder paste the oven
has to activate the flux and allow the flux to eliminate ox-
idation, and then to melt the solder and allow it to form
the solder joints between the board and the parts (see
Fig. 6b). In both cases the oven temperature must be care-
fully controlled so as not to throw the boards and parts
into thermal shock. Most surface mount parts can with-
stand temperature changes up to 41C/s, but it is not rec-
ommended to exceed 21C/s of heating or cooling.

The ovens fall into in two basic categories: batch and
flowline. Batch ovens can work only on one group at a
time. The flowline ovens are designed for the continuous
introduction and removal of work. Each has its unique
advantage.

Batch ovens typically have a sealed chamber to do
their work. Because the chamber is sealed, control of the

environment is easy to maintain. This makes it easier to
achieve the ideal profile for the work desired. Batch ovens
expose the whole board to the same temperatures at the
same time so that the board will not be subjected to two
different extremes in temperature at the same time. These
ovens are used primarily for small batches of work and are
frequently used in prototype environments where work-
flow may be erratic.

Flowline ovens are designed for the continuous intro-
duction of boards into the process cavity. This means that
the entry and exit points are not completely sealed (var-
ious techniques are implemented to achieve some degree
of isolation). Flowline ovens will have several zones that
control the amount of energy is being put into the board to
heat it up as it goes through the various phases. By con-
trolling the speed with which the board passes through
these phases and the amount of energy applied in these
zones, the desired profile can be achieved. Flowline ovens
are typically used in production environments.

Regardless of the choice of batch or flowline oven, there
are four main types of energy transfer that occurs inside
the oven. Infra-Red (IR), convection, vapor phase, and Ul-
tra-Violet (UV) are the main techniques.

Infrared ovens, which are used to cure adhesive and
reflow solder paste, rely on IR transmitters to input ener-
gy into the oven cavity. As this IR energy is absorbed, it
will heat up the object and, through conduction, whatever
the object is touching. The choice of IR was made because
the green printed wiring boards (typical color) absorb the
infrared light. This technique was very common some
years ago, but as the process cavity oven became better
sealed, the energy transfer method started to become half
convection and half IR. Because of the sensitivity of IR
ovens to the color of the substrate (prototypes are typically
reddish in color), these ovens lost favor with many people.

Convection ovens, which are used to cure adhesive and
reflow solder paste, rely on hot gases to provide the trans-
fer of energy to the substrate. The gases in a convection
oven are either nitrogen or air. This transfer of energy is
not dependent on the color of the substrate. Many different
techniques are used to generate the heat and distribute it
throughout the various parts of the oven. This technique
for energy transfer is very stable and will work well in a
wide variety of situations, making it a popular choice for
ovens today.

Vapor-phase ovens, both batch and continuous-belt, are
used to reflow solder paste. Vapor-phase ovens rely on a
combination of fluids (fluorocarbons) brought to boiling
temperature. The combination will have two separate boil-
ing temperatures, and each will be used and kept in place
by cooling coils. This results in vapors at two separate
temperatures. The substrates will then be passed (lowered
in batch ovens) through these gases, and the gases will
efficiently heat up anything that they come in contact
with. The substrates will then be cooled (removed in batch
ovens) slowly to allow the solder to gradually solidify. Va-
por-phase ovens are used primarily for high-reliability
(military) applications and design-critical applications.
This technique is no longer popular mainly because of
the expense of the chemicals and the potential of these
chemicals to damage the environment.
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Figure 6. Time–temperature plots for epoxy curing.
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Ultraviolet (UV) ovens, which are used for curing ad-
hesive, rely on UV light to transfer the energy to the ad-
hesive. Several different adhesives may be used in
electronics manufacturing that will cure only if exposed
to strong UV light for a period of time. Consequently, there
is a better control of the curing process, because it will not
start without the UV energy. A second reason for using UV
adhesives is that few substrates absorb UV light well, so
this does not heat the substrate significantly.

4.4. Wave Solder Equipment

If through-hole parts are used, it is necessary to solder the
parts in place and form the electrical connections. The
parts may be soldered by hand, or more commonly by pro-
cessing in a wave solder machine. A typical wave solder
machine will consist of a fluxer, preheaters, and a solder
wave. The fluxer will apply flux to the bottom of the sub-
strate by spraying or foam. The only requirement is that
the whole area be covered to ensure that the flux will con-
tact all the surface area to be soldered. After the substrate
is fluxed, it moves to the preheaters. The preheaters will
activate the flux, enabling it to remove oxidation from the
components and the substrate. The preheaters also ele-
vate the substrate temperature to prevent the solder tem-
peratures from providing a thermal shock when the
substrate encounters the solder wave. When the solder-
ing takes place, the substrate is moved across a wave of
solder so that only a small line of solder is in contact with
the substrate at a time. Depending on the system, a sec-
ond wave may also be used. The waves are generated by
pumping molten solder into a pot and allowing it to spill
over, or are generated directly from a pump pushing the
solder upward.

4.5. Cleaning Equipment

After assembly it may be necessary to clean the substrate.
Cleaning is required if the flux residue is corrosive or if the
cosmetic appearance of the substrate is critical. The chem-
icals used will vary depending on the type of flux used. The
substrate will be exposed to various washing stages in
order to remove all the corrosive material. Some of the
newer fluxes available permit the elimination of this step.

4.6. Inspection Equipment

As the devices get smaller and the pin count increases, it is
becoming more important to build the boards properly in
the first place. This has lead to equipment being used to
perform the inspection process, and the inspection may
take place in many places in the line: inspection of solder
paste, postplacement component inspection, and postsol-
der inspection. Each has it proper place in the overall in-
spection process. When setting up a line and deciding on
the inspection strategy, the costs associated with failure
must be analyzed.

4.6.1. Solder Paste Inspection Equipment. The goal of
solder paste inspection is to make sure that the correct
volume of solder is available for the solder joint to be
formed during the reflow process. There are a variety of

methods out there, ranging from fully automated 3D in-
spections systems to offline sampling processes that in-
volve a lot of human intervention. The goal of all of the
systems is simple: to control the process so that good sol-
der joints can be made.

4.6.2. Postplacement Inspection. The goal of inspection
after the components are placed on the board and prior to
reflow is to troubleshoot production errors while they are
still easy and inexpensive to fix. At this point measure-
ments can be taken to verify how well the placement ma-
chines are doing their job (accuracy). Additionally,
catching mistakes at this point means that not too many
boards are in process yet and incorrect parts can be found
because of some physical characteristic of the component
without waiting until hundreds of them are built. The ma-
chines used for this inspection process are collectively re-
ferred to as automated optical inspection (AOI) equipment.

4.6.3. Postsoldering Inspection. Many companies are
performing inspection after the solder joint is formed. In
addition to determining whether the correct component is
present, inspection done here can also ensure that the sol-
der joints have the correct characteristics. This is difficult
to do as many people disagree on what is and what is not a
good solder joint. Many different machines are used to
perform this inspection process and vary in strategy de-
pending on what the manufacturer perceives to be the
most important defects. Many companies use AOI ma-
chines to inspect the visible joints and do not worry about
the hidden joints [J lead and ball grid array (BGA), for ex-
ample]. For companies concerned about the internal solder
joint integrity or hidden solder joint, X-ray inspection will
be incorporated; however, XRD has the disadvantage of
inability to isolate the individual sides of the board, and
features from the second side may interfere with the solder
joint inspection.

4.7. Testing Equipment

After all the assembly steps are completed, it will be nec-
essary to test the assembly. At this point the assembly will
be hooked up to various pieces of equipment to find out if it
works and what is wrong with it. The testers may test
each component separately (using a bed of nails to probe
every node of the circuit) or use a functional test (plugging
it in and see if it works). All the nonconforming boards are
then separated out and are reworked or scrapped.

4.8. Rework Equipment

If the assembly is to be repaired, an operator will remove
the problem parts and replace them. The equipment need-
ed to do this may be as simple as a soldering iron, or com-
plex enough to have robotic arms to help solder the parts
and hold them in place. The choice is dependent on the
parts to be replaced.

5. CONCLUSIONS

Surface mount assembly is a very dynamic field. The cost,
size, and reliability advantages of surface mount implies
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that this technology will be around for some time. There
are many publications that address this field as well as
many organizations. Additional information can be ob-
tained from both IEEE/CPMT and IMAPS. Webpage in-
formation is provided in the Further Reading Section
(below) as a starting point for further investigation. Be-
cause there are so many different challenges to implement-
ing surface mount, the authors are not providing details
about research on only one part of the process, such as us-
ing cobalt composite solder, as too many areas are being
worked on. The recommendation is to investigate the pub-
lications and Websites to find the latest information.
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SYNTHETIC APERTURE RADAR
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Mersin, Turkey

Synthetic aperture radar (SAR) is a high-resolution air-
borne and spaceborne remote sensing technique for imag-
ing remote targets on a terrain or, more generally, on a
scene. In 1951, Carl Wiley realized that if the echo signal
is collected when the radar is moving along a straight
path, the Doppler spectrum of the received signal can syn-
thesize a much longer aperture so that very close targets
in the along-track dimension can be resolved [1]. In 1953,
the first measured SAR image was formed when a C-46
aircraft mapped a section of Key West, Florida [2,3]. The
first onboard satellite SAR system was developed by
NASA researchers and put on Seasat in 1978. This re-
markable satellite provided so much data for oceano-
graphic applications. Since Seasat, several satellites
carrying SAR systems have been launched by different
countries. Russian Almaz (1987), European ERS-1 (1991),
ERS-2 (1995), and Canadian Radarsat (1995) were among
some of them. The first space shuttle mission that has a

SAR module was SIR-A (Shuttle Imaging Radar). After
SIR-A was launched aboard the space shuttle Columbia in
1981, other spaceborne SAR missions were followed. SIR-
B (1984) and SIR-C/X-SAR (1994) acquired SAR images in
multiple frequencies and polarizations for more advanced
applications such as interferometric and polarimetric
mapping of terrains.

Although the primary practices of SAR have been for
surveillance applications such as detection of opponents’
territories, airplanes, and tanks, it has also found many
real-world applications from geophysics to archeology.
Since the first measured SAR data was collected in 1953
[3], several air and space vehicles have been mapping
Earth’s surface to help better understand and interpret
terrains and associated geological events. The use of SAR
by scientists in predicting volcano eruption, coseismic
displacement field, and glacier motions are some of the
various applications in different sciences. In agriculture, it
is mainly used by scientists for crop monitoring. SAR has
also been used by environmental scientists for forest clas-
sification, deforest monitoring, hazard monitoring, oil
spill, detection of squatters in the cities, and so on. With
the help of SAR-based subsurface imaging techniques, it
is possible to detect mines and unexploded ordinances.
Similarly, these techniques have been very helpful in
detecting archeological substances.

Synthetic aperture radar has gathered its fame be-
cause it can provide fine resolutions both in range and
cross-range dimensions. The term range (slant-range) cor-
responds to the line-of-sight distance from radar to the
target to be imaged. The term cross-range (transverse-
range, azimuth, along-track) is the dimension that is per-
pendicular to range or parallel to the radar’s along-track
axis. High resolution in range is obtained by a wide band-
width transmitted signal, usually a frequency-modulated
‘‘chirp’’ waveform. Fine resolution in the cross-range di-
mension is achieved by coherently processing the target’s
electromagnetic (EM) scattering measured at different as-
pects while radar moves along a straight path. With this
construct, SAR can provide images that have comparable
resolutions with optic imaging systems. In fact, SAR can
do even better because it can operate day and night or at
cloudy and rainy conditions. Furthermore, unlike photo-
graphic images that contain only amplitude information of
the target’s reflectivity of light, SAR provides both the
amplitude and the phase information of the scattered elec-
tromagnetic field from a scene, which leads to form inter-
ferometric SAR images, as will be shown in Section 4.2.

1. BASIC THEORY OF SAR

To understand the physics behind the SAR, it is better to
first take a look at the operation of conventional radar:
Radar transmits an electromagnetic wave; the wave hits
the target and its surroundings and scatters in all direc-
tions in space. Then, the backscattered signal is collected
by the radar that measures the time delay: td between the
transmitted and received signals. As EM waves travels
with the speed of light, c, it is possible to calculate the
range distance of the target as R¼ ðc . tdÞ=2. The number
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‘‘2’’ accounts for the two-way propagation between the ra-
dar and the target. As in the case of conventional radar,
the SAR sensor also applies this equation in obtaining the
range information. The minimum distance to distinguish
two close targets in the range or simply the range resolu-
tion is equal to Dr¼ ðc .DtdÞ=2, where Dtd is the duration of
the transmitted pulse. For instance, if the radar operates
at 10 GHz and applies pulses of 1 ms long, the resolution in
range becomes 150 m. Although this number may be suf-
ficient for imaging large portions of the Earth’s surface
such as mountains and deserts, it is clearly not enough to
image smaller targets. The Fourier theory states that the
frequency bandwidth of a time signal whose time duration
is Dtd is given by BWf ¼ 1=Dtd. Therefore, the range res-
olution of conventional or synthetic aperture radar be-
comes Dr¼ c=ð2 .BWf Þ. For the conventional radar, sensing
two close targets that are in the same range distance is
difficult, because the angular beamwidth of any single ra-
dar antenna is equal to Dy¼ l=D, where l is the wave-
length for the operating frequency and D is the maximum
physical length of the antenna. As two objects that are at
the same range distance R can only be distinguished if
they are at different radar beams, then the cross-range
resolution is equal to one arc length of the radar beam as
Dx¼arc length¼R .Dy¼R . l=D, as illustrated in Fig.
1(a). For example, a 2 m long, X-band (at 10 GHz) radar
antenna can provide an azimuth resolution of 150 m at a
range distance of 10 km. This amount of resolution is
again not enough for imaging small targets and for cap-
turing the details of a terrain. However, it is obvious that
when the radar is moving, the distance between the radar
and the target is changing. As a result, a frequency shift
occurs in the returned EM wave because radar pulses ex-
perience different travel distances because of motion. This
shift in frequency is called Doppler shift. In fact, we use

this Doppler effect in a SAR system to enhance the cross-
range resolution, as will be explained in Section 1.3.2.

1.1. Range and Cross-Range Resolutions in SAR

We use the term synthetic aperture because the idea be-
hind SAR is to synthesize the effect of a large, real aper-
ture radar (RAR) by means of a collection of small-size
aperture radars, which is accomplished by moving the
small aperture radar along with the imaginary aperture
axis to emulate a much larger aperture, as depicted in Fig.
1(b). Typically, the radar is put on an airborne or a space-
borne vehicle and the ground’s EM reflectivity is mea-
sured at different time instants while the radar vehicle is
moving its along-track path (see Fig. 2). Coherent pro-
cessing of electromagnetic echoes from the illuminated
area at different frequencies and apertures makes it pos-
sible to form a two- (or three-) dimensional image of the
terrain.

The range resolution in SAR, Dr¼ c=ð2 .BWf Þ, is the
same as the conventional radar, as explained in Section 1.
However, the frequency bandwidth of pulse in SAR is
much longer to achieve finer resolutions. According to the
Fourier theory, the time duration of the pulse is then re-
quired to be very short. On the other hand, it is hard to put
enough energy into a very short pulse. As a very small
portion of the transmitted power scatters back to radar, it
will be almost impossible to sense the received signal
above the noise floor for such a short pulse. To circum-
vent this problem, we use a linear frequency-modulated
(LFM) chirp signal that has an instantaneous frequency of
fiðtÞ ¼ fcþBWf . t=To. Here, fc is a fixed frequency, To is the
pulse duration, and BWf is the total bandwidth. Chirp
signal has the suited property of providing required band-
width with longer pulse duration. An X-band, 1 ms dura-
tion chirp pulse with 1 GHz bandwidth can provide a
range resolution of 30 cm that is attractive.

A good cross-range resolution in SAR is achieved by
forming a synthetic line antenna of length DSA by moving
the radar antenna along a straight path [see Fig. 1(b)]. As
will be shown in Section 1.3.2, the cross-range resolution
in SAR then becomes Dx¼R . l=ð2DSAÞ. For example, if
SAR platform collects the scattered EM wave at the center
frequency of 10 GHz from a target of 10 km away and for a
synthetic aperture of 1 km, then the cross-range resolu-
tion is 30 cm, which is much better than the RAR case.

Two main modes for SAR operation exist. As illustrated
in Fig. 3(a), when the radar collects the EM reflectivity of
the alongside region when it travels, observing a strip of a
terrain parallel to the flight path, this is called side-look-
ing SAR. When the radar focuses its illumination to a
fixed, particular area of interest, this mode is called spot-
light SAR, as shown in Fig. 3(b).

1.2. Range Ambiguity and Pulse Repetition Frequency (PRF)

A SAR system sends out many pulses to the scene. The
reason that in SAR, we use discrete pulses instead of a
continuous waveform is that very little of transmitted
power scatters back to radar. If a continuous wave is
used, the leakage from the transmitting unit to the re-
ceiving unit would jam and probably dominate the actual

Single antenna

R

R

R�

R�

D
D

(a)

(b)

A synthetic array of N  
antennas realized by radar 

movement

DSA
2DSA

Vx

Figure 1. (a) A real aperture single antenna and (b) a synthetic
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received power. To avoid this, therefore, SAR first sends
out a pulse to the scene, then turns off the transmitter, and
listens the echo signal via its receiving unit. However,
a limit is placed on the number of pulses that can be
involved in a SAR. Suppose that a point target is at R
distance away from the radar. For a pulse duration of To,
the time delay of the returned pulse is td¼2R=c. There-
fore, if a second pulse is sent before the first one arrives
back, a phase ambiguity may exist such that the second
pulse’s echo from the nearest range point may arrive ear-
lier than the first pulse’s echo from the farthest range
point. Of course, this ambiguity makes it difficult to re-
solve the points in the range. This situation is named
Range Ambiguity. To prevent it, a lower limit must be
placed on the number of pulses that can be transmitted
in 1 second, i.e., Pulse Repetition Frequency (PRF), as
follows:

PRF �
1

Toþ 2ðRF � RNÞ=c
ð1Þ

where RF and RN are the farthest and the nearest range
distances inside the swath and under the illumination of
the radar beam [4].

1.3. SAR Image Formation

SAR imagery is based on successive signal processing al-
gorithms called range and azimuth compression. The usu-
al raw SAR data are in the form of a two-dimensional (2-D)
multifrequency, multiaspect (or multispatial) scattered
field data, as shown in Fig. 4. The range compression
and azimuth compression are usually applied indepen-
dently to obtain the ultimate SAR image (see Fig. 4).

1.3.1. Range Compression. As mentioned, we usually
use a linear FM chirp waveform in range compression.
The word compression refers to the frequency content of
the chirp signal that is changing rapidly such that the full
bandwidth BWf corresponds to a time duration of
Tp¼ 1=BWf , which is much shorter than the actual pulse
duration, To. A typical chirp waveform is plotted in
Fig. 5(a). The instantaneous frequency of chirp signal is
equal to fiðtÞ¼ fcþ b . t=p, where fc is the initial frequency
and b is related to the frequency bandwidth as
b¼ 2pBWf =To. Then, the transmitted signal will have
the phase term of

pðtÞ¼ exp½jð2pfctþ bt2Þ� jtj � To=2 ð2Þ

A time-frequency transform of the signal is taken via
spectrogram to show how the frequency increases linear-
ly with respect to time in Fig. 5(b). When the range com-
pression is applied, the output signal is depicted in
Fig 5(c). The range-compressed one-dimensional (1-D)
data, also known as range profile, contains distinct peaks
corresponding to distinct scatterers along this particular
range-bin. The locations of these peaks; ‘ti’s correspond to
range distances: ‘Ri’s of the scattering centers via
Ri¼ c . ti=2. Therefore, the received signal will have the
following phase term that contains the time delay of
td¼2R=c:

sðtÞ¼ exp½ðjð2pf 0cðt� tdÞþ bðt� tdÞ
2
Þ� ð3Þ

Here, f 0c is a shifted version of fc caused by Doppler shift of
amount Df. After collecting the received signal, it is then
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Figure 2. SAR operation: Radar platform is moving to synthesize the effect of a long real aperture
radar.
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passed to a matched filter whose filter characteristic is the
same as the chirp signal:

hðtÞ ¼ exp½jð2pfctþ bt2Þ� jtj � To=2 ð4Þ

The matched filter output is just the cross-correlation be-
tween the received signal and the filter impulse response

over the pulse duration as

yðtÞ¼
1

To

Z To=2

�To=2
sðtþ tÞhðtÞdt

¼
1

To

Z To=2

�To=2
exp½jð2pf 0cðtþ t� tdÞ

þ bðtþ t� tdÞ
2
Þ�

. exp½�jð2pfctþ bt2Þ�dt

ffi
sinðbToðt� tdÞþ pToDf ÞÞ

bToðt� tdÞþ pToDf Þ

. exp½jð2pf 0cðt� tdÞþ bðt� tdÞ
2
Þ�

ð5Þ

As the final process of the pulse compression, the high-
frequency phase term at fc is filtered by the following
manner:

rðtÞ¼ yðtÞ . exp½�jð2pfctÞ�

¼
sinðbToðt� tdÞþ pToDf ÞÞ

bToðt� tdÞþ pToDf Þ

. exp½�jð2pfctd � 2pDf ðt� tdÞ

� bðt� tdÞ
2
Þ�

ð6Þ

Here, the Doppler shift Df depends on the position of the
scatterer with respect to radar as well as to the ground
velocity of the scatterer if the target is moving. Assuming
that the scatterer is stationary, the Doppler shift term
both in the amplitude and the phase terms of Eq. (6) pro-
duces a minor effect compared with the nominal values of
SAR bandwidth. So, it can be ignored. Furthermore, the
quadratic phase term in the last part of Eq. (6) also pro-
vides very small phase value in comparison with the first
phase term, and so it can also be neglected. As a result, the
range compressed signal can be approximately reduced to

rðtÞ ffi sin c½bTðt� tdÞÞ�

. exp½�jð2pfctdÞ�
ð7Þ

The amplitude term in Eq. (7) is a sinc (sinus cardinalis
or sin(x)/x) function centered at t¼ td that is clearly relat-
ed to the scattered position as R¼ td . c=2. The first nulls
bandwidth of this sinc function is equal to Dtd¼ 1=BWf .
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Figure 3. Modes of SAR: (a) side-looking SAR and (b) spotlight
SAR.
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Therefore, the range resolution is given by Dr¼
Dtd . c=2¼ c=ð2 .BWf Þ.

1.3.2. Azimuth Compression. The compression in azi-
muth (or cross-range) is reached by a long synthetic an-
tenna that is achieved by the radar motion. The geometry
for SAR azimuth processing is drawn in Fig. 6. Assume
that a point scatterer at Ro is away from the center of the
synthetic aperture and the radar platform moves with a
constant speed of Vx. When the radar travels a distance of
x¼Vx . t along the aperture, the scatterer’s distance from
the radar becomes R¼ ðR2

o þ x2Þ
1=2. Assuming that x5Ro,

the following approximation to the second order can be

made:

R¼Ro 1þ
x2

R2
o

 !1=2

� Roþ
x2

2Ro
ð8Þ

Therefore, the EM wave that possesses two-way propaga-
tion has a phase term

FðxÞ ¼ expð�j2kRÞ¼ exp �j
4p
l

� �
Roþ

x2

2Ro

� �� �

¼ const:� exp �j
2px2

lRo

� � ð9Þ

By neglecting the phase term that has no time dependen-
cy, we can write the phase term of the received signal as

FðtÞ¼ exp �j
2pV2

x t2

lRo

� �
¼ expð�jgt2Þ ð10Þ

where g¼ 2pV2
x =ðlRoÞ. Then, the Doppler shift in frequen-

cy can be found by taking a time derivative of the phase:

fdðtÞ¼
1

2p
@

@t
�

2pV2
x t2

lRo

� �
¼ �

2V2
x t

lRo
ð11Þ

The processing in cross-range dimension can be done by
integrating all aperture return over an integration time
Ts. This method is called unfocused-SAR. Then, the output
signal of the azimuth SAR processing is obtained via the
following averaging integral:

yðtÞ¼
1

Ts

Z Ts=2

�Ts=2
expð�jgt2Þdt ð12Þ

In fact, Eq. (12) is in the form of a Fresnel integral, which
can only be solved numerically [5]. Therefore, the cross-
range compressed data can be obtained numerically by
solving the Fresnel integral in Eq. (12) in unfocused-SAR
imaging. On the other hand, notice that the signal in
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Eq. (10) is in the similar form as the chirp signal. There-
fore, the processing in azimuth can also be carried out in a
similar manner as range. In unfocused-SAR, the path
lengths from different aperture points differ, which leads
to a resolution mismatch as the radar moves. In photog-
raphy, a lens focuses the rays from object to image plane.
In SAR, this movement is achieved by adjusting the path
lengths from all apertures to be the same by applying a
matched filter. This process is called focused-SAR opera-
tion. So, if we can apply matched filter processing to the
azimuth SAR data in a similar manner, then the output of
the filter can be found via

ExðtÞ¼
1

Ts

Z Ts=2

�Ts=2
exp½�jðgðtþ tÞ2Þ�

. exp½jðgt2Þ�dt

¼ sin cðgTstÞ . expð�jgt2Þ

¼ sin c
2V2

x Tst

lRo

� �
. exp �j

2V2
x t

lRo

� �

ð13Þ

The second term in Eq. (13) is just the phase term. There-
fore, only the first term represents the envelope of the az-
imuth-compressed SAR data. The first nulls bandwidth of
the sinc function in Eq. (13) is equal to Dtx¼

lRo

2V2
x Ts

. There-
fore, the cross-range resolution is equal to Dx¼Vx .Dtx.
After some calculation, it reduces to

Dx¼Vx .
lRo

2V2
x Ts
¼

lRo

2 VxTsð Þ
¼

lRo

2DSA

¼
lRo

2 lRo=D
	 
 ¼ D

2

ð14Þ

where DSA is the length of the synthetic aperture and D is
the longest dimension of the radar antenna. Therefore, the
cross-range resolution is independent of target distance Ro

and the wavelength l and depends only on antenna size
for focused-SAR.

Generally, processing in range and cross-range is com-
putationally intensive, because the correlation integral
has to be calculated for every pixel of the 2-D SAR data.
However, SAR image formation can be accelerated by the
convolution theorem that makes it possible for us to use
the Fourier transform (FT). In this regard, range or azi-
muth compressed data can be written in the form of a
convolution as follows:

EðtÞ¼

Z 1

�1

sðtÞhðtþ tÞdt¼ sðtÞ � hð�tÞ ð15Þ

where s(t) is the chirp pulse in range or azimuth SAR sig-
nal in Eq. (10) and h(t) is the matched filter impulse re-
sponse. According to Fourier theory, convolution in time
corresponds to multiplication in frequency. Therefore, the
convolution in Eq. (15) can easily be sped up via Fourier
transforms as shown below:

EðtÞ¼ IFTfFTfsðtÞg�FTfhð�tÞgg ð16Þ

where FT and IFT are the forward and inverse Fourier
transform operations, respectively. Therefore, clearly the
shape of the resulting image response is determined by
the Fourier transform of the pulse shape. When it is a
rectangular pulse, the image response comes out to be a
sinc function. This response is also known as point spread
function (PSF) in radar imaging. As the SAR data have to
be finite, the limits in the Fourier integral become finite.
Therefore, the spreading effect is always unavoidable in
SAR imagery. In some cases, a sinc-type PSF can be prob-
lematic when a weak scatterer happens to be located very
near to a strong scatterer. As the first sidelobe level of the
sinc function is only 13 dB lower than the main beam, the
weak scatterer may not be detected because of high side-
lobes of the strong scatterer. Therefore, we usually use
smooth weightings such as Hanning, Hamming, or Kaiser-
type windowing whose Fourier transform provide much
smaller sidelobe levels. Figure 7 shows the compressed
signal for a Hanning weighted chirp signal. It is clear that
the sidelobes are well suppressed compared with the sinc
response. Therefore, such weightings provide better peak-
to-sidelobe ratio (PSLR) at the price of increased mainlobe
beamwidth, i.e., worse resolution.

An example of a measured SAR imagery is given in Fig.
8. This image shows the space shuttle SAR image of San
Francisco, California. The raw SAR data were collected by
the SIR-C/X-SAR when it flew aboard the space shuttle
Endeavor in 1994. The SAR system on SIR-C/X collected
L-, C-, and X-band raw SAR data over 225 km above
Earth’s surface for multiple frequencies and polarizations
to better understand the global environment and how it is
changing. The SIR-C/X-SAR system was designed to pro-
vide surface resolutions of 30 m both in range and cross-
range dimensions. The particular image in Fig. 8 shows
the most general features of a typical SAR image. For in-
stance, rough surfaces such as mountain terrains show up
in the SAR image as the mixture of bright and dark spots
because they experience scattering in all directions. On
the other hand, smooth surfaces and regions of calm water
such as sea or lake surfaces seen to be black. Because
these surfaces behave like mirrors and scatter EM energy
according to the Snell’s law, almost no energy scatters
back in the direction of radar. Hills and other large-scale
targets tend to appear bright on the side where illuminat-
ed and dark on the other side where there is no EM illu-
mination (shadowing). Man made objects such as
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Figure 7. Hanning windowed range-compressed data.
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buildings and vehicles behave like corner reflectors, and
they appear as brighter spots. When a very strong point
scatterer exists (e.g., specular point), it shows up as a very
bright cross in the image because of strong sidelobes in
range and cross-range dimensions. Most of these features
can be observed from the SAR image in Fig. 8.

2. COMMON PROBLEMS IN SAR IMAGERY

2.1. Range Migration

During the SAR operation, the radar platform first ap-
proaches and then moves away from any scatterer that is
entering its main antenna beam. Therefore, the range dis-
tance of any scatterer depicts a parabolic curve called
range curvature while it is illuminated by the radar beam.
This ambiguity in range distance may result in shifting of
scatters to the nearby range cells while integrating the
raw SAR data over the synthetic aperture time interval.
This phenomenon is called range migration. For space-
borne SAR, this curvature can be significant because the
range extent and the integration time is longer compared
with airborne SAR. On the other hand, the antenna’s foot-
print on the ground is much shorter for the airborne SAR.
Therefore, the range-delay shift of the scatterer may be
less than the range resolution, which may cause no mi-
gration in the range. Another cause of range migration

occurs from the phenomena called range walk. When the
integration time is long, the rotation of earth causes shift-
ing of the position of the scatterer with respect to radar.
The same effect happens when the ground target is
moving. These reasons result in migration of the scatters
in the image cells. To have a focused image, range migra-
tion correction is required in the Doppler frequency do-
main [6–8].

Both range curvature and range walk possess a para-
bolic track within the real beam of the radar. If the range
error resulted by these effects is dR, the total range can be
written as

Rþ dR¼ R2þ
Vp .Ts

2

� �2
 !1=2

ð17Þ

Here, Vp is the velocity of the scatterer and Ts is the
integration time in SAR azimuth processing. In fact, the
integration time can also be written for the target’s veloc-
ity Vp and the single-look angular extend ye as
Ts¼R . ye=Vp. After substituting this formula into
Eq. (17) and taking the binomial expansion of the range
error, we can get

dR¼ R2þ
R . ye

2

� �2
 !1=2

�R¼R 1þ
ye

2

� �2
 !1=2

�R

¼R 1�
1

2

ye

2

� �2

þH:O:T:

 !1=2

�Rffi
R . y2

e

8
ð18Þ

Then, Dr being the range resolution, the migration in the
range cell can be found by

N �
dR

Dr
¼

R . y2
e

8Dr
ð19Þ

If this number turns out to be more than 1, the range mi-
gration correction has to be performed accordingly. If not,
no correction is needed.

2.2. Motion Errors

The basic theory of SAR relies on the assumption that the
scene or the target is stationary. If a scatterer in the scene
is moving, the Doppler shift posed by the scatterer’s line-
of-sight velocity sets the ‘‘incorrect’’ distance information
about the position of the scatterer to the phase of the re-
ceived EM wave. When the scatterer is moving so fast, it
occupies several pixels in the image during the integration
interval of SAR. Therefore, the image of the scatterer is
blurred like a comet in the sky, which is analogous to op-
tical photography when the object is moving so fast that it
occupies larger space until the lens is closed. When the
scatterer is in slow motion, the SAR image may not be
blurred. However, the location of the scatterer will still not
be correct because of Doppler shift. To minimize these

Figure 8. SIR-C/X-SAR image of San Francisco, California.
(Courtesy NASA/JPL-Caltech.) (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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motion errors, motion compensation techniques have to be
applied (see Section 4.1).

2.3. Speckle Noise

The size of one SAR resolution cell (i.e., a pixel) can vary
from a few centimeters to tens of meters depending on the
size of the synthetic aperture and the bandwidth in fre-
quency. Generally, Earth’s surface is uneven within one
resolution cell. Therefore, one pixel of SAR may not resolve
the detailed features of Earth’s surface. As the EM energy
diffracted from such uneven patches will have various
phase values, the net effect on the image pixel can be con-
structive or destructive. The resulting noise-like behavior
is known as ground clutter or speckle noise. One way we
can reduce speckle noise in SAR imaging is to use multi-
look processing [4]. Another method is for us to apply sta-
tistical filtering of speckle noise by using proper probability
distribution models such as Rayleigh distribution [9,10].

3. INVERSE SYNTHETIC APERTURE RADAR

3.1. SAR versus ISAR

Inverse synthetic aperture radar (ISAR) is a powerful sig-
nal processing technique for imaging moving targets in
range and cross-range domains. SAR generally refers to
the case when radar platform is moving while the target
stays stationary. The required spatial (or angular) band-
width is achieved by the movement of radar around the
target or terrain. We use the term inverse synthetic aper-
ture radar for scenarios when the radar is standing still
and the target is in motion like airplanes, ships, and
tanks, as illustrated in Fig. 9. For the ISAR case, station-
ary radar collects the angular data through the target
movement. For the collected echo dataset, ISAR geometry,
in fact, can also be thought as the same as spotlight SAR
geometry with circular flight path (see Fig. 9).

3.2. Basic Theory of ISAR Imaging

Usually two-dimensional ISAR images in range and cross-
range are generated with frequency and aspect diversity
of the backscattered signal. Therefore, the echoed data are
collected for various frequencies and angles in a two-

dimensional data grid as shown in Fig. 10. For bistatic
ISAR, the transmitter and the receiver are at different lo-
cations in space. If the radar operates as both the trans-
mitter and the receiver, this scenario is called monostatic
ISAR. A simplified ISAR imaging theory for the mono-
static case is summarized as follows. As illustrated in
Fig. 11, Pðxo; yoÞ is a point scatterer situated on the target.
Taking the origin as the phase center, the far-field back-
scattered field from a point scatterer P at an azimuth an-
gle f can be written as

Esðk;fÞ¼Ao expðj2k . roÞ ð20Þ

Here, Ao is the amplitude of the backscattered electric
field intensity, k is the vector wavenumber in propagation
direction, and ro is the vector from origin to point P. The
multiplier ‘‘2’’ in the exponential accounts for the two-way
propagation between the radar and the scatterer. k vector
can be written for the wavenumbers in x- and y-directions

Figure 9. ISAR.
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Figure 10. Collection of ISAR raw data in Fourier space for the
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as follows:

k¼ k .ak¼ kx .axþ ky .ay

¼ kðax . cos fþay . sin fÞ
ð21Þ

where ak, ax, and ay are the unit vectors in k-, x-, and y-
directions, respectively. Then, the argument in the phase
term of Eq. (1) can be reorganized to give

k . ro¼ kðcos f .axþ sin f .ayÞ

. ðxo .axþ yo .ayÞ

¼ k cos f . xoþ k sin f . yo

ð22Þ

Therefore, we can rewrite Eq. (20) as

Esðk;fÞ¼Ao . expðj2k cos f . xoÞ

. expðj2k sin f . yoÞ
ð23Þ

It is obvious from Eq. (23) that Fourier relationships exist
between 2k cos f -and- xo and 2k sin f -and- yo. Therefore,
the ISAR image can be generated in range and cross-range
domains by the convenience of the 2-D Fourier transform.

3.2.1. Small Bandwidth, Small-Angle ISAR Imaging. This
procedure is standard where practical ISAR imaging is
concerned. Assume that the frequency bandwidth, BWf , is
small compared with center frequency of operation fc.
Then, the wavenumber in the second phase term of Eq.
(23) can be approximated as k � kc, where kc is the wave-
number corresponding to the center frequency. Further-
more, the synthetic aperture angular bandwidth, BWf, is
also selected as small in most of the ISAR applications.
Therefore, the following approximations for the angles
within the specified angular bandwidth hold true:

cosf � 1

sinf � f
ð24Þ

Then, the scattered electric field from point P can be ap-
proximated to

Esðk;fÞ ffiAo . expðj2k . xoÞ

. expðj2kcf . yoÞ
ð25Þ

With this construct, the two-dimensional polar data in Fig.
10 forms nearly a rectangular grid that makes it possible
for us to use discrete Fourier transform (DFT). Then, it is
easy for us to take the two-dimensional Fourier strans-
form of Eq. (25) with respect to k and f to get the image of
the point scatterer at P in the range and cross-range do-
mains as follows:

IFT2fEsðk;fÞg ¼Ao . IFT1fexpðj2k . xoÞg

. IFT1fexpðj2kcf . yoÞg
ð26Þ

Esðx; yÞ¼Ao . dðx� xoÞ . dðy� yoÞ

Here dð . Þ represents the impulse (or dirac delta) function.
Therefore, the point P manifests itself in the image as a
two-dimensional impulse function located at ðxo; yoÞ. In
summary, a two-dimensional ISAR image of a target is
obtained by the following Fourier integral of the scattered
field:

ISARðx; yÞ¼

Z 1

�1

Z 1

�1

Esðk;fÞ . ej2k . x

. ej2kcf . ydðkÞ .dðkcfÞ

ð27Þ

Of course, the limits of the integral in Eq. (27) have to be
finite in practice because the field data can be collected
within a finite bandwidth for frequencies and angles.
Therefore, the image response distorts from the impulse
function to the sinc function.

3.2.1.1. Resolution, Bandwidth, and Sampling in ISAR. As
is obvious from the first phase term in Eq. (25), the Fourier
requirement exposes the following for the range resolution
of ISAR:

Dr¼
2p

2BWk
¼

c

2BWf
ð28Þ

Looking at the second phase term in Eq. (25), the cross-
range resolution, Dx, can be obtained with a similar man-
ner as follows:

Dx¼
2p

2kcBWf
¼

c

2fcBWf
¼

lc

2BWf
ð29Þ

Therefore, a wide frequency bandwidth provides fine
range resolution and a wide angular bandwidth assures
good cross-range resolution. For example, if the target’s
EM reflectivity is collected for an angular bandwidth of
11.5 degrees with a frequency range changing from
9.5 GHz to 10.5 GHz, both the range and the cross range
resolutions become 15 cm.

Having found resolutions in range and cross-range do-
mains, the choice of number of sampling points deter-
mines the bandwidths in these domains (i.e., the image
size). If the frequency range is sampled by N times and the
angular range is sampled by M times, corresponding im-
age domain bandwidths are given as

BWr¼N .Dr¼
N . c

2 .BWf

BWx¼M .Dx¼
M . c

2 .BWf

ð30Þ

For Eq. (30), if the two-dimensional frequency-aspect data
are collected over 128 sampling points in each domain, the
image size becomes 19.2 m by 19.2 m.

3.2.2. Wide Bandwidth, Wide-Angle ISAR Imaging. If the
small bandwidth and small angle approximations are not
valid, the ISAR imaging integration in Eq. (27) becomes in
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its general format

Esðx; yÞ¼

Z 1

�1

Z 1

�1

Esðk;fÞ . ej2k . r dðkÞ .dðfÞ

¼

Z 1

�1

Z 1

�1

Esðk;fÞ . ej2k cos f . x

. ej2k sin f . ydðkÞ .dðfÞ

ð31Þ

Notice that collected Fourier space data are in polar for-
mat. For us to use DFT while forming the ISAR image, the
data have to be in a discrete, uniformly spaced rectangular
form. Therefore, the data should be reformatted from
polar coordinates to Cartesian coordinates as depicted in
Fig. 12. This process is known as polar reformatting. To
minimize the error associated with this reformatting, sev-
eral interpolation schemes such as four nearest neighbor
approximation [11] are employed. After putting these data
in their proper formats, the ISAR image can be generated
similarly by applying the two-dimensional discrete Fouri-
er transform operation as explained in Section 3.2.1. An
example of ISAR imagery is shown in Fig. 13. The raw
ISAR data were measured from a ground radar, and the
target was an aircraft in flight [12].

4. SOME ADVANCED CONCEPTS IN SAR

4.1. Motion Compensation

As stated, the SAR theory is based on the assumption that
the scene is stationary and the SAR platform travels along
a straight path with a constant speed. If these assump-
tions are not valid, some degradation in SAR images is
unavoidable. After radar sends an EM wave to the scene
and the wave hits the target, the leading edge and then
the trailing edge of the wave have different trip distances
for a moving target. Therefore, the phase of the backscat-
tered wave is altered such that the resultant image is
mislocated in cross-range and defocused in both range and
cross-range domains.

As illustrated in Fig. 14, we assume a scatterer point
Pðxcþ xo; ycþ yoÞ on a target that has both translational
and rotational motion. Qðxc; ycÞ in Fig. 14 represents the
center point of the target. We would like to estimate the
phase error associated with the motion of the target. If
the radar is situated at the far field of the target, the point

P has a distance from the target as

R¼Rcþ xo . cosðfo � fÞ � yo . sinðfo � fÞ ð32Þ

Here, Rc is the distance between the radar and the center
of the target. If the target has only linear translational
velocity Vt and a linear rotational velocity jr, then the
time-varying range distance and the rotation angle can be
written as

RcðtÞ¼RoþVt . t

fðtÞ¼foþ r . t
ð33Þ

where Ro and fo are the initial values for the target’s dis-
tance from radar and the orientation of the target with
respect to x-axis, respectively. The phase of the backscat-
tered signal from point P is equal to

FðtÞ¼ � j2kRðtÞ¼ � j2pf
2RðtÞ

c
ð34Þ
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Figure 12. Rectangular reformatting of polar ISAR data.
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Figure 13. ISAR image of an aircraft from the measured data.
(Source [12] r 1999 SPIE.)
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Figure 14. Geometry for imaging a target with motion.
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Therefore, the Doppler shift caused by motion can be cal-
culated by taking the time derivative of this phase as

fD¼
1

2p
@

@t
FðtÞ¼ �

2f

c

@

@t
RðtÞ

¼ �
2f

c
Vtþ

2fjr

c
½xo . sinðfoþjrt� fÞ

þ yo . cosðfoþjrt� fÞ�

ð35Þ

Here, the first term represents the translational Doppler
frequency shift, f Trans

D ¼ �
2f
c Vt, and the second term cor-

responds to the rotational Doppler frequency shift,
f Rot
D ¼

2fjr

c ½xo . sinðfðtÞÞ þ yo . cosðfðtÞÞ�, where fðtÞ¼foþ

jr t� f.
When the SAR is considered, the backscattered signal

can be written as the integration of the returned signals
from all scatterers inside the radar beam:

gðtÞ¼

Z 1

�1

Z 1

�1

Z 1

�1

Gðx; y; zÞ . exp �j
4pf

c
RðtÞ

� �

.dzdydx

ð36Þ

Here G(x,y,z) is the backscattered signal intensity from
point (x,y,z). Substituting the range equation in Eq. (35)
into Eq. (36), we can get the following:

gðtÞ¼ exp �j
4pf

c
RcðtÞ

� �

�

Z 1

�1

Z 1

�1

Z 1

�1

Gðx; y; zÞ

. exp �j
4pf

c
ðxo . sinðfðtÞÞþ yo . cosðfðtÞÞ

� �
.dzdydx

ð37Þ

If the target’s initial range Ro and the linear translational
velocity Vt is known, the phase term before the above in-
tegral can be removed by multiplying Eq. (37) by
exp j 4pf

c RcðtÞ
� �

for every pixel in the SAR data. This pro-
cess is called range tracking, and it is the basic procedure
for the standard motion compensation. After obtaining the
phase-compensated backscattered signal, a Fourier trans-
form operation can be applied to image the backscattered
signal intensity function Gðx; y; zÞ [13]. This process is the
coarse motion compensation approach. If the scatterers
pass different range cells during the coherent integration,
the resultant phase-compensated image will still be defo-
cused. Therefore, a finer compensation called Doppler
tracking that tries to make the Doppler shifts constant
is required [14–16].

An example of motion compensation is depicted in Fig.
15 where an ISAR image of Boeing-727 data with motion
compensation is illustrated. In Fig. 15(a), a 2-D ISAR im-
age of the original data is shown. As easily observed from
the figure, the image is blurred because of motion errors.
In Fig. 15(b), the motion errors are suppressed by applying
both translational and rotational motion compensation

algorithms [17]. Therefore, the image is well focused and
the motion errors in range are also mitigated.

4.2. SAR Interferometry

This application of SAR imagery is one of the most unique.
When compared with optical imaging that has only the
amplitude information of the reflected light, SAR images
contain both the amplitude and the phase information of
the backscattered electromagnetic energy. Therefore, if
the multilook images of the scene from different elevations
are obtained, the comparison of the phases can lead to the
third dimension (i.e., height) having interferometric im-
ages. The first demonstrated interferometric SAR (IFSAR)
was presented by Graham when he configured a cross-
track interferometer in 1974 [18]. Goldstein and Zebker
used an along-track SAR interferometry configuration to
measure radial velocity of moving targets in 1987 [19]. In
1988, Gabriel and Goldstein obtained an elevation map of
a terrain with the data collected by SIR-B by means of a
single antenna with repeat pass [20].

In IFSAR, a second image of the same scene extracts
the third dimension, which can be achieved either by an
airborne/spaceborne vehicle carrying a two-radar system
or by a single-antenna vehicle with repeat passes over the
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Figure 15. ISAR image of simulated B727 data (a) before and
(b) after motion compensation. (Source [17] r 1998 IEEE.)
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same scene. For the latter situation, suppose that the ve-
hicle is moving in the x-direction with a speed of Vx and an
altitude of h from a reference scatterer point on the scene.
Therefore, the phase of the roundtrip EM wave that is re-
flected from the reference point is

W1¼ exp½�j2kðx2þ y2þ ðz� hÞ2Þ1=2� ð38Þ

On the next pass, the vehicle keeps the same height and
speed, but its track is shifted by a distance of d in the
y-direction. Therefore, the phase of the backscattered
EM wave from the same reference point becomes

W2¼ exp½�j2kðx2þ ðy� dÞ2þ ðz� hÞ2Þ1=2� ð39Þ

Multiplying the first phase with the complex conjugate of
the second phase and expanding the difference to the first
order of d yields

W2� W�2 ffi exp j
4pyd

lR

� �
ð40Þ

where R¼ ðx2þ y2þ ðz� hÞ2Þ1=2. In this equation, R, y,
and x are already known after applying the range and az-
imuth compression and the Doppler processing. If the sep-
aration d between two passes is known, the only unknown
parameter z (i.e., height) can easily be calculated from
Eq. (40). This process is the basic approach for IFSAR. An
example of interferometric SAR is shown in Fig. 16. This
image of Mt. Etna, Italy was obtained by the SIR-C/X-SAR
in 1994. The image covers an area of 51.2 km�22.6 km.
Different elevation regions surrounding the volcanic Etna
are illustrated with different color values.

4.3. SAR Polarimetry

For a conventional SAR, both the receiver and the trans-
mitter are designed to have only one polarization, i.e.,
horizontal (H) or vertical (V). However, to extract the full
scattering feature of a scene, all polarization signatures,
HH, HV, VH, and VV, have to be known. When identical
polarizations are used by scientists for transmit and re-
ceive, the SAR system is said to be at copolarization. When
the radar collects the received field at orthogonal polar-
ization to that of the transmitted field, then the SAR sys-
tem is cross-polarized. The images obtained by these two

polarization cases may differ because of the different scat-
tering features of the terrain. For smooth surfaces such as
oceans, lakes, and deserts, the copolarized SAR image dif-
fers significantly from the cross-polarized one. However,
both co- and cross-polarized SAR setups produce almost
similar images for rough surfaces like mountains and for-
ests. Manmade objects are always found to appear in the
image for any type of polarization because most of them
have the feature of a corner reflector. Therefore, identify-
ing the features and material types of terrain structure
such as rock type may be possible with the help of SAR
polarimetry. Good polarimetric SAR images were present-
ed by Held et al. [21] and Sullivan et al. [22].

4.4. Three-Dimensional SAR/ISAR

Conventional SAR/ISAR provides a 2-D image of a scene/
target. For SAR, a 3-D image can be obtained with inter-
ferometric/polarimetric techniques as explained in Sec-
tions 4.2 and 4.3. For 3-D ISAR, the scattered data are
collected in a two-dimensional aperture in angles. Under
small bandwidth and small aspect constructs, if BWf, BWy,
and BWf are the bandwidths in frequency, azimuth, and
elevation, respectively, then the corresponding image
resolutions in range and two cross-range dimensions are
given by

Dx¼
c

2 .BWf
Dy¼

lc

2 .BWf
Dz¼

lc

2 .BWy
ð41Þ

where lc is the wavelength corresponding the center fre-
quency. The rest of the imaging process is similar to what
is outlined in the ISAR imaging algorithm in Section 3.2.
Therefore, a 3-D image can be obtained by taking the fol-
lowing 3-D Fourier integral:

ISAR3Dðx; y; zÞ¼

Z 1

�1

Z 1

�1

Z 1

�1

Esðk;f; yÞ . ej2k . x . ej2kcf . y

. ej2kcy . zdðkÞ .dðkcfÞ .dðkcyÞ

ð42Þ

Recently, new SAR algorithms called antenna SAR
(ASAR) [23] and antenna coupling SAR (ACSAR) [24] to
image antenna–platform interaction have been developed.
Unlike conventional ISAR imaging that uses backscat-
tered field data from a target, these algorithms use

Figure 16. (SIR-C/X-SAR) Interferometric im-
age of Mount Etna, Italy. (Courtesy NASA/JPL-
Caltech.) (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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radiation field data off the antenna–platform pair. Both
ASAR and ACSAR provide good-quality 3-D images of the
antenna–platform interaction. An example of 3-D ASAR
imagery is shown in Fig. 17. In this example, a monopole
antenna operating at X-band is placed above the cockpit of
the model aircraft. Three-dimensional multifrequency,
multiaspect radiation data from the antenna–aircraft
pair is collected at the far field from the nose-on. Figure
17 demonstrates eight different 2-D ASAR images corre-
sponding to eight different slices of the target [23].

5. CONCLUSION

Synthetic aperture radar is a powerful and useful remote
sensing technique primarily used by scientists for imaging
Earth’s surface. In this article, we mentioned many other
applications of SAR from topographic imaging to mine de-
tection. Some limitations and problems may occur while
applying the SAR imaging process. For example, both
range curvature and range walk may cause migration of
the scatterers in the image. Furthermore, any moving
target or nonlinear radar motion results in undesired
Doppler shifts that lead various degradations (e.g., defo-
cusing, shifting) in the resultant SAR image. Ground clut-
ter or speckle is also a common problem in SAR imagery.
Researchers are putting significant effort toward solving
these challenging problems. Developments on SAR pro-
cessing bring out many emerging SAR technologies in dif-
ferent fields. SAR-based subsurface imaging techniques

are the alternative approaches for detecting buried objects
beneath Earth’s surface or situated interior to a visually
opaque medium [25–27]. Another interesting applica-
tion is the differential interferometry [28–30]. In this
method, SAR platform passes over the scene three times.
If a change in the scene (like glacier motion or earth-
quake movement) occurs, the differential phases between
the passes produce a value different than zero. Then, these
changes can be detected and imaged. A similar techno-
logy is so-called polarimetric interferometry [31,32].
The idea in this method is to get the full scattering
matrix (i.e., HH, HV, VH, and VV polarizations) at each
end of the interferometric baseline. Once the full scatter-
ing matrix is acquired, optimum polarization orientation
can be solved to maximize the interferometric coherence.
In return, it becomes possible to measure interferometric
differences at centimeter levels. Compensating induced
errors caused by complex aircraft/target motions includ-
ing 3-D movements has been a challenging topic since the
invention of SAR. By applying joint-time frequency (JTF)
processing to SAR/ISAR data, it is possible to compensate
both the translational and the rotational motion errors
that cause shifting and defocusing of scatterers in the
resulting image [12].
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1. TYPES OF TARGET TRACKING

Target-tracking problems can be broadly categorized into
four generic classes, as follows:

1. Sensor tracking of a single (bright) target

2. Tracking of targets that are large

3. Tracking of targets that are medium-sized

4. Tracking of targets that are small

The target sizes indicated in this list are in terms of the
number of resolution elements or pixels. The primary dif-
ferences in each of these problems are the algorithms used
in the signal, image, and track processing. The algorithms
and processing methods used for each of these problems
are substantially different. Of course, the system and its
hardware must be designed to be compatible with and
take advantage of the appropriate processing methods for
an application. These methods depend on the types of
algorithms used in the processing.

1.1. Sensor Tracking of a Single Target

Examples of the Class 1 tracking problem above are a
gimbal-mounted telescope following a planet and an in-
terceptor pursuing a target. Tracking is achieved typically
through signal processing to locate the target in the field
of view (FOV) and then guiding gimbals of the telescope
(or seeker of an interceptor) to drive the target near the
center of the FOV. This type of tracker is sometimes re-
ferred to as a closed-loop tracker. The signal from the sig-
nal processor is typically temporally filtered before it is
sent to the telescope gimbal driver, and this filter may be
fairly simple compared with a Kalman filter. For some ap-
plications in this class, the target may be small initially
and then grow in size, such as with an interceptor sensor.
Note that for this class of tracking problem, there is often
only a single target in the FOV, and it is bright (high con-
trast) relative to any false signals or background objects.
As a consequence, uncertainty about which are the target
pixels and which are not is not a major issue. Thus, using
sensor data obtained from a sequence of measurements
over timepoints is fairly straightforward. In the future,
however, as these systems are required to operate under
more challenging conditions, the tracking algorithms de-
veloped for the other three tracking categories may be re-
quired. More challenging conditions might include
initially tracking a dim target or a target with accompa-
nying debris or countermeasures.

1.2. Tracking Large Targets

An example of a Class 2 tracking problem is the use of low-
altitude surveillance sensors for locating or tracking
ground targets. For that example, the target extent could
cover many resolution elements that provide extensive
detailed information about each target of interest and the
other objects in the scene. With a large target, the com-
ponents of the target might be identified such as wheels,
tank treads, or airplane wings. Tracking and target rec-
ognition for this class of target are typically achieved
through image-processing or possibly image-understand-
ing methods. With a large target, image-processing meth-
ods could be used to determine the details of construction
as well as shape of the target from only a single frame of
data. With that information, normally a good probability
of correctly identifying the target type for each target in
the FOV with only a single frame of data is achievable.
Furthermore, normally enough information exists to sim-
ply sort out and track each target over time. That is, no
confusion exists about which target in one frame of data is
the same target in another frame of data. Typically, image-
understanding processing can be more complex than tra-
ditional image processing, but should be more versatile in
handling various types of targets, including their shadows
and obscurations caused by objects such as trees.

1.3. Tracking Medium-Sized Targets

An example of the Class 3 problem is use of medium al-
titude surveillance sensors for tracking ground vehicles.
Tracking is typically achieved using either a correlation
tracker or a centroid tracker. These methods are needed to
deal with and possibly take advantage of the extent of the
target. A target in this class might be 20 pixels in diam-
eter. Typically, with a target of that size, not enough in-
formation useful for image processing is available, yet the
extent should be taken into account. For example, for each
timepoint, the location of the target needs to be estab-
lished relative to some point on the target. That point on
the target is then used to track the target over time. Thus
a consistent point is needed on the target so that the es-
timated motion is not corrupted by use of different points
on the target over time. With a correlation tracker, the
processor finds the location that maximizes the correlation
between the current image of the target and a reference
target image. The appearance of the target can depend on
the aspect angles, which can change over time, and that
complicates the processing. The algorithms for correlation
tracking usually are designed to accommodate all possible
values of the aspect angles. A centroid tracker uses the
shape and possibly the signal amplitude profile to estab-
lish a point on the target each time it is observed. For this
type of target, the size and shape of the target helps in
determining which target in one frame of data is the same
target in another frame of data. This information can be
corrupted by false signals, obscurations by other objects,
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similar nearby objects, and random motions of the sensor
line of sight.

1.4. Tracking Small Targets

An example of the Class 4 tracking problem is the use of
ground-based surveillance sensors for tracking aircraft,
cruise missiles, or ballistic missiles. Tracking small tar-
gets is achieved using what is commonly referred to as
multiple target tracking methods. This class of problem is
often referred to as multiple target tracking, even though
it includes both single, small target tracking with persis-
tent clutter or false signals and the tracking of multiple
small targets that may be close or crossing and with pos-
sibly persistent clutter or false signals. For this class of
tracking problem, uncertainty can exist as to which target
is responsible for a measurement, because of closely
spaced measurements. This uncertainty greatly compli-
cates the processing. The processing function that decides
how to relate the current measurements to the existing
target tracks or prior data is called data association
(sometimes referred to as correlation). The data-associa-
tion function deals with the ambiguity of which measure-
ment comes from each target that was observed earlier. In
most small target tracking, there is not enough informa-
tion in a sensor measurement to know which target (if
any) was the source of the measurement. As a conse-
quence, the wrong measurement might be used to update
a target track, and this type of error is often referred to as
a misassociation.

1.5. Impact of Target Conditions on Processing Methods

Not only does each of these classes of target-tracking prob-
lems call for different processing algorithms, but also the
processing concepts and the algorithm development metho-
dologies can be very different. For example, for the devel-
opment of the small target-tracking algorithms, typically
a simulation is used to generate data to test the algo-
rithms. Many runs (instances) of a Monte Carlo simula-
tion can then be used to obtain performance with
reasonable confidence (given a sufficiently detailed simu-
lation). On the other hand, to test image-processing algo-
rithms for tracking large targets, usually a set of images of
real scenes containing targets is used. Because typically it
is difficult to obtain and test many hundreds of images, the
methodology for algorithm development and performance
evaluation of large target-tracking algorithms is very dif-
ferent from that for small targets. Also, the type of algo-
rithms used for image processing are very different from
those used for tracking small targets.

The track-processing methods used also depend on the
type of sensor or suite of sensors that provide the data for
a system application. The phenomena encountered for
each type of sensor can have a significant impact on the
type of processing required. For example, there are me-
thods that can be used with an active sensor, such as ra-
dar, that cannot be used with a passive sensor, such as an
electrooptical sensor. As a consequence, some specialized
tracking techniques have been developed for some sensors
that are not useful for others. Also, multiple-sensor sys-
tems require special considerations beyond those tracking

approaches used for single-sensor tracking. The type of
target and its environment also have a major impact on
the selection of the appropriate algorithms and the se-
quence of functions. The sequence of processing functions
is often referred to as the processing chain or algorithm
architecture. The algorithm architecture and specific al-
gorithms appropriate to tracking ground targets can be
very different from those used for surveillance of ballistic
missiles.

2. INTRODUCTION TO SMALL TARGET TRACKING

Because each class of tracking problem poses different al-
gorithm development issues, this article will concentrate
on only one class of tracking, namely, tracking of small
targets using multiple target-tracking methods. Multiple
target tracking is a relatively new field. The first book
dedicated exclusively to multiple target tracking was pub-
lished in 1986 [1] and a number of books have been pub-
lished since then [2–7]. In addition to the numerous
papers and reports in the open literature (too numerous
to be listed here), there is an on-going series of annual
SPIE conferences concerned exclusively with signal and
data processing of small targets that started in 1989 [8].
This article freely extracts and paraphrases material from
some of the author’s prior documents [9–15] and view
graphs [16,17].

For this discussion, a small target is characterized as
one that does not provide enough data for traditional auto-
matic target recognition (ATR) using a single frame of
data [9]. In contrast, a target large enough for ATR typi-
cally extends beyond a diameter of about 10 resolution el-
ements, for example, larger than 10 by 10 pixels. Note that
it is not uncommon to refer to all objects as targets wheth-
er they are of interest or not. Small targets include:

* Point source targets
* Small extended targets, including unresolved closely

spaced objects
* Clusters (groups) of point source and small extended

targets

The width of a typical point source target in the field of
view is from 1 pixel to about 12 pixels (resolution ele-
ments), depending on the sensor design, for instance, the
sensor spread function. Although the processing of point
targets has been studied extensively, there are still many
interesting challenges in this field. In contrast, the state of
the art for processing small extended objects and clusters
is far less mature, but interest is growing. Small targets
that are not point-source objects include both small ex-
tended objects and unresolved closely spaced objects,
sometimes called clumps. An unresolved closely spaced
object (UCSO) refers to a measurement caused by a num-
ber of targets for which the location of each individual
target could not be established by the signal processor be-
cause they were all too close relative to the resolution of
the sensor. In many current systems, the data forwarded
by the signal processor to the tracker do not give any
indication of which measurement is probably a UCSO.
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Although UCSOs and small extended targets provide little
detailed information useful for ATR, they do exhibit some
shape and size information that might be useful in track-
ing. Also, an extended object may partially obscure rather
than add to the background or be partially obscured. The
apparent size and shape of the target can differ from sen-
sor to sensor and over time; this may have to be taken into
account. Similarly, cluster processing offers significant
advantages and challenges.

Developing a tracker to follow a single small target
without false signals or persistent clutter is not particular-
ly difficult. In contrast, developing a tracker is difficult for
challenging conditions with resolved or unresolved closely
spaced measurements caused by false signal, persistent
clutter, or close targets plus possibly countermeasures or
abrupt target maneuvers. Distributed multiple sensors
that exhibit platform location uncertainty and residual
sensor measurement biases pose additional challenges as
do multiple sensors that exhibit different sensor pheno-
mena, such as fusing data from radars and IR sensors.

There have been many advancements in small target
processing algorithms in recent years. These advance-
ments are, in part, because of opportunities to implement
more advanced and complex algorithms because of the
greatly increased capabilities of processors. Ongoing
development of algorithms for new systems and upgrad-
ing existing systems is driven by improved sensors, in-
creasingly demanding system requirements, processor
and communications hardware limitations, severe operat-
ing environments, efficacious countermeasures, and chal-
lenging threat scenarios. There is growing interest in the
ability to track dim targets or in a moderate to dense pop-
ulation of threshold exceedances caused by clutter, false
signals, or targets that are close or crossing.

A common approach for processing target data from a
single sensor is to partition the processing into the two
major functions of signal processing and data processing,
as shown in Fig. 1. The signal processing usually converts
the sensor data into digital form, processes and thresholds
the data to detect potential targets, and establishes the
parameters of the measurement vector for each threshold
exceedance. The type of signal processing algorithm used
is highly specialized, based on the type of sensor. For sys-
tems that require detection of dim targets, multispectral
sensor processing and the more complex multiple frame
processing should be considered, such as the so-called

track-before-detect and the velocity filter approaches.
The signal processor forwards the measurements to the
data processor. Measurements are sometimes referred to
as reports, returns, observations, hits, plots, or threshold
exceedances, depending on the type of sensor. Typically,
the signal processor forwards the measurements to the
data processor in the form of a sequence of frames of data.
A frame of data is simply a collection of measurements.
For radar, a frame might consist of all the measurements
from a single dwell, and for an IR imaging sensor, a frame
of data might be all the measurements from a single look
of the imager. Note in Fig. 1 the possible use of track data
at the signal processing level. There is a growing recogni-
tion of the importance of using all available information in
every stage of the processing and in the feedback of infor-
mation [9].

The primary functions of the data processing of sensor
data are tracking and target classification or discrimina-
tion; however, estimation of sensor registration biases,
sensor resource management, situation assessment, com-
bat identification, target weapon assignment, and other
functions may also be included. Typically, a target evolves
through the three processing stages of (1) track initiation,
(2) track maintenance, and (3) track termination, see
Fig. 2. The basic tracking functions for each stage are
data association, filtering, and the track promotion and
demotion logic. As mentioned earlier, the data-association
function deals with the ambiguity of which measurement
is from the same target as that of a track or a sequence of
prior measurements.

The filter uses the measurement vector to update the
target state estimate, its error covariance matrix, and
possibly additional information. The elements of the tar-
get state typically consist of the target position and velo-
city in each direction plus possibly higher derivatives and
other information, such as signal signature information or
target features. For this discussion, the filter is assumed to
be a Kalman filter or its mathematical equivalent [1,2,5].
Usually, process noise can be used in the filter model to
accommodate gradual target maneuvers. If a target can
make abrupt maneuvers, then a bank of Kalman filters
might be used as with the interacting multiple model filters
[5,18], which accommodates switching from one model to
another. A bank of Kalman filters can also be used for mul-
tiple model problems that do not exhibit switching, some-
times called static multiple models [19,20]. An example
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Figure 1. Block diagram of the major sensor processing functions of signal processing and data
processing [9].
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of the use of static multiple models is for tracking a single-
stage booster that might be one of a number of different
types of boosters.

Note that the Kalman filter equations are not very dif-
ficult to implement; it is the selection of the structure of the
model and its parameter values used to design the filter
that require pertinent background and experience. In
addition, most target-sensor mathematical models are nei-
ther linear nor Gaussian, and thus some variant of an ex-
tended Kalman filter is typically used [2,5]. Nonlinearities
can introduce biases in the estimation errors [6] and, in
addition, unexpected results caused by the approximations
used to deal with the nonlinearities are not uncommon.

For target tracking, the accuracy of both the target
state estimate and its error covariance matrix (or mean
square error matrix) are important. For many filtering
problems other than for tracking, the accuracy of the state
estimate is more important than the consistency of the
error covariance matrix. Consistency in this context refers
to how well the filter computed error covariance matrix
reflects the actual covariance matrix of the state estima-
tion errors. In addition, the state estimate is somewhat
adaptive to model errors, but the error covariance matrix
is not, which is because the computation of the state es-
timate is a function of the measurements that depend on
the target location and motion. As a consequence, even
with model errors, the computed state estimate is influ-
enced by the true target trajectory. In contrast, the co-
variance matrix depends on the mathematical model used
for the filter design, and in a linear system, for example,
the computed filter error covariance matrix is not a func-
tion of the measurements.

In most tracking systems, the data-association function
performance depends on the consistency of the computed
filter covariance matrix. Hence the consistency of the
error covariance consistency is substantially more impor-
tant in tracking than in many other types of filtering ap-
plications and should be evaluated during the algorithm
development process. Note that because the track error
covariance matrix indicates how accurate a track is, this
information might be useful for the functions downstream
of the tracker. The consistency of the error covariance
matrix is degraded by not only the filter design model er-
rors but also by misassociations and more so with some
data-association algorithms than others.

A fundamental characteristic of small target tracking
is that optimal tracking is not practical. The algorithms
that would provide optimal tracking performance are too
complex primarily because of the data-association func-
tion but also because most systems are neither linear nor
Gaussian. For optimal tracking performance, each possi-
ble combination of all target tracks with all the measure-
ments obtained up to the current time must be
enumerated, and that is not practical. As a consequence,
a wide variety of suboptimal methods have been devised.
In algorithm development, the major trade is between
tracking performance and the processor loading plus, if
applicable, communications loading. This is the major
tradeoff, because improved performance can be obtained
by more complex algorithms that are more hardware
resource intensive.

Another fundamental characteristic of small target
tracking is that it involves both discrete and continuous
random variables or parameters. The measurement-track
ambiguities introduce discrete random variables or hy-
potheses. Each hypothesis represents one combination
that accounts for all the apparent targets and all the mea-
surements. The continuous random variables are the ele-
ments of the target state vectors. Most estimation theory
deals with random variables from a continuous sample
space and decision theory deals primarily with random
variables from discrete sample space. The combination of
continuous and discrete random variables can lead to
unusual results compared with the more classic estimation
problems. The hypotheses can cause the a posteriori state
probability density function to be multimodal, which can
lead to unexpected tracking performance and estimation
errors that clearly do not exhibit a Gaussian distribution.

As a consequence of the resulting complex nature of the
estimation errors, multiple target-tracking performance
evaluation and prediction are not very amenable to anal-
ysis. Therefore, usually performance is evaluated through
Monte Carlo simulations followed by field testing. Monte
Carlo runs are needed because tracker performance is
data dependent because of misassociations and system
nonlinearities. In addition, low-probability events might
cause surprisingly poor performance that might not be
uncovered with only one or a few Monte Carlo runs. The
need for a simulation poses a dilemma because the per-
formance evaluation results of simplistic simulation can
be misleading and not reveal realistically all the phenom-
ena or anomalies that will occur in the ultimate system.
On the other hand, a more credible simulation of the tar-
gets, sensors, and signal processing characteristic can be
very costly, and the simulation can be complex and diffi-
cult to manage. Typically, the simulation used to design
and develop a system evolves, starting from simple simu-
lations for preliminary evaluation of well selected critical
functions to a complex high-fidelity simulation of the en-
tire tracking system. The simulation environment needs
to be flexible enough to easily accept major revisions to the
tracker algorithms and the algorithms architecture, as
well as new or modified sensor designs and targets.

Because optimal tracking methods are too complex to
be practical, ad hoc algorithms are typically devised that
take advantage of the particular targets, sensors, and re-
lated conditions of the system for which the tracker is
designed. As a consequence, there is no universal tracker,
although there might be a tracker that is developed for a
particular type of scenario. Trackers are continually being
developed to accommodate new requirements or target
threat characteristics and to take advantage of increases
in processor and communications capability as well as new
or improved sensors.

Algorithm development of a tracker for a system is
typically an experimental and iterative process, which is
because of the undesirable performance that results from
misassociations and unexpected operating conditions that
are revealed through high-fidelity simulations and hard-
ware in the loop testing. Each stage of the algorithm
development spiral typically includes a reevaluation of
the requirements and performance obtained during the
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prior stage, algorithm redesign or replacement, perfor-
mance evaluation testing, and study of the results. During
algorithm development, it is not uncommon to have to re-
place some algorithms (or make major modifications to
them) because of unexpected operating conditions or per-
formance results. Thus care is needed in undertaking soft-
ware development of the deliverable code before the
algorithm development process is complete.

In describing the various target-tracking methods,
tracking with data from a single sensor is discussed
before discussing tracking with multiple sensors, which
is more complex. Also, single target tracking is discussed
before multiple target tracking because the tracking of
multiple targets is substantially more complex than track-
ing a single target. The major emphasis in this article is on
the data-association function, because that is the process
that is unique to small target tracking relative to most
other estimation tasks. The targets are assumed to be
noncooperative in that, typically, they do not purposely
communicate to the trackers their identity or location as is
done for air-traffic control.

3. SINGLE TARGET TRACKING WITH FALSE SIGNALS

The methods used to track a single target can be useful
also for tracking multiple targets, provided they are far
apart. Targets that are far apart are sometimes referred to
as isolated targets [16,17]. Isolated targets are far enough
apart so that all of the measurements in the immediate
neighborhood of a target track have a very low probability
of being caused by another target. In both single and mul-
tiple target tracking, a processing function is used to com-
pute a track gate that defines the immediate neighborhood
of measurement for a track. The processing functions for
tracking isolated targets are shown in Fig. 2.

3.1. Track Gate

A track gate is also called a validation region or correlation
window [1,2,6]. For most tracking methods the gate func-
tion simply serves to reduce the processing load and has

little impact on performance if the track gate is big
enough. To compute a simple yet practical gate, the filter
function computes the expected location of the measure-
ment for a target, which establishes the center of the gate.
Then it establishes the extent of the track gate by com-
puting the region around the predicted measurement in
which the measurement caused by the target is expected
to be located with a prescribed probability (given that the
target is detected). A practical value is 0.99 for the pre-
scribed probability that the correct measurement is in the
track gate [17].

The size of the target gate region is computed using the
innovations covariance matrix. The innovations vector is
the difference between the measurement vector and the
predicted measurement computed from the predicted tar-
get state vector. Thus the innovations covariance matrix
takes into account the error in the prior target state esti-
mate, the prediction error, and the measurement errors.
The innovations are sometimes called the residuals, which
is not to be confused with the measurement residuals. The
measurement residual vector is the difference between the
measurement vector and the estimated measurement
computed from the estimated target state vector after
being updated using that measurement.

The use of two gates each with a different shape can help
reduce the processing load. For two-dimensional measure-
ments such as with a passive sensor, for example, the first
gate is a rectangle that is sized to include the second gate,
which is an ellipse. The rectangular gate is less computa-
tionally intensive but is not as effective. The rectangular
gate eliminates most of the measurements that will not be
in the elliptical gate. The elliptical gate requires more com-
putations, but is more effective in that it produces fewer
measurements in a gate for a given probability that the
correct measurement is in the gate [1,17]. An elliptical gate
involves the computation of a chi-square static. In contrast,
determining if a measurement is in a rectangular gate
requires the computation of only a few comparisons, each
proceeded by the computation of the absolute value of a
difference. There are other methods of computing a track
gate, but for brevity they are not discussed here.
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Figure 2. Block diagram of the processing functions for tracking isolated targets [17].
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3.2. Data-Association Methods

For simplicity, consider single target-track maintenance,
that is, assume that the target track has already been
established. The tracking methods for multiple isolated
targets is very similar, and track initiation, which is more
complex, will be addressed later. The gate computation is
the first function of the data-association process. Then,
given the track gate, identify the measurements in the
track gate by testing each measurement to determine first
if it is in the rectangular gate and, if so, determine if it is
in the elliptical gate. For a measurement vector that con-
tains more than two elements, the rectangular and ellip-
tical gates are replaced by their higher dimensioned
counterparts. How the measurements that are in the track
gate are subsequently processed depends on the chosen
data-association method.

Data-association approaches can be classified as single-
frame and multiple-frame methods [10,16,17]. For single
target tracking, a measurement in a track gate is either a
false signal or the detected target. (Note that a measure-
ment could be because of persistent clutter. An estimate of
the location of persistent clutter should be maintained
because the target might pass through its neighborhood.
Accordingly, persistent clutter is equivalent to a target
that is not of interest and hence is in the multiple target
tracking category rather than single target tracking.) Two
single-frame approaches are described for single target
tracking, whereas discussion of the multiple-frame data
association methods are deferred to the multiple target-
tracking section.

A single-frame association approach typically enumer-
ates most or all the possible hypothesis tracks for a frame
of data. The hypotheses are generated based on a single
prior track that remains after completing the processing
for the prior frame of data. For single target tracking with
M measurements in the track gate, there are Mþ 1
hypotheses, one for each measurement in the gate and
one for the null hypothesis that the target was not detect-
ed in the gate for that frame of data. After the hypotheses
are enumerated, the number of tracks is reduced to, at
most, one track per apparent target for use with the next
frame of data. Typically, the number of tracks of the cur-
rent hypotheses is reduced to a single track by eliminating
some, combining some, or both. The resulting single-state
estimate will be referred to as the composite state estimate,
and the composite state estimate and its covariance ma-
trix (plus possibly additional information) will be referred
to as the composite track [11].

A single-frame data-association algorithm does not re-
process sensor data from prior frames, does not update the
prior probabilities of the hypotheses, and carries forward
in time at most one track per apparent target. As a con-
sequence, multiple-frame data-association approaches,
described later, typically perform better than single-frame
approaches. To their advantage, single-frame data-associ-
ation algorithms are not as complex or processing inten-
sive as multiple-frame methods and do not require as
extensive an algorithm development effort.

The two best known single-target, single-frame data-
association approaches are the nearest neighbor and the

probabilistic data-association filter. These approaches
illustrate two very different types of decisions. The near-
est neighbor approach makes hard decisions, that is, the
association weight used for each measurement in a track
gate is either zero or one. By contrast, the probabilistic
data-association filter makes soft decisions, that is, the
association weight used for each measurement in a track
gate is usually between zero and one. With soft decisions,
typically the sum of the weights for a track is one. The
weights for a track include a weight for the possibility that
none of the measurements in a gate are caused by the
target.

3.2.1. Nearest Neighbor Tracking. The nearest neighbor
(NN) algorithm is designed for tracking a single target,
and only one track is carried forward for processing the
next frame of data. This algorithm is sometimes referred
to as the independent nearest neighbor (INN) algorithm to
emphasize that each track is processed without regard
to any other track. It trims (prunes) the hypotheses down
to a single hypothesis by eliminating all but one hypoth-
esis [1,2,6,16,17]. For each frame of data, the NN algo-
rithm assigns the (statistically) nearest measurement to
the track. The statistical distance measure used is typi-
cally the same chi-square value that is computed for the
elliptical (or hyperellipsoidal) track gate. If the gate extent
is sized appropriately, then an empty gate corresponds to
the hypothesis that every measurement outside the gate is
more probably a false signal than a detection of the target.
Essentially, this is equivalent to finding the most probable
hypothesis for each frame of data constrained by the
decisions of the prior frames.

The NN algorithm is easily understood and implemented.
It does not perform well, however, except with a low
measurement density, such as up to an average of about
0.1 false signals in a 0.99 gate [1,2,16,17]. (A 0.99 gate
means that there is a 0.99 probability that the measure-
ment caused by the target will be in the gate given that it
is detected.) Note that the average number of false signals
in a 0.99 track gate is a relative measure of density, not
absolute, because it depends on the gate size that depends,
in turn, on the accuracy of the track and measurements.
With the NN algorithm, how dense the measurements can
be and still provide adequate performance depends on the
specific application and its characteristics, such as prob-
ability of detection and number of elements in the mea-
surement vector. The error covariance matrix for the
resulting composite track is the covariance matrix of
the most probable hypothesis track. The error covariance
matrix of the composite track does not take into account
the possibility that the most probable hypothesis track
is the wrong track. In effect, this is equivalent to neglect-
ing the possibility that the selected hypothesis is not
the correct one. Thus the error covariance matrix for the
NN track is optimistic, that is, the variance elements of
the filter computed error covariance matrix are frequently
smaller than the corresponding actual variances exhibited
by the estimation errors.

3.2.2. Probabilistic Data-Association Filter. With the
probabilistic data-association filter (PDAF) approach, all
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current hypotheses are computed and then combined to
obtain a single track for the apparent target [1,2,6,16,17].
Conceptually, the target state estimate and its error
covariance matrix are computed for each hypothesis.
Then the target state estimates of the hypotheses are
combined into a single-composite target state estimate by
computing their average using a weighted average. The
weights are the probabilities of each of the hypotheses.
The probabilities are a function of the same chi-square
values that are used in track gating.

The error covariance matrix of the resulting composite
state estimate is the sum over the hypotheses of the prob-
ability of each hypothesis times the error covariance ma-
trix for the hypothesis plus the outer product of the
difference between the hypothesis estimate and the com-
posite state estimate. The equations for these computa-
tions are a special case of the ones discussed later in the
multiple target-tracking section. However, if the measure-
ment error covariance matrix is the same for all measure-
ments and only one track is brought forward from the
prior frame of data, the computations can be simplified
[1,2,6]. The composite track is then provided to the user,
and it consists of the composite estimated state and its
error covariance matrix for the apparent target. (The term
apparent target is used because a track might not be
following a target, but instead can be based on mostly, or
exclusively, false signals.) This track is also used for pro-
cessing the next frame of data, that is, the composite track
is used instead of the hypotheses tracks as a basis to enu-
merate the hypotheses for the next frame of data. Accord-
ingly, the number of hypotheses that must be enumerated
for the next frame of data is greatly reduced.

Typically, the PDAF exhibits better tracking accuracy
and fewer lost tracks than does an NN tracker if more
than an occasional false signal in the track gate occurs
[2,6]. A lost track is one that was following a target but
later was not following any single target. The mean-
squared estimation errors are typically smaller for the
PDAF than for the NN tracker because the weighted
averaging using the association weights tends to ‘‘hedge
the bets.’’ A disadvantage of the PDAF tracker is that it is
more processor intensive than the NN tracker and soft
decisions might degrade features or attributes used for
target classification or by the battle manager.

The PDAF-computed composite error covariance matrix
is usually more realistic than that of the NN tracker. The
error covariance matrix of the PDAF composite estimate
adapts to the sensor data because it depends on the num-
ber of measurements in the gate and how they are dis-
tributed. The variance elements of the error covariance
matrix of the composite track usually will be small when
there has been a sequence of frames with few false signals
and large when there have been many false signals. Also,
the value of the variance elements in the covariance
matrix will increase when the track gate is empty. Thus
both the PDAF composite state estimate and its covari-
ance matrix are data dependent. The actual (true) error
covariance matrix of a composite estimation problem is
usually data dependent and the covariance matrix com-
puted by the PDAF is also because it is an approximation
to the actual error covariance matrix. Note that this is

very different from a traditional linear, Gaussian estima-
tion problem, for which a single Kalman filter can be used,
and both the actual and computed state estimation error
covariance matrix do not depend on the values of the mea-
surements.

In some tracking systems, single target-tracking
approaches are used to track multiple targets. For exam-
ple, the NN algorithm or the PDAF might be used to track
multiple targets. As a result, each apparent target is
tracked independent of the other apparent targets, that
is, without the aid of information from tracks of the other
apparent targets. Independent target tracking is justified
with isolated targets. If some targets are closely spaced,
improved performance will be obtained by using a multi-
ple target-tracking approach that coordinates the process-
ing of the tracks by using the prior multiple track data
more effectively rather than using an isolated target-
tracking approach.

4. MULTIPLE TARGET TRACKING

A variety of single-frame and multiple-frame data-associ-
ation methods have been devised for tracking multiple
targets with data from a single sensor. In discussing some
of these methods, it is assumed that false signals and
closely spaced targets can occur. Furthermore, it is
assumed that persistent clutter points are treated as tar-
gets; however, to simplify the discussion, the assumption
is that no UCSOs occur. When discussing hypotheses for
multiple target tracking, the term hypothesis refers to a
multiple-target hypothesis; that is, each hypothesis
accounts for all target tracks and all measurements in
the applicable sensor data.

In multiple target tracking, a frame of data will nor-
mally contain measurements from many targets. Most
tracking algorithms assume that the signal processor pro-
vides measurements in a sequence of proper frames of
data. A proper frame of data is a collection of measure-
ments wherein no two measurements are from the same
target. Performance is expected to degrade if the frames of
data are smaller than is practical or are not proper frames.

Before discussing some of these suboptimal tracking
methods, it is instructive to first discuss optimal tracking.
It is useful to discuss optimal tracking for at least two
reasons. First, the equations of optimal tracking are also
used in suboptimal tracking but in a different way. Second,
optimal tracking displays important properties that
are helpful in understanding the characteristics of prac-
tical, suboptimal multiple target-tracking methods and in
designing those methods.

4.1. Optimal Tracking of Multiple Targets

There is no single method for optimal tracking because
different optimization criteria lead to different optimal
tracking algorithms even for a linear, Gaussian problem
[15]. This characteristic of target tracking is very different
from the more traditional linear, Gaussian estimation
problem, for which the Kalman filter is optimal for most
optimization criteria. Other complexities unique to the
multiple target estimation task also exist that muddy the
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issue of what is meant by the optimal estimate, but that
issue need not be explored here [15]. To limit this discus-
sion, a simple scenario is addressed and with but two
optimization criteria.

Suppose that at time zero the tracking system receives
a handoff of tracks from another system that has (some-
how) established a set of tracks for all the targets that
includes credible error covariance matrices for all the tar-
get tracks. Furthermore, the handoff estimation errors for
each target exhibit a Gaussian probability distribution
and are not cross-correlated from target to target. The
system has a linear sensor with measurement errors that
exhibit a Gaussian probability distribution. Furthermore,
the target motion is described by linear vector state equa-
tion and, if process (state) noise is applicable, it exhibits a
Gaussian probability distribution. Note that this is not
only a ‘‘nice’’ linear, Gaussian problem, but the number of
targets is known, which greatly simplifies the problem.

In optimal tracking, all hypotheses and all their tracks
must be retained for use in processing the subsequent
frames of data. A bank of Kalman filters can be used to
compute the state estimates for each target track for each
hypothesis. Fortunately, a target track based on a specific
sequence of measurements is used in more than one
hypothesis so that some economy of processing is obtained
by taking advantage of that fact. Equations for computing
the probability for each hypothesis are given in Table 1.
These equations apply to optimal multiple target tracking

for most optimization criteria. The notation used here is
consistent with typical Kalman filter notation, except that
the estimates are also conditioned on the hypothesis, as
can be seen from Eq. (1d). The optimization criterion
determines how the estimates of the hypotheses are pro-
cessed to establish the single best track for each target.
For the minimum mean-square error (MMSE) criterion,
the equations for the optimal composite estimate are given
in Table 2. Table 3 amplifies on the equations used to
compute the probability of the innovations used to com-
pute the probability of each hypothesis. All the current
hypotheses are retained and used as a basis for computing
the hypotheses’ tracks when the next frame of data be-
comes available. In contrast, the composite tracks are re-
computed after every frame of data becomes available,
based on the tracks of all the current hypotheses and their
probabilities.

Note that the equations in Table 1 permit the targets’
state vectors to be handled in two different ways. If any of
the random variables related to one target are cross-cor-
related with those of another target, then state vectors of
all the targets are concatenated into a single ‘‘system state
vector,’’ which consists of all the state vectors for all the
targets. The equations of Table 2 are treated this way.
Note from Eq. (2d) of Table 2 that the individual target
tracks of the composite estimate are cross-correlated be-
cause of the last term, that is, the outer product in that
equation. The second method for handling the target

Table 1. Block 2 Optimal Multiple Target Estimation Equations [16,17]

Block 2

Compute x̂xkn
ðnÞ;Pkn

ðnÞ;S�1
kn
ðnÞ; and nkn

ðnÞ using Kalman filters (1a)

o�kn
ðnÞ¼p½nkn

ðnÞ�okn�1
ðn� 1ÞðPDÞ

nD ð1�PDPGÞ
nT�nDbnF

F bnNT

NT (1b)
o�kn
ðnÞ / p½kn; zðnÞjZðn� 1Þ� (1c)

x̂xkn
ðnÞ¼E½xðnÞjkn;ZðnÞ� ¼hypothesis estimate (1d)

Pkn
ðnÞ ¼hypothesis estimate covariance (1e)

nkn
ðnÞ ¼hypothesis innovations (1f)

Skn
ðnÞ ¼hypothesis innovations covariance (1g)

kn¼hypothesis index (1h)
bF ¼PFP=AP (1i)
bF ¼ false signal density (1j)
PFP¼probability of false signal in a pixel ðresolution elementÞ (1k)
AP¼area ðvolumeÞ of a pixel ðresolution elementÞ (1l)
PD¼probability of target signal detection (1m)
PG¼probability that target is in gate (1n)
nF ¼number of false signals in gate (1o)
bNT ¼PNT=AP (1p)
bNT ¼new target density (1q)
PNT ¼Probability of new target in a pixel ðresolution elementÞ (1r)
AP¼area ðvolumeÞ of a pixel ðresolution elementÞ (1s)
nD¼number of targets detected (1t)
nT ¼number of targets (1u)
nNT ¼number of new targets (1v)

If the random variables are independent from target to target, that is, the system innovations covariance matrix is target,
block diagonal, then:

p½nkn
ðnÞ� ¼

Q
i p½nijðnÞ� (1w)

where:
i¼ index of target tracks (1x)
j¼ index of measurements, a function of i and kn (1y)
nij(n)¼ innovations vector for track i and measurement j (1z)
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states applies if no target-to-target cross-correlation
exists [see Eq. (1w)].

To illustrate that two different optimization criteria
lead to different optimal multiple target-tracking
algorithms, Table 4 provides the optimal composite esti-
mate for the joint maximum a posteriori probability
(JMAP) criterion [11,15–17] . Note that Eq. (2d) in
Table 4 shows that any estimate that is not the same as
optimal MMSE estimate will have a larger actual error
covariance matrix [11,16,17]. Also note from that equation
that any suboptimal hypothesis estimate will exhibit
cross-correlations between the individual target hypothe-
sis tracks because of the outer product term.

The optimal single track (in the minimum mean square
sense) for an apparent target at any one time is a com-
posite track that is the appropriately weighted sum of
tracks for that apparent target contained in all the mul-
tiple-target hypotheses. To illustrate the magnitude of the
complexity for optimal tracking without missed signals
or false signals, NT targets and NF frames of data would
require the enumeration of ðNT !Þ

NF�1 hypotheses (assum-
ing no tracks based on prior data are available).

It is the retention of all the hypotheses and all their
tracks that makes optimal tracking impractical. Clearly,
optimal tracking is a multiple-frame data-association
approach with the number of frames in the data associa-
tion equal to number of frames of data available. The so-
called ‘‘gated optimal’’ tracking is optimal tracking except
that gates are used to eliminate unlikely track-measure-

ment pairs [16,17]. The gating process reduces processing
complexity, but, because it is a trimming process, the re-
sults are suboptimal.

4.2. Single-Frame Data-Association for Track Maintenance

Single-frame data-association approaches for multiple
target-track maintenance include the global nearest
neighbor algorithm and joint probabilistic data association.

4.2.1. Global Nearest Neighbor Tracking. The global
nearest neighbor (GNN) tracker uses a single-frame
data-association algorithm that makes hard decisions. It
is an extension of the INN tracker for use with multiple
targets. There is a number of different implementation
approaches to GNN tracking. One version of the GNN
finds the most probable (multiple-target) hypothesis for
each frame of data constrained by the decisions of the prior
frames. This version will be referred to as (multiple-target)
single-frame most probable hypothesis (SF-MPH) track-
ing. Only one track per apparent target is carried forward
for processing the next frame of data. Rather than enu-
merate all the hypotheses, typically an optimal, unique,
2-D assignment algorithm is used to find the most probable
hypothesis, and that greatly reduces the amount of com-
putations [1]. The assignment algorithm assigns measure-
ments to tracks. The term unique in this context means
that no track is assigned to more than one measurement
and no measurement is assigned to more than one track.
The 2-D qualifier refers to two dimensions because there
are two data sets that are involved, namely, measurements
and tracks, and therefore the assignment cost array
is a matrix. Note that although finding the optimal (min-
imum cost) solution to a two-dimensional assignment prob-
lem is tractable, it turns out that a higher dimensioned
assignment problem is not. Also note that an optimal
unique assignment algorithm does not provide optimal
tracking.

In the past, suboptimal assignment algorithms were
used to further reduce the amount of computations.
However, there is little advantage to using a sub-
optimal assignment algorithm because now very fast
optimal 2-D assignment algorithms are available. These

Table 2. Block 1 Multiple Target Equations for optimal
MMSE Estimation [15–17]

Block 1

p½zðnÞ jZðn� 1Þ� ¼
P
kn

o�kn
ðnÞ (2a)

okn
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ðnÞ=
P
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x̂xðnÞ¼
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ðnÞx̂xkn

ðnÞ (2c)

PðnÞ¼
P
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okn
ðnÞfPkn

ðnÞþ ½x̂xkn
ðnÞ � x̂xðnÞ�

½x̂xkn
ðnÞ � x̂xðnÞ�Tg

where
okn
ðnÞ¼p½kn jZðnÞ� ¼hypothesis probability (3a)

x̂xðnÞ¼E½xðnÞ jZðnÞ� ¼ composite estimate (3b)
PðnÞ¼ composite estimate covariance (3c)

(2d)

Table 3. Hypothesis Innovations Probability Equations
for Optimal Multiple-Target Estimation [15–17]

For linear, Gaussian conditions:

p½nðnÞ� ¼
e�w

2=2

ð2pÞM=2
ffiffiffiffiffiffi
jSj

p for w2
kn

or w2
ij

(1)

w2¼ v̂vT
ðnÞR�1v̂vðnÞþ ½x̂xðn jn� 1Þ � x̂xðnÞ�TP�1

ðn jn� 1Þ½x̂xðn jn� 1Þ � x̂xðnÞ�
(2a)

w2¼ nTðnÞS�1nðnÞ; nðnÞ¼ zðnÞ �HðnÞx̂xðn jn� 1Þ (2b)
S�1¼R�1ðnÞ � R�1ðnÞHðnÞPðnÞHTðnÞR�1ðnÞ (3)
S¼HðnÞPðn jn� 1ÞHTðnÞþRðnÞ (4)

where
S9E½nðnÞnTðnÞ�; M¼ length ½nðnÞ� (5)
v̂vðnÞ¼ zðnÞ �HðnÞx̂xðnÞ (6)

Table 4. Block 1 Multiple-Target Equations for Optimal
JMAP Estimation [15–17]

Block 1. Maximum joint a posteriori estimate
(JMAP estimate)

For Max
x;kn

fp½x; kn jZðnÞ�g; k̂kn¼Arg Max
kn

½Wkn
ðnÞ�

� �
(2a)

wkn
ðnÞ¼okn

ðnÞ=½ð2pÞM=2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jPkn
ðnÞj

p
� (2b)

x̂xJMAPðnÞ ¼ x̂xk̂kn
ðnÞ (2c)

PJMAPðnÞ¼PMSðnÞþ ½x̂xJMAPðnÞ � x̂xMSðnÞ�½x̂xJMAPðnÞ

�x̂xMSðnÞ�
T

(2d)

where
k̂kn¼JMAP hypothesis decision (3a)
x̂xJMAPðnÞ ¼JMAP estimate (3b)
PJMAPðnÞ¼JMAP mean square error matrix (3c)
x̂xMSðnÞ¼MMSE estimate (3d)
PMSðnÞ¼MMSE mean square error matrix (3e)
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algorithms are fast because they take advantage of the
sparseness of the cost matrix. The sparseness occurs be-
cause not every measurement is in every track gate. A
unique assignment algorithm is able to find the most prob-
able hypothesis because of the basic structure of the equa-
tion for the probability of a hypothesis, provided the target-
track-to-target-track cross-correlations are neglected.

Figure 3 displays a block diagram of the data-associa-
tion functions for use of a 2-D assignment algorithm. The
gate search function determines which measurements are
in the rectangular track gates (or its higher dimensioned
version). A simplistic algorithm should not be used for this
function if many targets occur in any one region. For
example, if two loops were used (one for measurements
and one for tracks) for the gate search function, then 100
targets and 100 measurements would require 10,000
evaluations to determine which measurements are in
each track gate. More ingenuous methods will greatly re-
duce this number. The likelihood function serves to per-
form the elliptical (or hyperellipsoidal) gate process and
also to compute the cost value for use in the assignment
matrix. The chi-square calculation of Eq. (2) in Table 3 is
often used for the cost in the assignment matrix [1,16,17].
Singletons are simply obvious measurement-track pairs
for which there is no contention and thus need not be
included in the assignment algorithm [16,17]. If many
targets occur, then there may be an advantage to parti-
tioning the tracks into what are called track clusters may
exist. Tracks are partitioned so that no measurement in
the gate of a track in one cluster is also in the gate of a
track that is in another cluster. Track clusters should not
be confused with target clusters, which are groups of tar-
gets whose state vectors are approximately the same. The
purpose of partitioning tracks is to reduce the processing
load but will not necessarily reduce processing if a state-
of-the-art assignment algorithm is used.

The last function in Fig. 3 is the assignment algorithm,
which uniquely assigns measurements to tracks. This
block diagram is applicable with modification to other
data-association approaches. The unassigned measure-
ments are normally forwarded to the track-initiation func-
tion, and the unassigned tracks are tested for possible
termination (see Fig. 2). The advantage of the GNN
approach is that it does take into account multiple tar-

gets by using the multiple tracks and all the measure-
ments in a frame of data (or partition). Also, it is relatively
easy to implement, compared with other data-association
methods and is not very processing intensive. In addition,
this approach tends to adjust for shifts in the data from
frame to frame because of interframe jitter. The disadvan-
tage is that false signals and new targets tend to degrade
performance. This might be an appropriate tracking ap-
proach for implementation early in the algorithm devel-
opment stage for a new system and then followed later by
a more advanced and complex tracking approach, if need-
ed, when the system characteristics are better understood
and established.

4.2.2. Joint Probabilistic Data Association. The joint
probabilistic data-association (JPDA) tracker uses a
single-frame data-association approach that makes soft
decisions. It is an extension of the PDAF tracker for use
with multiple targets [1,2,6]. In the JPDA approach, all
current hypotheses are computed and then combined to
obtain a single composite track for each apparent target.
These composite tracks are used to provide to the user the
estimated state and its covariance matrix for each appar-
ent target. Also, for processing the next frame of data, the
composite tracks are used instead of the hypotheses’
tracks. Accordingly, the number of hypotheses that must
be enumerated for the next frame of data is greatly
reduced compared with optimal tracking. The equations
of Table 1 are applicable to JPDA, but normally the target-
track-to-target-track cross-correlations are neglected. A
JPDA tracker is expected to perform better than the GNN
tracker as the number of false signals or new targets
increases. The JPDA is more processing intensive and
requires more complex computer programming and algo-
rithm development effort than the GNN approach. In ad-
dition, the soft decisions of the JPDA tracker might
degrade features or attributes used for target classifica-
tion or by the battle manager. Fortunately, the computed
composite error covariance matrix of a JPDA tracker is
usually more realistic than that of the GNN tracker.

A unique feature of the JPDA approach is that it permits
the computation of the probability that a specific measure-
ment is caused by because of the same target that a spe-
cific track is following. Similarly, the probability that a
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measurement is a false signal or caused by a new target
can also be computed. These probabilities can be used for
a variety of purposes beyond simply computing the
composite state estimate and the error covariance matrix
for each track. These probabilities are sometimes referred
to as marginal association probabilities, and the details for
computing them depend in part on a number of assump-
tions, such as the mathematical model used for the false
signals [1,2,6].

4.3. Multiple-Frame Data Association for Track Maintenance

Multiple-frame data-association approaches include the
algorithm by Singer, Sea, and Housewright, multiple-
hypothesis tracking, Poore’s tracker, and other algorithms
[10,11]. Typically multiple-frame data-association ap-
proaches enumerate (and also carry forward to the next
frame) more candidate tracks than do single-frame ap-
proaches. Consequently, multiple-frame data-association
approaches typically provide better estimation accuracy
and fewer false and missed tracks than single-frame
approaches. However, multiple-frame data-association al-
gorithms are more complex and processing intensive, and
they require substantially more effort in design, develop-
ment, and test.

4.3.1. Singer, Sea, and Housewright Tracker. The Singer,
Sea, and Housewright (SSH) tracker was designed for
tracking a single target with false signals [21], but has
been extended to multiple target tracking. It is sometimes
referred to as the ‘‘n-scan back’’ approach [2] and is similar
to the JPDA approach, except that it maintains more than
one track per target for processing the next frame of data.
The algorithm uses local combining to reduce the number
of tracks. Tracks are selected to be combined if they use
the same measurements in the latest N frames of data and
the same target track Nþ 1 scans back. The number of
frames, N, used in the combining process is a design
parameter. Although the SSH algorithm can be classified
as a multiple-frame, probabilistic data-association ap-
proach, it uses local rather than global combining and
uses measurements as the criteria for forming local com-
posite tracks. Because it usually retains more than one
candidate track per target from frame to frame, it should
perform better than JPDA but increases the processor
load and requires more extensive algorithm and software
development.

4.3.2. Multiple-Hypothesis Tracking. Multiple-hypothesis
tracking (MHT) typically carries more than one hypothesis
track per apparent target forward for processing the next
frame of data. Many different versions of MHT have been
developed since its original conception [22]. In MHT, for
practical reasons the number of hypotheses is limited
by both eliminating and combining some hypotheses and
tracks [1,7,22]. In the original MHT, the typical combining
(merging) process is local rather than global. Given four hy-
potheses’ tracks for a single apparent target, for example,
two similar hypotheses tracks might be combined (merged)
to form one hypothesis track, a ‘‘local’’ composite. As a result,
the four hypotheses tracks would be reduced to three. Then

one of these three, the one with the smallest hypothesis
probability, might be eliminated so that only two tracks
would be forwarded for processing with the next frame of
data for that apparent target. In order to compute the
needed probabilities, all the current hypotheses are enumer-
ated and the (multiple target) hypotheses’ probabilities com-
puted. The computations for these probabilities are similar
to those in Table 1.

MHT should perform better than the other tracking
approaches just discussed. Improved performance is ob-
tained at the expense of an increase in processing load,
computer programming, and algorithm-development
effort. Many organizations either have developed or are
developing MHT or similar trackers and some are on their
second- or third-generation (incarnation) multiple-frame
tracker. Some of the more recent MHT approaches use a
sliding window of multiple frames of data, which is similar
to the method discussed in Section 4.3.3. In MHT, however,
there is additional pruning of unlikely candidate tracks
and combining of similar candidate tracks for a target to
reduce the number of multiple target hypotheses that
must be enumerated.

4.3.3. Multiple-Frame Most Probable Hypothesis Tracker.
Poore’s tracker is similar to MHT but does not use any local
combining or trimming; it uses deferred global trimming.
His tracker employs a sliding window of M� 1 frames of
data [23]. The window also includes tracks based on data up
to and including M frames back, that is, the tracks
are based on all data except the latest M� 1 frames of
data. The tracker then uses an M-D assignment algorithm
to seek the most probable hypothesis for the M� 1 frames of
data given the tracks M frames back. This is a multiple-
frame most probable hypothesis (MF-MPH) tracker. The
M frames back tracks are then updated just one frame
of data using the measurements in frame M� 1 back
that are paired with those tracks in the most probable
hypothesis.

It is not practical for most systems, however, to find the
optimal solution to the M-D assignment algorithm with M
greater than 2. To circumvent this problem, search for the
optimal solution in Poore’s M-D assignment algorithm is
stopped when the current solution is close enough to the
optimal assignment solution relative to the uncertainty
caused by the random variables. His assignment algo-
rithm is able to determine bounds on how close the current
solution is to the optimal solution. This tracker makes a
firm decision on the measurements in M� 1 frames back
and tentative decisions on all subsequent measurements
so that the current target state estimates can be computed
for all apparent targets. A firm decision is an irreversible
decision and a tentative decision is one that may be revis-
ited and changed at a later time. After this processing is
completed, the window is moved forward one frame of data
and the process repeated.

4.3.4. Related Comments. There are also other multi-
ple-frame data-association algorithms that have been
devised, and some employ retrodicted probabilities
[10,11], which are ‘‘smooth’’ decisions that are analogous
to smoothing of continuous random variables in Kalman
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filtering. (Note that in Kalman filtering, it seems that it
might be more appropriate to refer to a ‘‘ smoothed’’ esti-
mate as a retrodicted estimate, i.e., an estimate of the state
for a specific time given subsequent measurements.) More
complex track processing can be expected in the future as
the processing capabilities of computers continue to
improve and thus permit tracking to approach optimal
performance more closely.

Note that the hypotheses’ probabilities of all the sub-
optimal tracking approaches discussed above, that is,
except for optimal tracking, are not truly probabilities
but ‘‘ pseudoprobabilities.’’ A pseudoprobability is an ap-
proximation to the probability that the measurements as-
signed to the tracks for a hypothesis are the correct ones.
The pseudoprobabilities are approximations because all
previous hypotheses have not been maintained and used
in the computations. The pseudoprobabilities are usually
computed as if the deleted hypotheses were not possible
and that no loss of information results from combining
hypotheses.

Some target-tracking approaches partition the process-
ing into the three major stages of (1) track initiation
(formation), (2) track maintenance (extension or continu-
ation), and (3) track termination, as in Fig. 2. Each track is
started in the track-initiation processing and then contin-
ued in track-maintenance processing until terminated by
the track-termination logic. The optimal, MHT, and MF-
MPH approaches typically integrate all three phases in
the process of enumerating hypotheses and generating
tracks. In contrast, the NN, PDAF, JPDA, GNN, and SSH
approaches are typically track-maintenance approaches
that must be augmented by separate track-initiation and
track-termination processing functions [1–4,17]. The algo-
rithm for the track-termination function might be as sim-
ple as to terminate tracks that are not updated L frames in
a row, or possibly not updated L frames out of J frames,
where L and J are selected using Markov chain analysis.
Markov chain analysis can be used to trade off the number
of tracks incorrectly terminated versus the number of false
tracks that are not terminated soon enough. This type of
analysis can be used also to establish parameters for track
initiation [1].

4.4. Track Initiation

Typically a sequence of more than two measurements is
needed to initiate a track. Fortunately, tracks do not have
to be initiated very often. The measurements not used by
track maintenance are usually forwarded for use by the
track-initiation function. In some approaches, all mea-
surements are also used by the track-initiation function
[3,4]. With a very sparse population of measurements, it
may be sufficient to initiate tracks by using the same NN
algorithm as used in track maintenance. The first mea-
surement used to start a new track is called an initiator.
An initiator starts a candidate initial track that is updated
using the NN algorithm as appropriate measurements
are provided to the track-initiation function. A score based
on chi-square statistics can be updated as a candidate
track is updated. When the score exceeds a prescribed
threshold, the candidate initial track is promoted to a

mature track and processed by the track-maintenance
function thereafter.

Note that in track initiation, not enough information
exists to compute the first gate using only one measure-
ment. After an initiator is identified, the first gate (and
possibly more) is computed using a priori information on
the velocity (and possibly higher derivatives) because the
data of the initiator does not include complete velocity
information, if any.

If more than just a few measurements exist in a region
that are forwarded to the track-initiation function, there
can be contention for measurements by a number of
different candidate initial tracks. One approach that
addresses this issue is to use binary linear programming
or an optimal, unique M-D assignment algorithm to re-
solve the contentions and find all the appropriate sequenc-
es of measurements for promotion to mature tracks [24]. If
this is too processing intensive, then it might be sufficient
to use a unique suboptimal M-D assignment algorithm,
such as the so-called greedy algorithm. A variety of other
methods have been developed for track initiation. Track
initiation is complex because usually more than just a few
frames of data are needed to initiate tracks with reason-
able confidence.

5. MULTIPLE-SENSOR ALGORITHM ARCHITECTURES

There are many different ways that data from multiple
sensors can be combined. The differences between the var-
ious multiple sensor approaches may not be important
with respect to performance for tracking with a sparse
population of measurements. With challenging conditions
of a moderate to dense population of measurements, the
difference between the various tracking approaches can
have a significant impact on both performance and hard-
ware loading. In designing an algorithm architecture for
multiple-sensor tracking, ultimately, the major consider-
ations are typically cost, communication load, processor
load, survivability, and performance. Performance consid-
erations typically include estimation accuracy, number of
false tracks, number of missed tracks, covariance matrix
credibility, and robustness. There is virtually an infinite
number of possible algorithm architectures for multiple
target tracking with multiple sensors. One view of the
different types of algorithm architectures is summarized
in this section and then compared.

5.1. Alternative Fusion Algorithm Architectures

Four pure generic types of algorithm architectures for
track maintenance and for track initiation have been iden-
tified. This classification of algorithm architectures is
based primarily on how the association processing is
performed over time and over the ensemble of sensors
[10,12,17]. The four types of track maintenance algorithm
architectures are as follows:

* Type I: Independent sensor algorithm architecture
* Type II: Track fusion algorithm architecture
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* Type III: Composite measurement fusion algorithm
architecture

* Type IV: Central measurement fusion algorithm
architecture

In the independent sensor algorithm architecture
(Type I), the tracks are processed for each sensor without
use of the data from the other sensors. Frame-to-frame
data association and filtering are performed without any
sensor-to-sensor processing. Each user obtains tracks
based on a single sensor. Note that each measurement is
subjected to only one association process, but single-sen-
sor tracks need to be retained in track files for each sensor.
Also, there is no improvement in the track quality because
of the existence of multiple-sensor data.

In the track fusion algorithm architecture (Type II),
tracks are first processed for each sensor without use of
data from the other sensors. Single-sensor frame-to-frame
association and filtering are followed by sensor-to-sensor
processing. Single-sensor tracks are fused using track-to-
track association followed by filtering to form multiple-
sensor (global) tracks. Note that each measurement is
subjected to two association processes. Multiple-sensor
tracks as well as single-sensor tracks for each sensor are
retained in track files. This process is sometimes called
hierarchical or distributed algorithm architecture and is
complicated by the property that typically sensor-level
tracks are cross-correlated with the global-level tracks.
Feedback of the multiple-sensor global tracks to the single-
sensor track processing can be employed. The vanilla
architecture without feedback to the lower levels is
designated Type IIa. Feedback to the lower levels usual-
ly improves the track accuracy at both that level and the
higher levels, and that architecture is designated Type IIb.
In systems where there are multiple sensors on each
platform and each platform is at a different location, it is
common to have three processing levels: (1) sensor-level
tracking, (2) platform-level tracking, and (3) global-level
tracking.

There are a number of methods for dealing with the
track-to-track error cross-correlation in track fusion. In
some methods, the track data are distributed in the form
of a tracklet. A tracklet is a track computed so that its
errors are not cross-correlated with any other data
distributed in the system for the same target [12]. Track-
lets can be computed by decorrelating the sensor tracks
[25] or formed from a sequence of measurements [12]. One
of the major benefits of track fusion compared with the
other types of fusion is that the communications load can
be greatly reduced by not distributing the track data after
every measurement is obtained for a target. The tracklet
interval, the time between when tracklets are distributed
by a sensor for a target, can often be from 5 to 30 mea-
surement sampling periods, depending on the application.
Thus data compression is obtained with little loss of
information. The original tracklet methods were designed
for nonmaneuvering targets, and those methods might not
provide adequate performance if the targets are maneu-
vering, because with maneuvers they do not provide
lossless information [26]. If the possibility of misassocia-
tions exist at the local or fusion level, then a number of

considerations need to be addressed in deciding whether
to distribute target tracks or tracklets [27].

In the composite measurement fusion algorithm archi-
tecture (Type III), multiple-sensor processing of the mea-
surements from all sensors is first employed. The
processing of measurements consists of associating mea-
surements from one frame of data from all sensors and
computing an improved estimate of a projection of the
state vector for each target, such as estimated position.
Note that normally for accurate fusion with this approach,
either the sensors must obtain measurements at the same
time or the targets and sensors must be moving slowly
relative to the frame period. These composite measure-
ments are then used in frame-to-frame association and
filtering. Sensor-to-sensor processing precedes frame-to-
frame processing. Note that each measurement is subject-
ed to two association processes, but only one set of
multiple-sensor tracks need be retained in track files.

In the central measurement fusion algorithm architecture
(Type IV), measurement-to-track association is followed
by filtering using the prior multiple-sensor tracks. This
architecture is sometimes referred to as measurement fu-
sion or central-level fusion [1,7]. In its simpler form, the
data-association processing uses the multiple-sensor
tracks and one frame of data from a sensor; the tracks
are updated and then a frame of data from another sensor
along with the updated multiple-sensor tracks is pro-
cessed. Note that each measurement is subjected to only
one association process and only one set of multiple-sensor
tracks need be retained in track files.

In addition to the pure generic methods for track main-
tenance is one more type of fusion approach that is not a
pure approach, namely, a hybrid approach. One devised
hybrid approach is flexible and adaptive because it per-
mits the distribution of tracklets, composite measure-
ments, or measurements for each apparent target,
depending on the needs of the system for data on that
target at the current time [12].

Report responsibility is a multiple-sensor, multiple
target-tracking algorithm architecture that is popular in
the radar community. This approach might be viewed as a
special case of the Type II, track fusion algorithm archi-
tecture. However, in report responsibility, data from more
than one sensor are not combined to form a multiple-sensor
track, and so it could be considered in a class by itself. It
is discussed here for completeness in preparation for a
qualitative comparison of algorithm architectures.

In report responsibility, each sensor tracker is respon-
sible for providing the tracks for a subset of all the targets.
The intent is for one and only one sensor tracker to
broadcast a track for a target. The sensor tracker that
provides the best track for a target is responsible for
broadcasting the track for that target on the network to
the users and all the other sensor trackers; no other sen-
sor tracker is supposed to broadcast a track for that target.
Consequently, the issue of track cross-correlation does
not apply to this approach. A number of approaches on
how to coordinate the decisions to achieve the intent of
report responsibility exist. Depending on how report
responsibility is coordinated, transients can exist with
more than one sensor tracker broadcasting a track for a
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target. Some advantages of report responsibility include
very low communications rate and use of the best sensor
track. In report responsibility, however, the sensor tracks
for a target from multiple sensors are not combined, so
that the full advantage is not taken of the capabilities of
fusion and so-called ‘‘ geographic diversity.’’

5.2. Comparison of Fusion Algorithm Architectures

It would be very desirable to be able to compare algorithm
architectures rigorously. The state of the art of target
tracking and target typing is such that apparently no one
can afford the cost of a comprehensive comparison of al-
gorithm architectures or of the algorithms for each of the
tracking functions. Performance is data dependent and
requires simulations for evaluation. Comparing the fault
tolerance of the various possible system designs is
certainly not easy, and a comparison of the hardware
required for alternative system designs can be extremely
complex.

In lieu of an extensive quantitative comparison, a
subjective qualitative comparison of some algorithm ar-
chitectures has been made [12]. This comparison, shown
in Table 5, is only an initial effort, assumes no process
noise, and compares only five algorithm architectures. It
must be stressed that this is a qualitative comparison in
that a rating of 4 might be substantially better than a
rating of 3 or only slightly better than a rating of 3 if
measured quantitatively. Also, this comparison does not
explicitly include all the dimensions or trade issues listed
in the beginning of this section. The comparison of Table 5
is only intended to indicate some of the critical issues in
selecting an algorithm architecture. This table is more
applicable to track maintenance than to track initiation
because the properties of some sensor combinations re-
quire special consideration for track initiation. For exam-
ple, two sensors may not have much information in
common with only a few frames of data, such as an active
sensor with relatively inaccurate angle data and an accu-
rate passive sensor with no range data.

A big influence in Table 5 is the relative location of the
sensors. With all sensors at one location (on one platform),
the communications load is not an issue and central fusion
might be preferred. Communication between distant

participating units is a major consideration and, so with
distributed platforms, track fusion might be preferred in
order to reduce the communications load. Also, registra-
tion and sensor measurement biases are extremely impor-
tant in the fusion of multiple-sensor data and typically
must be estimated. The residual biases appear to cause
more misassociations with central fusion than with track
fusion.

The asterisks in Table 5 indicate that for best tracking
accuracy, the selection of the best algorithm architecture
depends heavily on how different the participating sensor
characteristics are, the size of the residual biases, and the
types of targets. For example, for best tracking accuracy,
very similar sensors may make central fusion preferred
whereas track fusion may be preferred for disparate
sensors. Two benefits of central fusion is its data timeli-
ness, which is critical for highly maneuverable targets and
the aspect that each measurement goes through one as-
sociation process. However, the number of misassociations
exhibited by track fusion and central fusion can be very
different. With diverse sensors and a very different number
of targets observed by each sensor, central fusion might
introduce many more misassociations than would track
fusion.

Another consideration in the selection of a fusion
approach is the impact on the existing hardware. Some
sensor processors provide only sensor tracks and do not
provide measurements. If a central fusion approach were
chosen, then the processors would have to be changed,
which could be expensive. Also, some existing trackers do
not provide the track error covariance matrices. The error
covariance matrices are not needed for some approaches to
report responsibility, but are required to compute the
tracklet if the tracks are to be decorrelated for track
fusion, and the expense of this hardware change should
be considered. Hybrid fusion that distributes tracklets or
measurement data exhibits the best characteristics of
both central fusion and track fusion because the choice
of what is distributed can be based on the needs at any one
time.

A clear distinction should be made between the func-
tional (logical) algorithm architecture (discussed in Section
5.2) and the physical distribution of the processing. With
multiple platforms and onboard processing, each function

Table 5. Qualitative Comparison of Fusion Algorithm Architectures [12]

Report
Responsibility

Track Fusion
without Feedback

Track Fusion
with Feedback

Measurement
Fusion

Hybrid
Fusion

Track accuracy, false/missed tracks 1 2 3.5� 3.5� 5
K Increase effective sampling rate 1 2.5 2.5 5 4
K Utilize diversity-geometrical/accuracy 1 3.5 3.5 3.5 3.5

Extend detection range 3 3 3 3 3
Extend field of view (FOV) 3 3 3 3 3
Communication load 5 4 2 1 3
Inaccuracy and misassociations due to residual

registration biases
3 4 4 1 3

Need changes to sensor processor 5 2.5 2.5 1 4
For single-platform tracking 1 2 3.5� 3.5� 5
For multiple-platform tracking 2 3 4 1 5

Key: 5 (or Largest Number) Best.

Note: In ordering, values adjusted so that the sum of each row is 15.
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of an algorithm architecture can be physically distributed
in many ways over the sensor platforms and a central
processing station, if applicable. Also, each of the generic
algorithm architectures can be implemented in many
ways.

An important example of a specific combination of both
the algorithm architecture and the physical distribution of
the processing is what could be called measurement fusion
with distributed data association. Consider distributed
sensor platforms with a fusion processor on each platform.
For track maintenance, each platform is responsible for
the assignment of its measurements to the fusion (net-
work) tracks, and then each measurement is tagged with
its assigned fusion track number. Each measurement with
its fusion track tag is distributed to all the other plat-
forms. When a platform receives a tagged measurement
from another platform, the data-association function can
be bypassed and the measurement is sent to the filter
function for use to update the track with the track number
as indicated by the measurement’s tag. The track initia-
tion function assigns new track numbers to new tracks,
and processing is needed to attempt to identify and elim-
inate redundant tracks from being proliferated.

There are also four track-initiation architectures that
are conceptually the same as the track-maintenance
architectures summarized above. The type of track-initi-
ation architecture need not be the same as the selected
type of track maintenance. Note that for a number of
fusion approaches, no simple obvious approach exists for
upgrading from single-frame data association to multiple-
frame data association as exists for tracking with
data from a single sensor. One exception to this challenge
is measurement fusion at a single ground station because
it is very similar to processing with data from a single
sensor.

6. PERFORMANCE EVALUATION

Ultimately, the performance of tracking algorithms is
judged by the success of the system that they support.
Evaluation of tracking performance serves as an interme-
diate measure of system effectiveness, to diagnose the al-
gorithms, and to predict performance for use in system
studies. However, ambiguities can occur in evaluating
performance because of misassociations [13]. Misassocia-
tions can cause missed targets and false tracks such as
redundant, spurious, and lost tracks. As a result, it may
not be clear which target a track is following, if any. Mea-
sures of performance cannot be evaluated with the aid of a

simulation (or through field tests) without first designat-
ing which target a track is following. There are a number
of evaluation methodologies that have been proposed to
address this problem [28]. Care is needed not to use a
methodology that gives unfair advantage to one tracking
approach over another.

One methodology for resolving these ambiguities is to
use an assignment algorithm to uniquely assign the tracks
to targets [13,15]. The use of the statistical distances
between targets and tracks for the cost elements in the
assignment matrix tends to treat the alternative tracking
algorithms fairly. Then the tracking errors and other mea-
sures of performance can be computed given these unique
track-target assignments. This two-stage methodology is
shown in Fig. 4. Some of the common measures of perfor-
mance include the error biases, the mean sum square of
the position errors and the velocity errors, covariance
consistency, the number of misassociations, track purity,
track duration, average time to initiate tracks, and the
number of missed and false tracks [29]. If the system in-
volves multiple platforms, then performance metrics may
also be needed to determine if all platforms exhibit the
same information about the threat and friendly forces.
This property is sometimes called single integrated air
picture (SIAP). For most tracking applications, no single
critical performance metric exists that can be used to
evaluate one or more trackers. For one reason, a collec-
tion of metrics are needed because usually the tracker pa-
rameters could be adjusted to favor one metric at the
expense of others.

Both tracking performance and hardware loading
should be evaluated. As mentioned earlier, choices of the
algorithm architecture, algorithms for each function, and
the algorithm parameters will impact both performance
and required processor capacity (and communications
load, if applicable). An example of this tradeoff between
performance and required hardware resources is shown in
Fig. 5. This figure summarizes results of the simulation of
tracking a single target with passive sensor data that in-
cluded false signals. The results are shown after seven
frames of data have been processed. Two algorithms were
evaluated. One algorithm was optimal for the MMSE cri-
terion. The other was similar to a single-target version of
Poore’s tracker. The number of frames in the sliding win-
dow was varied from 1 to 6 so that the curve in the figure
was obtained. The values for the horizontal and vertical
axes have been normalized by dividing by the correspond-
ing value that is exhibited by tracking without false sig-
nals. Note that the results for the NN algorithm is at the
left end of each of the two curves. This figure illustrates
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Tracks and
true targets

Unique
assignment
of targets
to tracks

Step 1

Track−target
pairs,

false tracks, and
missed targets

Evaluate
measures of
performance
for each track

Compute and
prepare plots
and summary

statistics

Performance
of tracks

Performance
display

and statistics

Figure 4. Diagram of a two-stage performance-evaluation methodology [17].
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the major tradeoff between performance and required pro-
cessor capacity (processing time or required memory).
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TELEMEDICINE

CHANG WEN CHEN

University of Missouri-Columbia

Applications of information and communications technol-
ogies have become increasingly widespread because of the
rapid development of microelectronics and computers.
One of the most important applications is the use of
advanced telecommunications and computer technologies
to improve healthcare services and systems. Telemedicine—
which combines many innovative information techno-
logies that integrate research areas in human—computer
interaction, data storage, processing, and compression
with communications networking to improve health-
care—has been recognized as a way to provide an effec-
tive and versatile solution to many of the intransigent
problems in healthcare delivery.

A formal definition for telemedicine has recently been
adopted by the Institute of Medicine (IOM), Washington,
D.C. In the report developed by a 15-member committee of
the Institute of Medicine, the term telemedicine is defined
as ‘‘the use of electronic information and communication
technologies to provide and support health care when dis-
tance separates the participants’’ [1]. The committee
adopted this definition of telemedicine after consulting
several suggested definitions. A list of these definitions is

shown in Table 1 [2–13]. The committee identified three
common elements in these definitions: (1) information or
telecommunications technologies, (2) distance between
participants, and (3) health or medical uses.

The adopted definition of telemedicine includes all
three common elements and covers a broad context
in terms of both technologies employed and application
areas considered. Traditionally, video conferencing is per-
ceived as the defining technology for telemedicine, and the
clinical application is considered as the defining mode for
telemedicine. However, the adopted definition encompasses
a wide variety of forms of communication, including
telephone conversation, still-image transmission, and
medical file electronic access. The definition of technolo-
gies also includes computer-based capturing, manipulat-
ing, analyzing, retrieving, and displaying of the related
data and information. Both clinical and nonclinical uses of
telemedicine are considered in the definition. In general,
clinical applications of telemedicine involve patient care
such as diagnosis, treatment, and other medical decisions
and services. Nonclinical applications of telemedicine
involve non-decision-making processes such as continuing
medical education and management meetings. The bound-
ary for clinical and nonclinical applications often cannot
be clearly defined, because remote learning and consulta-
tion by participants will result in the application of
acquired knowledge to future diagnostic and treatment
decision-making processes. The third element, the geo-
graphic separation or distance between the participants,
is the defining characteristic for telemedicine. In many
cases, it is the separation of participants, not the distance
between the participants, that requires telemedicine to
overcome problems associated with patient care.

The concept of healthcare services performed over a
distance first appeared in 1924 in an imaginative cover for

Table 1. Definitions of Telemedicine Consulted by the Institute of Medicine Committee

Proposer and Reference Definition

Van Goord and Christensen [2],
cited in Gott [3], p. 10

The investigation, monitoring, and management of patients, and the education of patients and staff
using systems that allow ready access to expert advice, no matter where the patient is located

Weis [4], p. 151 The use of telecommunications techniques at remote sites for the purpose of enhancing diagnosis,
expediting research, and improving treatment of illnesses

Kansas Telemedicine Policy
Group [5], p. 1.6

The practice of healthcare delivery, diagnosis, consultation, treatment, transfer of medical data,
and education using . . . audio, visual, and data communications

Grigsby et al. [6], p. 1.3 The use of telecommunication technology as a medium for providing healthcare services for per-
sons that are at some distance from the provider

Council on Competitiveness [7],
p. 6

The use of two-way, interactive telecommunications video systems to examine patients from re-
mote locations, to facilitate medical consultations, and to train healthcare professionals

Perednia and Allen [8], p. 483 The use of telecommunications technologies to provide medical information and services
Bashshur [9], p. 19 An integrated system of healthcare delivery and education that employs telecommunications and

computer technology as a substitute for face-to-face contact between provider and client
Office of Technology Assessment

(OTA) [10], p. 224
The use of information technology to deliver medical services and information from one location to

another
Physician Payment Review

Commission (PPRC) [11],
p.135

An infrastructure for furnishing an array of individual services that are performed using tele-
communication technologies

Lipson and Henderson [12],
p. I-1–4

Telemedicine encompasses all of the healthcare, education, information, and administrative ser-
vices that can be transmitted over distances by telecommunications technologies

Puskin et al. [13] The use of modern telecommunications and information technologies for the provision of clinical
care to individuals at a distance and the transmission of information to provide that care
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the magazine Radio News. The cover showed a ‘‘radio doc-
tor’’ who could talk with the patient by a live picture
through radio links [1]. However, the technology to sup-
port such a visionary concept, namely, television trans-
mission, was not developed until three years later, in 1927.
According to a recent review, the first reference to tele-
medicine in medical literature appeared in 1950 [14] and
described the transmission of radiological images by tele-
phone over a distance of 24 miles. The interactive practice
of telemedicine began during the 1960s when two-way,
closed-circuit microwave televisions were used for psychi-
atric consultation by clinicians at the Nebraska Psychiat-
ric Institute [15]. Following the Nebraska program,
several other telemedicine programs were developed in
the 1960s. Some of these early programs aimed at improv-
ing health services in remote populations that tradition-
ally had limited access to quality healthcare. One such
early attempt was sponsored by the U.S. Department of
Health, Education and Welfare, the National Aeronautics
and Space Administration (NASA), and the Lockheed
Company and was called the Space Technology Applied
to Rural Papago Advanced Health Care (STARPAHC) pro-
gram [16]. The program offered medical care through a
mobile health unit (MHU), a medically equipped van that
traveled over a prescribed route through the Papago
Indian Reservation in the Sonora Desert, west of Tucson
and south of Phoenix, Arizona. The MHU clinic and a fixed
clinic at Santa Rosa, Arizona were linked via telemedicine
facilities to a hospital in Phoenix. Other programs aimed
to improve health services in urban emergency and urgent
situations [17,18]. Although these pioneering telemedicine
efforts demonstrated both technical and medical feasibility
and received enthusiastic appraisal from the healthcare
recipients [16], the issue of cost-effectiveness was debated
at a premature stage by telemedicine authorities, espe-
cially the major funding agencies. The prevailing fear
was that as the technologies for telemedicine became
sophisticated, the cost of telemedicine would increase
[15]. Such fear has been proven to be unfounded. Many
applications of telemedicine are considered to have the
potential to reduce healthcare costs or to reduce the rate of
cost escalation [1]. The rapid advances of modern commu-
nications and information technologies during the 1990s
have been a major driving force for the strong revival of
telemedicine today.

The development of telemedicine has depended on the
associated enabling technologies. One of the reasons that
first-generation telemedicine projects did not succeed is
that the technologies available at the time were, by today’s
standard, relatively primitive. The rapid advances in
digital compression, fiber optics, and computer miniatur-
ization and portability and their application to telemedi-
cine systems were not even predicted during the early
stage of telemedicine system development. In the case of
communications, dedicated telephone lines were used in
many telemedicine projects. However, such lines could
only transmit slow-scan analog images, and digital com-
pression techniques were not incorporated into the first
generation of telemedicine systems. The recent rapid
advances in digital communications, computer technolo-
gy, and information science have provided a much broader

range of enabling technologies for today’s telemedicine
systems. For example, the original telephone-based com-
munications mode has now reached very high capacity
because of the revolutionary development in computer
modem design. The transmission bandwidth of the tele-
phone line is now more than 10 times greater than it was
during the 1960s [19]. Other modes of modern communi-
cations, such as the integrated services digital network
(ISDN) and asynchronous transfer mode (ATM), have
been playing increasing roles in telemedicine systems.
These new communications technologies enable the tele-
medicine system to operate with more flexibility and at a
higher efficiency. In addition to these more advanced com-
munication technologies, developments in digital com-
pression (especially digital audio and video compression),
and computer networking (in particular the Internet),
have injected much needed versatility into the design of
today’s telemedicine systems. These greatly improved
technologies and, more important, the decreasing cost of
these technologies have allowed a wide-scale implemen-
tation of telemedicine.

The clinical applications of telemedicine have been adapt-
ed by a wide range of medical specialties and healthcare
disciplines. Many of the current telemedicine applications
involve the transmission of medical images for diagnosis and
treatment. Two such primary image-related applications are
teleradiology and telepathology. Teleradiology can be defined
as the practice of radiology from a distance, and the initial
interest in teleradiology as a practical cost-effective method
of providing professional radiology services to underserved
areas began some 30 years ago. Early teleradiology was con-
sidered as an alternative to recruiting radiologists for remote
and isolated communities; it facilitated local patient care and
avoided the unnecessary transport of patients to distant
hospitals. However, until recently, technical deficiencies in
the hardware, software, and telecommunications links have
hindered the acceptance of teleradiology by radiologists and
other physicians [20,21]. Telepathology, on the other hand,
was developed more recently, during the late 1980s, and is
still in its infancy compared with teleradiology. Two signif-
icantly different and competing techniques are currently
used in telepathology: dynamic imaging and static imaging.
Dynamic imaging systems provide real-time video imaging
capability via a remotely controlled light microscope and a
broadband communications link. With dynamic imaging sys-
tems, telepathologists are able to operate the microscope re-
motely via a keypad, mouse, or other input device so that the
systems approximate the usual techniques of pathological
examination. Static imaging systems are usually based
on less expensive conventional telephone lines to transmit
a limited number of still images. In this case, the consulting
telepathologists are virtually excluded from the process
of selecting the microscope fields for imaging. Other clinical
applications of telemedicine include teledermatology,
teleoncology, telepsychiatry, and more generally, the deliv-
ery of quality primary medical care to remote and isolated
populations.

The nonclinical applications of telemedicine have
received increased attention because of rapid develop-
ments in the telecommunications industry and the
deployment of the National Information Infrastructure
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(NII). In such cases, telemedicine systems are often
employed to enhance educational and management activ-
ities through video conferencing and multimedia presen-
tations. It has been recognized that nonclinical uses of
telemedicine for educational and administrative activities
will also contribute to the effectiveness of many clinical
applications, especially when the clinicians gain greater
familiarity with the telemedicine technologies through
nonclinical uses. Examples of nonclinical uses of telemed-
icine include continuing medical education, online health-
care information resources, coordinating research at
multiple sites, and video conferencing for administrative
meetings [1]. With Internet and World Wide Web resourc-
es, healthcare information can be readily obtained for the
formal and informal provision of medical advice, and
continuing medical education can be implemented at mul-
tiple sites with effective multimedia presentations.
Health-related research may also be conducted over
telemedicine systems based on the patients’ data collect-
ed and distributed at multiple sites to maximize the use of
all available data. For healthcare administrations, video
conferencing for managers of integrated healthcare sys-
tems allows such meetings to combine evaluation with
quality monitoring.

More recently, public health has been identified as an-
other nonclinical application of telemedicine with great
potential. Public health for the most part is massive in-
formation transfer, teaching people how to find clean wa-
ter, wash, and change lifestyles as well as disease
monitoring. Telemedicine systems in the future will be
able to provide the connectivity needed for mass education
on disease prevention and the global network needed for
disease monitoring. Such nonclinical applications of tele-
medicine can contribute to the improvement of human
health on a global scale.

1. TECHNOLOGIES FOR TELEMEDICINE

As defined previously, telemedicine is the application of
information and communications technologies to health-
care. As a result, the development of telemedicine has
largely been constrained by the balance of the supply and
demand of technologies applicable to various telemedicine
applications. The degree to which a particular telemedi-
cine application is able to develop depends greatly on the
development of appropriate technologies associated with
the application. In general, the development of telemedi-
cine applications are constrained by three fundamental
aspects of information and communications technologies:
information-carrying capacity, communications media,
and information processing and digital technologies.
These technologies determine the availability, quality,
and affordability of many telemedicine applications.

The information-carrying capacity of a communications
system is called bandwidth. Bandwidth measures the
amount of information that can be carried at one time
through the communications system. The advances in dig-
ital communications have offered various possibilities to
transmit healthcare–related information over communi-
cations systems with very high information-carrying

capacities. Usually, however, a communications system
with higher bandwidth tends to be more expensive to
install and maintain. Therefore, the demand for informa-
tion-carrying capability, or bandwidth, depends on the
needs and resources of the telemedicine users. Many re-
cent advances in information and communications tech-
nologies have sought to increase the capacity of various
communications systems by improving transmission
media and by configuring the information in such a way
as to reduce bandwidth requirements. The core modern
information and communication technologies applicable to
telemedicine are digital communications, digital video and
video compression, digital imaging, and multimedia inte-
gration.

1.1. Digital Communication

The telecommunications industry is moving rapidly to-
ward digital systems for various applications. This is be-
cause digital systems can easily facilitate more efficient
transmission, more accurate signal reproduction, and
more flexible information multiplexing. These characteris-
tics of digital communications will benefit the further de-
velopment of telemedicine systems. The more efficient
transmission of a digital communications system can
reduce the cost of transmission and therefore may spawn
new applications in telemedicine. More accurate reproduc-
tion of the digital transmission will improve the quality of
the received information and hence the quality of the tele-
medicine services. More flexible information multiplexing
offers the integration of audio, video, and data signals into
multimedia information so that more greatly enhanced
telemedicine services can be made possible.

Historically, telemedicine was developed to overcome
healthcare problems arising from geographic separation
between people who needed healthcare and those who
could provide it. Naturally, telemedicine applications have
relied on existing telecommunications networks and tech-
nologies to resolve the geographic-separation issues. De-
pending on the nature of the telemedicine information to
be transmitted, a particular type of communications
media and network may be selected so that a tradeoff
between the costs of and the need for timely connection
can be achieved. Many telemedicine applications have
depended on the public switched telephone network
(PSTN) to transmit both time-critical and non-time-criti-
cal healthcare information from one place to another. The
carrier systems for such information transmission may
include traditional telephone service, T-1 carrier systems,
and ISDN.

The telephone network has several major advantages
over the other two, more advanced technologies for some
telemedicine applications. These advantages include ubiq-
uity, relatively low cost for installation, and low cost per
use. In addition, modern telephone systems offer a range
of flexible services that have emerged during the past de-
cade. Among them, telephone conferencing offers the
opportunity for relatively large numbers of people who
are geographically dispersed to meet together by phone.
Voice mail enables the transmission of voice messages
when instant response is not required. Fax service

TELEMEDICINE 5099



facilitates the transmission of material on paper via the
telephone system. With currently available computer mo-
dems, the exchange of electronic mail, data, documents,
and even images can now be easily accomplished through
the telephone system. In the near future, the videophone
will provide more versatile and low-cost communications
services for telemedicine participants.

The T-1 carrier system was the first successful system
designed to use digitized voice transmission over the tele-
phone network [19]. It was first developed to resolve the
problems with the old analog telephone systems so that
the system would be able to increase call-carrying capa-
bility and improve transmission quality. The first step of
development was the deployment of mixed analog and
digital transmission capabilities so that end users could
use analog transmission through the twisted pair cable on
the local loop, while the interoffice trunks were operating
through digital carriers with digital switching systems. As
the T-1 system evolved from the old analog telephone sys-
tem, some of the features of the old telephone system
remained compatible, such as the four-wire circuits in

the local loop and full-duplex capability. However, many
digital characteristics have been introduced in the T-1
carrier system. These characteristics include pulse-coded
modulation (PCM), time-division multiplexing, framed
format, bipolar format, byte-synchronous transmission,
and channelized or nonchannelized services. With these
digital technologies, the T-1 carrier system is able to pro-
vide a basic rate of digital transmission at 1.5444 Mbps,
the rate of the digital signal level 1 (DS1) as defined by the
time-division multiplexing hierarchy. This rate of the dig-
ital link is the result of multiplexing 24 standard 64-kbps
PCM signals, also known as DS0 digital signals. With
these higher capacity transmission links, many telemed-
icine applications are now able to transmit time-critical
high-bandwidth requirement information, such as live
video signals, over the telephone network via T-1 carrier
systems.

The original motivation for the development of the
T-carrier system was to provide lower cost and better
quality dial-up telephone services. However, the technol-
ogies that evolved from such developments form the basis
for a full end-to-end digital network, (ISDN), to support
the simultaneous transmission of voice, data, video, im-
age, text, and graphics information. ISDN provides a wide
range of services using a limited set of connection types
and multipurpose user–network interface arrangements
[19,22]. ISDN is intended to be a single worldwide public
telecommunications network to replace existing public
telecommunications networks that are currently not to-
tally compatible among various countries [23]. There are
two major types of ISDN with different capacities: nar-
rowband ISDN and broadband ISDN (BISDN). Narrow-
band ISDN is based on the use of a 64 kbps channel as the
basic unit of switching with primarily a circuit-switching
mode of transmission supported by frame-relay protocols.
BISDN offers very high data rates at the order of
hundreds of megabits per second with primarily a pack-
et-switching mode of transmission supported by asynchro-
nous transfer mode (ATM) protocols. Narrowband ISDN
provides the transmission bandwidth ranging from

64 kbps to 1.544 Mbps, while BISDN provides broader
transmission bandwidth, ranging from 44.736 Mbps, or
DS3 in the digital signal hierarchy, to 2.48832 Gbps, or
OC-48 in the optical carrier hierarchy in the synchronous
optical network (SONET). Narrowband ISDN offers these
services: (1) speech, (2) 3.1 kHz audio, (3) 3 kHz audio,
(4) highspeed end-to-end digital channels at a rate
between the basic rate of 64 kbps and the super-rate of
384 kbps, and (5) packet-mode transmission [24]. BISDN
offers a variety of interactive and distribution services,
including (1) broadband video telephony and video confer-
encing, (2) video surveillance, (3) highspeed file transfer,
(4) video and document retrieval service, (5) television
distribution, and (6) potentially many more future servic-
es [24]. Depending on a particular application and cost-
effective consideration, a telemedicine system may employ
either narrowband ISDN or BISDN to accomplish desired
healthcare tasks. The development of ISDN enables a
telemedicine system to encompass a much wider variety
of applications, ranging from interactive videoconferenc-
ing-based diagnosis and treatment to the transfer of
patient records and other healthcare-related documents
for consultation and management.

1.2. Digital Video and Video Compression

As noted, video conferencing is considered the defining
technology for telemedicine. Recent rapid development of
video technologies, especially digital video and video
compression, have enabled telemedicine to continue its
strong revival.

Video refers to visual or pictorial information, which
includes both still images and image sequences. Most com-
mon examples of video include television and motion
pictures. The recording, storage, and transmission of
video signals has traditionally been handled in analog
form. Rapid advances in computer and communications
technology, however, have exposed the limitations of
traditional analog video. In particular, the analog video
lacks interactivity and is difficult to be integrated with
computer systems that accept and process digitized infor-
mation and modern communications systems that transmit
digital signals. As a result, efficient digital representation
of the video signal has been extensively studied to take
full advantage of the remarkable developments in digital
communications and computer systems. Digital video is a
coded sequence of data that represent the intensity and
color of successive discrete points along the scan lines.
Details in the digital representations of video signal
are beyond the scope of this article and can be found in
Refs. 25 and 26.

Digital video offers many advantages over its analog
counterpart. Digital video allows the existence of video at
multiple resolutions in the spatial and temporal domains,
interactivity suitable for search and retrieval of video
databases, variable-rate transmission based on user de-
mand, and more important, integration of digital video
with other digital media, such as digital audio, text, and
graphics, for true multimedia computing and communica-
tions. These benefits of digital video create new opportu-
nities for a telemedicine system to integrate a high level of
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interactivity and flexibility into routine healthcare activ-
ities, such as efficient patient-information gathering,
computerized therapy management, and automatic pa-
tient follow-up. These new opportunities are not possible
with telemedicine systems that are based on analog com-
munications. Because digital video typically requires huge
storage and transmission bandwidth capacities, however,
a fundamental issue is the development of video compres-
sion algorithms and the implementation of compression in
hardware. For example, digital video requires a much
higher data rate and transmission bandwidth than digital
audio. For compact disk (CD)–quality digital audio, the
data rate is about 700 kbps, whereas for a high-definition
television (HDTV) signal, the data rate will be about
550 Mbps. Without appropriate compression, the sheer
size of digital video will overwhelm many current storage
and transmission systems. Therefore, video compression
is a key technology that determines the cost and the
quality of the interactive video transmission, which, in
many cases, can determine the quality of the healthcare
service in a specific telemedicine system. The temporal,
spatial, intensity, and color resolutions required by spe-
cific telemedicine applications along with available com-
munications channel bandwidth often dictate the desired
compression performance. For example, the ISDN line
with a data rate of 384 kbps may be adequate for face-to-
face discussion among healthcare providers. However,
remote real-time high-fidelity display of cardiological ul-
trasound image sequences would need a 45 Mbps commu-
nications channel. The video-compression requirements
for these two applications would be quite different.

Compatibility among applications and manufacturers
is often essential for the exchange and successful trans-
mission of video data among different systems. As a result,
several video-compression standards have recently been
developed. Two major categories of such standards are
reviewed here: (1) Standards H.261 and H.263 for video
conferencing applications and (2) the MPEG series, in-
cluding MPEG-1 for CD read-only memory (ROM) access,
MPEG-2 for HDTV, and MPEG-4 for the true multimedia
communications standard that encompassess audio
coding, video coding, multiplexing of coded data, coding
of text and graphics, and audiovisual scene composition.

An understanding of these video-compression
standards starts with JPEG, a standard for coding sin-
gle-frame color images developed by the International
Standardization Organization (ISO) Joint Photographic
Experts Group (JPEG). Compression of image data with-
out significant degradation of the visual quality is usually
possible because images often exhibit a high degree of
spatial, spectral, and psychovisual redundancies. Spatial
redundancy is due to the correlation among neighboring
pixels. Spectral redundancy is due to the correlation
among color components. Psychovisual redundancy is
due to perceptual properties of the human visual system.
For video signals, the compression algorithms also take
advantage of the temporal redundancy due to usually
very high correlation between neighboring frames. For
the compression of still-frame images, the process is
generally composed of three steps: (1) transformation,
(2) quantization, and (3) symbol coding. The transforma-

tion in the JPEG standard is the discrete cosine transform
(DCT), which is employed to pack the energy of the image
signal to a small number of coefficients. As a result, the
image can be well approximated by a small number of
DCT coefficients. The quantization is needed to generate a
finite number of symbols from originally continuously val-
ued coefficients, whereas the symbol coding assigns a code
word, or a binary bit stream, to each symbol generated by
the quantization step. Intuitively, the coarser the quanti-
zation, the fewer the number of symbols. Higher compres-
sion can be used for coarser quantization; however, there
is more degradation in the visual quality of the com-
pressed image. In the case of symbol coding, variable
length codes are usually employed to minimize the
average length of the binary bitstream by assigning short
codewords to more probable symbols. Huffman and arith-
metic coding techniques are used as variable length coding
in the JPEG standard [27].

In the compression of video signals, motion compensa-
tion is a basic technique to reduce the temporal redun-
dancy of the image sequences. This is also the major
difference between image compression and video compres-
sion. The temporal redundancy is due to the fact that
there usually exists certain portion of an image that
changes little from one image frame to the next. In the
H.261 standard, which is the video-compression standard
developed for video conferencing by the International
Telecommunication Union–Telecommunication Standard-
ization Sector (ITU-T), block-based motion compensation
is performed to compute interframe differences. In this
case, image data in the previous frame are used to predict
the image blocks in the current frame. Only differences,
typically of small magnitude, between the displaced pre-
vious block and the current block need to be coded. As in
the case of JPEG, DCT and variable-length coding tech-
niques are employed. However, interframe differences,
instead of the frame itself in the case of JPEG, are trans-
formed with DCT and coded with variable-length coding.
The development of the H.261 standard began in 1984 and
was completed in late 1989. This video-compression stan-
dard was developed for the application of video conferenc-
ing over low-bit-rate ISDN lines with target bit rate of p
times 64 kbps, where p is between 1 and 30. Only two im-
age formats are assumed: common intermediate format
(CIF) and quarter-CIF (QCIF). CIF images consist of three
components: luminance Y and color differences CB and CR.
The size of a CIF image is 352 pixels per line by 244 lines
per frame. As the H.261 standard is designed for real-time
communication, it uses only the closest previous frames
as a prediction to reduce the coding delay. In summary,
the H.261 standard is a compromise among coding perfor-
mance, real-time requirements, implementation complex-
ity, and system robustness. This standard has been
implemented in various video conferencing products.
Many telemedicine systems with interactive video
services are based on real-time video conferencing system
over ISDN lines with the H.261 standard.

Standard H.263 was defined by the same group that
developed the H.261 standard. The activities of the H.263
standard started in 1993 and were adopted in 1996. The
main goal of Standard H.263 was to design a video coding
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standard for applications with bit rates of less than
64 kbps. Examples of such applications include video
data transmission over the public service telephone net-
work and the mobile network in which the video bit rates
range from 10 kbps to 24 kbps. As Standard H.263 was
built on top of Standard H.261, the main structure is
essentially the same. However, Standard H.263 offers
several enhanced techniques over Standard H.261. These
enhancements include the support of more image formats,
the use of half-pel motion compensation, three-dimensional
variable length coding, and a variable quantization step
at each microblock. With the H.263 standard, telemedi-
cine systems will have extended options in the choice
of video transmission channels, the selection of image
formats, and a much-improved picture quality at low-bit-
rate transmission. It also opens up a new opportunity
for telemedicine to use mobile communications, which
may be very much desired in emergency and battlefield
situations.

In parallel to the efforts by the ITU-T standards,
the ISO Moving Picture Experts Group (MPEG) has
developed both audio and video compression standards
that can compress many types of video sources for storage
and transmission on various digital media, including com-
pact disk, remote video database, video-on-demand, digi-
tal television, and network video. The MPEG committee
started its activities in 1988, and the MPEG-1 standard
was approved by the end of 1992 [27]. The MPEG-1 stan-
dard has been developed for the storage of digital video
and its associated audio at about 1.5 Mbps on various digi-
tal storage media. The target application for the MPEG-1
standard is the interactive multimedia system, in which
video data can be decoded in real time to allow random
access and fastforward/reverse with reasonable coding/
decoding delays. In some telemedicine applications, in
which interactive access to the desired video database is
required, the MPEG-1 standard will be able to play a very
important role. To reach the target bit rate of 1.5 Mbps, the
input video is usually downsampled to MPEG standard
input format (SIF) before compression. The SIF consists
of noninterlaced frames of 352 pixels by 240 lines at a
frame rate of 30 frames per second, with a 2 : 1 color sub-
sampling both horizontally and vertically. The compres-
sion approach of the MPEG-1 standard uses a combination
of JPEG and H.261 standards. In particular, the MPEG-1
standard also employs a block-based two-dimensional
DCT to exploit spatial redundancy as in the JPEG and
H.261 standards. However, the MPEG-1 standard uses
bidirectional temporal prediction to achieve higher com-
pression than the H.261 standard, which employs only
forward prediction.

The second phase of the ISO MPEG standard, MPEG-2,
began in 1990 and was approved as an international stan-
dard in 1994. Standard MPEG-2 provides a video coding
solution for applications not originally covered or envis-
aged by the MPEG-1 standard. Specifically, the MPEG-2
standard was given the charter to code interlaced video at
a bit rate of 4 Mbps to 9 Mbps and provide video quality
not lower than National Television Systems Committee
(NTSC)/Phase Alternation Line (PAL) and up to that of
International Radio Consultative Committee (CCIR) 601

[26]. Emerging applications, such as digital cable TV dis-
tribution, networked database services via ATM, digital
video tape recorder (VTR) applications, and satellite and
terrestrial digital broadcasting distribution, were seen to
benefit from the increased quality expected from the
MPEG-2 standardization phase. Work was carried out
in collaboration with the ITU-T SG 15 Experts Group
for ATM video coding, and in 1994, the MPEG-2 Draft In-
ternational Standard (which is identical to the ITU-T H.262
recommendation) was released. The specification of
the standard is intended to be generic—hence, the stan-
dard aims to facilitate the bitstream interchange among
different applications, transmissions, and storage media.

Basically the MPEG-2 standard can be seen as a
superset of the MPEG-1 coding standard and was de-
signed to be compatible with MPEG-1: Every MPEG-2–
compatible decoder can decode a valid MPEG-1 bitstream.
Many video coding algorithms were integrated into a sin-
gle syntax to meet the diverse application requirements:
Prediction modes were developed to support efficient cod-
ing of interlaced video, and scalable video coding exten-
sions were introduced to provide such additional functions
as embedded coding of digital TV and HDTV and graceful
quality degradation in the presence of transmission er-
rors.

The MPEG-2 standard offers enhanced capability of
many telemedicine applications. At the higher bit rate
of MPEG-2, a telemedicine system can take advantage of
emerging video communications services to provide more
flexible services and expand some remote medical consul-
tation services over ATM, satellite, and terrestrial digital
broadcasting distributions. As the MPEG-2 standard tar-
gets mainly HDTV and digital TV applications, telemedi-
cine applications will benefit greatly the superior video
quality in terms of both spatial and temporal resolution.
Such high-quality video will enable telemedicine to tap
many new applications that otherwise cannot be explored,
among them real-time transmission of some high-resolu-
tion teleradiology images and telepathology images.

Anticipating the rapid convergence of telecommunica-
tions industries, computer, TV, and film industries, the
MPEG group officially initiated a new MPEG-4 standardi-
zation phase in 1994—with the mandate to standardize
algorithms and tools for coding and flexible representation
of audiovisual data that are able to meet the challenges of
future multimedia applications [28]. Four major future
needs are identified and addressed in the development of
the MPEG-4 standard: (1) universal accessibility and
robustness in error-prone environments, (2) high interac-
tive capability, (3) coding of natural and synthetic data, and
(4) high compression efficiency. Bit rates targeted for the
MPEG-4 video standard are between 5 kbps and 64 kbps for
mobile or PSTN video applications and up to 2 Mbps for TV
and film applications. The release of the MPEG-4 Interna-
tional Standard was targeted for late 1998.

Although the MPEG-4 standard encompasses a much
wider scope of applications than telemedicine systems in-
tend to accommodate, it will have a great impact on the
quality of many telemedicine applications. These applica-
tions may include (1) video-based telemedicine services
over the Internet and Intranets; (2) telemedicine video
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transmission over wireless channels, such as an in-hospi-
tal mobile network and combat-field wireless links; (3) a
video database search in heterogeneous network environ-
ments, including various medical image storage facilities
and hospital medical record management environments;
and (4) virtual-reality applications in healthcare such as
remote visualization and image-guided surgery. As the
demand for more sophisticated multimedia applications
in healthcare grows and computer and communications
systems integration continues, various video coding
standards that have been developed or are currently un-
der development are expected to facilitate enhanced tele-
medicine systems as well as improved healthcare services.

1.3. Digital Imaging

Imaging devices have been an integral part of healthcare
service, especially diagnosis, since its very beginning.
Many imaging devices have actually been invented pri-
marily for medical applications. Traditional media used to
record static diagnosis images include sheet and roll film
for radiography and photography, whereas traditional
media used to record dynamic images include movie film
and videotapes. Modern medical imaging devices often
create digital images directly. These digital imaging
modalities include computer tomography (CT), magnetic
resonance imaging (MRI), single-photon emission comput-
er tomography (SPECT), and positron emission tomo-
graphy (PET). For the images and videos acquired with
traditional media to be exchanged over the telemedicine
network, they must be converted into digital format by an
appropriate digitization process to preserve the required
image quality for diagnosis. A typical 11 in.� 17 in. chest
film requires at least 2000� 2000 pixels and an optical
dynamic range of at least 4000 to 1 (12 bits) to represent
the image adequately [15]. The compression of medical
images is often needed for telemedicine applications to
reduce the storage and transmission costs and to reduce
access time. Various image and video compression tech-
niques and standards have been discussed previously.
However, many of these generic compression techniques
cannot be directly applied to diagnostic images as they
employ lossy compression schemes.

The American College of Radiologists and the National
Electrical Manufacturers Association (ACR-NEMA) spon-
sored and developed the Digital Imaging and Communi-
cations in Medicine (DICOM) Standard to meet the needs
of manufacturers and users of medical imaging equip-
ment, particularly computer radiography (CR), CT, MRI,
and picture archiving and communication systems (PACS)
for interconnection of devices on standard networks. The
DICOM standard also provides a means by which users of
imaging equipment may assess whether two devices
claiming conformance are able to exchange meaningful
information. As the DICOM is a standard for the trans-
mission of radiological images from one location to another
for the purpose of interpretation or consultation [29], it
will have a great impact on development of telemedicine
systems. In addition to personnel qualifications, licensing,
and quality control, the standard includes equipment
guidelines for digitization of both small and large matrix

images, display capabilities, and patient database require-
ments.

The DICOM standard allows digital communications
between diagnostic and therapeutic equipment and sys-
tems from various manufacturers. Such connectivity is
important to cost effectiveness in healthcare and therefore
is crucial to the development of cost-effective telemedicine
systems. Telemedicine systems with the DICOM standard
can provide radiology services within facilities as well as
across geographic regions. Therefore, they gain maximum
benefit from existing resources and keep costs down
through compatibility of new equipment and systems.
For example, workstations, CT scanners, MR imagers,
film digitizers, shared archives, laser printers, and com-
puters from multiple vendors and located at one site or
many sites can talk to one another by means of the
DICOM standard across an open-system network. As a
result, medical images can be captured and communicated
more quickly and the healthcare providers in a telemedicine
system can make diagnoses and treatment decisions
more quickly. In summary, digital imaging and the
related DICOM standard are able to facilitate an improved
quality of healthcare through a networked telemedicine
system.

1.4. Multimedia Integration

Today’s telemedicine systems have evolved from simple
video conferencing between the service provider and
participant to integrating multiple types of media into a
coherent medical information system for the service pro-
vider to optimize decision making in the diagnosis and
treatment process. In general, multimedia resources en-
able telemedicine system developers to integrate a high
level of interactivity into routine healthcare activities,
such as patient-information gathering, problem solving,
therapy management, and treatment follow-up. The inte-
gration of multimedia in a telemedicine system is charac-
terized by computer-controlled production, manipulation,
presentation, storage, and communications of several
types of different media. Such integration enhances the
value of the telemedicine system in that the traditional
audiovisual world has been augmented by the processing
of a variety of healthcare-related information to reinforce
the diagnostic and treatment decision. It creates new op-
portunities for home-based multimedia integrated tele-
medicine systems, in which patients are able to monitor,
treat, and learn more about their own health problems
through the manipulation of a wide variety of health-
related information. A telemedicine system with multime-
dia integration capability offers additional opportunities
for healthcare providers to explore medical options that
cannot be accomplished through traditional face-to-face
healthcare services.

One specific area in which multimedia integration can
play an important role is the coherent interpretation of
patient data obtained from either direct or indirect patient
observations. Direct observation of a patient may produce
the data obtained from senses such as sight, sound, touch,
and smell and through interaction with the patient. Indi-
rect observations of a patient may be accomplished
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through diagnostic instruments, including many medical
imaging devices. These observations may be compared
with the patient’s health history to derive the progression
of changes for a specific health problem. In the conven-
tional healthcare setting, the clinician usually makes
verbal notes and marks some sketches to characterize
the observations. With multimedia integration tools,
quantification of the patient data, such as computational
analysis of the diagnostic images, becomes possible.
Such quantification allows objective comparisons of
the patient data at the follow-up examination and enables
consistent treatment protocols even when the patient
is assigned to a different healthcare provider at the
follow-up examination.

Another application for multimedia integration is the
management of the electronic medical record. With mul-
timedia integration, electronic patient medical records,
including those acquired at a remote site, can be shared
online in a telemedicine system among physicians, pa-
tients, and specialists, as well as offline to facilitate con-
sultation and second opinions. The management of the
electronic medical records through multimedia integra-
tion has been made possible because, in a telemedicine
system, the primary patient data can be electronically
captured as images, videos, sounds, graphics, and text. In
addition, the networked telemedicine systems allow shar-
ing of patient data that may be located away from the
service site or distributed at several sites.

Finally, multimedia integration is the key to access
to Internet resources, including continuing medical
education and case consultation. As the Internet offers
hyperlinked multimedia information for either public
or restricted access, it may be an integral part of a tele-
medicine system to provide access for the general public
to medical education or for a restricted pool of participants
to provide sharing of specific medical information.
It is anticipated that the potential for multimedia
integration will be further expanded in many information
systems, including various telemedicine applications.

In summary, the convergence of communications and
computer technologies has shaped a wide range of new
telemedicine applications. As the technologies advance to
new levels, new applications will transform the daily rou-
tine of a healthcare provider and offer enhanced service
quality.

2. HUMAN AND POLICY CONTEXTS OF TELEMEDICINE

The success of the telemedicine system does not depend
exclusively on technological infrastructures. Technological
infrastructures are necessary conditions for the imple-
mentation of telemedicine systems. However, they are not
sufficient conditions for implementation. An important
factor that influences the success of a telemedicine sys-
tem is the human infrastructure, which can be complex
[30]. In fact, it has been reported that most failures of
telemedicine programs are associated with the human as-
pects of implementation [31]. Several factors have been
identified that could impede the acceptance and adoption
of telemedicine, including the documentation of benefits

for clinicians and patients, incorporation of telemedicine
with existing practices, operation of the equipment by
participants, assessment of needs and preferences [32],
and government policies [1]. As telemedicine practice in-
volves both patients and healthcare providers, the success
of an advanced system will eventually be determined by
human participants, not the technologies that support the
system.

The documentation of benefits for clinicians and
patients is in fact a cultural and social factor. The bene-
fits for the clinician may include professional image and
healthcare quality improvement. In terms of professional
image, the adoption of relatively new technology such
as telemedicine by the clinicians may be regarded poorly
by their peers, even though in many cases, the quality of
the care has indeed been improved. Documentation on
how telemedicine can help improve professional image
and quality of healthcare service is greatly needed. The
benefits for patients have been better documented, espe-
cially in the case of enhancing rural healthcare through
telemedicine. However, more efforts are needed to educate
patients and customers about the benefits of a well-staffed
and well-equipped central hospital in a telemedicine sys-
tem. Such benefits are evident when multimedia integra-
tion of patients’ data can be made possible by a
telemedicine system so that an optimal medical decision
can be derived.

The next three issues are human factors. First, it is
often difficult to incorporate telemedicine with existing
practices. Interactive applications require primary-care
and consulting practitioners at different locations to
be present simultaneously to take advantage of a
real-time system. This is quite different from the existing
practice, in which consulting by peers is usually per-
formed asynchronously. Many telemedicine systems are
centrally located, requiring healthcare providers to travel
from their traditional location of practice to use the sys-
tems. With practical and affordable multimedia desktop
workstations soon to be widely available, it will be easier
to incorporate telemedicine into the existing mode of
healthcare practice.

Second, the operation of telemedicine equipment is
usually not user friendly. The difficulties associated with
this issue include the initial installation of the telemedi-
cine system and continual maintenance and upgrading. In
general, healthcare providers lack sufficient time to learn
how to use complicated hardware and software, which
usually require quite extensive training. This problem is
further complicated by many information technology
products that are designed from the perspective of the
technology developer rather than that of the end user. As a
result, users can find it very difficult to operate telemed-
icine equipment, and such problems can affect the quality
of healthcare in a telemedicine system.

Third, the assessment of needs and preferences is
inadequate. The needs of patients and medical practitio-
ners are often not well communicated to the developer of a
specific telemedicine system. The needs of patients
include health status and problems, whereas the needs
of practitioners include individual and organization char-
acteristics, capacities, and objectives. The preferences are
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related mostly to healthcare providers. Often, a practitio-
ner would prefer a certain form of presentation of patient
data to make a comfortable decision. Those preferences,
however, may not be possible as a result of technical
limitations and financial considerations. As such needs
and preferences are usually individual, it will be a chal-
lenge to develop effective methods and tools for assessing
them and to provide technology that can incorporate
them. A continual exchange between the users and de-
signers of telemedicine systems is critical to their success.

In addition to these human factors, the success of tele-
medicine also depends on public policies at both federal
and state levels. One recent federal policy that will shape
the future of telemedicine is the Telecommunication Bill of
1996. The part of the policy most relevant to telemedicine
is the assurance of universal communication services at
affordable rates for rural, high-cost, or low-income areas.
Even though the National Information Infrastructure
initiative includes more elements than just telemedicine,
such a policy presents an incentive for the development of
telemedicine systems, especially when many telemedicine
systems are designed to enhance healthcare services for
rural and underserved areas. State policies provide mixed
incentives for the development of telemedicine. For exam-
ple, policies regarding professional licensure have been
greatly challenged by telemedicine. In particular, the med-
ical practice through telemedicine complicates the deci-
sion as to whether the practitioner should be licensed if
the practitioner and the patient are located across state
lines. Existing state laws usually require that any out-of-
state physician who evaluates and treats a patient in the
state to be licensed in that state. Most states also provide
an exception that allows physicians licensed in that state
to consult with physicians from other states or even other
countries, and this exception could be applied to some
telemedicine applications. State policies of consultation
exception are not uniform, however, and many of them
limit the exception to one-time or occasional consultations.
Furthermore, some states even have amended or are con-
sidering amending physician licensure to prohibit out-of-
state physicians from practicing without a license in that
state [33,34]. The inflexible or over-restrictive licensing
policies of many states have a negative impact on the
development of telemedicine systems. A national legisla-
tion that would create a national telemedicine license
seems unlikely, unless telemedicine can prove itself
despite regulatory obstacles. Several other policy issues
also have impact on the development of telemedicine.
These include policies on privacy, confidentiality, and
security; payment policies for telemedicine practice; and
policies on the regulation of medical devices. Privacy and
confidentiality issues also exist in conventional healthcare
practice, but the electronic recording, storage, transmis-
sion, and retrieval of patient data in a telemedicine system
increase opportunities for infringing on patients’ privacy
and confidentiality rights. Payment policies for telemedi-
cine practice must also be addressed. In fact, insurer and
healthcare restrictions on fee-for-service payments to phy-
sicians for telemedicine consultations could hinder the
growth of telemedicine development. Issues include lack of
information on the value of telemedicine compared with

conventional service and uncertainty about whether tele-
medicine would cause excess service use or increase inap-
propriate use. The policies on the regulation of medical
devices have been handled by the U.S. Food and Drug Ad-
ministration (FDA) mainly through the Center for Devices
and Radiological Health (CDRH). Many of the devices
used in telemedicine have been regulated by CDRH to
ensure that these devices are safe, effective, and properly
manufactured. Most devices are hardware equipment such
as medical imaging devices and can be appropriately
regulated. However, the regulation of software used to
transmit, store, process, display, and copy medical images
is more complicated. The FDA is currently still exploring
new policies that can better regulate software.

3. CONCLUSION

Telemedicine applications can expand the availability
and accessibility of healthcare and improve the quality
of medical services. Telemedicine is not a single technology
or a small group of related technologies. Instead, it
is an integration of many communications and informa-
tion technologies. Key technologies in telemedicine
include digital communications, digital video and video
compression, digital imaging, and multimedia integration.
In addition to technical infrastructure, human factors
will also have a profound influence on the success of
telemedicine.

Telemedicine will continue to evolve; the development of
communications, computer, and information technologies
is still moving forward at an unprecedented pace. There
are great opportunities for telemedicine to improve diag-
nostics, therapeutics, and education in healthcare. How-
ever, great challenges remain. In particular, social,
cultural, and legal obstacles must be overcome to achieve
the maximum potential of telemedicine.
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TELEMETRY

VICTOR BOYADZHYAN

Jet Propulsion Laboratory

The purpose of a telemetry system is to convey measure-
ment information reliably and transparently from a re-
motely located data generating source to users located in
space or on earth. Typically, data generators are scientific
sensors, science housekeeping sensors, engineering sen-
sors, and other subsystems on board a spacecraft.

The advent of capable microprocessor-based hardware
will result in data systems with demands for greater
throughput and a requirement for corresponding in-
creases in spacecraft autonomy and mission complexity.
These facts, along with the current technical and fiscal
environments, create a need for greater telemetering
capability and efficiency with reduced costs.

The telemetry link is the voice of the spacecraft,
providing two basic types of information: performance
and experimental information. By performance measure-
ment, we mean spacecraft operating conditions consisting
of temperature, pressure, voltage, current, subsystem
monitoring, and so forth. The experimental measurements
are related to scientific objectives of the mission, like
investigations of solar plasma, magnetic fields, and micro-
meteorites. Because of the large number of measurements
to be performed, it is necessary to time-multiplex them
according to some priority.

Telemetry data can be categorized into three basic
forms: engineering parameter data, attitude, and payload.

Engineering parameter data, also known as house-
keeping data, keep check on the operating status and
health of the spacecraft’s onboard equipment. The follow-
ing are a few forms and examples:

1. Temperature. Thermistors are usually used to con-
vert temperature data into their voltage analog. In
case of high temperatures, thermocouples are used
to detect the temperature whose output does not
exceed more than a few millivolts. This voltage
signal corresponding to temperature is dc amplified
to a level more suitable for the telemetry encoder.

2. Pressure. Various forms of pressure transducers are
used to monitor pressure in fuel tanks and plenum
chambers.

3. Operating Status. The operating status of a parti-
cular piece of equipment is represented by a single
bit that indicates a function mode is enabled (Logic
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Hi) or disabled (Logic Low). For proportional status
information, such as amplifier gain setting, the bits
are grouped into words of appropriate length.

4. Redundancy Status. The redundant status indicates
which redundant side of equipment is in use. This is
monitored by a status bit (either Logic Hi or Logic
Low).

5. Deployment of Mechanisms. A microswitch is used to
provide a status bit of separation from the launcher.

6. Voltages and Currents of Equipment and Power
Supplies. Usually, these voltages are scaled to a
common full-scale range. Current monitoring may
involve a few signal processing circuits.

These are just a few examples of engineering parameter
data to be monitored on a modern satellite payload.
The result of every command is checked via the telemetry.
Typical sampling and updating of these data are
performed from every few seconds to every few minutes
and hence require small bandwidths, which makes
the engineering parameter data bit rate a few hundred
per second for sufficient transmittal of total information.

Attitude data develop from a variety of sensors, such as
gyroscopes, star mappers, accelerometers, and sun and
earth sensors. The data can be analog, digital, or both.

During the transfer and intermediate orbit phase,
the attitude and velocity will change rapidly, and frequent
sampling is needed (i.e., one to four times per
second). High sampling rates needed during some mission
phases may lead to a bandwidth that exceeds that which
can be provided conveniently by a standard PCM data
system.

Payload data are variable and require individual con-
sideration. For example, applications and scientific pay-
loads are likely to need only few channels of data, but their
rates may be high. Data compression may be required to
reduce the downlink rate.

After launch, the command link is required in conjunc-
tion with telemetry link to supply information needed by
the various spacecraft subsystems. Many commands are
necessary for the routine operation and control of space-
craft functions; some are provided for changing the mis-
sion emphasis if unusual or unexpected conditions
are encountered, whereas others are required to correct
erratic operations or to salvage the mission if a spacecraft
failure occurs. Command operation varies in complexity
from simple on-off operations to trajectary-correction fac-
tors (based on tracking) for maneuvers. Usually, all of the
commands will fall into two classes: (1) the discrete
command for switching functions, which requires only
an address for identification and execution, and (2) the
quantitative command, which requires a magnitude in
addition to the address.

1. TELEMETRY DATA ENCODING

All data considered develop from three basic forms: ana-
log, digital bilevel, and digital serial. In conditioning
analog data, the first step is scaling it to a common full-
scale range; 0 V to 5 V is the usual range. The frequency

components greater than half the sampling frequency are
then removed by a low-pass filter to prevent aliasing
errors. Filtering channels are then sampled and converted
to a digital word. An overall accuracy of about 1% is
sufficient, and an 8 bit A/D converter is used to achieve
this.

In digital bilevel data, the OFF state is represented by
zero voltage and the ON state by þ 5 V for complementary
metal–oxide semiconductor (CMOS) and 2.4V for transistor –
transistor logic (TTL). Individual groups are then ar-
ranged into 8 bit words and sampled by logic gates whose
outputs are serialized and mixed with the main PCM data
stream.

Digital data are usually acquired in serial form for
reasons of simplifying the spacecraft’s cable harness. Such
data are initially stored as an 8 bit or 16 bit word in the
shift register located in the equipment generating the
data.

The usual spacecraft telemetry system is broken
down into two major conceptual categories: a packet
telemetry concept [1] and a telemetry channel coding
concept [2].

Packet telemetry is a concept that facilitates the trans-
mission of space-acquired data from source to user in a
standardized and highly automated manner. Packet tele-
metry provides a mechanism for implementing common
data structures and protocols that can enhance the devel-
opment and operation of space mission systems. Packet
telemetry addresses the following two processes:

1. The end-to-end transport of space mission data sets
from source application processes located in space to
distributed user application processes located in
space or on earth.

2. The intermediate transfer of these data sets through
space data networks; more specifically, those
elements that contain spacecraft, radiolinks, track-
ing station, and mission control centers as some of
their components.

Packet telemetry along with telemetry channel coding
services provide the user reliable and transparent delivery
of telemetry information.

2. TELEMETRY SYSTEM CONCEPT

The system design technique known as layering was found
to be a very useful tool for transforming the telemetry
system concept into sets of operational and formatting
procedures. The layering approach is patterned after the
International Organization for Standardization’s Open
Systems Interconnection layered network model, which
is a seven-layer architecture that groups functions logi-
cally and provides conventions for connecting functions at
each layer. Layering allows a complex procedure such as
the telemetering of spacecraft data to the users to be
decomposed into sets of peer functions residing in common
architectural strata.

Within each layer, the functions exchange data accord-
ing to established standard rules, or protocols. Each layer
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draws on a well-defined set of services provided by the
layer below and provides a similarly well-defined set of
services to the layer above. As long as these service
interfaces are preserved, the internal operations within
a layer are unconstrained and transparent to other layers.
Therefore, an entire layer within a system may be
removed and replaced as dictated by user or technological
requirements without destroying the integrity of the rest
of the system. Furthermore, as long as the appropriate
interface protocol is satisfied, users can interact with the
system/service at any of the component layers. Layering is
therefore a powerful tool for designing structured systems
that change because of the evolution of requirements or
technology.

A companion standardization technique that is concep-
tually simple, yet very robust, is the encapsulation of data
within an envelope or header. The header contains the
identifying information needed by the layer to provide its
service while maintaining the integrity of the envelope
contents.

2.1. Packetization Layer

Within packet telemetry, spacecraft-generated application
data are formatted into end-to-end transportable data
units called TM (transfer frame) source packets. These
data are encapsulated within a primary header that
contains identification, sequence control, and packet
length information and an optional trailing error control
field. A TM source packet is the basic data unit teleme-
tered to the user by the spacecraft and generally contains
a meaningful quantity of related measurements from a
particular source.

2.2. Segmentation Layer

To provide assistance with data flow control, the Packet
Telemetry Recommendation provides the capability to
segment large packetized transportable data units into
smaller communication-oriented TM source packets (Ver-
sion 1 format) or TM segments (Version 2 format) for
transfer through the space data channel. Consequently,
the TM source packets and/or TM segments are of proper
size for placement into the data field of the data unit of the
next lower layer.

2.3. Transfer Frame Layer

In spacecraft communication, the TM (transfer frame) is
used to transport source packets and segments through
the telemetry channel to the receiving telecommunica-
tions network. TM transfer frame protocols offer a range of
delivery service options. An example of such a service
option is the multiplexing of TM transfer frames into
virtual channels (VCs).

The TM transfer frame begins with an attached
frame synchronization marker and is followed by a
primary header. The primary header contains frame
identification, channel frame count information, and
frame data field status information. The transfer frame
data field may be followed by an optional trailer contain-
ing an operational control field and/or a frame error

control field. The first of these fields provides a standard
mechanism for incorporating a small number of real-time
functions (e.g., telecommand verification or spacecraft
clock calibration). The error control field provides
the capability for detecting that which may have
been introduced into the frame during the data handling
process. The delivery of transfer frames requires
the services provided by the lower layers (e.g., carrier,
modulation/detection, and coding/decoding) to accomplish
its role.

2.4. Channel Coding Layer

As a basic system requirement is the error-free delivery
of the transfer frames, telemetry channel coding is used
to protect the transfer frames against telemetry
channel noise-induced errors. Reference 2 describes the
Consultative Committee for Space Data Systems (CCSDS)
Recommendation for Telemetry Channel Coding, includ-
ing specification of a convolutionally encoded inner chan-
nel concatenated with a Reed–Solomon block-oriented
outer code [4]. The basic data units of the CCSDS
Telemetry Channel Coding that interface with the layer
below are the channel symbols output by the convolutional
encoder. These are the information bits representing
one or more transfer frames as parity-protected channel
symbols.

The RF channel physically modulates the channel
symbols into signal patterns interpretable as bit repre-
sentations. Within the error detecting and correcting
capability of the channel code chosen, errors that occur
as a result of the physical transmission process may be
detected and corrected by the receiving entity.

Telemetry source packets may be segmented and
placed into the data field of telemetry segments, which
are preceded by a header. The source packets and/or the
segments are placed into the data field of the transfer
frame, which is preceded by a transfer frame header. If
the specified Reed–Solomon code is used in the channel
coding scheme, the transfer frame is placed into the Reed–
Solomon data space of the Reed–Solomon codeblock, and
the codeblock is preceded by an attached synchronization
marker.

2.5. Relationship Between Telemetry and
Telecommand Systems

A different level of understanding is revealed by consider-
ing interactions between the telemetry system and other
systems in the operational environment. There is a
balanced relationship between the telemetry system and
the uplink telecommand system. The two systems work
hand-in-hand to ensure the transfer of user directives
from the sending end (traditionally on the ground) to the
receiving end (controlled process, device, or instrument).
Of course, the telemetry system does a great deal more
than simply returning command receipt status informa-
tion to the sender: Its usual function is to provide reliable,
efficient transfer of all spacecraft data (housekeeping,
sensor readings, etc.) back to users.

5108 TELEMETRY



3. TELEMETRY DATA FORMATTING

The baseband data diðtÞ can have different formats,
as illustrated in Fig. 1. With a nonreturn to zero-level
(NRZ-L) data format, a logical one is represented by one
level and a logical zero by the other. With NRZ-M (mark),
a logical one is represented by a change in level and a
logical zero by no change. Two other formats, biphase and
Miller, are also defined in Fig. 1.

Referring to Fig. 1 and assuming that binary waveform
levels are 7A, the NRZ signaling format falls into the
class of signals [5] whose spectrum is given by

Smðf Þ¼
1

T
pð1� pÞjS1ðf Þ � S2ðf Þj

2

þ
1

T2

X

n¼�1

pS1
n

T

� �
þ ð1� pÞS2

n

T

� ����
���
2
d f �

n

T

� �

ð1Þ

As the elementary signal is a rectangular pulse of width T,
its Fourier transform is

S1ðf Þ¼ � S2ðf ÞAT expð�jpfTÞ
sinðpf TÞ

pf T
ð2Þ

Substituting Eq. (2) into Eq. (1), and letting E¼A2T,
we get

Smðf Þ

E
¼

1

T
ð1� 2pÞ2dðf Þþ 4pð1� pÞ

sin2
ðpf TÞ

ðpf TÞ2

" #
ð3Þ

When p¼1=2, the dc spike at the origin disappears and
the NRZ signaling format falls into the noise equivalent
power (NEP) class with

Smðf Þ

E
¼

sin2
ðpf TÞ

ðpf TÞ2

" #
ð4Þ

3.1. RZ Baseband Signaling

In the RZ case, we have S1ðf Þ ¼0, and S2ðf Þ corresponds
to the Fourier transform of a half-symbol-wide pulse;
that is,

S2ðf Þ¼
AT

2
exp

�jpf T

2

� � sin
pf T

2

� �

pf T

2

� �

2

664

3

775 ð5Þ

Data sequence

NRZ level (OR NRZ change)
One is represented by one level.
Zero is represented by the other level.

NRZ mark (Differential encoding)
One is represented by a change in level.
Zero is represented by no change in level. 

NRZ space (Differential encoding)
One is represented by no change in level.
Zero is represented by a change in level. 

RZ 
One is represented by a half-symbol-wide pulse.
Zero is represented by a no pulse condition.

Biphase level (split phase or Manchester code)
One is represented by a half-symbol-wide pulse
of one polarity.
Zero is represented by a half-symbol-wide pulse
of the opposite polarity.

Biphase mark
A transition occurs at the beginning of every symbol
period. One is represented by a second transition 
one-half symbol period later.
Zero is represented by no second transition.

Biphase space
A transition occurs at the beginning of every symbol
period. One is represented by no second transition. 
Zero is represented by a second transition one-half
symbol period later.

Delay modulation (Miller code)
One is represented by a signal transition at the 
midpoint of the symbol period.
Zero is represented by no transition unless it is 
followed by another zero. In the latter instance,
a transition is placed at the end of the symbol period
of the first symbol.

NRZ-L

NRZ-M

NRZ-S

RZ

Bio-L

Bio-M

Bio-S

DM

0
TS 3TS 5TS 7TS 9TS 11TS

2TS 4TS 6TS 8TS 10TS

1 0 1 1 0 0 0 1 1 0 1

Symbol interval

Figure 1. Various binary PCM waveforms.
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As the source is again purely random, substituting Eq. (5)
into Eq. (1) gives

Smðf Þ

E
¼

1

4T
ð1� pÞ2dðf Þþ

1

4T
ð1� pÞ2

�
X1

n¼�1
nO0

2

np

� �2

d f �
n

T

� �

þ
1

4
pð1� pÞ

sin2 pf T

2

� �

pf T

2

� �2

2

6664

3

7775

ð6Þ

3.2. Biphase (Manchester) Baseband Signaling

Two rudimentary signals in Manchester baseband signal-
ing are defined by

s1ðtÞ¼A; 0otoT=2 and � A; T=2otoT

s2ðtÞ¼ � s1ðtÞ
ð7Þ

Replacing the Fourier transform of Eq. (7) into Eq. (1) will
yield

Smðf Þ

E
¼

1

T
ð1� 2pÞ2

X1

n¼�1
nO0

2

np

� �2

d f �
n

T

� �

þ 4pð1� pÞ

sin4 pf T

2

� �

pf T

2

� �2

2
6664

3
7775

ð8Þ

for p¼ 1/2, the line spectrum disappears, and

Smðf Þ

E
¼

sin4 pf T

2

� �

pf T

2

� �2

2
6664

3
7775 ð9Þ

The Miller coding scheme can be modeled as a Markov
source with four states whose stationary probabilities all
equal 1/4 and whose transition matrix is given by

P¼

0 1=2 0 1=2

0 0 1=2 1=2

1=2 1=2 0 0

1=2 0 1=2 0

ð10Þ

Another property of the Miller code is that it satisfies the
recursion relation

P4þ iG¼ �
1

4
PiG; i�0 ð11Þ

where G is the signal correlation matrix whose ikth is
defined by

gik �
1ffiffiffiffiffiffiffiffiffiffi
EiEj

p
Z T

0
siðtÞskðtÞdðtÞ i; k¼ 1; 2; 3; 4 ð12Þ

For the Miller code, the four rudimentary signals are
defined as

s1ðtÞ¼ � s4ðtÞ¼A; 0� t�T

s2ðtÞ¼ � s3ðtÞ¼A; 0� t�T=2

s2ðtÞ¼ � s3ðtÞ¼ � A; T=2� t�T

and Ei¼A2T; i¼ 1; 2;3; 4

ð13Þ

Substituting Eq. (13) into Eq. (12), and putting the results
in the form of a matrix,

G¼

1 0 0 �1

0 1 �1 0

0 �1 1 0

�1 0 0 1

ð14Þ

Finally, using Eqs. (10), (11), and (14) in the general PSD
result, which is

Smðf Þ¼
1

T

XM

i¼ 1

pi s0iðf Þ
�� ��2þ 1

T2

X1

n¼�1

XM

i¼ 1

pisi
n

T

� ������

�����

2

d f
n

T

� �

þ
2

T
Re

XM

i¼ 1

XM

k¼1

pis
�
i
0ðf ÞPikðe�j2pfTÞ

" #
ð15Þ

where Siðf Þ is the Fourier transform of the ith elementary
signal siðtÞ and

pikðzÞ �
X1

n¼ 1

pðnÞik zn ð16Þ

s0iðtÞ¼ siðtÞ �
XN

k¼ 1

pkskðtÞ ð17Þ

yields the result of Miller code [5]

Smðf Þ

E
¼

1

2y2
ð17 þ 8 cos 8yÞ

ð23� 2 cos y� 22 cos 2y

� 12 cos 3yþ 5 cos 4yþ 12 cos 5y

þ 2 cos 6y� 8 cos 7yþ 2 cos 8yÞ ð18Þ

where

y � pfT ð19Þ

Spectral properties of the Miller code that make it
valuable are as follows:

1. The majority of the signaling energy lies in frequen-
cies less than one-half of the data rate, R¼ 1/T.

2. The spectrum is small, in the vicinity of f¼ 0. This
spectral minimum facilitates carrier tracking, which
can also be more efficiently achieved than Manche-
ster coding.
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3. The Miller coding is insensitive to the 1801 phase
ambiguity common to NRZ-L and Manchester coding.

4. Bandwidth requirements are approximately one-
half those needed by Manchester coding.

When the data pulse stream experiences data asym-
metry, distortion of the continuous component of the PSD
as well as the presence of a line spectrum in PSD occurs.
This problem obviously degrades the error probability of
the receiving system. Let us look at the PSD of NRZ and
Manchester streams when data asymmetry is present.

3.2.1. NRZ Data. Let us assume thatþ 1 NRZ symbols
are elongated by DT=2 (relative to their nominal value of T-s)
when a negative-going data transition occurs and � 1
symbols are shortened by the same amount when a posi-
tive-going data transition occurs. During the absence of data
transition, the symbols maintain their nominal T-s value.

Using generalized M-ary source model, where M ¼ 4
with

s1ðtÞ¼A; �T=2 � t � Tð1þDÞ=2

s1ðtÞ¼ 0; otherwise

s2ðtÞ¼ � A; �T=2 � t�Tð1� DÞ=2

s2ðtÞ¼ 0; otherwise

s3ðtÞ¼A; �T=2 � t � T=2

s3ðtÞ¼ 0; otherwise

s4ðtÞ¼ � A; �T=2 � t � T=2

s4ðtÞ¼ 0; otherwise

ð20Þ

The stationary probabilities associated with those four
waveforms are

p1¼ppt; p2¼ ð1� pÞpt;

p3¼pð1� ptÞ; p4¼ ð1� pÞð1� ptÞ
ð21Þ

where p refers to the transition probability, which is
related to the priori probability of theþ 1 NRZ symbol,
p, by

pt ¼ 2pð1� pÞ ð22Þ

Taking the Fourier transform of Eq. (20) and substituting
the results in Eq. (1), with a great detail of simplification
we get

Smðf Þ¼A2T
sin2
ðpf TÞ

ðpf TÞ2
½A1ðptÞþA2ðp;pt; ZÞ�

þA2T
sin2
ðpf TZÞ

ðpf TÞ2
A3T

sin2
ðpf TZÞ

ðpf TÞ2
A3ðpt; ZÞ

þA2T
sinð2pf TÞ

ðpf TÞ2
½A4ðp;pt; ZÞ � A5ðp;ptÞ�

þA2½2p� ð1� ZptÞ�
2dðf Þ

þ
2A2

p2
p2

t

X1

n¼ 1

1

n2
Cðn;p; ZÞd f

n

T

� �

ð23Þ

where

A1ðptÞ¼ptð1� ptÞ½1þ 2ð1� ptÞ� � p3
t

A2ðp;pt; ZÞ¼ ð3p3
t þptð1� ptÞ½1þ 2ð1� 2pÞ� cos2ðpf TZÞ

A3ðpt; ZÞ¼ptð1þp2
t � ptÞ cos2ðpf tÞþp3

t cosð2pf TZÞ

A4ðp;pt; ZÞ¼ ðptð1� ptÞð1� 2pÞ
1

2
cosð2pf TZÞ

	

�p sinð2pf TZÞ�Þ

A5ðp;ptÞ¼
1

2
ptð1� ptÞð1� 2pÞ

Cðn;p; ZÞ¼ sin2
ðnpZÞ½cos2ðnpZÞþ ð1� 2pÞ2 sin2

ðnpZÞ�

Z¼
D
2

ð24Þ

3.2.2. Manchester Data. Let us assume that forþ 1
data bit, the first half of the Manchester symbol is
elongated by DT=4 (relative to its nominal value of
T/2). The same will extend to the –1 symbol—the first
half of the Manchester symbol shortened by the
same amount. When no data transition occurs, the second
half of the Manchester symbol retains its T-s value.
In view of the preceding asymmetry model, we can
use the generalized M-ary source model, where M¼ 4,
with

s1ðtÞ¼A; �T=2 � t � DT=4

s1ðtÞ¼ � A; DT=4 � t � ðT=2Þð1þD=2Þ

s1ðtÞ¼ 0; otherwise

s2ðtÞ¼ � A; �T=2 � t � �DT=4

s1ðtÞ¼A; DT=4 � t � ðT=2Þð1� D=2Þ

s2ðtÞ¼ 0; otherwise

s3ðtÞ¼A; �T=2 � t � DT=4

s3ðtÞ¼ � A; DT=4 � t � ðT=2Þ

s3ðtÞ¼ 0; otherwise

s4ðtÞ¼ � A; �T=2 � t � �DT=4

s4ðtÞ¼A; DT=4 � t � ðT=2Þ

s4ðtÞ¼ 0; otherwise

ð25Þ

As before, the stationary probabilities are associated with
Eq. (21). Taking Fourier transforms of Eq. (25), and
substituting the results in Eq. (1), we get

Smðf Þ¼ ðSmðf ÞÞcþ ðsmðf ÞÞd ð26Þ
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where for p ¼ pt ¼1=2 the discrete component ðSmðf ÞÞd is
given by

ðsmðf ÞÞd¼
9

4
A2Z2dðf Þþ

2A2

p2

X1

m¼ 1

1

m2
H1ðm; ZÞþH2ðm; ZÞ½

þH3ðm; ZÞ�d f �
m

T

� �
ð27Þ

with

Z¼
D
4

H1ðm; ZÞ¼
sin2
ðmpZÞ½1þ 2h1ðm; ZÞ�2

4

H2ðm; ZÞ¼ sin2
ð2mpZÞ

H3ðm; ZÞ¼ 2 sin2
ðmpZÞðcos mpZÞ½1þ 2h1ðm; ZÞ�

ð28Þ

where

h1ðm; ZÞ¼ cos2 mpZ
2

� �
; for m odd ð29Þ

and

h1ðm; ZÞ¼ sin2 mpZ
2

� �
; for m even

Likewise, for p¼pt¼ 1/2, the continuous component of
Eq. (26) is given by

ðSmðf ÞÞc¼
A2T4

4

sin4 pf T

4

� �

pf T

4

� �2

� A2T c1ðZÞþ c2ðZÞþ c3½ �
sin2 pf TZð Þ

pf T

2

� �2

� A2TC4 Zð Þ
sin2 pf TZ

2

� �

pf T

2

� �2

þA2TC5 Zð Þ
sin2 pf Tð1þ ZÞ

2

� �

pf T

2

� �2

þA2TC6 Zð Þ
sin2 pf Tð1� ZÞ

2

� �

pf T

2

� �2

ð30Þ

where

C1ðZÞ¼
1

4
sin2 pf Tð1þ ZÞ

2

	 

sin2 pf Tð1� ZÞ

2

	 

þ cos pf TZ

� �

C2ðZÞ¼
1

8
cos pf TZ 2 sin2 pf Tð1� ZÞ
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� sin2 pf TZ

2

	 
� �

C3ðZÞ¼
1

8
1� 4 cos

pfZ
4
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C4ðZÞ¼
sin pf TZ

8
sin

pf TZ
2

� ��

þ sin
5pf TZ

2

� �
1� cos pf T cos pf TZ½ ��

�

�
3

8
sin

pf T

4

� �
sin

pf TZ
4

� �

þ
1

8
2 cos 3pf TZþ cos 2pf TZ½ �

C5ðZÞ¼
1

8
sin2 pf Tð1� ZÞ

2

� �
�

3

2
sin2 pf Tð1þ ZÞ

2

	 
� �

C6ðZÞ¼
3

16
sin2 pf Tð1� ZÞ

2

� �
þ

1

4
sin2 pf T

2

� �
cos pf TZ

ð31Þ

4. TELEMETRY SYSTEM DESCRIPTION AND
RATIONALE

4.1. Packet Telemetry

The traditional way of transmitting scientific applications
and engineering data has been the time-division multi-
plexing (TDM) method. Packet telemetry represents an
evolutionary step from the traditional TDM method. The
packet telemetry process conceptually involves:

1. Encapsulating, at the source, observational data (to
which may be added ancillary data to then interpret
the observational data), thus forming an autono-
mous packet of information in real time on the
spacecraft

2. Providing a standardized mechanism whereby
autonomous packets from multiple data sources on
the spacecraft can be inserted into a common frame
structure for transfer to another space vehicle or to
earth through noisy data channels and delivered to
facilities where the packet may be extracted for
delivery to the user

The packet telemetry process has the following con-
ceptual attributes:

1. Facilitating the acquisition and transmission of
instrument data at a rate appropriate for the pheno-
menon being observed
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2. Defining a logical interface and protocol between an
instrument and its associated ground support equip-
ment that remains constant throughout the life
cycle of the instrument (bench test, integration,
flight, and possible reuse)

3. Simplifying overall system design by allowing
microprocessor-based symmetric design of the in-
strument control and data paths (telecommand
packets in, telemetry packets out) compatible with
commercially available components and intercon-
nection protocol standards

4. Eliminating the need for mission-dependent hard-
ware and/or software at intermediate points within
the distribution networks through which space data
flow; in particular, enabling the multimission com-
ponents of these networks to be designed and oper-
ated in highly automated fashion, with consequent
cost and performance advantages

5. Facilitating interoperability of spacecraft whose
telemetry interfaces conform to CCSDS guidelines
(i.e., allowing very simple cross strapping of space-
craft and network capabilities between space agen-
cies)

6. Enabling the delivery of high-quality data products
to the user community in a mode that is faster and

less expensive than would be possible with conven-
tional telemetry

Figure 2 shows a functional diagram of the telemetry
data flow from the creation of a dataset by an application
process operating within a spacecraft ‘‘source’’ (instru-
ment or subsystem), through to the delivery of the same
data to a user ‘‘sink’’ (application process) on the ground.
As many of the elements of this flow are currently mission
unique, a primary objective of packet telemetry is to define
stable, mission-independent interface standards for the
communications path within the flow.

4.2. Telemetry Source Packet

A telemetry source packet is a data unit that encapsulates
a block of observational data that may include ancillary
data and that may be directly interpreted by the receiving
end application process. Detailed discussion of the format
specification for the telemetry source packet is specified in
Ref. 1. The source packet format (Version 1), with the
addition of a secondary header and packet error control
field, is reproduced in Fig. 3 for the convenience of the
reader.

From the viewpoint of data processing efficiency, the
CCSDS strongly recommends that all major fields of all
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Figure 2. Telemetry data flow.
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telemetry formats should be an even number of octets.
This facilitates efficient internal processing within 16 bit
or 32 bit computers, which are anticipated to be widely
used in application processes.

User application data are encapsulated within a packet
by prefacing them with a standard label or primary
header, which is used by the data transport system to
route the data through the system and to allow the user to
reconstruct the original data set. The primary header
consists of three main fields: packet identification, packet
sequence control, and packet length.

4.3. Packet Identification

4.3.1. Version Number. The version number is the first
of four subfields of packet identification. This subfield
explicitly indicates the version of the formatted packet,
and its length of 3 bits allows eight different versions to be
identified. Although only two versions are currently
defined, this arrangement allows a reasonable growth cap-
ability to support future needs. However, in the interest of
constraining the proliferation of standards, additional ver-
sions will be discouraged unless it can be demonstrated that
the current versions are truly inadequate.

4.3.2. Type. The second subfield is a 1 bit identifier to
signal that this packet is a telemetry packet and not a
telecommand packet. It is always set to zero for telemetry
packets. (In the first issue of Ref. 1 [May 1984], this field
was described as a ‘‘reserved spare’’ and was, by conven-
tion, set to zero for telemetry. In Issue 2 [January 1987],
the value of the field had not changed, but its function had
been established.)

4.3.3. Secondary Header Flag. The third subfield is a 1
bit secondary header flag. The CCSDS recognizes that
users may need a means of encapsulating ancillary data
(such as time, internal data field format, spacecraft posi-
tion/attitude), which may be necessary for the interpreta-
tion of the information contained within the packet.
Therefore, this flag, when set to one, indicates that a
secondary header follows the primary header.

4.3.4. Application Process ID. The last subfield in the
packet identification field is used to identify the originat-
ing source packet application process. In conventional free
flyer spacecraft, source data (packets) are traditionally
routed to the corresponding user application process on
earth; this field could then also be used as a destination
ID. (As such, the need for separate destination ID does not
seem apparent. However, if users require one or more
different destination IDs, these could be placed in the
secondary header.) Eleven bits are allocated to the appli-
cation process ID, permitting identification of up to 2048
separate application processes per spacecraft, sufficient
for any envisioned free flyer spacecraft. For positive
identification, one can consider this subfield an extension
of the spacecraft ID, which is in the transfer frame
primary header (see Fig. 5).

4.4. Packet Sequence Control

4.4.1. Segmentation Flags. The first subfield of the
packet sequence control field is called segmentation flags
and provides for a logical representation of four types of
segmentation status. These flags identify whether the
source data field contains the first, continuing, or last
segment of a source packet, or if it contains no segment
(meaning it contains a complete set of source application
data).

4.4.2. Source Sequence Count. This second subfield
provides for each packet to be numbered in a sequential
manner, thus providing a method of checking the order of
source application data at the receiving end of the system.
It is normally used for ground accounting purposes to
measure the quantity, continuity, and completeness of the
data received from the source. The field provides a
straight sequential count to modulo 16,384. Longer-term
unambiguous ordering (beyond 16,384 packets) may be
accomplished by associating the measurement time code
contained within the packet with the source sequence
count.
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Figure 3. Source packet.
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4.4.3. Packet Length. The last major field of the pri-
mary header delimits the boundaries of the packet. It is a
count of the number of octets in the packet, beginning
with the first octet after the 48 bit primary header and
ending with the last octet of the packet. The 16 bit field
allows packet lengths up to 65,536 octets (not counting
the 48 bit primary header). This packet limit was a
compromise between the majority of users (who produce
medium-size packets) and the few users who may produce
exceptionally long packets. Placing a reasonable limit on
packet size helps avoid the flow control problems asso-
ciated with very long packets and eliminates the overhead
penalty of a larger-length field for the great majority of
packet producers.

4.4.4. Data Field. The remainder of the packet may
consist of any data desired, although some suggestions
are provided by the Recommendation. The total length of
all subsequent data should be an even number of octets (a
multiple of 16 bits) for efficiency in computer processing.
In addition, Fig. 3 indicates three possible subfields:
secondary header, source application data, and a packet
error control field.

4.4.5. Secondary Header. A secondary header may be
desirable for providing any ancillary data generated by
another application process (time, spacecraft position/
attitude) or for providing an internal data field format.
The CCSDS has not developed a recommendation for the
format, but in order to allow for the future standardization
of the secondary header, the most significant bit (bit 0) of
the first octet of each secondary header shall be set to 0 to
signify a non-CCSDS-defined secondary header.

4.4.6. Source Data. Following the secondary header,
the source data subfield contains source application data
generated by the application process identified in the
primary header. For efficiency in computer processing,
this subfield should be a multiple of 16 bits.

4.4.7. Packet Error Control. At the discretion of the
user, an optional error detection code may be included at
the end of the packet to verify that the overall integrity of
the message has been preserved during the transport
process. The particular implementation of such an error
detection code, including the selection of the encoding
polynomial and the length of the field, is left to the user
or to the local agency.

4.5. Flow Control Mechanisms

Space telecommunications systems are usually con-
strained by the capacity or the bandwidth of the telecom-
munications channel that connects the spacecraft to the
data capture element located in space or on earth. Flow
control becomes crucial when multiple users must share
the same telecommunications channel. The telemetry
system must ensure that all sources have proper access
to this common resource frequently enough to ensure
timely delivery as well as to control the need to buffer
data while other sources are being serviced. Long source

packets may present flow control problems if they mono-
polize the data channel for unacceptable periods of time
while forcing other sources to implement unreasonably
large local buffering of their data. Several alternative
solutions to the problem of flow control are presented in
the Recommendation.

4.5.1. Virtual Channelization. One solution to the flow
control problem is to assign each source (which generates
long packets) its own virtual channel. This is accom-
plished by inserting these packets into specially identified
transfer frames. These dedicated frames form a virtual
channel and may be interleaved with other frames
containing data from other users.

4.5.2. Source-Internal Segmentation: Source Packet
(Version 1). Another solution to the flow control problem
is accomplished entirely within the source, whereby it
manipulates its own segmentation flags when producing
packets. That is, if the source is producing a very long
message or data unit, it breaks the unit into segments that
can fit into working-size Version 1 packets. This way, the
spacecraft data system and ground see and handle normal
packets whose data fields actually contain segments of a
long message whose reassembly by the application can be
assured by use of the packet sequence control.

4.5.3. Packet Identification. Except for the secondary
header flag, the packet identification fields of each of the
source packets created from the original very long
message are identical. For example, the secondary header
flag may indicate a secondary header present in the first
packet of the sequence and not in subsequent packets of
the sequence.

4.5.4. Packet Sequence Control. The packet containing
the first segment of the original very long message
is identified by setting the segmentation flags in the
primary header to 0,1. The source sequence count value
is incremented by one for each packet of the sequence. The
actual value for the first segment depends on the running
count at the time the first segment is to appear. Packets
containing continuation segments are identified by setting
the segmentation flags to 0,0. The sequence of packets is
identified by incrementing the source sequence count for
each packet. The packet containing the last segment of the
original very long message is identified by setting its
segmentation flags to 1, 0.

4.5.5. Packet Length. As the packet length field is used
to point to the beginning of the next packet for purposes of
extraction from the transfer frame, the packet length
must always refer to the length of the source packet being
handled. The total length of the original very long mes-
sage can be provided by the user through private, internal
message labeling.

4.5.6. Spacecraft Segmentation: Source Packet (Version 1).
Instead of source-internal segmentation, another alternative
is a more centralized approach to dataflow control wherein
the spacecraft data system performs the segmentation.
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Spacecraft segmentation is accomplished by breaking
up a completely formed original long source packet and
inserting the pieces into newly generated, shorter Version 1
source packets; but in this case, the shorter source packets
are created by the spacecraft data system instead of the
source itself and carry the ‘‘S/C data system’’ application
process ID.

4.5.7. Packet Identification. The application process ID
in the packet identification field indicates that the space-
craft data system is generating the source packets con-
taining the segments.

4.5.8. Packet Sequence Control. The segmentation flags
are set as described in section 4.5.7. The source sequence
count subfield contains the count value generated by the
spacecraft data system and is incremented for each
segment produced. (The original long packet sequence
count value remains hidden in the data field of the first
packet generated by the spacecraft data system.)

4.5.9. Packet Length. As in section 4.5.8, the packet
length field indicates the length of the newly generated
packet.

4.5.10. Spacecraft Segmentation: Telemetry Segment
(Version 2). The segmentation options discussed
previously utilize the source packet (Version 1) format,
in which the length is always based on the length, in
octets, of the data field (packet or segment) that is
transmitted, and the sequence count increments once per
packet generated by a given application process. When a long
packet (Version 1) requires segmentation, the monotonically
increasing nature of the source sequence count, during the
source packet generation process, may be disrupted.

For those missions that require the source sequence
count for a given application process to increase without
any gaps in the sequence, another formatting option
exists. Version 2 of the packet format, called a telemetry
segment, is a format within which the length field in the
data unit defines the length of an original packet that
remains to be transmitted, and the sequence count field
remains static because it refers to the numbering of the

original source packet generated by its application pro-
cess. The length and sequence count of the data unit being
transmitted are, therefore, semantically different between
the two versions.

It is assumed that telemetry segments (Version 2) are
always generated by an application process other than the
original application process. In most cases, such telemetry
segments will be generated by the spacecraft data system.

The telemetry segment (Version 2) structure is shown
in Fig. 4.

4.5.11. Segment Identification. When a long source
packet (Version 1) is segmented using the telemetry
segment protocol, the packet ID field is modified only
by changing the version number subfield to indicate
Version 2. This implies that a separate application process
is doing the segmentation, and therefore, the application
process ID subfield contains the value of the original
application process.

4.5.12. Segment Sequence Control. The protocol for the
segmentation flags subfield is the same as for the Version
1 format except that the sequence count subfield indicates
the count of the original long packet being segmented and
is not incremented for each segment generated. As such, it
would seem as though each segment cannot be uniquely
identified, but in fact, the following fields do provide a
mechanism for assigning a serial number to each segment.
The serial number may then be used to recombine seg-
ments should their natural order be disturbed during
transmission or the data handling process.

4.5.13. Segment Length. Instead of indicating the
length of the segment, the Version 2 format segment
length field is based on the length of data (in octets)
from the original long packet (including that contained
within the segment) that remains to be transmitted. The
length of the segment is a fixed value (256, 512, or 1024
octets) for each virtual channel and is specified in the
transfer frame header.

As the fixed segment lengths are defined to be binary
values of octets, by utilizing the decrementing length
approach, the value of the segment length field will
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decrease in binary countdown fashion as successive seg-
ments are transmitted. This information provides a ‘‘serial
number’’ for the segment that may be used to recombine
segments should their natural order be disturbed during
transmission.

4.6. Telemetry Transfer Frame

The source packet data structures described in the pre-
vious sections are unsuitable for transmission directly
through the communication links that interconnect the
spacecraft and data capture element in space or on earth.
They must be embedded within a data transfer structure
that provides reliable, error-controlled transfer through
the media. The CCSDS has developed such a data struc-
ture, the telemetry transfer frame, which has a fixed
length for a given mission or spacecraft. The attributes
of the transfer frame and its supporting rationale will
follow during the discussion of the transfer frame format.
Figure 5 illustrates the telemetry transfer frame format.

4.6.1. Synchronization Marker. Attached to the begin-
ning of the transfer frame primary header is a 32 bit frame
synchronization marker that is used by the receiving
network to acquire synchronization with the frame bound-
aries after transmission through the data channel. A 32
bit synchronization pattern is selected because it provides
good synchronization qualities in a noisy channel envir-
onment. The 32 bit pattern is also double-octet compatible

with 32 bit computers. The particular bit pattern and its
performance characteristics are found in Refs. 1 and 6.

In conjunction with the selection of the 32 bit marker,
the recommendations currently require that all transfer
frames in a single physical data channel in a given mission
be of constant length. When the frame is of fixed length,
conventional ‘‘flywheeling’’ techniques may be used to
maintain frame synchronization in a noisy environment.

The maximum distance from one attached sync marker
to the next when using the maximum-length transfer
frame (8920 bits), Reed–Solomon check symbols (1280
bits), and sync marker (32 bits) is 10,232 bits.

4.6.2. Frame Identification. The first major field of the
transfer frame primary header is the frame identification
field.

4.6.3. Version Number. Only one version of the
transfer frame has been defined by the CCSDS, although
this 2 bit field allows growth to four. The version refers to
the frame structuring principles, which are described in
this section. Given the small number of tracking net-
works, as opposed to the number of end users (packet
creators), and the flexibility built into this version to meet
future needs, the size of the field is considered adequate.

4.6.4. Spacecraft ID. The spacecraft identification field
provides for positive identification of the spacecraft that
generated the transfer frame. The 10 bits assigned to
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spacecraft identification allow up to 1024 separate positive
IDs. Spacecraft IDs are assigned per the procedures in
Ref. 7 by the CCSDS, and analysis [8] has shown that
under those procedures, 1024 is an adequate number for
future needs.

4.6.5. Virtual Channel ID. This 3 bit subfield allows up
to eight virtual channels to be run concurrently on a
particular physical data channel. Frames from different
virtual channels are multiplexed together on the telecom-
munications channel, and, with this identifier in each
frame, can be easily split apart after receipt at the ground.
Virtual channels can be used for a variety of purposes,
such as flow control to prevent long packets from ‘‘hog-
ging’’ the channel and selecting different types of data for
stream splitting at the ground. Eight virtual channels are
considered sufficient to provide adequate flexibility for
envisioned future free flyer spacecraft.

4.6.6. Operational Control Field Flag. The last bit of the
frame identification field, when set to one, signals the
presence of the 32 bit operational control field, which is
contained within the frame trailer. The information in this
field is defined to provide a standardized spacecraft
reporting mechanism for spacecraft telecommanding.

4.6.7. Master Channel and Virtual Channel Frame
Count. The next two fields provide a running count of
the number of frames transmitted. These counters provide
a degree of data accountability (for short-duration data
outages); the ambiguity level is defined by the field
lengths.

4.6.8. Master Channel Frame Count. This 8 bit field
provides a sequential count (modulo 256) of the number
of frames transmitted by a single physical spacecraft data
channel. The counter is long enough to provide a reason-
able probability of detecting a discontinuity, in a sequence
of frames, when the physical channel is briefly inter-
rupted. If such a discontinuity does occur, the virtual
channel accounting process can provide a greater prob-
ability of detecting the number of missing frames.

4.6.9. Virtual Channel Frame Count. This 8 bit field
provides accountability for each of the eight independent
virtual channels. This field is used with the virtual
channel ID subfield to provide accountability via a se-
quential count (modulo 256). The rationale for the counter
ambiguity level is the same as for the master channel
frame counter. If only one virtual channel is incorporated
for a given mission, both the virtual channel frame
counter and the master channel frame counter must
increment once per generated transfer frame (i.e., the
two fields should not be concatenated into a master frame
counter). This is because the ground facilities would
normally be designed to handle the general case of space-
craft with multiple virtual channels.

4.6.10. Frame Data Field Status. The frame data field
status field provides control information that allows the

receiving end to extract and reconstitute packets and/or
segments.

4.6.11. Secondary Header Flag. The first subfield indi-
cates the presence or absence of the optional secondary
header. If its presence is so indicated, the secondary
header must appear in every frame transmitted through
a physical data channel, and its length must also be fixed.
Rationale for this requirement is provided later in the
discussion about the secondary header.

4.6.12. Synchronization Flag. This flag indicates
whether the packet or segment data units are inserted
into the transfer frame data field on octet boundaries. If
they are, then they are said to be synchronously inserted
(packet octet boundaries align with frame octet bound-
aries), and the extraction technique (pointing to specific
octet) is valid. If the flag indicates asynchronous data
insertion (i.e., unstructured [nonpacketized] data contents
or packets are inserted without regard to octet bound-
aries), then the transfer frame layer at the receiving end
will not be able to reconstitute the original data sets
without additional knowledge.

4.6.13. Packet Order Flag. This flag indicates whether
the sequence count order of the contained packet or
segment is increasing (forward) or decreasing (reverse).
This has important implications when tape recorded data
are played back opposite to their recorded direction. When
this is the case, the spacecraft electronics rejustify the bit
direction of each packet/segment so each packet or seg-
ment individually flows in the forward direction and its
header can be read to allow proper packet extraction from
the transfer frame. Even though the playback packets
appear individually to flow the same as the rest of the
data, the sequence of packets will be running backward in
time, as indicated by the decreasing sequence counter.

4.6.14. Segment Length ID. The segment length identi-
fier subfield identifies which of three fixed segment
lengths are contained within the data field of the standard
Version 2 telemetry segment. The lengths are fixed in
order to provide a method of serializing each telemetry
segment, as explained in Section 4.3.1 in Ref. 1. The 2 bit
flag allows for indication of three different lengths (2048,
4096, or 8192 bits) or an indication that the Version 2
telemetry segment is not being used on this virtual
channel. Three lengths provide efficient flow control for
the types of data and missions envisioned. Shorter lengths
are not considered because the overhead becomes unac-
ceptably large, whereas higher values are not considered
because virtual channelization becomes a more effective
flow control method.

4.6.15. First Header Pointer. The first header pointer
subfield points directly to the location of the starting octet
of the first packet or segment header structure within the
frame data field. It counts from the end of the primary
header (secondary header if present) and effectively deli-
mits the beginning of the first packet/segment. The
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packet/segment length field, in turn, delimits the begin-
ning of the next packet/segment, and so on.

As the pointer counts octets, this feature works only
when the headers are aligned with octet boundaries (i.e.,
when the packet/segment data are synchronously inserted
[data field synchronization flag set to zero]). The 11 bits
allocated to the pointer allow for a count to 2048 octets,
which exceeds the count required to point to an octet at
the end of the data field. Special pointer values are used to
denote the following:

1. No packet/segment header is contained in this
frame, but there is valid data.

2. No valid data are contained in this frame (‘‘idle
channel’’).

4.6.16. Frame Secondary Header (Optional). An optional
secondary header is provided for users who desire a means
for deterministically inserting real-time data (e.g., time-
division multiplexed data) that may be required for space-
craft monitoring and control applications.

When the secondary header presence is indicated by
the secondary header flag, its length must be of a fixed
value and must appear in every frame transmitted
through a physical channel. Given the requirement
for fixed transfer frame length, a fixed secondary header
length simplifies data processing and packet extraction at
the receiving end.

4.6.17. Secondary Header ID. The first part of the
secondary header has two subfields. The first is the
secondary header version number, a 2 bit field allowing
four versions (or structuring rules). Only one version is
currently defined by the CCSDS. This provides for a
reasonable future growth capability.

The second subfield, secondary header length, indicates
what length has been selected for the secondary header.
This 6 bit subfield provides a binary count of the
total number of octets contained within the entire transfer
frame secondary header (including the ID field
itself, which is one octet in length). This limits the total
secondary header length to 64 octets (512 bits), which
is considered adequate for currently understood applica-
tions.

4.6.18. Secondary Header Data. This subfield contains
up to 504 bits of user-specified data.

4.6.19. Transfer Frame Data Field. The transfer frame
data field contains an integral number of octets of data
(e.g., source packets and/or telemetry segments) to be
transmitted from the spacecraft to the receiving element.
The maximum length of this field depends on which
optional fields are implemented. As discussed in Ref. 2,
if frame lengths shorter than the 8920 bit maximum are
implemented and the frame is encoded using the recom-
mended Reed–Solomon algorithm, then the length of the
frame data field must be selected, bearing in mind the
constraint that virtual fill (see the glossary at the end of
this article) must occur in fixed increments. This is

necessary to simplify data processing at the receiving
end. This field may also accommodate an unstructured
bit stream (not necessarily packetized) as its data con-
tents. In such a case, standard data extraction services
would not be provided.

4.6.20. Transfer Frame Trailer (Optional). An optional
transfer frame trailer is provided and is divided into two
main fields, each of which is optional.

4.6.21. Operational Control Field. The presence or ab-
sence of the operational control field is indicated by a flag
located in the frame identification field of the primary
header. When present, this field facilitates closed-loop
reporting of standardized real-time functions. The first
bit (bit 0) of this field indicates the type of report and is
currently set to zero, which signifies that this field con-
tains a command link control word, which is used for
acceptance reporting of spacecraft command activity and
certain other front-end telecommunication status. This
reporting mechanism is fundamental to the automated
telecommand system, which is summarized in Ref. 9. The
standardized internal format of the command link control
word is fully defined in Ref. 10.

4.6.22. Frame Error Control Word. When present, this
field occupies the two trailing octets of the transfer frame.
Its presence or absence is implicitly defined from the
spacecraft identifier and, thus, must or must not appear
in all frames of a given spacecraft ID. It provides the
capability for detecting errors that may have been intro-
duced into the frame during the data handling processes.
Its presence is mandatory if the transfer frame is not
Reed–Solomon encoded but is optional if the frame is
synchronously contained within the data space of a
Reed–Solomon codeblock.

A cyclic redundancy code (CRC) has been selected for
this purpose because of its effectiveness and simplicity and
is defined and specified in Ref. 1, Section 5.5.2. Parity is
generated over the entire transfer frame (less the final 16
bits), and the 16 bits of parity checks are then appended to
complete the frame. To maintain compatibility with
already built systems, it was necessary to allow for two
options over which the CRC is applied; that is, it may
include the sync marker or it may exclude it. As the
marker pattern is always known, the preferred choice is
to omit the marker when encoding. This is explained in
Ref. 1, Section 5.5.2.

5. TELEMETRY CHANNEL CODING

Channel coding is a method by which data can be sent
from a source to a destination by processing data so that
distinct messages are easily distinguishable from one
another. This allows reconstruction of the data with low
error probability. In spacecraft, the data source is usually
digital, with the data represented as a string of zeroes and
ones. A channel encoder is a device that takes this string
of binary data and produces a modulating waveform as
output. If the channel code is chosen correctly for the
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particular channel in question, then a properly designed
decoder will be able to reconstruct the original binary data
even if the waveforms have been corrupted by channel
noise. If the characteristics of the channel are well under-
stood and an appropriate coding scheme is chosen, then
channel coding provides higher overall data throughput at
the same overall quality (bit error rate) as uncoded
transmission—but with less energy expended per infor-
mation bit. Equivalently, channel coding allows a lower
overall bit error rate than the uncoded system using the
same energy per information bit.

There are other benefits that may be expected from
coding. First, the resulting ‘‘clean’’ channel can benefit the
transmission of compressed data. The purpose of data
compression schemes is to map a large amount of data
into a smaller number of bits. Adaptive compressors will
continually send information to direct a ground decom-
pressor in how to treat the data that follow. An error
in these bits could result in improper handling of subse-
quent data. Consequently, compressed data are generally
far more sensitive to communication errors than uncom-
pressed data. The combination of efficient low error
rate channel coding and sophisticated adaptive data com-
pression can result in significant improvement in overall
performance [11–14].

Second, a low bit error rate is also required when
adaptive telemetry is used. Adaptive telemetry is much
like adaptive data compression in that information on how
various ground processors should treat the transmitted
data is included as part of the data. An error in these

instructions could cause improper handling of subsequent
data and the possible loss of much information.

Third, low error probability telemetry may allow a
certain amount of unattended mission operations. This is
principally because the operations systems will know that
any anomalies detected in the downlink data are extre-
mely likely to be real and not caused by channel errors.
Thus, operators may not be required to try to distinguish
erroneous data from genuine spacecraft anomalies.

In a typical space channel, the principal signal degra-
dations are because of the loss of signal energy with
distance and the thermal noise in the receiving system.
The codes described in Ref. 2 can usually provide good
communication over this channel. An additional degrada-
tion, caused by interference from earth-based pulse
radars, may occur for users of the Tracking and Data
Relay Satellite System (TDRSS). Such users may consider
adding periodic convolutional interleaving (PCI) to their
coding system; in this case, they should carefully analyze
the effects of the PCI on their systems.

If interagency cross support requires one agency to
decode the telemetry of another, then the codes recom-
mended in Ref. 2 should be used. A block diagram of the
recommended coding system appears in Fig. 6.

The relative performance of the various codes in a
Gaussian channel is shown in Fig. 7. Here, the input is
constrained to be chosen from between two levels, because
biphase modulation is assumed throughout this Recom-
mendation. These performance data were obtained by
software simulation and assume that there are no
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Figure 6. Block diagram of recommended coding system.
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synchronization losses. The channel symbol errors were
assumed to be independent. This is a good assumption for
the deep-space channel. Also, infinite interleaving was
assumed in the Reed–Solomon code. The use of the outer
Reed–Solomon code results in an additional 2.0 dB of
coding gain. Note that Fig. 7 does not necessarily repre-
sent the performance of the TDRSS channel.

These codes are included in the CCSDS Recommenda-
tion because they represent state-of-the-art coding tech-
nology and provide substantial coding gain over an
uncoded system. They have already been incorporated,
or are planned to be incorporated, into missions of member
agencies of the CCSDS.

Sections 5.1–5.3 explain the choice of the codes and the
parameters of each code in more detail.

5.1. Convolutional Code

A rate 1/2, constraint length 7 convolutional code with
Viterbi (maximum likelihood) decoding is already a stan-
dard for both NASA and the European Space Administra-
tion (ESA). It has been used in several missions and has
demonstrated the expected coding gain.

The encoder for this code is extremely simple. It con-
sists of a shift register of length six and some exclusive OR
gates that implement the two parity checks. The two
checks are then multiplexed into one line. This means
that the encoder can be made small and that it dissipates
very little power. These are good attributes for spacecraft
hardware. It has been customary to invert one or the other
parity check in the encoder. This is to ensure that there
are sufficient transitions in the channel stream for the
symbol synchronizer to work in the case of a steady-state
(all zeroes or all ones) input to the encoder.

Historically, ESA, NASA-Goddard Space Flight Center
(GSFC), and NASA-Jet Propulsion Laboratory (JPL) have
each used a different ordering of the two parity checks or
inverted a different parity check. Performance is not
affected by these minor differences. Although interim cross
support of these different conventions may require minor
differences in ground station equipment, all agencies are
encouraged to adopt for all facilities the single convention
described in Ref. 2, which is the NASA-GSFC convention.

5.2. Periodic Convolutional Interleaving

Low earth-orbiting spacecraft sending telemetry to the
ground using the services of the TDRSS S-band single-
access (SSA) channel when symbol rates exceed 300
kilosymbols/second (ks/s) may experience pulsed radio
interference, which is expected to degrade the link perfor-
mance severely during certain portions of the user orbit.
To be able to maintain specified performance on this link
at all times, the user satellite must employ an interleaving
technique in conjunction with the convolutional coding
and must increase the effective isotropic radiated power
(EIRP). These techniques will ensure that no more than
one of the dependent symbol errors because of a single
radiofrequency interference (RFI) pulse is within the path
memory length of the decoder at any given time, and that
the signal energy has been increased sufficiently to offset
the increased symbol error probability [15]. The interleav-
ing parameters have been selected to achieve this goal for
a particular worst-case pulse interference signature and
the maximum symbol rate (6 Ms/s) of the SSA channel.
Deinterleaving must take place before convolutional de-
coding and therefore is accomplished at the White Sands
Ground Terminal.

5.3. Reed–Solomon Code

As a result of the nature of Viterbi decoding, the decoded
bit errors of the (7, 1/2) convolutional code tend to clump
together in bursts. For this reason, in a concatenated
coding system that uses a convolutional inner code, the
outer code should be tailored to a burst error environment.
The code that is recommended as the outer code is a (255,
223) Reed–Solomon code. This is a nonbinary code. Each
member of its coding alphabet is one of 256 elements of a
finite field rather than zero or one. A string of 8 bits is used
to represent elements in the field so that the output of the
encoder still looks like binary data.

Reed–Solomon codes are block codes. This means that a
fixed block of input data is processed into a fixed block of
output data. In the case of the (255, 223) code, 223 Reed–
Solomon input symbols (each 8 bits long) are encoded into
255 output symbols. The Reed–Solomon code in the Recom-
mendation is systematic. This means that some portion of
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the codeword contains the input data in unalterable form.
In this case, the first 223 symbols are the input data. The
Reed–Solomon decoder almost always knows when there
are too many errors to correct a word. In the event that this
happens, the decoder can inform the user of this fact.

A Reed–Solomon symbol size of 8 bits was chosen
because the decoders for larger symbol sizes would be
difficult to implement with current technology. This choice
forces the longest codeword length to be 255 symbols. A 16
Reed–Solomon symbol error correction capability was
chosen, as this was shown to have the best performance
when concatenated with the (7, 1/2) convolutional inner
code [11,14,16]. As two check symbols are required for
each error to be corrected, this results in a total of 32 check
symbols and 223 information symbols per codeword.

The (255, 223) Reed–Solomon code is capable of correct-
ing up to 16 Reed–Solomon symbol errors in each code-
word. As each symbol is actually 8 bits, this means that
the code can correct up to 16 short bursts of error because
of the inner convolutional decoder.

In addition, the Reed–Solomon codewords can be inter-
leaved on a symbol basis before being convolutionally
encoded. As this separates the symbols in a codeword, it
becomes less likely that a burst from the Viterbi decoder
disturbs more than one Reed–Solomon symbol in any one
codeword. This improves the performance of the Reed–
Solomon code. An interleaving depth of five was chosen for
two reasons [14]: A depth of five results in performance
that is virtually indistinguishable from a depth of infinity.
Also, a depth of five results in a frame length (a set of five
codewords that, together with the check symbol field,
constitutes a codeblock) that is a good compromise con-
sidering ease of handling, data outages (quality, quantity,
and continuity), and frame synchronization rate.

The same encoding and decoding hardware can imple-
ment a shortened ðn; n� 32Þ Reed–Solomon code, where
n¼ 33; 34; . . . ; 254. This is accomplished by assuming that
the remaining symbols are fixed: In the case of the
Recommendation, they are assumed to be all zero. This
virtual zero fill allows the frame length to be tailored, if
necessary, to suit a particular mission or situation.

The method currently recommended for synchronizing
the codeblock is by synchronization of the transfer frame,
which contains a frame synchronization marker of 32 bits.
However, advanced approaches being studied (e.g., self-
synchronizing Reed–Solomon codes) may enable these two
functions to be separately synchronized in the future.

The Reed–Solomon code, like the convolutional code, is
a transparent code. This means that if the channel
symbols have been inverted somewhere along the line,
the decoders will still operate. The result will be the
complement of the original data. However, the Reed–
Solomon code loses its transparency if virtual zero fill is
used. For this reason it is mandatory that the sense of the
data (i.e., true or complemented) be resolved before Reed–
Solomon decoding.

The two polynomials that define the Reed–Solomon
code [Sections 4.2(4) and 4.2(5) in Ref. 2, and Ref. 17]
were chosen to minimize the encoder hardware. The code
generator polynomial is a palindrome (self-reciprocal poly-

nomial) so that only half as many multipliers are required
in the encoder circuit. The particular primitive element
‘‘a’’ (and hence the field generator polynomial) was chosen
to make these multipliers as simple as possible. An en-
coder using the ‘‘dual basis’’ representation requires for
implementation only a small number of integrated circuits
or a single VLSI chip.

GLOSSARY

Block encoding¼A one-to-one transformation of sequen-
ces of length k of elements of a source
alphabet to sequences of length n of
elements of a code alphabet n4k.

Channel
symbol

¼The unit of output of the innermost
encoder that is a serial representation
of bits, or binary digits, that have been
encoded to protect against transmission-
induced errors.

Clean data
(bits)

¼Data (bits) that are error free within the
error detection and optional error cor-
rection capabilities of the TM system.

Codeblock ¼A codeblock of an (n, k) block code is a
sequence of n channel symbols that were
produced as a unit by encoding a sequence
of k information symbols and will be
decoded as a unit.

Code rate ¼The average ratio of the number of
binary digits at the input of an encoder
to the number binary digits at its out-
put.

Codeword ¼ In a block code, one of the sequences in the
range of the one-to-one transformation
(see block encoding).

Command link
control word

¼The telecommand system transfer layer
protocol data unit for telecommand re-
porting via the TM transfer frame op-
erational control field.

Concatenation ¼The use of two or more codes to process
data sequentially with the output of
one encoder used as the input of the
next.

Constraint
length

¼ In convolutional coding, the number of
consecutive input bits that are needed to
determine the value of the output sym-
bols at any time.

Convolutional
code

¼As used in this article, a code in which a
number of output symbols are produced
for each input information bit. Each
output symbol is a linear combina-
tion of the current input bit as well as
some or all of the previous k—1 bits,
where k is the constraint length of the
code.

Fill bit(s) ¼Additional bit(s) appended to enable a
data entity to fit exactly an integer num-
ber of octets or symbols.
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Inner code ¼ In a concatenated coding system, the
last encoding algorithm that is applied
to the datastream. The datastream here
consists of the codewords generated by
the outer decoder.

Modulating
waveform

¼A way of representing databits (1 and 0)
by a particular waveform.

NRZ-L ¼A modulating waveform in which a data
one is represented by one of two levels,
and a data zero is represented by the
other level.

NRZ-M ¼A modulating waveform in which a data
one is represented by a change in level
and a data zero is represented by no
change in level.

Octet ¼An 8 bit word consisting of eight contig-
uous bits.

Outer
code

¼ In a concatenated coding system, the
first encoding algorithm that is
applied to the datastream.

Packet ¼An efficient application-oriented proto-
col data unit that facilitates the transfer
of source data to users located in space
or on earth.

Protocol ¼A set of procedures and their enabling
format conventions that define the or-
derly exchange of information between
entities within a given layer of the TM
system.

Reed–Solomon
(R–S)
symbol

¼A set of J bits that represents an ele-
ment in the Galois field GF (**2J), the
code alphabet of a J-bit Reed–Solomon
code.

Reliable ¼Meets the quality, quantity, continuity,
and completeness criteria that are spe-
cified by the TM system.

Segment ¼A protocol data unit that facilitates tele-
metry flow control through the breaking
of long source packets into communica-
tion-oriented data structures.

Systematic
code

¼A code in which the input informa-
tion sequence appears in unaltered
form as part of the output code-
word.

Telemetry
system

¼The end-to-end system of layered
data handling services that exist to
enable a spacecraft to send measure-
ment information, in an error-controlled
environment, to receiving elements
(application processes) in space or on
earth.

Transfer
frame

¼A communication-oriented protocol
data unit that facilitates the transfer
of application-oriented protocol data
units through the space-to-ground
link.

Transparent ¼The invisible and seemingly direct
(virtual) transfer of measurement infor-
mation from the spacecraft source appli-
cation process to the user (receiving
application process).

Transparent
code

¼A code that has the property that com-
plementing the input of the encoder or
decoder results in complementing the
output.

User ¼A human or machine-intelligent process
that directs and analyzes the progress of
a space mission.

Virtual
channel

¼A given sequence of transfer frames that
are assigned a common identification
code (in the transfer frame header),
enabling all transfer frames who are
members of that sequence to be uniquely
identified. This allows a technique for
multiple source application processes to
share the finite capacity of the physical
link (i.e., through multiplexing).

Virtual fill ¼ In a systematic block code, a codeword
can be divided into an information
part and a parity (check) part. Suppose
that the information part is N symbols
long (symbol is defined here to be an
element of the code’s alphabet) and that
the parity part is M symbols long. A
‘‘shortened’’ code is created by taking
only S (SoN) information symbols as
input, appending a fixed string of length
N�S and then encoding in the normal
way. This fixed string is called fill. As
the fill is a predetermined sequence of
symbols, it need not be transmitted over
the channel. Instead, the decoder ap-
pends the same fill sequence before de-
coding. In this case, the fill is called
virtual fill.
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TELEVISION AND FM BROADCASTING
ANTENNAS

O. BENDOV

Dielectric Communications

1. BASICS FOR TV AND FM ANTENNAS

Antennas for television and FM broadcasting are usually
installed on tall towers to maximize the service area. The
maximum allowable tower height everywhere in the United
States is 2000 ft aboveground. The distance to the
horizon from a height of 2000 ft over flat terrain is 63 miles.
The average tower height in the United States is 1200 ft,
and the corresponding distance to the horizon is 49 miles.

A high-power transmitter feeds the broadcast antenna
to provide ‘‘passable’’ picture and sound at distances
approaching 70 m. In the UHF range (TV channels 14 to
69), the transmitter’s peak power could be as high as
280 kW. In the VHF range (TV channels 2 to 13 and FM), a
transmitter’s peak power of 70 kW is not unusual. In this
article, references made to channels and bands (VHF, FM,
and UHF) are based on the U.S. designation.

In addition to high power-handling capability, broad-
cast antennas must continue to perform under severe
weather conditions, such as ice storms and hurricane
winds. As a protection against adverse weather condi-
tions, broadcast antennas are supplied with a protective
radome or with electrical deicing heaters. Because down-
time due to antenna failure would result in severe finan-
cial loss, TV and FM broadcast antennas must be designed
with extremely high reliability.

The radiation pattern of broadcast antennas is shaped
in the elevation and azimuthal planes to provide service
for as many households as possible. When the tower is
geographically located near the population center, an
omnidirectional azimuthal pattern is common. When the
tower is geographically separated from the area served, a
directional azimuthal pattern is more desirable.

Antennas, especially for television broadcasting,
must be designed to accept and radiate all of the power
delivered by the transmitter. Even a small percentage of
the delivered power reflected back toward the transmitter
is a cause for concern. In analog television, if 0.1% of the
delivered power is reflected back by the antenna and then
radiated by a second reflection at the transmitter, an
annoying picture ‘‘ghost’’ appears on an average size TV
screen.

After years of experimentation, transition from analog
to digital television broadcasting in the United States was
scheduled to begin in late 1998. Antennas for digital tele-
vision must be designed to meet more stringent specifica-
tions than those for antennas for analog television. In
analog TV, poor specifications translate into degradation
of picture quality. In digital television, picture quality re-
mains unaffected by poorly designed antennas. Instead,
poor antenna design for digital television broadcasting re-
sults in loss of coverage area.

1.1. Elevation and Azimuthal Radiation Patterns

Broadcast antennas are designed to focus power toward
the radio horizon. The radiation is described by two pat-
terns, one in the elevation plane and one in the azimuthal
plane. The elevation pattern depicts the relative field
strength radiated at various depression angles above
and below the horizon. Figure 1 shows a typical elevation
pattern before and after shaping. The purpose of radiation
pattern shaping is to direct maximum power toward the
radio horizon and to provide essentially equal field
strength to all users from the base of the tower to the
radio horizon.

1.2. Null Fill and Beam Tilt

Pointing maximum power toward the horizon is accom-
plished by tilting the elevation pattern, usually less than
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21 below the horizontal plane. In Fig. 1, the tilt angle of the
shaped pattern is 11. Typically, the tilt angle corresponds
to the depression angle Y toward the horizon, which can
be calculated from the formula

Y¼ 0:0153
ffiffiffiffiffi
H
p

degrees

where H is the height of the antenna above the average
terrain in feet as defined by the Federal Communications
Commission (FCC).

The shaping of the elevation pattern to provide essen-
tially equal field strength to all viewers requires that all
nulls in the elevation pattern are filled at depression
angles below the horizon. The ideal shape of the elevation
pattern before and after shaping, when applied to angles
below the horizon, can be expressed as

sin x

x

before shaping and

1

sin x

after shaping
The azimuthal pattern depicts the relative field

strength radiated at various angles around the horizontal
plane. Figure 2 shows a typical omnidirectional pattern
and an example of a directional pattern.

A broadcast antenna is an array of individual radiators,
such as dipoles, slots, or helices. The number of individual
radiators varies between 2 and 24 in a VHF array and,
between 8 and 180 in a UHF array. Pattern shaping, such
as shown in Figs. 1 and 2, is accomplished by nonuniform
distribution of the phase and current feeding individual
radiators in the array.

1.3. Gain and ERP

The gain of an antenna is a figure of merit that describes
the antenna’s ability to focus the input power within

a certain angular sector. For example, referring to Fig. 1,
most of the power in the elevation plane is contained
within 721 around the peak of the elevation pattern.

The gain of broadcast antennas is specified relative to a
half-wave dipole rather than relative to an isotropic radia-
tor. Because the gain of a half-wave dipole relative to an
isotropic radiator is 1.64, the peak gain of a broadcast an-
tenna is given by

GP¼ gAgE¼ 4pZ
Eðy;fÞ
�� ��2

1:64

ZZ
Eðy;fÞ
�� ��2 sin ydydf

where E(y, f) is the electric field strength in the direction
(y, f) at which the gain is desired and Z is the power
transfer efficiency of the array’s distribution system. The
peak gain is calculated in the direction of the peak of the
elevation and azimuthal patterns.

It is customary to assume that the elevation pattern is
not a function of azimuth. With that assumption, the double
integral is separable into a product of two integrals, and
the peak gain becomes the product of the azimuthal pat-
tern gain gA and the elevation pattern gE.

The effective radiated power (ERP) is the product
of the antenna’s gain and the power delivered to the
antenna. The maximum allowable ERP is set by each
country’s regulatory agency so as to maximize the service
to consumers and to minimize the interference to and
from all broadcast stations and other services. In the
United States, the maximum allowable ERP for analog
TV service is 100 kW for VHF channels 2 to 6, 316 kW for
VHF channels 7 to 13, and 5,000 kW for UHF channels 14
to 69.

1.4. Coverage and Service

Passable picture and good sound quality require that
a minimum level of field strength be available at the
receiver. In the United States, the defining field strengths
for analog TV broadcasting are shown in Table 1.

The coverage contour is described by the maximum
radii beyond which, for a given transmitter power and
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antenna height aboveground, the field strength falls at or
below the minimum level. Coverage contours are thermal-
noise-limited. Where unacceptable interference from
another station penetrates the thermal-noise-limited
coverage contour, the coverage contour is modified into a
service contour.

As an example, consider the UHF antenna described by
the elevation patterns of Fig. 1 and the azimuthal patterns
of Fig. 2. The antenna gain and input power were set to
radiate ERP equal to 1000 kW. The field strength versus
distance from the transmitter is shown in Fig. 3 in the
direction of N1351E, as marked on Fig. 2. One of the two
curves in Fig. 3 is for the omnidirectional antenna without
elevation pattern shaping, and the other is for the direc-
tional antenna with a shaped elevation pattern. As shown
in Fig. 3, both antennas can provide a passable picture
(64 dBu) for at least 53 m, but the antenna without beam
shaping will not deliver a usable signal at 5.5, 2.7, and
1.8 m from the transmitting tower.

The curves of Fig. 3 were obtained with US-FCC’s
F(50,50) propagation curves that translate the known
ERP and antenna height into dBu versus distance. The
50,50 designation refers to the field strength that will be
exceeded ‘‘at least 50% of the time at the best 50% of the
locations.’’

1.5. Polarization

For most TV stations, the electric field of the radiated
power is polarized so that its vector lies in the horizontal
plane, essentially parallel to the ground. Horizontal
polarization was originally selected for broadcasting be-
cause its propagation is least affected by vertical obstruc-
tions, such as trees and utility poles and because
measurements, conducted during the early stages of tele-
vision development, showed that the polarization of man-
made noise is more pronounced in the vertical than in the
horizontal plane.

Circular polarization for broadcasting was introduced
in the United States during the 1960s, first to FM and
later to TV. Circular polarization allows for substantially
improved reception of FM and TV with small receiving
antennas of arbitrary physical orientation, such as those
in automobiles or on top of portable TV sets.

By definition, circular polarization requires that
equal power be radiated in the horizontal and vertical
planes and that the two electric fields be phase-shifted 901
relative to each other. In practical antennas, the condi-
tions for circular polarization cannot be met in all direc-
tions. The improved reception of circular and elliptical
polarization broadcasting is best explained with the aid of
Fig. 4.

Figure 4(a) shows the relative voltage delivered
by a small, rotating dipole in any direction from the trans-
mitting antenna when facing an essentially circularly
polarized incoming signal. In the azimuthal direction
of 401, rotation of the receiving antenna varies the
voltage available to the set by 1.4 dB at most. In contrast,
if the incoming signal was horizontally polarized and
the receiving dipole was positioned perpendicularly
to the ground, the available voltage would drop
to zero.

Figure 4(b) shows the relative voltage delivered by the
same dipole when facing an essentially elliptically polar-
ized incoming signal. In the azimuthal direction of 401,
rotating the receiving antenna causes the voltage deli-
vered to the set to vary by as much as 7.6 dB, not as stable
as the voltage available from a circularly polarized signal.

The gain of broadcast antennas for circular or elliptical
polarization is normally specified in either the horizontal
polarization plane or the vertical polarization plane. Be-
cause the two planes are orthogonal, it can be shown that

Gain of horizontal polarization¼
Gh

1þ ðGh=GvÞjPj
2

and

Gain of vertical polarization¼
Gv

1þ ðGv=GhÞjPj
2

where Gh is the gain in the absence of vertical polariza-
tion, Gv is the gain in the absence of horizontal
polarization, and P¼Ev/Eh is the ratio of the vertical com-
ponent of the electric field to the horizontal component
of the electric field in the direction in which the gain is
calculated.
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Table 1. Field Strengths for Analog TV Broadcasting

TV Channel 2–6 7–13 14–69

dBua 47.00 56.00 64.0
mV/meter 0.22 0.63 1.6

aAssuming an outdoor antenna 30 ft aboveground. dBm¼dB above 1 mV/m.

dBu¼dBmV/m is an 0 term.
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1.6. Coaxial and Waveguide Transmission Lines

The output power of the transmitter is delivered to
the antenna via a coaxial or waveguide transmission
line. A coaxial line is made of a circular pipe with a
circular inner conductor. A waveguide is made of a hollow
pipe of circular, elliptical, or rectangular cross section. For
VHF channels 2 to 13, coaxial lines with outside diameters
from 3 in. to 8 in. are used. For UHF channels 14 to 69,
either coaxial lines or waveguides of various sizes are
used, depending primarily on channel and power require-
ments. The widest cross section of waveguides for UHF
broadcasting varies from 11.5 in. to 18 in. depending on
the TV channel.

The main attribute of a waveguide transmission
line is the high power-carrying capacity. Because
of its large size with a typical vertical run of a 1000 ft up
the tower, a waveguide is a major contributor to wind-
load stresses on the tower. For a given cross section,
a waveguide is limited to carrying only those UHF
channels that propagate in its dominant mode. In
contrast, for diameters not exceeding 7 in., a coaxial
line accommodates any broadcast channel from 2
to 69.

In transferring the power from the transmitter to the
antenna, some loss of power due to surface heating of the
transmission line is inevitable. The power-transfer
efficiency of a transmission line is defined by

Zð%Þ ¼100
Input Power

Output Power
¼

100

Antilogðal=100Þ

where a is the attenuation in decibels/100 ft and l is the
transmission line’s length in feet.

2. ANTENNAS FOR TELEVISION BROADCASTING

2.1. Single-Station VHF Antennas

Most VHF antennas designed to accommodate a single TV
station fall into the three distinct categories shown in
Fig. 5.

The most popular category worldwide is an antenna
made of a central support pole with a multiplicity of
dipoles wrapped around the pole. One version of such an
antenna, designed for circular polarization transmission,
is shown in Fig. 5(a). This antenna accommodates any
TV or FM channel. A typical gain of such an antenna is

Receiving dipole in horizontal polarization plane
Receiving dipole in vertical polarization plane
Receiving dipole rotated through 360°

(a) (b)

270 270°90 90°

180 180

0 0°
40

°°

°

°
°

°

Figure 4. Voltage induced at the output termi-
nals of a linear dipole receiving antenna:
(a) Circularly polarized transmission; (b) Ellip-
tically polarized transmission.

(a) (b) (c)

Figure 5. Single-station VHF antennas: (a) channels 2–6; (b)
channels 7–13; (c) panel antenna.
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3.0 in either the horizontal polarization plane or the
vertical polarization plane. The height and weight of
the antenna vary from 68 ft and 5.7 tons for channel 6
(United States) to 97 ft and 9.9 tons for channel 2 (United
States).

A second category, popular mostly in the United States,
is the slotted-pipe traveling-wave antenna, the horizontal-
polarization version of which is shown in Fig. 5(b). The
radiofrequency power enters this antenna at its bottom
and continues to travel toward the beacon at the top.
While traveling upward, power leaks outward through the
slots, decaying exponentially. The remainder of the power
is forced out of the top slot.

The panel antenna shown in Fig. 5(c) is composed
of an array of dipoles, each placed approximately one
quarter-wavelength in front of a reflecting screen.
Then the array is wrapped around a support spine, which
is often the tower itself. The panel antenna is popular
mostly outside the United States because it is easily
installed. In the United States, VHF panel antennas are
used primarily where a directional pattern is required, if
the top of the tower is unavailable, or as a support struc-
ture for one or more antennas stacked over the panel an-
tenna.

2.2. Single-Station UHF Antennas

Most UHF antennas for TV broadcasting in the United
States are the slotted pipe variety shown in Fig. 6(a) (hor-
izontal polarization) and Fig. 6(b) (circular polarization).
In the circular polarization version of the slotted-pipe an-
tenna, a parasitic Z-shaped dipole is placed approximately
one eighth of a wavelength in front of each slot. The Z-
shaped dipole intercepts some of the horizontal polariza-
tion power emitted by the slot and radiates the intercepted
power as vertical polarization, phase-shifted � 901 rela-
tive to the horizontal polarization. The Z-shaped dipole

can be adjusted for any power ratio of horizontal to ver-
tical polarization. When the power ratio is one, the polar-
ization is circular. For an unequal ratio, the result is
elliptical polarization. Both elliptical and circular polar-
ization provide superior analog TV reception on sets
equipped with small indoor antennas, such as loops or
monopoles.

In contrast, most UHF antennas for TV broadcasting
outside the United States are made of an array of panels
as shown in Fig. 6(c) (horizontal polarization). The panel
antenna is relatively inexpensive, and its azimuthal pat-
tern is easily shaped for directional antenna application.
The panel antenna exhibits some drawbacks. The most
noticeable drawbacks are large aerodynamic area and
multiplicity of pressurized components, which adversely
affect the long-term reliability and maintainability of the
panel antenna.

2.3. Broadband VHF and UHF Panel Antennas

One of the most vexing problems for TV and FM broad-
casters is the scarcity of tower space, especially at loca-
tions that permit maximum service. This problem is
especially acute due to safety, legal, and environmental
regulations in major metropolitan areas. Because of the
scarcity of tower space and to save construction costs,
broadcasters have been using antennas designed to
accommodate multiple channels on single antennas.
These so-called ‘‘broadband’’ panel antennas are used for
VHF and UHF channels. A stack of two such antennas is
shown in Fig. 7. The top antenna accommodates a multi-
plicity of UHF channels in the range from 450 MHz to
800 MHz, subject to average and peak power limitations.

(a) (b) (c)

Figure 6. Single-station UHF antennas: (a) horizontal polariza-
tion; (b) circular polarization; (c) panel antenna. Figure 7. Broadband panel antennas.
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The bottom antenna accommodates a multiplicity of VHF
channels in any one of three bands. These bands (United
States) are 54 MHz to 66 MHz (Low-V), 66 MHz to 88 MHz
(Mid-V), and 174 MHz to 216 MHz (Hi-V).

2.4. Multistation Master Tower

Another solution to the problem of tower scarcity is de-
ploying a master TV/FM tower that supports all the an-
tennas necessary to serve the market, and placing it near
the center of population. Master towers are either in the
form of candelabras, where several antennas are installed
side-by-side on a platform at the top of the tower, or a
stack of several antennas installed one on top of another
beginning at the top of the tower.

Two examples of a master tower, a candelabra and
a stack are shown in Fig. 8. The stack shows all of the
analog TV antennas on top of the north tower of the World
Trade Center in New York City. This stack has been in
operation since the 1970s. The height of the stack is 350 ft
above the roof. The second master tower is a proposed
design of a candelabra to be constructed early in the twen-
ty-first century to support future digital TV service on
channels 2 to 51 in New York City. The triangular top
platform of the candelabra has a corner-to-corner width of
45 ft. A stack of three, slotted-pipe UHF antennas occupies
each corner of the platform. One of the nine antennas de-
signed to serve two multiplexed channels has a total tower
capacity of ten digital TV stations.

2.5. Radiation Pattern Distortion

When an antenna is positioned close to other antennas or
side-mounted on the support tower, undesired scattering
of the intercepted primary radiation by nearby obstruc-
tions results. This undesired scattering combines vectori-

ally with the primary radiation to produce a new pattern
that could significantly differ from the desired primary
radiation pattern.

For example, when a perfectly omnidirectional antenna
is mounted on top of the support tower without any nearby
obstructions, its primary azimuthal pattern remains
undistorted, as shown in Fig. 9. When side-mounted 8 ft
from the center of a triangular tower with a 10-ft side, the
same antenna shows a marked distortion in its pattern.
Further, the distorted pattern shows significant variation
in some directions when swept over the 6 MHz of the
TV channel. Such a distorted pattern causes a significant
reduction in the picture quality of analog TV in many
directions. In the case of digital TV, total loss of picture
and sound can be expected in the directions where the
signal power is low or where power variation over
the channel width of 6 MHz is significant. Depending
on the country, the channel width could be 6, 7, or
8 MHz. In North America, it is 6 MHz.

In contrast, a directional antenna properly mounted
close to a support tower, exhibits relatively small distor-
tion of its primary pattern, as shown in Fig. 10. By judi-
ciously mounting the antenna so that the minimum of its
primary pattern points in the direction of the largest
obstruction, the level of significant pattern distortion
due to scattering is limited to an angular sector of 901 to
1201 behind the support tower.

3. ANTENNAS FOR FM BROADCASTING

3.1. Single-Station Antennas

FM antennas for single-channel broadcasting are de-
signed to be inexpensive relative to TV antennas. They
are also designed to add a minimum of aerodynamic stress

Channel 4 and 5

Channel 11

Channel 9 and 13

Channel 7

Channel 2 and 31

Channel 41 and 47

Standby antennas

Multiple FM

Standby antennas

(a) (b)

Figure 8. Multistation master antennas in New York: (a) present
stack on World Trade Center 1; (b) future candelabra on World
Trade Center 2.

Antenna side-mounted
 next to tower

Antenna top 
mounted on tower

90270

180

0°

° °

°

Figure 9. Tower distortion over 6 MHz for omnidirectional
antenna.

TELEVISION AND FM BROADCASTING ANTENNAS 5129



on the support tower. These two objectives are relatively
easy to meet because of the narrow bandwidth of the FM
channel. The FM channel width in North America is
200 kHz, in Europe 100 kHz, and in Africa 86 kHz.

FM broadcasting was originally planned for reception
by an outdoor antenna, and the polarization of the electric
vector was linear, polarized either in the horizontal or
vertical plane. Since the introduction of low-cost, portable,
solid-state radios for automobiles and homes, polarization
of the FM signal has gradually shifted worldwide to
circular polarization.

The most popular implementation of the single-chan-
nel, low-cost, circular polarization FM antenna is shown
in Fig 11. The antenna is an array of 1 to 12 radiators or
‘‘bays.’’ Each radiator consists of two to four interwoven,
bent, half-wave dipoles. The dipoles are typically bent
around a circular form approximately 20 in. in diameter.
In another implementation of this design, the interwoven
dipoles are bent in a V-shape. The radiators are mounted
along a pipe, the diameter of which depends on the num-
ber of radiators and on whether the antenna is to be top-
mounted or side-mounted on the tower.

Several disadvantages are associated with the single-
channel antenna shown in Fig. 11. The antenna is
designed to be omnidirectional and to radiate circular
polarization in the absence of the pipe supporting the
‘‘bays.’’ When mounted on the pipe as shown, the antenna
radiates elliptical polarization, and the vertical compo-
nent of the electric field is substantially attenuated in the
shadow of the support pipe. If the antenna with the sup-
port pipe is then side-mounted on the transmission tower,
as is often the case, the radiation patterns in the elevation
and azimuthal planes are further severely distorted. An-
other difficulty due to the physically small radiator of this
antenna is a somewhat excessive downward radiation that
may raise the level of the RF power density near
the ground above the allowable protective limit. The

downward radiation level can be reduced by spacing the
array elements at half-wavelength intervals.

3.2. Multistation Master Antennas

The master FM antenna, capable of supporting multiple
FM stations on a single antenna, is gradually replacing
single-station antennas in major cities worldwide. Such a
master antenna, made of multiple broad-band panels, is
shown in Fig. 12. The master FM antenna does not exhibit
any of the disadvantages of the single-station antenna and
is ideal where tower space is scarce. Master FM antenna
construction is similar to that of VHF-TV panel antennas
with a high price to match. The installation cost is some-
times shared by the individual FM channels, which are
multiplexed on the master antenna, making the antenna
affordable.

4. ADVANCED TOPICS: ANALOG VERSUS DIGITAL TV

4.1. Spectral Distribution

Fundamental differences exist in the performance
specifications of antennas for analog and digital TV broad-
casting.

Reception of analog TV is subject to fading, manmade
noise, and picture degradation in poor reception areas. In
contrast, the reception of digital TVyields a perfect picture
and sound all of the time or not at all. The same sources
that cause poor reception of analog TV combine to reduce

270 90

180

0

Antenna top-mounted 
           on tower

Antenna top-mounted
 on tower

°

°°

°

Figure 10. Tower distortion of directional antenna pattern.

Figure 11. Single-station FM antenna.

5130 TELEVISION AND FM BROADCASTING ANTENNAS



the coverage area of digital TV. Some of the coverage area
of analog TV is traded off for the higher picture and sound
quality of digital TV much as the long range and poor
sound quality of AM radio are traded off for the shorter
range and higher quality sound of FM radio.

An understanding of the specifications required for
digital TV can be gained by comparing the spectra of
analog TV and digital TV at the transmitter and at the
receiver. Figure 13(a) shows the flat (except for the pilot)
power distribution of the digital signal over 6 MHz, super-
imposed over the analog signal at the transmitter output.
As shown in Figure 13(b), poor antenna response and
undesired reflections at the receiver have significantly
distorted the digital spectrum. Having most of the power
centered near the picture and sound carrier hardly affects
the analog spectrum.

From these spectra, it is clear that the antenna
specifications in analog TV are critical only around the
three carriers. In contrast, antenna specifications for dig-
ital TV are equally critical throughout the TV channel.

4.2. Voltage Standing-Wave Ratio

The magnitude of the voltage standing-wave ratio (VSWR)
inside the transmission line, which connects the antenna
to the transmitter, is an example of an antenna specifica-
tion that depends on the spectral distribution. In analog
TV, the VSWR must be minimized around the picture
carrier to a value of 1.025, as shown in Fig. 14, to avoid an
echo that appears as a ‘‘ghost’’ image. In other portions of
the channel, the VSWR can be higher, up to 1.10 at band
edges. In contrast, the VSWR must be minimized and
equalized across the digital channel to a value not exceed-
ing 1.05.

4.3. Effective Radiated Power

The ERP is a product of the antenna gain and the total
input power to the antenna at the picture carrier frequency.
For analog transmission, the total input power may
include undesirable power components, such as intermod-
ulation products and internal reflections. The undesirable
components affect the picture quality of analog TV but not

Pilot

Pilot

Digital TV

Analog TV

Analog TV

Sound carrier

Sound carrier

(a)

(b)

Picture carrier

Digital TV

Figure 13. Analog and digital spectra: (a) at the transmitter;
(b) at the receiver.

Figure 12. Multistation master FM antenna.
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Figure 14. Antenna VSWR for a 6 MHz channel.
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its range. The same undesirable power components affect
the range of digital TV but not its picture quality. There-
fore, the calculation of the ERP of digital TV must be based
on the net useful power, rather than on the total available
power.

4.4. Gain

In analog TV, antenna gain is specified at the picture
carrier frequency around which most of the power is con-
centrated. In digital TV, where the power out of the an-
tenna may be unevenly spread across the channel due to
distortion, the electric field in the gain equation must be
replaced by its value averaged over the operating channel
bandwidth.

4.5. Pattern and Polarization Bandwidth

The same reasoning that was applied to the VSWR, ERP,
and gain specifications requires that the antenna’s trans-
fer characteristics be specified across the digital TV chan-
nel rather than at a single frequency, as with analog TV. In
particular, knowledge of the radiation pattern’s behavior,
including the polarization behavior across the TV channel,
is fundamental to proper specification of broadcast anten-
nas for digital TV.

4.6. Peak and Average Power

In analog TV, the peak-of-sync power is the significant
parameter. It is used for ERP, coverage, and interference
calculations. The peak-of-sync is defined by the root-mean-
square amplitude of the carrier during the horizontal and
vertical sync periods.

The average power of analog TV is not constant, unlike
the peak-of-sync power during synchronization pulses. It
depends on the picture being transmitted. Measurements
over long periods indicate that the average picture power
is 4.32 dB below peak-of-sync. With total blanking, the
average picture (black) power is constant and is 2.2 dB
below peak-of-sync. For analog TV, the peak-of-sync, the
peak instantaneous, and the average power are given by
the following:

PSYNC¼
V2

RMS

Z0
¼

V2
PEAK

2Z0

PPEAK ¼
V2

PEAK

Z0
¼ 2ð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PAURAL

p
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PSYNC

p
Þ
2

and

PAVG¼PSYNCAPLþPAURAL

where Z0 is the characteristic impedance of the transmission
line and APL is the average picture level that is 0.6 during
blanking and 0.37 during program transmission.

During program transmission (APL¼ 0.37) and with
PAURAL=PSYNC¼ 0:1 (typical for UHF channels),

PPEAK

PAVG
¼ 8:68 dB

In digital TV, the average power is the significant parameter.
It is independent of the content of the image being trans-
mitted, and unlike analog TV, it has a constant value. The
average power of digital TV is used for ERP, coverage, and
interference calculations.

The average and peak instantaneous powers of digital
TV are related by

PPEAK ¼
V2

PEAK

Z0
¼RPAPAVG

where RPA is the ratio of peak instantaneous power to
average power at the transmitter output.

Depending on the modulation scheme and channel
filters, the peak instantaneous power of the digital TV
signal can reach 7 dB to 13 dB above the average power,
and 7 dB peaks occur as often as 0.01% of the time.
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At the present time, the superturnstile antenna (of which
the batwing antenna is a radiating element) [1], the
supergain antenna (dipole antennas with a reflector
plate), invented in the United States, and the
Vierergruppe antenna, invented in Germany and some-
times called the two-dipole antenna in Japan, are widely
used for very high-frequency television (VHF-TV) broad-
casting around the world. The superturnstile antenna [2]
is used in Japan, as well as in the United States.

Figure 1 shows the appearance of the original batwing
antenna, when it was first made public by Masters [1].
The secret lies in its complex shape. It is called a
batwing antenna in the United States and Schmetterlings
Antenne (butterfly antenna) in Germany, in view of this
shape.

The characteristics of the batwing antenna were cal-
culated using the moment method proposed by Harrington
[3], and experiments were conducted on this antenna. The
model antenna was approximately two-fifths the size of a
full-scale batwing antenna, with its design center frequen-
cy at 500 MHz.

It has been reported that for thick cylindrical antennas,
a substantial effect on the current distribution appears
because of nonzero current on the flat end faces. The as-
sumption of zero current at the flat end face is appropriate
for a thin cylindrical antenna; however, in the case of a
thick cylindrical antenna, this assumption is, not valid.

Specifically, this article applies the moment method to a
full-wave dipole antenna, with a reflector plate supported
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by a metal bar, such as those widely used for TV and fre-
quency modulated (FM) broadcasting [4]. In the present
study, the analysis is made by including the flat end-face
currents. As a result, it is found that the calculated and
measured values agree well, and satisfactory wideband
characteristics are obtained.

Next, the twin-loop antennas, most widely used for
ultra high-frequency (UHF)-TV broadcasting, are consid-
ered. Previous researchers analyzed them by assuming a
sinusoidal current distribution. Others adopted the higher
order expansions (Fourier series) of the current distribu-
tion; however, their analyses did not sufficiently explain
the wideband characteristics of this antenna.

This article applies the moment method to a twin-loop
antenna with a reflector plate or a wire screen-type
reflector plate. As for the input impedance, 2-L-type
twin-loop antennas have reactance near zero [in the
case where l1¼ 0:15 l0, that is, where the voltage stand-
ing-wave ratio (VSWR) is nearly equal to unity]. Also, sat-
isfactory wideband characteristics are obtained. The
agreement between the measurement and the theory is
quite good. Thus, it may become possible in the future to
improve practical antenna characteristics, based on the
results obtained. Several popular television (transmitting)
antennas [5,6] were mentioned, such as slot array, normal
mode helix, and V-dipole antennas.

1. THE BATWING ANTENNA ELEMENT

The antenna is installed around a support mast, as shown
in Fig. 2, and fed from points f and f 0, through a jumper
from a branch cable with a characteristic impedance of
72O. The conducting support mast is idealized by an in-
finite, thin mast. The batwing antenna element is divided
into 397 segments for the original type, with triangular
functions as the weighting and expansion functions, and
the analysis of the batwing antenna elements carried out
using the Galerkin’s method. The batwing antenna is fed
with unit voltage. The currents flowing in each antenna
conductor are calculated over a frequency range of
300–700 MHz.

Figure 3 illustrates these current distributions
Iiði¼ 1 � 12Þ on the conductors at frequencies of 300,

Figure 1. Historical shape of the batwing radiator.
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Figure 3. Amplitude characteristics of current distribution for frequency range from 300, 500,
700 MHz of shaded areas.

Theoretical values
Measured values
  (amplitude pattern)
Theoretical values
Measured values
  (phase pattern)

1.0 0° 1.0

±180°

0

0

1.0

Amp. E�(�)

E�(�)

E�(�)

E�(�)

300 MHz Horizontal pattern 700 MHz

1.0 0° 1.0 1.0

500 MHz

(a) (b) (c)

300 MHz Vertical pattern 700 MHz
500 MHz

(a) (b) (c)

90°
200

phase (deg.)
–200

0

±180°

0.5

0

0.5 0.5

0

0
–200

0.5

phase (deg.)
200

90° 0

0.5

0

0.5

Figure 4. Amplitude and phase characteristics of radiation patterns at 300, 500, 700 MHz (with
support mast).

5134 TELEVISION ANTENNAS



500, and 700 MHz. As the distribution of currents along
each conductor is calculated, this allows calculation of the
radiation characteristics. Figure 4 illustrates the ampli-
tude and phase characteristics of radiation patterns in the
horizontal and vertical planes. It is seen from this figure
that the theoretical values agree well with the measure-
ments.

Figure 5 illustrates the theoretical and measured input
impedance of a batwing antenna mounted on an aluminum
plate, 3 m�3 m. Both curves coincide closely with each
other, with the input impedance having a value close to
72O, which is the proper match to the characteristic im-
pedance of the branch cable. Vernier impedance matching
is carried out in practice by connecting a metal jumper
between the end of the branch cable and the feed point of
the antenna element or the support mast. The feed strap’s
length, width, or form is varied to derive VSWR values
below 1.10.

The power gain of the antenna at 500 MHz is calculated
to be 3.3 dB. Figure 6 shows the gain of the antenna in
the f¼ 0	 direction as a function of the frequency,
referenced to a half-wavelength dipole. Figure 7 illus-
trates three-dimensional amplitude characteristics of ra-
diation patterns in the horizontal and vertical planes at
each frequency.
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2. THEORETICAL ANALYSIS OF METAL-BAR-SUPPORTED
WIDEBAND FULL-WAVE DIPOLE ANTENNAS WITH A
REFLECTOR PLATE

Wideband full-wave dipole antennas with a reflector
plate supported by metal bars were invented in Germany.
The construction is shown in Fig. 8. A full-wave dipole
antenna is located in front of a reflector, and supported
directly by a metal bar attached to a reflector. This an-
tenna was also analyzed by the moment method described
previously.

As the supporting bar (see Fig. 8) is metallic, leakage
currents may cause degradation of the radiation charac-
teristics. To calculate these effects, the radial component of
field, Er, must be taken into consideration. In other words,
Er is needed for the calculation of Zm,n, as defined by inner
products of the expansion functions on the supporting bar
and weighting functions on the antenna element or on the
parallel conductors. We assume the supporting bar to be
separated from the feed point by a distance l1. Also, the
radius of the supporting bar is fixed at one-fourth of the
radius of the antenna element (i.e., at l0=100), and then is
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varied to be 0.2 l0, 0.25 l0, and 0.3 l0. Figures 9–12 indi-
cate various calculated performance characteristics. Note
that the leakage current of the supporting bar is mini-
mized for f=f0¼ 0:7, and that this current is substantial at
other frequencies. The current distribution is shown only
for the case of l1¼ 0:25 l0.

3. CHARACTERISTICS OF 2L TWIN-LOOP ANTENNAS
WITH INFINITE REFLECTOR

As shown in Fig. 13, a twin-loop antenna has the loops
connected by a parallel line: The 2L-type, 4L-type, and 6L-
type are used, according to the number of loops. For actual
use, a reactive load is provided by the trap at the top end,
which also serves as the antenna support. The dimensions
used for this article are as follows: center frequency f0¼

750 MHz (wavelength l0¼ 40 cm), length of the parallel
line part 2l1¼ l0=2 ðl1¼ 10 cmÞ, 12¼ l0=2 ðl2¼ 20 cmÞ,

interval of the parallel line part, d¼ l0=20 ðd¼ 2 cmÞ,
loop radius b¼ l0=2p ðb¼ 6:366 cmÞ, distance from the re-
flector to the antenna l3¼ l0=4 ðl3¼ 10 cmÞ, conductor di-
ameter f¼10 mm, and top-end trap lt¼0 to l0=4,
changed in intervals of l0/16. 2L twin-loop antennas
were arranged in front of an infinite reflector, and calcu-
lations were executed in regard to the frequency charac-
teristics of the trap length.

The radiation pattern of the type 2L antenna is
shown in Fig. 14. Up to lt¼ l0=8, the main beam gradually
becomes sharper with increasing frequency, and it can be
seen that the sidelobes increase. When lt increases in this
way to l0/8 and l0/4, the directivity becomes disturbed.

Figure 14 shows l1¼ 0:15 l0 and l1¼0:25 l0 character-
istics of the radiation pattern in a polar display. The an-
tenna gain for both lengths (l1¼ 0:15 l0 and l1¼0:25 l0)
shows a small change of approximately 9.5–8.5 dB.

The input impedance has a value very close to 50O,
essentially the same as the characteristic impedance of
the feed cable. As for the input impedance, the 2L twin-
loop antenna has reactance nearest zero (for the case
where l1¼ 0:15 l0), that is, the VSWR is nearly equal to
unity.

In the above calculation, the reflector was considered
to be an infinite reflector, and the effect of the reflector
on the antenna elements was treated by the image
method. In the case of practical antennas, however,
it is the usual practice to make the reflector finite, or
consisting of several parallel conductors. Therefore, a
calculation was executed for a reflector in which 21 linear
conductors replaced the infinite reflector, as shown in
Fig. 15.

The results are shown along with those for the infinite-
reflector case. Based on these results, it was concluded
that no significant difference was observed in input
impedance and gain between the infinite reflector case
and the case where the reflector consisted of parallel
conductors.

The wire screen-type of reflector plate had a height of
3 l0 (120 cm), a width of l0 (40 cm), and a wire interval of
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0.15 l0 (6 cm). The radiation pattern is shown in Fig. 16.
With regard to the pattern in the horizontal plane, no dif-
ference was found in comparison with an infinite reflector,
but a backlobe of approximately � 16 dB exists to the rear
of the reflector. The same figure also shows the phase
characteristics. With regard to the pattern in the vertical
plane, the phase shows a large change where the pattern
shows a cut.

4. SEVERAL POPULAR TRANSMITTING ANTENNAS

4.1. Slot Antennas

Both resonant and nonresonant end-fed arrays of slots are
used for TV broadcasting. The resonant arrays are
restricted to UHF applications because of their limited
bandwidth. The traveling-wave slot antenna illustrated in
Fig. 17 is a large end-fed coaxial transmission line with a
slotted outer conductor. The slots are arranged in pairs at
each layer, with the pairs separated by a quarter wave-

length along the length of the antenna. Adjacent pairs
occupy planes at right angles to each other. The slot pairs,
which are approximately one-half wavelength long, are
fed out of phase by the coaxial line by capacitive probes
projecting radially inward from one side of each slot so as
to produce a figure-eight pattern. The probes are placed on
opposite sides of adjacent inline slots that are spaced one-
half wavelength to provide in-phase excitation. The quar-
ter-wavelength separation of layers in conjunction with
the space-quadrature arrangement of successive layers of
slots effects a turnstile-type feed that produces a horizon-
tally polarized azimuth pattern with a circularity of
71 dB for VHF applications. An equal percentage of the
power in the coaxial line is fed to each layer of slots, which
results in an exponential aperture distribution that
provides null fill.

Reflections from adjacent layers tend to cancel, which
allows the traveling-wave operation. The top slots are
strongly coupled to the line to reduce reflections.
For high-gain applications, one-half of the slots may be
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eliminated, resulting in a one-wavelength spacing of in-
line slots. The standing-wave antenna consists of layers or
bays of one or more axial slots spaced by one wavelength
and fed by a coaxial line with the slotted pipe forming the
outer conductor. Azimuth patterns are controlled by the
number of slots per bay. One slot per bay produces a skull-
shaped pattern, two slots a peanut-shaped pattern, and
three slots a trilobe pattern. Four or more slots per bay are
usually required for an ominidirectional pattern with a
circularity of 71 dB. A typical omnidirectional pattern is
shown in Fig. 18.

4.2. Helix Antennas

Figure 19 shows a single bay of a single-arm right-hand
and left-hand helix fed in phase at the center so that the
vertically polarized components of the two helices cancel
in the broadside direction. The pitch angle is about 121 so
that the vertically polarized radiation from each helix is
about 10 dB down from the horizontally polarized radia-
tion, which produces about 0.5 dB loss in gain because of
cross-polarization radiation. As the beam of each helix
scans about 2.71 per 1% change in frequency, the bay
length is limited to about six wavelengths. Sidefire helical
antenna pattern is shown in Fig. 20.

4.3. V-Shaped Antennas

The multi-V antenna has been designed especially to
mount on the side of existing towers that are used for
standard broadcast radiators or TV supporting towers.
The multi-V antenna array (Fig. 21) consists of a number
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screen-type reflector plate.

= 90°θ

= 90°θ

= 90°

1.00.80.41.00.80.4

1.00.8

600 MHz

675 MHz

750 MHz

825 MHz

900 MHz

0.41.00.80.4

1.00.80.41.00.80.4

1.00.80.41.00.80.4

1.00.80.41.0

(a) (b)

0.80.4

θ

= 90°θ

= 90°θ

= 90°θ

= 90°θ

= 90°θ

= 90°θ

= 90°θ

Figure 16. Comparison between characteristics of 2L-type twin-
loop antenna with a wire screen-type reflector and with an infi-
nite reflector.

Probe position

Slot

Slot

Construction

(a)

Excitation of slot

(b)

Slot

Probe

Probe

4
λ

4
λ

2
λ λ

Figure 17. The traveling-wave slot antenna.

5140 TELEVISION ANTENNAS



of V elements stacked vertically to provide power gain in
the horizontal plane and vertical directivity. The resulting
horizontal radiation pattern is essentially omnidirection-
al. The pattern remains approximately circular when side-
mounted on a tower having a uniform cross section with
2 ft on a side.

The bays, or V’s, are so designed that the input impe-
dance of each pair is 50O, enabling them to be fed by
standard coaxial transmission lines. The feed system en-
ables an even number of bays from two to eight to be em-
ployed to obtain power gains ranging from 1.6 to 7.3. The
design is such that it is necessary to tune the antenna at
the factory for the desired frequency. It is very simple,
with one feed point per bay and a maximum of four power-
dividing elements for an eight-bay array. The radiating
elements are grounded for maximum lightning protection.

Figure 22 shows the four-bay V antenna pattern for var-
ious values of space.

5. CONCLUSION

Previous researchers [1,2] have analyzed batwing antennas
by approximating the current distribution as a sinusoidal

270°

300°

330°

90°

60°

30°

120°

150°
180°

0°

210°

240°

20 40 60 80
Relative field

Figure 18. A typical omnidirectional pattern.

A cylindrical conductor Short

(a) (b)

Feed point

D

A triangular
prism

S

λ
Pitch

p =   /2

 
Diameter

λ /100

d

Figure 19. A sidefire helical antenna.

H
o

ri
zo

n
ta

l
p

a
tt

e
rn

V
e

rt
ic

a
l

p
a

tt
e

rn
H

o
ri

zo
n

ta
l

p
a

tt
e

rn
V

e
rt

ic
a

l
p

a
tt

e
rn

Freq.
470 MHz

270°

270°

270° 270° 270° 270°

90°

90°

90° 90° 90° 90°

480 MHz 490 MHz 500 MHz 510 MHz

690 MHz 700 MHz 710 MHz 720 MHz 730 MHz

2
n

d
 m

o
d

e
3

rd
 m

o
d

e

Pattern

180°

180°

180° 180° 180° 180°0

0°

° 0° 0° 0° 0°

270° 270° 270° 270°

90° 90° 90° 90°

180° 180° 180° 180°0° 0° 0° 0°

270° 270° 270° 270° 270°

90° 90° 90° 90° 90°

180°0° 0° 0°

270° 270° 270° 270° 270°

90° 90° 90° 90° 90°
180° 180° 180° 180° 180°0° 0° 0° 0° 0°

0°180°180°0°180°180°

Figure 20. The horizontal and vertical pat-
tern of sidefire helical antenna.

TELEVISION ANTENNAS 5141



distribution. Wideband characteristics are not obtained
with a sinusoidal current distribution. In this article,
various types of modified batwing antennas, as the cen-
tral form of the superturnstile antenna system, were an-
alyzed theoretically with the aid of the moment method.
The results were compared with measurements in order to
examine the performance of the antenna elements in
detail.

It is also evident from this research that the shape
of the jumper has a remarkable effect on the reactance of
the input impedance, and that the distance between the
support mast and the antenna element also markedly
influences the resistance of this impedance. Thus, a sat-
isfactory explanation is given with regard to the matching
conditions. As a result, it was found that the calculated
and measured values agree well, and satisfactory wide-
band characteristics are obtained.

Next, an analytic method and calculated results for the
performance characteristics of a thick cylindrical antenna
were presented. The analysis used the moment method
and takes the end face currents into account. The calcu-
lated results were compared with measured values,
demonstrating the accuracy of the analytic method.

Using this method, a full-wave dipole antenna with a
reflector supported by a metal bar was analyzed. The
input impedance was measured for particular cases,
thus obtaining the antenna dimensions for which the
antenna input impedance permits broadband operation.
In conclusion, wideband characteristics are not obtained
with a one-bay antenna. The wideband characteristic is
obtained by means of the mutual impedance of the two-
bay arrangement. In the frequency region of f=f0¼ 0:7, the
resistance of the input impedance is considered to be con-
stant. In this case, the leakage current to the support bar
is small. With regard to the radiation pattern, it was seen
that a degradation of characteristics was caused by the
metal support bar.

It is noted that the present method should be similarly
useful for analyzing antennas of other forms where the
end face effect is not negligible.

Next, the twin-loop antennas were considered for use
as wideband antennas. The analysis results for 2L type

showed that the change in the characteristics with a
change in frequency becomes more severe with increasing
trap length lt, and the bandwidth becomes small, whereas
a short trap length lt shows a small change and a tendency
for the bandwidth to become wide. For lt¼ 0, a wide band-
width for pattern and gain was obtained for the 2L type.
The input impedance has a value very close to 50O,
essentially the same as the characteristic impedance of
the feed cable over a very wide frequency range. Thus, a
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satisfactory explanation was given with regard to the
matching conditions. Popular television antennas cover
the properties of many basic types of antennas that are the
mainstream of antenna technology. It has been reported
here that a rigorous theoretical analysis has been
achieved almost 30 years after the invention of these
VHF–UHF antennas.
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Since the invention of television, images and sound have
been captured, processed, transmitted, received, and dis-
played using analog technology, where the picture and
sound elements are represented by signals that are pro-
portional to the image amplitude and sound volume.

In more recent years, as solid-state technology has de-
veloped, spurred primarily by the development of comput-
ers, digital technology has gradually been introduced into
the handling of the television signal, both for image and
sound. The digital electric signal representing the various
elements of the image and sound is composed of binary
numbers that represent the image intensity, color, and so
on, and the sound characteristics.

Many portions of television systems are now hybrid
combinations of analog and digital, and it is expected that
eventually all television equipment will be fully digital,
except for the transducers, cameras, and microphones
(whose inputs are analog) and the television displays
and loudspeakers (whose outputs are analog).

The currently used broadcast television transmission
standards [National Television Systems Committee
(NTSC), phase alternate line (PAL), and sequential and
memory (SECAM)] for 525- and 625-line systems were

designed around analog technology; although significant
portions of those broadcast systems are now hybrid ana-
log/digital or digital, the ‘‘over the air’’ transmission sys-
tem is still analog. Furthermore, other than for
‘‘component’’ processed portions of the system, the video
signals take the same ‘‘encoded’’ form from studio camera
to receiver and conform to the same standard.

The recently developed ATSC Digital Television Stan-
dard, however, uses digital technology for ‘‘over the air’’
transmission, and the digital signals used from the studio
camera to the receiver, although they represent the same
image and sound, differ in form in portions of the trans-
mission system. This variation is such that in the studio,
maximum image and sound information is coded digitally;
but during recording, special effects processing, distribu-
tion around a broadcast facility, and transmission, the
digital signal is ‘‘compressed’’ to an increasing extent as it
approaches its final destination at the home. This permits
practical and economical handling of the signal.

1. ANALOG TELEVISION SYSTEMS

1.1. Black-and-White Television

It is the purpose of all conventional broadcast television
systems to provide instantaneous vision beyond human
sight, a window into which the viewer may peer to see
activity at another place. Not surprisingly, all of the mod-
ern systems evolved to have similar characteristics. Basi-
cally, a sampling structure is used to convert a three-
dimensional image (horizontal, vertical, and temporal
variations) into a continuous time-varying broad-band
electrical signal. This modulates a high-frequency carrier
with the accompanying sound, and it is broadcast over the
airwaves. Reasonably inexpensive consumer television
sets are capable of recovering the picture and sound in
the viewer’s home.

1.1.1. Image Representation. The sampling structure
first divides the motion into a series of still pictures to
be sequenced rapidly enough to restore an illusion of
movement. Next, each individual picture is divided verti-
cally into sufficient segments so that enough definition can
be retrieved in this dimension at the receiver. This process
is called scanning. The individual pictures generated are
known as frames, each of which contains scanning lines
from top to bottom.

The number of scanning lines necessary was derived
from typical room dimensions and practical display size.
Based on the acuity of human vision, a viewing distance of
four to six picture heights is intended. The scanning lines
must be capable of enough transitions to resolve compa-
rable definition horizontally. The image aspect ratio
(width/height) of all conventional systems is 4:3, from
the motion picture industry ‘‘academy aperture.’’ All sys-
tems sample the picture from the top left to bottom right.

In professional cinema, the projection rate of 48 Hz is
sufficient to make flicker practically invisible. Long-dis-
tance electric power distribution networks throughout the
world use slightly higher rates of 50 Hz to 60 Hz alternat-
ing current. To minimize the movement of vertical ‘‘hum’’
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satisfactory explanation was given with regard to the
matching conditions. Popular television antennas cover
the properties of many basic types of antennas that are the
mainstream of antenna technology. It has been reported
here that a rigorous theoretical analysis has been
achieved almost 30 years after the invention of these
VHF–UHF antennas.
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Since the invention of television, images and sound have
been captured, processed, transmitted, received, and dis-
played using analog technology, where the picture and
sound elements are represented by signals that are pro-
portional to the image amplitude and sound volume.

In more recent years, as solid-state technology has de-
veloped, spurred primarily by the development of comput-
ers, digital technology has gradually been introduced into
the handling of the television signal, both for image and
sound. The digital electric signal representing the various
elements of the image and sound is composed of binary
numbers that represent the image intensity, color, and so
on, and the sound characteristics.

Many portions of television systems are now hybrid
combinations of analog and digital, and it is expected that
eventually all television equipment will be fully digital,
except for the transducers, cameras, and microphones
(whose inputs are analog) and the television displays
and loudspeakers (whose outputs are analog).

The currently used broadcast television transmission
standards [National Television Systems Committee
(NTSC), phase alternate line (PAL), and sequential and
memory (SECAM)] for 525- and 625-line systems were

designed around analog technology; although significant
portions of those broadcast systems are now hybrid ana-
log/digital or digital, the ‘‘over the air’’ transmission sys-
tem is still analog. Furthermore, other than for
‘‘component’’ processed portions of the system, the video
signals take the same ‘‘encoded’’ form from studio camera
to receiver and conform to the same standard.

The recently developed ATSC Digital Television Stan-
dard, however, uses digital technology for ‘‘over the air’’
transmission, and the digital signals used from the studio
camera to the receiver, although they represent the same
image and sound, differ in form in portions of the trans-
mission system. This variation is such that in the studio,
maximum image and sound information is coded digitally;
but during recording, special effects processing, distribu-
tion around a broadcast facility, and transmission, the
digital signal is ‘‘compressed’’ to an increasing extent as it
approaches its final destination at the home. This permits
practical and economical handling of the signal.
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1.1. Black-and-White Television

It is the purpose of all conventional broadcast television
systems to provide instantaneous vision beyond human
sight, a window into which the viewer may peer to see
activity at another place. Not surprisingly, all of the mod-
ern systems evolved to have similar characteristics. Basi-
cally, a sampling structure is used to convert a three-
dimensional image (horizontal, vertical, and temporal
variations) into a continuous time-varying broad-band
electrical signal. This modulates a high-frequency carrier
with the accompanying sound, and it is broadcast over the
airwaves. Reasonably inexpensive consumer television
sets are capable of recovering the picture and sound in
the viewer’s home.

1.1.1. Image Representation. The sampling structure
first divides the motion into a series of still pictures to
be sequenced rapidly enough to restore an illusion of
movement. Next, each individual picture is divided verti-
cally into sufficient segments so that enough definition can
be retrieved in this dimension at the receiver. This process
is called scanning. The individual pictures generated are
known as frames, each of which contains scanning lines
from top to bottom.

The number of scanning lines necessary was derived
from typical room dimensions and practical display size.
Based on the acuity of human vision, a viewing distance of
four to six picture heights is intended. The scanning lines
must be capable of enough transitions to resolve compa-
rable definition horizontally. The image aspect ratio
(width/height) of all conventional systems is 4:3, from
the motion picture industry ‘‘academy aperture.’’ All sys-
tems sample the picture from the top left to bottom right.

In professional cinema, the projection rate of 48 Hz is
sufficient to make flicker practically invisible. Long-dis-
tance electric power distribution networks throughout the
world use slightly higher rates of 50 Hz to 60 Hz alternat-
ing current. To minimize the movement of vertical ‘‘hum’’
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in the picture caused by marginal filtering in direct cur-
rent power supplies, the picture repetition rate was made
to equal the power line frequency.

A variation of this process used by all conventional sys-
tems is interlaced scanning, whereby every other line is
scanned to produce a picture with half the vertical reso-
lution, known as a field. The following field ‘‘fills in’’ the
missing lines to form the complete frame. Each field illu-
minates a sufficient portion of the display so that flicker is
practically invisible; yet only half the information is being
generated. This conserves bandwidth in transmission. For
both fields to start and stop at the same point vertically,
one field must have a half scanning line at the top, and the
other field must have a half scanning line at the bottom of
the picture. This results in an odd number of scanning
lines for the entire frame.

Mechanical systems using rotating disks with spiral
holes to scan the image were investigated in the 1920s and
1930s, but these efforts gave way to ‘‘all electronic’’ televi-
sion. Prior to World War II, developers in the United
States experimented with 343-line and 441-line systems.
Developers in Great Britain began a 405-line service, and
after the war, the French developed an 819-line system,
but these are no longer in use.

1.1.2. Synchronization. In most of North and South
America and the Far East, where the power line frequency
is 60 Hz, a 525-line system became the norm. This results in
an interlaced scanning line rate of 15.750 kHz. The devel-
opment of color television in Europe led to standardization
of 625 lines in much of the rest of the world. The resulting
line frequency with a 50 Hz field rate is 15.625 kHz.
The similar line and field rates enable the use of similar
picture tube deflection circuitry and components.

Horizontal and vertical frequencies must be synchronous
and phase-locked, so they are derived from a common
oscillator.

Synchronization pulses are inserted between each
scanning line (Fig. 1) and between each field to enable
the television receiver to present the picture details with
the same spatial orientation as that of the camera. The
sync pulses are of opposite polarity from the picture in-
formation, permitting easy differentiation in the receiver.
The line sync pulses, occurring at a faster rate, are nar-
rower than the field sync pulses, which typically are the
duration of several lines. Sync separation circuitry in the
receiver discriminates between the two time constants.
Sync pulses cause the scanning to rapidly retrace from
right to left and from bottom to top.

1.1.3. Blanking. To provide time for the scanning cir-
cuits to reposition and stabilize at the start of a line or
field, the picture signal is blanked, or turned off. This oc-
curs just before (front porch) and for a short time after
(back porch) the horizontal sync pulse, as well as for sev-
eral lines before and after vertical sync. During vertical
sync, serrations are inserted to maintain horizontal syn-
chronization. Shorter equalizing pulses are added in
the several blanked lines before and after vertical sync
(Fig. 2). All these pulses occur at twice the rate of normal
sync pulses so that the vertical interval of both fields
(which are offset by one-half line) can be identical, simpli-
fying circuit design.

Additional scanning lines are blanked before the active
picture begins; typically there is a total of 25 blanked lines
per field in 625-line systems and 21 blanked lines per field
for the 525-line system M. Modern television receivers
complete the vertical retrace very soon after the vertical
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Figure 1. 525-line system M: Line-time signal specifications.
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sync pulse is received. The extra blanked lines now con-
tain various ancillary signals, such as for short-time and
line-time distortion and noise measurement, ghost cancel-
lation, source identification, closed captioning, and
teletext.

Fields and lines of each frame are numbered for tech-
nical convenience. In the 625-line systems, field 1 is that
which begins the active picture with a half line of video. In
the 525-line system M, the active picture of field 1 begins
with a full line of video. Lines are numbered sequentially
throughout the frame, beginning at the vertical sync pulse
in the 625-line systems. For the 525-line system M, the
line numbering begins at the first complete line of blank-
ing for each field. Field 1 continues halfway through line
263, and then field 2 continues through line 262.

1.1.4. Signal Levels. During blanking, the video signal
is at 0 V, the reference used to measure picture (positive-
going) and sync (negative-going) levels. Signal amplitudes
are measured directly in millivolts, except, because
of changes made during the conversion to color, the
525-line system uses IRE units. A specialized oscilloscope
is used to monitor characteristics of the signal amplitude
and period. The waveform monitor has its voltage scale
calibrated in millivolts (or IRE units for 525-line applica-

tions), and its time base is calibrated to scanning line and
picture field rates, as well as in microseconds (Fig. 3).

Originally, the 525-line system used an amplitude of
1 V peak-to-peak (p-p) for the picture information, and it
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used 0.4 V for sync. So that color information (modulated
onto a subcarrier which can extend above peak white
level) could be accommodated within the same dynamic
range of existing equipment, the 1.4 V p-p scaling was
compressed in amplitude to 1 V p-p. This created fraction-
al voltage levels for peak white (714.3 mV) and sync
(� 286.7 mV), so a 1 V scale of 140 IRE units was adopt-
ed to simplify measurement. The 625-line standards did
not have this historical complication. The peak white level
is 700 mV, and the sync level is � 300 mV.

Another anachronism of the 525-line system is the use
of a direct-current (dc) offset of the picture black from
blanking level. This was done to ensure that during
retrace, the electron beam in the display tube was com-
pletely cut off, so retrace lines did not appear in the picture.
This setup level originally varied between 5 and 10 IRE
units above blanking, but it was standardized at 7.5 IRE
for color TV, although it has been discarded altogether in
Japan. Setup, or ‘‘lift,’’ was used to some extent in earlier
systems but abandoned by the advent of 625-line services.

The electrical-to-optical transfer characteristic (gam-
ma) of the cathode-ray picture tube is nonlinear. Doubling
the video signal level applied to the control grid of the
picture tube does not cause the light output to double;
rather, it follows a power law of approximately 2.5. To
correct for this, the video signal itself is made nonlinear,
with an opposite transfer characteristic of about 0.4. This
correction is applied at the camera in all systems.

1.1.5. Resolution. Resolution in the vertical direction is
determined by taking the total number of scanning lines
and subtracting those used for vertical blanking. This is
multiplied by 0.7, the Kell factor, a correction for slight
overlap between adjacent lines and the effect of imperfect
interlace. By convention, television resolution is expressed
in television (TV) lines per picture height, in contrast to
photographic ‘‘line pairs per millimeter.’’ As the resolution
is fixed by the scanning system, picture size is immaterial.
Note that a vertical ‘‘line pair’’ in television requires two
scanning lines.

To compute the bandwidth necessary for equal horizon-
tal resolution, the vertical resolution is multiplied by the
aspect ratio of 4/3 and is divided by the ratio of total scan-
ning line time to active picture (unblanked) line time. This
number is halved because an electric cycle defines a line
pair, whereas a ‘‘TV line of resolution’’ is really only one
transition. Multiplying the number of cycles per scanning
line by the total number of scanning lines in a field, and
then multiplying the number of fields per second, gives the
bandwidth of the baseband video signal.

1.1.6. Broadcasting Standards. The various systems
have been assigned letter designations by the Interna-
tional Telecommunications Union (ITU). The letters were
assigned as the systems were registered, so alphabetical
order bears no relation to system differences (Table 1), but
a rearrangement highlights similarities (Table 2). Only
scanning parameters and radiofrequency (RF) character-
istics are defined; color encoding is not specified. Systems
A, C, E, and F are no longer used.

Portions of the very-high-frequency (VHF) and ultra-
high-frequency (UHF) RF spectrum are divided into chan-
nels for television broadcast. Modern channel assignments
are 6 MHz wide in the Americas and the Far East. Else-
where, they are generally 7 MHz in VHF and 8 MHz in
UHF, with the carrier a fixed distance from one edge. As,
in most systems, the picture carrier is near the lower edge
and the audio signals are at the upper end, when the op-
posite is true, the channels are called inverted.

As a bandwidth-saving technique, the amplitude-mod-
ulated RF signal is filtered so that only one sideband is
fully emitted; the other sideband is vestigial, or partially
suppressed, which aids in fine-tuning to the correct carrier
frequency at the receiver. The full sideband, which repre-
sents the video bandwidth, extends in the direction of the
audio carrier(s), but sufficient guard band is included to
prevent interference.

Bandwidth of the vestigial sideband varies among sys-
tems as does the placement of the audio carrier in relation
to the picture carrier (Fig. 4). These factors complicate re-
ceiver design in areas where signals of two or more sys-
tems may exist. The main audio signal is sent via an
amplitude-modulated or, more commonly, frequency-mod-
ulated carrier. Peak deviation in frequency modulation
(FM) is 750 kHz, with 50 ms preemphasis, except 725 kHz
and 75 ms for systems M and N. Preemphasis for improv-
ing the signal-to-noise ratio is common in FM systems; its
use in some amplitude-modulation (AM) systems was to
simplify receivers that could accommodate both modula-
tion schemes.

Amplitude modulation is used in all systems for the
video waveform, which, unlike audio, is not sinusoidal.
Most systems employ a negative sense of modulation, such
that negative excursions of the baseband signal produce
an increase in the amplitude of the modulated carrier.
This allows the constant amplitude sync pulses to serve as
an indication of the received RF signal level for automatic
gain control. Also, interfering electric energy tends to pro-
duce less noticeable black flashes in the received picture,
and the duty cycle of the signal is reduced, which con-
sumes less power at the transmitter.

1.2. Multichannel Sound

Early attempts to provide stereo sound for special TV
events involved simulcasting, whereby an FM radio sta-
tion in the same coverage area broadcast the stereo audio
for the program. Due to the high profitability of FM radio
today, this scheme is becoming impractical. For the 525-
line system M, with channels of only 6 MHz bandwidth, a
multiplexing scheme is used on the existing single audio
carrier. Due to the wider channel bandwidths in 625-line
systems, multiple sound carriers emerged as the solution.

1.2.1. Multiplex Sound Systems. In the United States,
Zenith Electronics developed multichannel television
sound (MTS), a pilot-tone system in which the sum of
the two stereo channels (LþR) modulates the main TV
audio FM carrier, providing a monophonic signal to con-
ventional receivers. A difference signal (L�R) is dbx-TV
suppressed-carrier amplitude-modulated onto an audio
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Table 1. Principal Characteristics of World Television Systems

F H

K0

L L0

Standard

A
United

Kingdom

B/G
Western
Europe

C
Luxembourg

D/K
Eastern
Europe E France Belgium

I
United

Kingdom

French
Over-
seas
Terri-
tories France

M
North

America/
Far East

N
South

America

Frequency band VHF V/U VHF V/U VHF VHF UHF V/U V/U V-3/U VHF-1 V/U V/U
Channel B/W (MHz) 5 7/8 7 8 14 7 8 8 8 8 8 6 6
Visual/Edge separation (MHz) �1.25 þ1.25 þ1.25 þ1.25 72.83 þ1.25 þ1.25 þ1.25 þ1.25 þ1.25 �1.25 þ1.25 þ1.25
Video B/W (MHz) 3 5 5 6 10 5 5 5.5 6 6 6 4.2 4.2
Vestigial sideband (MHz) þ0.75 �0.75 �0.75 �0.75 72.0 �0.75 �1.25 �1.25 �1.25 �1.25 þ1.25 �0.75 �0.75
Visual modulation Pos. Neg. Pos. Neg. Pos. Pos. Neg. Neg. Neg. Pos. Pos. Neg. Neg.

polarity (Wht¼ )
Picture/synchronization ratio 7/3 7/3 7/3 7/3 7/3 7/3 7/3 7/3 7/3 7/3 7/3 10/4 7/3
Black pedestal (%) 0 0 0 0 0 0 0 0 0 0 0 7.5 0
Visual/aural separation (MHz) �3.5 þ5.5 þ5.5 þ6.5 711.15 þ5.5 þ5.5 þ6.0 þ6.5 þ6.5 �6.5 þ4.5 þ4.5
Aural modulation AM FM AM FM AM AM FM FM FM AM AM FM FM
Aural peak Deviation (kHz) 750 750 750 750 750 725 725
Aural preemphasis (ms) 50 50 50 50 50 50 50 75 75
Lines per frame 405 625 625 625 819 819 625 625 625 625 625 525 625
Field blanking (lines) 13 25 25 25 33 33 25 25 25 25 25 21 25
Field synchronization (lines) 4 2.5 2.5 2.5 20ms 3.5 2.5 2.5 2.5 2.5 2.5 3 2.5
Equalization pulses (lines) 0 2.5 2.5 2.5 0 3.5 2.5 2.5 2.5 2.5 2.5 3 2.5
Vertical resolution (L/ph) 254 413 413 413 516 516 413 413 413 413 413 350 413
Horizontal resolution (L/ph) 270 400 400 450 635 400 400 430 450 450 450 320 320
Field rate (Hz) 50 50 50 50 50 50 50 50 50 50 50 59.94 50
Line rate (Hz) 10,125 15,625 15,625 15,625 20,475 20,475 15,625 15,625 15,625 15,625 15,625 15,734 15,625
Line blanking (ms) 18 12 12 12 9.5 9.2 12 12 12 12 12 10.9 12
Front porch (ms) 1.75 1.5 1.4 1.5 0.6 1.1 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Line synchronization (ms) 9.0 4.7 5.0 4.7 2.5 3.6 4.7 4.7 4.7 4.7 4.7 4.7 4.7



subcarrier at twice the line scanning frequency ð2fHÞ,
whereas a pilot is sent at the line frequency as a refer-
ence for demodulation. A second audio program (SAP)
may be frequency modulated at 5fH, and nonpublic voice
or data may be included at 6:5fH.

Japan’s NHK developed a similar FM/FM stereo sys-
tem using FM of the L�R subchannel at 2fH. A control
subcarrier at 3:5fH is tone-modulated to indicate whether
stereo or second audio programming is being broadcast.

1.2.2. Multiple Carrier Systems. In Germany, IRT intro-
duced Zweiton, a dual-carrier system for transmission
standards B and G. In both standards, the main carrier
is frequency-modulated at 5.5 MHz above the vision car-
rier. For stereo, this carrier conveys the sum of the two
channels (LþR). The second frequency-modulated sound
carrier is placed 15.5 times the line scanning frequency
above the main carrier, or 5.742 MHz above the vision
carrier. For transmission system D, a similar relationship
exists to the 6.0 MHz main channel. For stereo, this car-
rier conveys the right audio channel only.

A reference carrier at 3fH is tone-modulated, and the
particular tone frequency switches receivers for stereo or
second audio channel sound. A variant is used in Korea
where the second carrier is placed at 4.72 MHz above the
vision carrier and conveys L�R information.

The British Broadcasting Corporation (BBC) in Britain
developed near-instantaneous companded audio multiplex
(NICAM), a digital sound carrier system. Both audio chan-
nels are sampled at 32 kHz with 14-bit resolution. Each
sample is compressed to 10 bits and then arranged into
frame packages of 728-bit length. These are rearranged,
and then the data are scrambled to disperse the effect of
noise at the receiver. Finally, two bits at a time are fed to a
QPSK modulator for transmission.

Either stereo or two independent sound signals may be
transmitted. Other possible combinations are (1) one

sound and one data channel or (2) two data channels.
The original analog-modulated single-channel sound car-
rier is retained for older receivers. The digital carrier is
6.552 MHz above the vision carrier for transmission sys-
tem I, or 5.85 MHz for systems B, G, and L.

1.3. NTSC Color Television

It has long been recognized that color vision in humans
results from three types of photoreceptors in the eye, each
sensitive to a different portion of the visible spectrum. The
ratio of excitation creates the perception of hue and sat-
uration, whereas the aggregate evokes the sensation of
brightness. Stimulating the three types of photoreceptors
using three wavelengths of light can produce the impres-
sion of a wide gamut of colors. For television, the image is
optically divided into three primary color images, and this
information is delivered to the receiver, which spatially
integrates the three pictures, something like tripack color
film and printing.

1.3.1. Sequential Color Systems. The first attempts at
commercial color TV involved transmitting the three color
images in a sequential fashion. Compatibility with exist-
ing transmitters was essential from an economic stand-
point. Because line-sequential transmission caused crawl
patterning, field-sequential was preferred. However, there
was no separate luminance signal for existing black-
and-white receivers to use.

To reduce flicker caused by the apparent brightness
difference between the three primary colors, the field rate
had to be increased, and maintaining an equivalent chan-
nel bandwidth required the number of scanning lines to be
reduced. These changes aggravated the compatibility
problem with existing sets. A field-sequential system
developed by the Columbia Broadcasting System (CBS)

Table 2. Survey of World Television Systems
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network was briefly commissioned in the United States
during 1951.

To be compatible, a color television system must have
the same channel bandwidth as existing monochrome
transmitters and receivers, use equivalent scanning
parameters, and supply the same luminance signal, as if
the picture were black and white. An all-industry body,
the NTSC, was set up in the United States to devise such a
color TV system.

1.3.2. Separate Luminance and Mixed Highs. The human
visual system senses shapes and edges from brightness
variations. Color only fills in the larger areas, much like a
child’s coloring book. At the suggestion of Hazeltine Elec-
tronics, the existing wide-bandwidth luminance signal of
black-and-white television was retained. The color infor-
mation is limited to a much narrower bandwidth, on the

order of 1 MHz, restricting its resolution in the horizontal
direction.

This first led to a dot-sequential system that sampled
the three colors many times along each scanning line to
form a high-frequency chrominance signal. The frequency
of sampling may be likened to a subcarrier signal whose
amplitude and phase are changing according to color vari-
ations along the line. At the receiver, the ‘‘dot’’ patterns of
each primary resulting from sampling are averaged in
lowpass frequency filters. The result is a continuous but
low-resolution full-color signal. Equal amounts of their
higher frequency components are summed to form
a mixed-highs signal for fine luminance detail
Y¼ 1

3 Rþ 1
3 sGþ 1

3 B
� �

, an idea from Philco.

1.3.3. Quadrature Modulation. The dot-sequential con-
cept formed the basis for a more sophisticated simulta-
neous system. The luminance signal contains both
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high- and low-frequency components. Only two lower res-
olution color signals are needed (the third can be derived
by subtracting their sum from the low-frequency portion
of luminance). The spectral composition of green is near-
est to that of luminance, so transmitting the red and blue
signals improves the signal-to-noise performance. These
low-frequency color signals are sampled using a time-
multiplexing technique proposed by Philco, known as
quadrature modulation.

The chrominance signal is formed by the addition of
two subcarriers, which are locked at the same frequency
but differ in phase by 901. The two subcarriers are mod-
ulated by separate baseband signals such that each is
sampled when the other carrier is at a null. This results in
the subcarrier being modulated in both amplitude and
phase. The amplitude relates to the saturation of the color,
whereas the phase component corresponds to the hue
(Fig. 5).

1.3.4. Frequency Multiplexing. The sampling rate is
more than twice the highest frequency of the color signals
after lowpass filtering, so the chrominance information
shares the upper part of the video spectrum with lumi-
nance. This frequency-multiplexing scheme was put for-
ward by General Electric. The scanning process involves
sampling the image at line and field rates; therefore,
energy in the video signal is concentrated at intervals of
the line and field frequencies. These sidebands leave pock-
ets between them where very little energy exists.

The exact subcarrier frequency was made an odd mul-
tiple of one half the line scanning frequency. This causes
sidebands containing the color information to likewise fall

in between those of the existing luminance signal (Fig. 6).
Therefore, the phase of the subcarrier signal is opposite
line-to-line. This prevents the positive and negative
excursions of the subcarrier from lining up vertically in
the picture, and it results in a less-objectionable ‘‘dot’’
interference pattern between the subcarrier and lumi-
nance signal. Comb filtering to separate luminance and
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Figure 5. Quadrature modulation. Addition of two amplitude-
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and phase (PM) simultaneously. This method of combining two
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chrominance may be employed by examining the phase of
information around the subcarrier frequency on adjacent
lines. The dot pattern is further concealed because the
subcarrier phase is also opposite frame-to-frame.

A four-field sequence is established whereby the two
interlaced picture fields, together with the alternating
phase of subcarrier on sequential frames, requires the
proper sequence to be maintained. Sources to be intercut
or mixed must be properly timed, and editing points must
be chosen to preserve the sequence of the four color fields.

A slight modification was necessary to the line and field
scanning frequencies because one of the sidebands of the
new color subcarrier fell right at the rest frequency of the
FM sound carrier for system M, 4.5 MHz. Existing black-
and-white receivers did not have adequate filtering to pre-
vent an annoying buzz when the program sound was low
and color saturation was high. By reducing the scanning
frequencies by a mere 0.1%, the sidebands of luminance
and chrominance remained interleaved, but shifted to
eliminate the problem. Hence, the field frequency became
59.94 Hz, and the line frequency became 15.734 kHz.

1.3.5. Color-Difference Signals. Another suggestion
came from Philco: Interference with the luminance signal
is minimized by forming the two color signals as the dif-
ference between their respective primary and luminance
(i.e., R – Y, B – Y). This makes the color-difference signals
smaller in amplitude because most scenes have predomi-
nantly pale colors.

The subcarrier is suppressed, so that only the side-
bands are formed. When there is no color in the picture,
the subcarrier vanishes. This necessitates a local oscillator
at the receiver. A color-burst reference is inserted on the
back porch of the horizontal sync pulse, which synchro-
nizes the reference oscillator and provides an amplitude
reference for color saturation automatic gain control.

1.3.6. Constant Luminance. With the constant-amplitude
formulation Y¼ 1

3 Rþ 1
3 Gþ 1

3 B
� �

, the luminance signal
does not represent the exact scene brightness. Part of the
brightness information is carried by the chrominance chan-
nels, so unwanted irregularities in them, such as noise and
interference, produce brightness variations. Also, the gray-
scale rendition of a color broadcast on a black-and-white
receiver is not correct.

Hazeltine Electronics suggested weighting the contri-
butions of the primaries to the luminance signal according
to their actual addition to the displayed brightness. The
color-difference signals will then represent only variations
in hue and saturation, because they are ‘‘minus’’ the true
brightness (R – Y, B – Y). A design based on this principle
is called a constant-luminance system. For the display
phosphors and white point originally specified, the lumi-
nance composition is Y¼ 30% Rþ 59% Gþ 11% B.

1.3.7. Scaling Factors. The two low-bandwidth color-dif-
ference signals modulate a relatively high-frequency sub-
carrier superimposed onto the signal level representing
luminance. However, the peak subcarrier excursions for
some hues could reach far beyond the original black-and-
white limits, where the complete picture signal is

restricted between levels representing blanking and
peak white picture information. Over-modulation at the
transmitter may produce periodic suppression of the RF
carrier and/or interference with the synchronizing signals.
If the overall amplitude of the composite (luminance level
plus superimposed subcarrier amplitude) signal was sim-
ply lowered, the effective power of the transmitted signal
would be significantly reduced.

A better solution was to reduce the overall amplitude of
only the modulated subcarrier signal. However, such an
arbitrary reduction would severely impair the signal-
to-noise ratio of the chrominance information. The best
solution proved to be selective reduction of each of the
baseband R – Y and B – Y signal amplitudes to restrict
the resulting modulated subcarrier excursions to 
4

3 of the
luminance signal levels. The R – Y signal is divided by
1.14, and B – Y is divided by 2.03. The resulting 33.3%
overmodulation beyond both peak white and blanking lev-
els was found to be an acceptable compromise, because the
incidence of highly saturated colors is slight (Fig. 7).

1.3.8. Proportioned Bandwidths. RCA proposed that the
axes of modulation be shifted from R – Y, B – Y to conform
to the greater and lesser acuity of human vision for certain
colors. The new coordinates, called I and Q, are along the
orange/cyan and purple/yellow-green axes. This was done
so that the bandwidths of the two color signals could be
proportioned to minimize crosstalk (Fig. 8).

Early receivers made use of the wider bandwidth of the
I signal; however, it became evident that a very acceptable
color picture could be reproduced with the I bandwidth re-
stricted to the same as that of the Q channel. Virtually
all NTSC receivers now employ ‘‘narrowband’’ I channel
decoding. A block diagram of NTSC color encoding is
shown in Fig. 9. These recommendations were adopted
by the American Federal Communications Commission in
late 1953, and commercial color broadcasting was begun in
early 1954.

1.4. Sequential and Memory (SECAM)

Economic devastation of World War II delayed the intro-
duction of color television to Europe and other regions. As
differences between 525- and 625-line scanning standards
made videotapes incompatible anyway, and satellite
transmission was unheard of, there seemed little reason
not to explore possible improvements to the NTSC process.

1.4.1. Sequential Frequency Modulation. The most ten-
uous characteristic of NTSC proved to be its sensitivity to
distortion of the phase component of the modulated sub-
carrier. As the phase component imparts color hue infor-
mation, errors are noticeable, especially in skin tones. Also
of concern was variations in the subcarrier amplitude,
which affects the color saturation. Most long-distance
transmission circuits in Europe did not have the phase
and gain linearity to cope with the added color subcarrier
requirements.

A solution to these drawbacks was devised by
the Campagnie Franc,aise de Télévision in Paris. By
employing a one-line delay in the receiver, quadrature
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modulation of the subcarrier could be discarded, and the
color-difference signals (called DR and DB in SECAM) sent
sequentially, on alternate lines. This reduces vertical
resolution in color by half; however, it is sufficient to pro-
vide only coarse detail vertically, as is already the case
horizontally.

In early development, AM was contemplated; however,
the use of FM also eliminated the effects of subcarrier am-
plitude distortion. In addition, FM allowed the composite
signal to be recorded on conventional black-and-white
tape machines because precise time base correction,
required by phase modulation, was not necessary.

1.4.2. Compatibility. With FM, the subcarrier is always
present, superimposed on the luminance signal at con-
stant amplitude (unlike NTSC, in which the subcarrier
produces noticeable interference with the luminance only
on highly saturated colors). To reduce its visibility, several
techniques are employed.

First, preemphasis is applied to the baseband color-
difference signals to lessen their amplitudes at lower
saturation, but preserve adequate signal-to-noise ratio
(low-level preemphasis; see Fig. 10). Second, different sub-
carrier frequencies are employed, which are integral
multiples of the scanning line frequency; foB is 4.25 MHz
(272 H), and foR is 4.40625 MHz (282 H). The foR signal is

inverted before modulation so that the maximum devi-
ation is toward a lower frequency, reducing the bandwidth
required for the dual subcarriers.

Third, another level of preemphasis is applied to the
modulated subcarrier around a point between the two rest
frequencies, known as the ‘‘cloche’’ frequency of 4.286 MHz
(high-level preemphasis, the so-called ‘‘anti-bell’’ shaping
shown in Fig. 11). Finally, the phase of the modulated
subcarrier is reversed on consecutive fields and, addition-
ally, on every third scanning line, or, alternately, every
three lines.

1.4.3. Line Identification. Synchronizing the receiver to
the alternating lines of color-difference signals is provided
in one of two ways. Earlier specifications called for nine
lines of vertical blanking to contain a field identification
sequence formed by truncated sawteeth of the color-
difference signals from the white point to the limiting
frequency (so-called ‘‘bottles’’; see Fig. 12). This method is
referred to as ‘‘SECAM-V.’’

As use of the vertical interval increased for ancillary
signals, receiver demodulators were fashioned to sample
the unblanked subcarrier immediately following the hor-
izontal sync pulse, providing an indication of line se-
quence from the rest frequency. Where this method is
employed, it is called ‘‘SECAM-H.’’ An advantage of this
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method is near-instantaneous recovery from momentary
color field sequence errors, whereas SECAM-V receivers
must wait until the next vertical interval.

1.4.4. Issues in Program Production. High-level preem-
phasis causes the chrominance subcarrier envelope to in-
crease in amplitude at horizontal transitions, as can be
seen on a waveform monitor (Fig. 13). Unlike NTSC, the
subcarrier amplitude bears no relation to saturation, so,
except for testing purposes, a luminance lowpass filter is
employed on the waveform monitor. A vectorscope presen-

tation of the saturation and hue is implemented by decod-
ing the FM subcarrier into baseband color-difference
signals and applying them to an X—Y display.

Unfortunately, the choice of FM for the color subcarrier
means that conventional studio production switchers can-
not be employed for effects such as mixing or fading from
one scene to another because reducing the amplitude of
the sub-carrier does not reduce the saturation. This ne-
cessitates using a component switcher and then using en-
coding afterwards. In cases where the signal has already
been encoded to SECAM (such as from a prerecorded video
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tape), it must be decoded prior to the component switcher
and then reencoded.

Like NTSC, program editing must be done in two-frame
increments. Although the subcarrier phase is reversed on
a field-and-line basis, establishing a ‘‘12-field sequence,’’ it
is the instantaneous frequency—not phase—which de-
fines the hue. However, the line-by-line sequence of the

color-difference signals must be maintained. The odd num-
ber of scanning lines means that each successive frame
begins with the opposite color-difference signal. As de-
scribed above, mixes or fades are never done with com-
posite signals.

Since the instantaneous frequency of the subcarrier is
not related to the line scanning frequency, it is impossible
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to employ modern comb-filtering techniques to separate
the chrominance and luminance in decoding. Increasingly,
special effects devices rely on decoding the composite
TV signal to components for manipulation, then reencod-
ing. Every operation of this sort impairs luminance
resolution because a notch filter must be used around
the subcarrier frequency. These concerns have led many
countries which formerly adopted SECAM to switch to
PAL for program production, transcoding to SECAM only
for RF broadcasting.

1.5. Phase Alternate Line (PAL)

To retain the ease in program production of NTSC, yet
correct for phase errors, the German Telefunken Company
developed a system more comparable with NTSC that re-
tains quadrature modulation. Because of the wider chan-
nel bandwidth associated with 625-line systems, the color
subcarrier could be positioned so that the sidebands from

both color-difference signals have the same bandwidth.
This means that R—Y and B—Y signals could be used
directly, rather than I and Q as in NTSC. Identical scaling
factors are used, and the signals are known as V and U,
respectively.

1.5.1. Color Phase Alternation. In the PAL system, the
phase of the modulated V component of the chrominance
signal is reversed on alternate lines to cancel chrominance
phase distortion acquired in equipment or transmission.
Any phase shift encountered will have the opposite effect on
the displayed hue on adjacent lines in the picture. If the
phase error is limited to just a few degrees, the eye inte-
grates the error, because, in the vertical direction, more
chrominance detail is provided than can be perceived at
normal viewing distances. Receivers based on this principle
are said to have ‘‘simple PAL’’ decoders.
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If the phase error is more than a few degrees, the dif-
ference in hue produces a venetian-blind effect, called Han-
over bars. Adding a one-line delay permits integrating
chrominance information from adjacent scanning lines
electrically, with a slight reduction in the saturation for
large errors. Color resolution is reduced by half in the ver-
tical direction but more closely matches horizontal resolu-
tion due to band-limiting in the encoder. This technique of
decoding is called ‘‘deluxe PAL.’’ A reference is provided to
indicate which lines have þV or –V phase by also shifting
the phase of the color burst signal by 7451 on alternate
lines.

1.5.2. Compatibility. The line-by-line phase reversal
results in identical phase on alternate lines for hues
on or near the V axis. To sustain a low-visibility interfer-
ence pattern in PAL, the subcarrier frequency is made
an odd multiple of one quarter of the line frequency
(creating eight distinct color fields). This effectively offsets
the excursions of the V component by 901 line-to-line
and offsets those of the U component by 2701. As
this 1801 difference would cause the excursions of one
component to line up vertically with those of the other
in the next frame, an additional 25 Hz offset ðfv=2Þ is added
to the PAL subcarrier frequency to further reduce its
visibility.

In early subcarrier oscillator designs, the reference was
derived from the mean phase of the alternating burst sig-
nal. Interlaced scanning causes a half-line offset between
fields with respect to the vertical position so that the num-
ber of bursts actually blanked during the 7 1

2 H vertical
interval would be different for the odd versus even fields.
As the phase of burst alternates line-to-line, the mean
phase would then appear to vary in this region, causing
disturbances at the top of the picture.

This is remedied by a technique known as ‘‘Bruch
blanking.’’ The burst blanking is increased to a total of

nine lines and repositioned in a four-field progression to
include the 7 1

2 H interval, such that the first and last
burst of every field has a phase corresponding to (–UþV),
or þ 1351. The burst signal is said to ‘‘meander’’ so that
color fields 3 and 7 have the earliest bursts.

1.5.3. Issues In Program Production. In PAL, because
the subcarrier frequency is an odd multiple of one quar-
ter the line frequency, each line ends on a quarter-cycle.
This, coupled with the whole number plus one-half lines
per field, causes the phase of the subcarrier to be offset
each field by 451. Thus, in PAL, the subcarrier phase re-
peats only every eight fields, creating an ‘‘eight-field se-
quence.’’ This complicates program editing, because edit
points occur only every four frames, which is slightly less
than 1/10 s in time.

Comb filtering to separate chrominance and luminance
in decoding is somewhat more complicated in PAL; how-
ever, it has become essential for special picture effects. On
a waveform monitor, the composite PAL signal looks very
much like NTSC, except that the 25 Hz offset causes a
slight phase shift from line to line, so that when viewing
the entire field, the sine wave pattern is blurred. Because
of the reversal in phase of the V component on alternate
lines, the vectorscope presentation has a mirror image
about the V axis (Fig. 14).

1.5.4. Variations of PAL. The differences between most
625-line transmission standards involve only RF param-
eters (such as sound-to-picture carrier spacing). For
625-line PAL program production, a common set of tech-
nical specifications may be used. These standards are rou-
tinely referred to in the production environment as ‘‘PAL-
B,’’ although the baseband signals may be used with any
625-line transmission standard.

Several countries in South America have adopted the
PAL system. The 6 MHz channel allocations in that region
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meant that the color subcarrier frequency had to be suit-
ably located, about 1 MHz lower in frequency than for
7 MHz or 8 MHz channels. The exact frequencies are close
to, but not the same as, those for NTSC. The 625-line sys-
tem is known as PAL-N. Studio production for this stan-
dard is done in conventional ‘‘PAL-B,’’ then converted to
PAL-N at the transmitter.

The 525-line PAL is known as PAL-M, and it requires
studio equipment unique to this standard, although the
trend is toward using conventional NTSC-M equipment
and transcoding to PAL-M at the transmitter. PAL-M does
not employ a 25 Hz offset of the subcarrier frequency, as is
done in all other PAL systems.

1.6. Similarities of Color Encoding Systems

The similarities of the three basic color television encoding
systems are notable (see Table 3). They all rely on the con-
cept of a separate luminance signal that provides compat-
ibility with black-and-white television receivers. The
‘‘mixed-highs’’ principle combines high-frequency informa-
tion from the three color primaries into luminance, where
the eye is sensitive to fine detail; only the relatively low-
frequency information is used for the chrominance chan-
nels. All three systems use the concept of a subcarrier,
located in the upper frequency spectrum of luminance, to
convey the chrominance information (Fig. 15).

All systems use color-difference signals, rather than the
color primaries directly, to minimize crosstalk with the
luminance signal, and all derive the third color signal by
subtracting the other two from luminance. The constant
luminance principle is applied in all systems, based on
the original NTSC picture tube phosphors, so the matrix
formulations for luminance and color-difference signals
are identical (some recent NTSC encoders use equal-
bandwidth R—Y and B—Y signals, instead of propor-
tioned-bandwidth I and Q signals).

All of the systems use scaling factors to limit excessive
subcarrier amplitude (NTSC/PAL) or deviation (SECAM)
excursions. Finally, all three systems use an unmodulated
subcarrier sample on the back porch of the horizontal sync
pulse for reference information in the decoding process.

Because of these similarities, conversion of signals
between standards for international program distribution
is possible. Early standards converters were optical in na-
ture, essentially using a camera of the target standard
focused on a picture tube operating at the source stan-
dard. Later, especially for color, electronic conversion be-
came practical.

The most serious issue in standards conversion in-
volves motion artifacts, owing to the different field rates
between 525- and 625-line systems. Simply dropping
or repeating fields and lines creates disturbing disconti-
nuities, so interpolation must be done. In modern
units, the composite signals are decoded into components,
using up to three-dimensional adaptive comb filtering,
converted using motion prediction, and then reencoded
to the new standard. Table 4 lists the transmission and
color standards used in various territories throughout the
world.

1.7. Component Analog Video (CAV)

The advent of small-format videotape machines that re-
corded luminance and chrominance on separate tracks led
to interest in component interconnection. Increasingly,
new equipment decoded and reencoded the composite sig-
nal to perform manipulations that would be impossible or
cause significant distortions if done in the composite en-
vironment. It was reasoned that if component signals (Y,
R—Y, B—Y) could be taken from the camera and if en-
coding to NTSC, PAL, or SECAM could be done just before
transmission, then technical quality would be greatly
improved.

However, component signal distribution required some
equipment, such as switchers and distribution amplifiers,
to have three times the circuitry, and interconnection re-
quired three times the cable and connections as composite
systems. This brought about consideration of multiplexed
analog component (MAC) standards, whereby the lumi-
nance and chrominance signals are time-multiplexed into
a single, higher bandwidth signal. No single standard for
component signal levels emerged (Table 5), and the idea
was not widely popular. Interest soon shifted to the pos-
sibility of digital signal distribution.

1.8. Digital Video

Devices such as time-base correctors, frame synchroniz-
ers, and standards converters process the TV signal in the
digital realm but with analog interfaces. The advent of
digital videotape recording set standards for signal sam-
pling and quantization to the extent that digital intercon-
nection became practical.

1.8.1. Component Digital. The European Broadcasting
Union (EBU) and Society of Motion Picture and Television
Engineers (SMPTE) coordinated research and conducted
demonstrations in search of a component digital video
standard that would lend itself to the exchange of pro-
grams on a worldwide basis. A common data rate of
13.5 Mbps based on line-locked sampling of both 525-
and 625-line standards was chosen. This allows analog
video frequencies of better than 5.5 MHz to be recovered
and is an exact harmonic of the scanning line rate for both
standards, enabling great commonality in equipment.

A common image format of static orthogonal shape is
also employed, whereby the sampling instants on every
line coincide with those on previous lines and fields and
overlay the samples from previous frames. There are 858
total luminance samples per line for the 525-line system,
864 samples for the 625-line system, but 720 samples dur-
ing the picture portion for both systems. This image struc-
ture facilitates filter design, special effects, compression,
and conversion between standards.

For studio applications, the color-difference signals are
sampled at half the rate of luminance, or 6.75 MHz,
co-sited with every odd luminance sample, yielding a
total data rate of 27 Mbps. This provides additional reso-
lution for the chrominance signals, enabling good special
effects keying from color detail. The sampling ratio for lu-
minance and the two chrominance channels is designated
‘‘4 : 2 : 2.’’ Other related ratios are possible (Table 6).
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Table 3. Principal Characteristics of Color Television Encoding Systems

System NTSC PAL SECAM

Display primaries FCC EBU EBU
White reference CIE Ill C CIE Ill D65 CIE Ill C
Display gamma 2.2 2.8 2.8
Luminance E

0

Y¼ þ0:30E
0

Rþ0:59E
0

Gþ0:11E
0

B E
0

Y¼ þ0:299E
0

Rþ0:587E
0

Gþ0:114E
0

B

Chrominance signals Q¼ þ0:41 ðB� YÞþ0:48 ðR� YÞ U¼0:493 ðB� YÞ DB¼ þ1:505 ðB� YÞ
I¼ � 0:27 ðB� YÞþ0:74 ðR� YÞ V ¼0:877 ðR�YÞ DR¼ � 1:902 ðR–YÞ

Chrominance baseband
D �B ¼A�DR

D �R ¼A�DR

A¼
1þ j�

fB=fR

85

1þ j�
fB=fR

255

�������

�������video preemphasis (kHz)
— —

Modulation method Amplitude modulation of two suppressed subcarriers in quadrature Frequency modulation of two sequential subcarriers

Axes of modulation Q¼33	; I¼123	 U¼0	; V¼ 
 90	 —

Chroma BW/Deviation (kHz) Q¼620; I¼1300 UþV ¼1300
DfoB¼ 
 230þ276=� 120;

DfoR¼ 
 280þ70=� 226

Vestigial sideband (kHz) þ620 þ570ðPAL-B;G;HÞ; þ1070ðPAL-IÞ; —

þ620ðPAL-M;NÞ

Composite color video signal (CCVS) EM¼E0YþE0Qðsin otþ33	Þ

þE0Iðcos otþ33	Þ

EM¼E0YþE0U sin ot


 E0V cos ot

EM¼E0YþGsc� cos 2pðfoBþD �B DfoBÞ t

þGsc� cos 2pðfoRþD �B DfoRÞ t

Modulated subcarrier amplitude/pre-
emphasis

Gsc¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0

Q2 þE0
I2

q
Gsc¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E0

U2 þE0
V2

q
Gsc ¼D �B =D �R �0:115E0YðP� PÞ�

1þ jð16ÞF

1þ jð1:26ÞF

����

����

SC/H frequency relationship fsc¼ð455=2ÞfH fsc¼ð1135=4ÞfHþ fv=2ðPAL-B;G;H; IÞ

¼ ð909=4ÞfHðPAL-MÞ

¼ ð917=4ÞfHþ fv=2ðPAL-NÞ

F¼
fB=fR

f0
�

f0

fB=fR
ðf0¼4:286
 0:02MHzÞ

foB¼272fHfoR¼282fH

Subcarrier frequency (MHz) 3.579545710 Hz 4:43361875
 5 HzðPAL-B;G;H; IÞ;


 1HzðPAL-IÞ

3:57561149
 10 HzðPAL-MÞ

3:58205625
 5 HzðPAL-NÞ

foB¼4:250000
 2 kHz;

foR¼4:406250
 2 kHz

Phase/Deviation of SC reference 1801

þV ¼ þ135	; �V¼ � 135	

DB¼ � 350 kHz; DR¼ þ350 kHz

Start of SC reference (ms) 5:3
 0:1
5:6
 0:1ðPAL-B;G;H; I;NÞ; 5:2
 0:5ðPAL-MÞ

5:7
 0:3

SC reference width (cycles) 971 10
 1ðPAL-B;G;H; I; Þ; 9
 1ðPAL-M;NÞ —
SC reference amplitude (mV) 286(40 IRE74) 300730 DB¼167; DR¼215



Quantization is uniform (not logarithmic) for both
luminance and color-difference channels. Eight-bit quan-
tization, providing 256 discrete levels, was found to pro-
vide adequate signal-to-noise ratio for videotape
applications. However, the 25-pin parallel interface select-
ed can accommodate two extra bits, because 10-bit quan-
tization was foreseen as desirable in the future. Only the
active picture information is sampled and quantized, al-
lowing better resolution of the signal amplitude. Sync and
blanking are coded by special signals (Figs. 16 and 17).

These specifications were standardized in ITU-R
BT.601— hence the abbreviated reference, ‘‘601 Video.’’
The first component digital tape machine standard was
designated ‘‘D1’’ by SMPTE. This term has come to be
used in place of more correct designations. For widescreen
applications, a 360 Mbps standard scales up the number of
sampling points for 16:9 aspect ratio.

Interconnecting digital video equipment is vastly sim-
plified by using a serial interface. Originally, an 8/9 block
code was devised to facilitate clock recovery by preventing
long strings of ones or zeros in the code. This would have

resulted in a serial data rate of 243 Mbps. To permit 10-bit
data to be serialized, scrambling is employed, with com-
plementary descrambling at the receiver. NRZI coding is
used, so the fundamental frequency is half the bit-rate of
270 MHz.

1.8.2. Composite Digital. Time-base correctors for com-
posite 1 in. videotape recorders had been developed with
several lines of storage capability. Some early devices
sampled at three times the color subcarrier frequency
(3fsc); however, better filter response could be obtained
with 4fsc sampling. The sampling instants correspond
with peak excursions of the I and Q subcarrier compo-
nents in NTSC. The total number of samples per scanning
line is 910 for NTSC and is 1135 for PAL. To accommodate
the 25 Hz offset in PAL, lines 313 and 625 each have 1137
samples. The active picture portion of a line consists of 768
samples in NTSC and 948 samples in PAL. These specifi-
cations are standardized as SMPTE 244 M (NTSC) and
EBU Tech. 3280 (PAL).
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Table 4. National Television Transmission Standards

Territory VHF UHF Color Territory VHF UHF Color Territory VHF UHF Color

Afars and Isaas¼Djibouti Georgia D K SECAM Niger K0 SECAM
Afghanistan D PAL Germany B G PAL Nigeria B PAL
Albania B G PAL Ghana B PAL Norway B G PAL
Algeria B PAL Gibraltar B G PAL Oman B G PAL
Andorra B PAL Greece B G SECAM Pakistan B PAL
Angola I PAL Greenland B PAL Palau M NTSC
Antigua and Barbuda M NTSC Grenada M NTSC Panama M NTSC
Argentina N PAL Guadeloupe K0 SECAM Papua New Guinea B G PAL
Armenia D K SECAM Guam M M NTSC Paraguay N PAL
Ascension Islands I Guatemala M NTSC Peru M M NTSC
Australia B B PAL Guinea K0 PAL Philippines M NTSC
Austria B G PAL Guinea-Bissau I Poland D K P & S
Azerbaijan D K SECAM Guyana, Republic of M NTSC Portugal B G PAL
Azores B PAL Haiti M NTSC Puerto Rico M M NTSC
Bahamas M NTSC Honduras M NTSC Qatar B G PAL
Bahrain B G PAL Hong Kong I PAL Reunion K0 SECAM
Bangladesh B PAL Hungary D K P & S Romania D G/K PAL
Barbados M NTSC Iceland B G PAL Russia D K SECAM
Belarus D K SECAM India B PAL Rwanda K0

Belgium B H PAL Indonesia B PAL St. Helena I
Benin K0 SECAM Iran B SECAM St. Pierre et

Miquelon
K0 K0 SECAM

Bermuda M NTSC Iraq B SECAM St. Kitts and Nevis M NTSC
Bolivia M M NTSC Ireland I I PAL Samoa (American) M NTSC
Bosnia and Herzegovina B G PAL Israel B G PAL Samoa (Western) B PAL
Botswana I PAL Italy B G PAL So Tomé e Princı́pe B PAL
Brazil M PAL Ivory Coast¼Côte d’Ivoire San Andres Islands M NTSC
Brunei Darussalam B PAL Jamaica M NTSC San Marino B G PAL
Bulgaria D K P & S Japan M M NTSC Saudi Arabia B G S/P S
Burkina Faso K0 SECAM Johnston Islands M NTSC Senegal K0 SECAM
Burma¼Myanmar Jordan B G PAL Serbia B G PAL
Burundi K0 SECAM Kampuchea¼Cambodia Seychelles B PAL
Cambodia B PAL Kazakhstan D K SECAM Sierra Leone B PAL
Cameroon B PAL Kenya B PAL Singapore B PAL
Canada M M NTSC Korea, Democracy

of (N)
D PAL Slovakia B G/K PAL

Canary Islands B G PAL Korea, Republic
of (S)

M M NTSC Slovenia B G PAL

Cape Verde Islands I PAL Kuwait B G PAL Society Islands¼French Polynesia
Cayman Islands M NTSC Kyrgyzstan D K SECAM Somalia B PAL
Central African

Republic
K0 SECAM Laos B PAL South Africa I I PAL

Ceylon¼Sri Lanka Latvia D K SECAM S. West Africa¼Namibia
Chad K0 SECAM Lebanon B G SECAM Spain B G PAL
Channel Islands I PAL Leeward Islands¼Antigua Sri Lanka B PAL
Chile M NTSC Lesotho I PAL Sudan B PAL
China D D PAL Liberia B PAL Suriname M NTSC
Colombia M NTSC Libya B SECAM Swaziland B G PAL
Commonwealth of Independent States: see state Lichtenstein B G PAL Sweden B G PAL
Comores K0 Lithuania D K SECAM Switzerland B G PAL
Congo K0 SECAM Luxembourg B G/L PP/S Syria B G P & S
Costa Rica M NTSC Macao I PAL Tahiti¼French Polynesia
Côte d’Ivoire K0 SECAM Macedonia B G PAL Taiwan M M NTSC
Croatia B G PAL Madagascar K0 SECAM Tajikistan D K SECAM
Cuba M NTSC Madeira B PAL Tanzania B I PAL
Curaco M M NTSC Malawi B PAL Thailand B M PN
Cyprus B G P & S Malaysia B PAL Togo K0 SECAM
Czech Republic D K SP Maldives B PAL Trinidad and

Tobago
M M NTSC

Dahomey¼Benin Mali K0 SECAM Tunisia B G P S
Denmark B G PAL Malta B PAL Turks and Caicos M NTSC
Diego Garcia M NTSC Martinique K0 SECAM Turkey B G PAL
Djibouti K0 SECAM Mauritania B SECAM Turkmenistan D K SECAM
Dominican Republic M NTSC Mauritius B SECAM Uganda B PAL
Ecuador M NTSC Mayotte K0 SECAM Ukraine D K0 SECAM
Equtorial Guinea¼Fernando Po Mexico M M NTSC USSR: see independent state
Egypt B G P & S Micronesia M NTSC United Arab

Emirates
B G PAL

El Salvador M NTSC Moldovia D K SECAM United Kingdom I PAL
Eritrea B PAL Monaco L G/L S P/S United States M M NTSC
Estonia D K SECAM Mongolia D SECAM Upper Volta¼Burkina Faso
Ethiopia B PAL Montserrat M NTSC Uruguay N PAL
Faeroe Islands B G PAL Morocco B SECAM Uzbekistan D K SECAM
Falkland Islands I PAL Mozambique B PAL Venezuela M NTSC
Fernando Po B PAL Myanmar M NTSC Vietnam D/M S/N
Fiji M NTSC Namibia I PAL Virgin Islands M NTSC
Finland B G PAL Nepal B PAL Yemen B PAL
France L0 L SECAM Netherlands B G PAL Yugoslavia: see new state
French Guyana K0 SECAM Netherlands Antilles M NTSC Zaire K0 SECAM
French Polynesia K0 SECAM New Caledonia K0 SECAM Zambia B PAL
Gabon K0 SECAM New Zealand B G PAL Zanzibar¼Tanzania
Gambia B PAL Nicaragua M NTSC Zimbabwe B PAL
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Unlike component digital, nearly the entire
horizontal and vertical blanking intervals are sampled
and quantized, which degrades the amplitude resolu-
tion (Fig. 18). However, in PAL, no headroom is
provided for sync level, and the sampling instants
are specified at 451 from the peak excursions of the V
and U components of subcarrier (Fig. 19). This allows a
‘‘negative headroom’’ in the positive direction. Thus, an
improvement of about 0.5 dB in signal-to-noise ratio is ob-
tained.

Rate conversion between component and composite dig-
ital television signals involves different sampling points

and quantizing levels. Each conversion degrades the pic-
ture, because exact levels cannot be reproduced in each
pass. An important advantage of digital coding is thereby
lost. In addition, decoding composite signals requires
filtering to prevent cross-luminance and cross-color ef-
fects. This forever removes a part of the information;
therefore, this process must be severely limited in its use.

Ancillary data may be added to digital component and
composite video signals. AES/EBU-encoded digital audio
can be multiplexed into the serial bit stream. Four chan-
nels are possible with the composite format, and 16 chan-
nels are possible with component digital video.

Table 5. Component Analog Video Format Summary

Color Bar Amplitudes (mV)

Peak Excursions (mV)Channel 1 Channel 2 Channel 3

Format 100% 75% 100% 75% 100% 75% Synchronization Channels/Signals Setup

R/G/B/Sa
þ1 V/þ750 þ1 V/þ750 þ1 V/þ750 S¼ �4 V No

G/B/R þ700/ þ525 þ700/þ525 þ700/þ525 G, B, R¼ �300 No
Y/I/Q (NTSC) þ714/ þ549 7393/7295 7345/7259 Y¼ �286 Yes
Y/Q/I (MI) þ934/þ714 7476/7357 7476/7357 Y¼ �286 I¼ �600 Yes
Y/R � Y/B � Y* þ700/þ525 7491/7368 7620/7465 Y¼ �300 No
Y/U/V (PAL) þ700/þ525 7306/7229 7430/7323 Y¼ �300 No
Betacam 525 þ714/ þ549 7467/7350 7467/7350 Y¼ �286 Yes
2 CH Y/CTDM þ714/þ549 7467/7350 Y¼ 7286 C¼ �420
Betacam 625 þ700/þ525 7467/7350 7467/7350 Y¼ �300 No
2 CH Y/CTDM þ700/þ525 7467/7350 Y¼ 7300 C¼ �420
MII 525 þ700/þ538 7324/7243 7324/7243 Y¼ �300 Yes
2 CH Y/CTCM þ714/ þ549 7350/7263 Y¼ �286 C¼ �650
MII 525 þ700/þ525 7350/7263 7350/7263 Y¼ �300 No
2 CH Y/CTCM þ700/þ525 7350/7263 Y¼ �300 C¼ �650
SMPTE/EBU þ700/þ525 7350/7263 7350/7263 Y¼ �300 No
(Y/PB/PR)

aOther levels possible with this generic designation.

Table 6. Sampling Structures for Component Systemes

Sample/Pixel Sample/Pixel

1 2 3 4 5 1 2 3 4 5

YCbCr YCbCr YCbCr YCbCr YCbCr YCbCr Y YCbCr Y YCbCr

Line YCbCr YCbCr YCbCr YCbCr YCbCr Line YCbCr Y YCbCr Y YCbCr

YCbCr YCbCr YCbCr YCbCr YCbCr YCbCr Y YCbCr Y YCbCr

YCbCr YCbCr YCbCr YCbCr YCbCr YCbCr Y YCbCr Y YCbCr

4 : 4 : 4 4:2:2

Sample/Pixel Sample/Pixel

1 2 3 4 5 1 2 3 4 5

YCbCr Y Y Y YCbCr Y Y Y Y Y
Line YCbCr Y Y Y YCbCr Line CbCr CbCr CbCr

Y Y Y Y Y
YCbCr Y Y Y YCbCr Y Y Y Y Y

CbCr CbCr CbCr

YCbCr Y Y Y YCbCr Y Y Y Y Y
4:1:1 4:2:0

Y¼ luminance sample; CbCr¼ chrominance samples; YCbCr¼pixels so shown are co-sited. Boldfaced type indicates bottom field, if interlaced.
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1.9. Component Video Standards

The video signals from a camera before encoding to NTSC,
PAL, SECAM, or the ATSC Digital Standard are normally
green (G), blue (B), and red (R). These are described as

component signals because they are parts or components
of the whole video signal. It has been found more efficient
of band-width use for distribution and sometimes for pro-
cessing to convert these signals into a luminance signal
(Y), and two color-difference signals, blue minus lumi-
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nance (B—Y) and red minus luminance (R—Y), where the
color difference signals use one half or one quarter of the
bandwidth of the luminance signal. The SMPTE/EBU
Standard N10 has been adopted that has a uniform sig-

nal specification for all 525/60 and 625/50 television sys-
tems. The color difference signals in this standard, when
they are digitally formatted, are termed Cb and Cr, res-
pectively. At the same time, due to the lower sensitivity of
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the human eye to fine detail in color, it is possible to reduce
the bandwidth of the color difference signals compared
with that of the luminance signal.

When these signals are digitized according to Interna-
tional Telecommunication Union, Radiocommunication
Sector, (ITU-R) Recommendation 601, for both 525/60
and 625/50 systems, there are several modes of transmis-
sion that may be used, all based on multiples of a
3.75 MHz sampling rate. For the ATSC standard, 4:2:0 is
used (see below and the ATSC digital television standard).
Either 8, or more frequently, 10 bits per sample are used.

1.9.1. 4:4:4 Mode. The G, B, R or Y, Cb, Cr signal with
an equal sampling rate of 13.5 MHz for each channel is
termed the 4:4:4 mode of operation, and it yields 720 ac-
tive samples per line for both 525/60 and 625/50 stan-
dards. This mode is frequently used for postproduction. If
a (full-bandwidth) key signal is also required to be carried
with the video, this combination is known as a 4:4:4:4
signal.

1.9.2. 4:2:2 Mode. More frequently used for distribu-
tion is the 4:2:2 mode, where Y is sampled at 13.5 MHz,
and the color difference signals are sampled at 6.25 MHz
rate, corresponding to 360 active samples per line.

1.9.3. 4:1:1 Mode. The 4:1:1 mode is used where band-
width is at a premium, and the color difference signals are
each sampled at 3.75 MHz rate, corresponding to 180 sam-
ples per line.

1.9.4. 4:2:0 Mode. A further alternative, 4:2:0 mode,
whose structure is not self-evident, is derived from a 4:2:2
sampling structure but reduces the vertical resolution of
the color difference information by 2:1 to match the re-
duced color difference horizontal resolution. Four line (and
field sequential if interlaced) co-sited Cb, Cr samples are
vertically interpolated weighted toward the closest sam-
ples, and the resultant sample is located in between two
adjacent scanning lines. This mode is used in MPEG bit-
rate reduced digital signal distribution formats, and hence
in the ATSC digital television standard.

The above four modes are illustrated in Table 6.

2. ADVANCED TELEVISION SYSTEMS, CURRENT AND
FUTURE

2.1. ATSC Digital Television Standard

2.1.1. Overview. The Advisory Committee on Ad-
vanced Television Service (ACATS) to the Federal Com-
munications Commission, with support from Canada and
Mexico, from 1987 to 1995 developed a recommendation
for an Advanced Television Service for North America.
The ACATS enlisted the cooperation of the best minds in
the television industry, manufacturers, broadcasters, ca-
ble industry, film industry, and federal regulators in its
organization to develop an advanced television system
that would produce a substantial improvement in video
images and in audio performance over the existing NTSC,
525-line system. The primary video goal was at least a

doubling of horizontal and vertical resolution with a wid-
ening in picture aspect ratio from current 4 (W)� 3 (H) to
16 (W)� 9 (H), and this was named ‘‘high-definition tele-
vision.’’ Also included was a digital audio system consist-
ing of five channels plus a low-frequency channel (5.1).

Twenty-one proposals were made for terrestrial trans-
mission systems for extended-definition television (EDTV)
or high-definition television (HDTV), using varying
amounts of RF spectrum. Some systems augmented the
existing NTSC system, with an additional channel of
3 MHz or 6 MHz, some used a separate simulcast channel
of 6 MHz or 9 MHz bandwidth, and all of the early systems
used hybrid analog/digital technology in the signal pro-
cessing with an analog RF transmission system. Later
proposals changed the RF transmission system to digital
along with all-digital signal processing.

It was also decided that the signal would be transmit-
ted in a 6 MHz RF channel, one for each current broad-
caster of the (6 MHz channel) NTSC system, and that this
new channel would eventually replace the NTSC chan-
nels. The additional channels were created within the ex-
isting UHF spectrum by improved design of TV receivers
so that the previously taboo channels, of which there were
many, could now be used.

In parallel with this effort, the Advanced Television
Systems Committee (ATSC) documented and developed
the standard known as the ATSC Digital Television Stan-
dard, and it is subsequently developing related implemen-
tation standards.

In countries currently using 625-line, 4:3 aspect ratio
television systems, plans are being developed to eventu-
ally use a 1250-line, 16:9 aspect ratio system, and the ITU-
R has worked successfully on harmonizing and providing
interoperability between the ATSC and 1250-line systems.

Figure 20 shows the choices by which the signals of the
various television standards will reach the consumer. Oth-
er articles detail satellite, cable TV, and asynchronous
transfer mode (ATM) common carrier networks.

The ATSC and the ITU-R have agreed on a digital ter-
restrial broadcasting model, which is shown in Fig. 21.
Video and audio sources are coded and compressed in sep-
arate video and audio subsystems. The compressed video
and audio are then combined with ancillary data and con-
trol data in a service multiplex and transport, in which
form the combined signals are distributed to the terres-
trial transmitter. The signal is then channel-coded, mod-
ulated, and fed at appropriate power to the transmission
antenna. The receiver reverses the process, demodulating
the RF signal to the transport stream, and then demulti-
plexing the audio, video, ancillary, and control data into
their separate but compressed modes; and the individual
subsystems then decompress the bit streams into video
and audio signals that are fed to display screen and speak-
ers, and the ancillary and control data are used if and as
appropriate within the receiver.

2.1.2. Information Service Multiplex and Transport
System. These subsystems provide the foundation for the
digital communication system. The raw digital data are
first formatted into elementary bit streams, representing
image data, sound data, and ancillary data. The elementary
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bit streams are then formed into manageable packets of in-
formation (packetized elementary stream, PES),
and a mechanism is provided to indicate the start of a pack-
et (synchronization) and assign an appropriate identifica-
tion code (packet identifier, PID) within a header to each
packet. The packetized data are then multiplexed into a
program transport stream that contains all the
information for a single (television) program. Multiple pro-
gram transport streams may then be multiplexed to form a
system level multiplex transport stream.

Figure 22 illustrates the functions of the multiplex and
transport system and shows its location between the ap-
plication (e.g., audio or video) encoding function and the

transmission subsystem. The transport and demultiplex
subsystem functions in the receiver in the reverse manner,
being situated between the RF modem and the individual
application decoders.

2.1.2.1. Fixed-Length Packets. The transport system
employs the fixed-length transportation stream packet-
ization approach defined by the Moving Picture Experts
Group (MPEG), which is well suited to the needs of ter-
restrial broadcast and cable television transmission of
digital television. The use of moderately long, fixed-length
packets matches well with the needs for error protection,
and it provides great flexibility for initial needs of the ser-
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vice to multiplex audio, video, and data, while providing
backward compatibility for the future and maximum in-
teroperability with other media (MPEG-based).

2.1.2.2. Packet Identifier. The use of a PID in each
packet header to identify the bit stream makes it possible
to have a mix of audio, video, and auxiliary data that is not
specified in advance.

2.1.2.3. Scalability and Extensibility. The transport for-
mat is scalable in that more elementary bit streams may
be added at the input of the multiplexer, or at a second

multiplexer. Extensibility for the future could be achieved
with no hardware modification by assigning new PIDs for
additional elementary bit streams.

2.1.2.4. Robustness. After detecting errors during
transmission, the data bit stream is recovered starting
with the first good packet. This approach ensures that re-
covery is independent of the properties of each elementary
bit stream.

2.1.2.5. Transport Packet Format. The data transport
packet format, as shown in Fig. 23, is based on fixed
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length packets (188 bytes) identified by a variable-length
header including a sync byte and the PID. Each header
identifies a particular application bit stream (elementary
bit stream) that forms the payload of the packet. Applica-
tions include audio, video, auxiliary data, program and
system control information, and so on.

2.1.2.6. PES Packet Format. The elementary bit streams
are themselves wrapped in a variable-length packet struc-
ture called the packetized elementary stream (PES) before
transport processing. See Fig. 24. Each PES packet for a
particular elementary bit stream then occupies a variable
number of transport packets, and data from the various el-
ementary bit streams are interleaved with each other at the
(fixed length) transport packet layer. New PES packets al-
ways start a new transport packet, and stuffing bytes (i.e.,
null bytes) are used to fill partially filled transport packets.

2.1.2.7. Channel Capacity Allocation. The entire chan-
nel capacity can be reallocated to meet immediate service
needs. As an example, ancillary data can be assigned fixed
amounts depending on a decision made as to how much to
allocate to video; or if the data transmission time is not

critical, then it can be sent as opportunistic data during
periods when the video channel is not fully loaded.

Figure 25 illustrates how the variable-length PES
packets relate to the fixed-length transport packets.

The transport system provides other features, includ-
ing decoder synchronization, conditional access, and local
program insertion. Also, issues relating to the storage and
playback of programs are addressed, and the appropriate
hooks are provided to support the design of consumer dig-
ital products based on recording and playback of these
bitstreams, including the use of ‘‘trick modes’’ such as slow
motion and still frame, typical of current analog video
cassette recorders (VCRs).

2.1.2.8. Local Program Insertion. This feature is ex-
tremely important to permit local broadcast stations to
insert video, audio, or data that is unique to that station.
As shown in Fig. 26 to splice local programs, it is necessary
to extract (by demultiplexing) the transport packets, iden-
tified by the PIDs of the individual elementary bit
streams, which make up the program that is to be
replaced, including the program map table, which identi-
fies the individual bit streams that make up the program.
Program insertion can then take place on an individual
PID basis, using the fixed-length transport packets.

2.1.2.9. Presentation Time Stamp and Decoding Time
Stamp. These time stamps both occur within the header
of the PES packet, and they are used to determine when
the data within the packet should be read out of the de-
coder. This process ensures the correct relative timing of
the various elementary streams at the decoder relative to
the timing at which they were encoded.

2.1.2.10. Interoperability With ATM. The MPEG-2
transport packet size (188 bytes) is such that it can eas-
ily be partitioned for transfer in a link layer, which sup-
ports asynchronous transfer mode (ATM) transmission
(53 bytes per cell). The MPEG-2 transport layer solves
MPEG-2 presentation problems and performs the multi-
media multiplexing function, whereas the ATM layer
solves switching and network adaptation problems.

2.1.3. Video Systems
2.1.3.1. Compressed Video. Compression in a digital

HDTV system is required because the bit rate required
for an uncompressed HDTV signal approximates 1 Gbps
(with the luminance/chrominance sampling already com-
pressed to 4:2:2 mode). The total transmitted data rate
in the ATSC digital television standard over a 6 MHz
channel is approximately 19.4 Mbps. A compression ratio
of 50:1 or greater is therefore required.

Audio Audio Audio Audio Audio Audio

AudioAudio

Video

Video Video

Video Video Video Video Video Video Video Video

Packetized elementary stream (PES)

Transport stream
Figure 25. Variable-length PES packets and
fixed-length transport packets.
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The ATSC Digital Television Standard specifies video
compression using a combination of compression tech-
niques that for compatibility conform to the algorithms
of MPEG-2 Main Profile, High Level.

The goal of the compression and decompression process
is to produce an approximate version of the original image
sequence, such that the reconstructed approximation is
imperceptibly different from the original for most viewers,
for most images, and for most of the time.

2.1.3.2. Production Formats. A range of production for-
mat video inputs may be used. These include the current
NTSC format of 483 active lines, 720 active samples/line,
60 fields, 2:1 interlaced scan (60I), the Standard Definition
format of 480 active lines, 720 active samples/line,
60 frames progressive scan (60P), and high-definition
formats of 720 active lines, 1280 active samples/line,
60P, or 1080 active lines, 1920 active samples/line, 60I.

2.1.3.3. Compression Formats. A large range of 18 com-
pression formats is included to accommodate all of the
above production formats. The 30P and 24P formats are
included primarily to provide efficient transmission of film
images, associated with the above production formats. The
VGA graphics format is also included at 480 lines and 640
pixels (see below for pixel definition). Details of these com-
pression formats are found in Table 7.

2.1.3.4. Colorimetry. The Digital Television Standard
specifies SMPTE 274 M colorimetry (same as ITU-R
BT.709, 1990) as the default, and preferred, colorimetry.
This defines the color primaries, transfer characteristics,
and matrix coefficients.

2.1.3.5. Sample Precision. After preprocessing, the var-
ious luminance and chrominance samples will typically be
represented using 8 bits per sample of each component.

2.1.3.6. Film Mode. In the case of 24 fps film that is
sent at 60 Hz rate using a 3:2 pull-down operation, the
processor may detect the sequences of three nearly iden-
tical pictures followed by two nearly identical pictures and
may only encode the 24 unique pictures per second that
existed in the original film sequence. This avoids sending
redundant information and permits higher quality trans-
mission. The processor may detect similar sequencing for

30 fps film and may only encode the 30 unique pictures per
second.

2.1.3.7. Color Component Separation and Processing. The
input video source to the video compression system is in the
form of RGB components matrixed into luminance (Y) (in-
tensity or black-and-white picture) and chrominance (Cb

and Cr) color-difference components, using a linear trans-
formation. The Y, Cb, and Cr signals have less correlation
with each other than R, G, and B and are thus easier to
code. The human visual system is less sensitive to high
frequencies in the chrominance components than in the lu-
minance components. The chrominance components are
lowpass-filtered and subsampled by a factor of two in
both horizontal and vertical dimensions (4:2:0 mode) (see
Section 1.9).

2.1.3.8. Representation of Picture Data. Digital televi-
sion uses digital representation of the image data. The
process of digitization involves sampling of the analog sig-
nals and their components, in a sequence corresponding to
the scanning raster of the television format, representing
each sample with a digital code.

2.1.3.9. Pixels. The individual samples of digital data
are referred to as picture elements, or ‘‘pixels’’ or ‘‘pels.’’
When the ratio of active pixels per line to active pixels per
frame is the same as the aspect ratio, the format is said to
have ‘‘square pixels.’’ The term refers to the spacing of
samples, not to the shape of the pixel.

2.1.3.10. Blocks, Macroblocks, and Slices. For further
processing, pixels are organized into blocks of 8� 8, rep-
resenting either luminance or chrominance information.
Macroblocks consist of four blocks of luminance (Y) and
one each of Cb and Cr. Slices consist of one or more
macroblocks in the same row, and they begin with a slice
start code. The number of slices affects compression effi-
ciency; a larger number of slices provides for better error
recovery but uses bits that could otherwise be used to
improve picture quality. The slice is the minimum unit for
resynchronization after an error.

2.1.4. Removal of Temporal Information Redundancy:
Motion Estimation and Compensation. A video sequence is
a series of still pictures shown in rapid succession to give

Table 7. ATSC Compression Formats: A Hierarchy of Pixels and Bits

Uncompressed Payload Bit Rate in Mbps (8-bit 4:2:2 sampling)
at Picture (Frame) Rate

Active
Lines

Pixels
per Line

Total Pixels
per Frame 60P 60I 30P 24P

Aspect Ratio
and Notes

1080 1920 2,073,600 Future 995 995 796 16:9 only
720 1280 921,600 885 — 442 334 16:9 only
480 704 337,920 324 162 162 130 16:9 & 4:3
480 640 307,200 295 148 148 118 4:3 only

(VGA)
Vertical Horizontal Higher ’ - Lower

Resolution Temporal Resolution

Source: Data courtesy of Patrick Griffis, Panasonic, NAB, 1998.
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the impression of continuous motion. This usually results
in much temporal redundancy (picture sameness) among
the adjacent pictures. Motion compensation attempts to
delete this temporal redundancy from the information
transmitted. In the standard, the current picture is pre-
dicted from the previously encoded picture, estimating the
motion between the two adjacent pictures and compensat-
ing for the motion. This ‘‘motion-compensated residual’’ is
encoded rather than the complete picture, eliminating
repetition of the redundant information.

2.1.4.1. Pictures, Groups of Pictures, and Sequences. The
primary coding unit of a video sequence is the individual
video frame or picture, which consists of the collection of
slices constituting the active picture area. A video se-
quence consists of one or more consecutive pictures, and
it commences with a sequence header, which can serve as
an entry point.

One or more pictures or frames in sequence may be
combined into a group of pictures (GOP), optional within
MPEG-2 and the ATSC Standard, to provide boundaries
for interpicture coding and registration of time code.

Figure 27 illustrates a time sequence of video frames
consisting of intracoded pictures (I-frames), predictive
coded pictures (P-frames), and bidirectionally predictive
coded pictures (B-frames).

2.1.4.2. I-, P-, and B-Frames. Frames that do not use
any interframe coding are referred to as I-frames (where I

denotes intraframe coded). All the information for a com-
plete image is contained within an I-frame, and the image
can be displayed without reference to any other frame.
(The preceding frames may not be present or complete for
initialization or acquisition, and the preceding or follow-
ing frames may not be present or complete when noncor-
rectable channel errors occur.)

P-frames (where P denotes predicted) are frames where
the temporal prediction is in the forward direction only
(formed only from pixels in the most recently decoded I-
or P-frame). Interframe coding techniques improve the
overall compression efficiency and picture quality. P-frames
may include portions that are only intraframe-coded.

B-frames (where B denotes bidirectionally predicted)
include prediction from a future frame as well as from a
previous frame (always I- or P-frames). Some of the con-
sequences of using future frames in the prediction are as
follows: The transmission order of frames is different from
the displayed order of frames, and the encoder and decoder
must reorder the video frames, thus increasing the total
latency. B-frames are used for increasing compression
efficiency and perceived picture quality.

Figure 28 illustrates the components of pictures as dis-
cussed above.

2.1.5. Removal of Spatial Information Redundancy: The
Discrete Cosine Transform. As shown in Fig. 29, 8�8
blocks of spatial intensity showing variations of lumi-
nance and chrominance pel information are converted
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into 8� 8 arrays of coefficients relating to the spatial fre-
quency content of the original intensity information. The
transformation method used is the discrete cosine trans-
form (DCT).

As an example, in Fig. 29(a), an 8�8 pel array repre-
senting a black-to-white transition is shown as increasing
levels of a gray scale. In Fig. 29(b), the gray-scale steps
have been digitized and are represented by pel amplitude
numerical values. In Fig. 29(c), the gray-scale block is
represented by its frequency transformation coefficients,
appropriately scaled. The DCT compacts most of the en-
ergy into only a small number of the transform coeffi-
cients. To achieve a higher decorrelation of the picture
content, two-dimensional (along two axes) DCT coding is
applied. The (0,0) array position (top left) represents the
DC coefficient or average value of the array.

2.1.6. Quantizing the Coefficients. The goal of video
compression is to maximize the video quality for a given
bit rate. Quantization is a process of dividing the coeffi-
cients by a value of N, which is greater than 1, and round-
ing the answer to the nearest integer value. This allows
scaling the coefficient values according to their importance
in the overall image. Thus high-resolution detail to which
the human eye is less sensitive may be more heavily
scaled (coarsely coded). The quantizer may also include
a dead zone (enlarged interval around zero) to core to zero
small noise-like perturbations of the element value. Quan-
tization in the compression algorithm is a lossy step
(information is discarded that cannot be recovered).

2.1.7. Variable Length Coding, Codeword Assign-
ment. The quantized values could be represented using
fixed-length codewords. However, greater efficiency can be
achieved in terms of bit rate, by employing what is known
as entropy coding. This attempts to exploit the statistical
properties of the signal to be encoded. It is possible to as-
sign a shorter codeword to those values occurring more
frequently and a longer codeword to those occurring less
frequently. The Morse code is an example of this method.

One optimal codeword design method, the Huffman Code,
is used in the Standard. It will be noted that many
zero-value coefficients are produced, and these may be
prioritized into long runs of zeros by zigzag scanning or a
similar method.

2.1.8. Channel Buffer. Motion compensation, adaptive
quantization, and variable-length coding produce highly
variable amounts of compressed video data as a function of
time. A buffer is used to regulate the variable-input bit
rate into a fixed-output bit rate for transmission. The full-
ness of the buffer is controlled by adjusting the amount of
quantization error in each image block (a rate controller
driven by a buffer state sensor adjusts the quantization
level). Buffer size is constrained by maximum tolerable
delay through the system and by cost.

2.1.9. Audio
2.1.9.1. System Overview. The audio subsystem used in

the ATSC Digital Television Standard is based on the AC-3
digital audio compression standard. The subsystem can
encode from one to six channels of source audio from a
pulse-code modulation (PCM) representation (requiring
5.184 Mbps for the 5.1 channel mode) into a serial bit
stream at a normal data rate of 384 kbps. The 5.1 channels
are left (front), center (front), right (front), left surround
(rear), right surround (rear) (all 3 Hz to 20 kHz), and low-
frequency subwoofer (normally placed centrally) (which
represents the 0.1 channel, 3 Hz to 120 Hz). The system
conveys digital audio sampled at a frequency of 48 kHz,
locked to the 27 MHz system clock.

In addition to the 5.1 channel input, monophonic and
stereophonic inputs and outputs can be handled. Mono-
phonic and stereophonic outputs can also be derived
from a 5.1 channel input, permitting backward compati-
bility.

The audio subsystem, as illustrated in Fig. 30,
comprises the audio encoding/decoding function and
resides between the audio inputs/outputs and the trans-
port system. The audio encoder(s) is (are) responsible
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Figure 30. Audio subsystem within the dig-
ital television system.
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for generating the audio elementary stream(s), which
are encoded representations of the baseband audio input
signals.

The transport subsystem packetizes the audio data into
PES packets that are then further packetized into (fixed
length) transport packets. The transmission subsystem con-
verts the transport packets into a modulated RF signal for
transmission to the receiver. Transport system flexibility al-
lows multiple audio elementary streams to be transmitted.

In the receiver, the encoding, packetization, and
modulation process is reversed to produce reconstructed
audio.

2.1.9.2. Audio Compression. Two mechanisms are
available for reducing the bit rate of sound signals. The
first uses statistical correlation to remove redundancy from
the bit stream. The second uses the psychoacoustical char-
acteristics of the human hearing system such as spectral
and temporal masking to reduce the number of bits re-
quired to recreate the original sounds.

The audio compression system consists of three basic
operations, as shown in Fig. 31. In the first stage, the rep-
resentation of the audio signal is changed from the time
domain to the frequency domain, which is more efficient in
order to perform psychoacoustically based audio compres-
sion. The frequency domain coefficients may be coarsely
quantized because the resulting quantizing noise will be
at the same frequency as the audio signal, and relatively
low signal-to-noise ratios (SNRs) are acceptable due to the
phenomena of psychoacoustic masking. The bit allocation
operation determines what actual SNR is acceptable for
each individual frequency coefficient. Finally, the frequen-
cy coefficients are coarsely quantized to the necessary pre-
cision and formatted into the audio elementary stream.

The basic unit of encoded audio is the AC-3 sync frame,
which represents six audio blocks of 256 frequency coeffi-
cient samples (derived from 512 time samples), a total of
1536 samples. The AC-3 bit stream is a sequence of AC-3
sync frames.

2.1.9.3. Additional Audio Services. Additional features
are provided by the AC-3 subsystem. These include loud-
ness normalization, dynamic range compression with an
override for the listener, and several associated services,
namely, dialogue, commentary, emergency, voice-over,
help for the visually impaired and hearing-impaired (cap-
tioning), and multiple languages. Some of these services
are mutually exclusive, and multilanguage service re-
quires up to an extra full 5.1 channel service for each lan-
guage (up to an additional 384 kbps).

2.2. Ancillary Data Services

Several data services have been included in the ATSC
Standard. Other services can be added in the future. Cur-
rently included are program subtitles (similar to closed
captioning in NTSC), emergency messages (mixed into
baseband video in NTSC), and program guide information.

2.2.1. Possible Future Data Services. Information data
related to the following may be desired: conditional access,
picture structure, colorimetry, scene changes, local pro-
gram insertion, field/frame rate and film pull-down, pan/
scan, multiprogram, and stereoscopic image.
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Figure 31. Overview of audio compression
system.
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2.2.2. Transmission Characteristics. The transmission
subsystem uses a vestigial sideband (VSB) method: (1)
8-VSB for simulcast terrestrial broadcast mode and (2) a
16-VSB high data rate mode. VSB includes a small part of
the lower sideband with the full upper sideband. Sloped
filtering at the transmitter and/or the receiver attenuates
the lower end of the band. The 8-VSB coding maps three
bits into one of eight signal levels. The system uses a sym-
bol rate of 10.76 Msymbols/s, capable of supporting a data
stream payload of 19.39 MBits/s. See Fig. 32 VSB in 6-
MHz channel.

Modulation techniques for some other planned broad-
cast systems use orthogonal frequency division multiplex-
ing (OFDM) or coded OFDM (COFDM), which is a form of
multicarrier modulation where the carrier spacing is se-
lected, so that each subcarrier within the channel is or-
thogonal to the other subcarriers, which mathematically
ensures that during the sampling time for one carrier, all
other carriers are at a zero point.

The 8-VSB subsystem takes advantage of a pilot, seg-
ment sync, and a training sequence for robust acquisition
and operation. In order to maximize service area, an
NTSC rejection filter (in the receiver) and trellis coding
are used. The system can operate in a signal-to-additive-
white-Gaussian noise (S/N) environment of 14.9 dB. The
transient peak power to average power ratio as measured
on a low-power transmitted signal with no nonlinearities
is no more than 6.3 dB for 99.9% of the time.

A block diagram of a generic transmitter subsystem is
shown in Fig. 33. The incoming data (19.39 MB/s) are ran-
domized and then processed for forward error correction
(FEC) in the form of Reed–Solomon coding (20 RS parity
bits are added to each packet, known as outer error correc-
tion). Data interleaving, to reorganize the data stream so
that it is less vulnerable to bursts of errors, then interleaves
to a depth of about one sixth of a data field (4 ms deep).

The second stage, called inner error correction, consists
of a two-thirds rate trellis coding. This encodes one bit
of a two-bit pair into two output bits, using a one-half
convolutional code, whereas the other input bit is retained
as precoded. Along with the Trellis Encoder, the data
packets are precoded into data frames and mapped into
a signaling waveform using an 8-level (3 bit), one-dimen-
sional constellation (8 VSB). Data Segment Sync (4 sym-
bols¼ 1 byte) at the beginning of a segment of 828 data

plus parity symbols, and Data Field Sync at the beginning
of a data field of 313 segments (24.2 ms), are then added.
Data Field Sync includes the training signal, used for set-
ting the receiver equalizer.

A small in-phase pilot is then added to the data signal
at a power of 11.3 dB below the average data signal power.
The data is then modulated onto an IF carrier, which is
the same frequency for all channels. The RF Up-Converter
then translates the filtered, flat IF data signal spectrum to
the desired RF channel. It is then amplified to the appro-
priate power for the transmitting antenna.

For the same approximate coverage as an NTSC trans-
mitter (at the same frequency), the average power of the
ATV signal is approximately 12 dB less than the NTSC
peak sync power.

The frequency of the RF upconverter oscillator will typ-
ically be the same as for NTSC (except for offsets). For ex-
treme co-channel situations, precise RF carrier frequency
offsets with respect to the NTSC co-channel carrier may be
used to reduce interference into the ATV signal. The ATV
signal is noise-like, and its interference into NTSC does not
change with precise offset.

The ATV co-channel pilot should be offset in the
RF upconverter from the dominant NTSC picture carrier
by an odd multiple of half the data segment rate. An ad-
ditional offset of 0, þ 10 kHz, or � 10 kHz is required to
track the principal NTSC interferer.

For ATV-into-ATV co-channel interference, precise car-
rier offset prevents the adaptive equalizer from misinter-
preting the interference as a ghost.

2.3. The Japanese High-Definition Television Production
System

This television production system was developed by the
Japanese Broadcasting Corporation (NHK). It was stan-
dardized in 1987 by the Broadcast Technology Association
(BTA), now renamed the Association of Radio Industries
and Business (ARIB), in Japan and in the United States
by SMPTE (240 M and 260 M Standards). It uses a total of
1125 lines (1035 active lines), is interlaced at a field rate of
60 Hz, and has an aspect ratio of 16:9. It requires a band-
width of 30 MHz for the luminance signal (Y), and 15 MHz
for each of the two color difference signals (PB and PR).
When digitized at 8 bits per sample, it uses 1920 pixels per
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line and it requires a total bit rate of 1.2 Gbps. Note that
this production system is similar to the interlaced system
used in the ATSC standard, except that the latter uses
1080 active lines.

2.4. Japanese MUSE Transmission Systems

A range of transmission systems were developed by NHK
based on the Multiple Sub-Nyquist Encoding (MUSE)
transmission scheme (see Table 8). MUSE (8.1 MHz band-
width) was developed for DBS broadcasting and MUSE-T
(16.2 MHz bandwidth) was developed for satellite trans-
mission. MUSE-6 was designed to be compatible with a
6 MHz channel and NTSC receivers. MUSE-9 uses
a 3 MHz augmentation channel in addition to the stan-
dard 6 MHz channel and is NTSC receiver-compatible.

2.5. Japanese Hi-Vision System

This system incorporates the 1920� 1035 television pro-
duction system and the MUSE-E transmission system.
MUSE-E uses an 8.1 MHz bandwidth and is incompatible
with standard NTSC receivers and channel allocations.
Four audio channels are time-division-multiplexed with
the video signals, in the blanking intervals. The encoding
and decoding processes are both very complex and require
many very large-scale integration (VLSI) chips. This sys-
tem requires a MUSE-E receiver, or a set-top box equipped
with a MUSE decoder feeding either a 16:9 display or
a 4:3 aspect ratio conventional receiver. In the near-term,
NHK will use simultaneous Hi-Vision/NTSC program
production.

The MUSE systems are not receiver-compatible with
either the North-American ATSC system or the European
DVB system (see below).

2.6. The Japanese Enhanced Definition Television System
(EDTV-II)

EDTV-II is an NTSC-compatible letter-box analog trans-
mission system standardized by the ARIB in Japan. The
input signal is 525-line, 60-frame progressive scan (525P)
with 16:9 aspect ratio. 525-line, 30-frame interlaced scan
(525I) can be upconverted as an input signal. Note that
the 525P signal is one of the SDTV signal formats defined
in the ATSC Standard (720�480 at 6OP). It is also de-
fined as a production format in SMPTE 293 M and SMPTE
294 M standards documents.

Compared with the current 525I standard, the frame
rate has been doubled from 30 to 60. The sampling fre-
quency in the format has been doubled to 27 MHz, com-
pared with 525I, and the aspect ratio has been changed
from 4:3 to 16:9. This increase of sampling frequency per-
mits comparable resolution in H and V axes to be main-
tained. The production system is effectively an 8:4:4
digital system with production interfaces at 540 Mbps.
4:2:0 can also be used in production and would require
interfacing at 360 Mbps. Horizontal blanking is shrunk to
achieve this bit rate.

The EDTV-II analog transmission system is used for
both terrestrial and satellite broadcasting. It requires the
same bandwidth as the NTSC system, and no changes are
needed in transmitter implementations. The image is dis-
played on an EDTV-II receiver in a progressive manner
with 480 lines and a 16:9 aspect ratio. It is compatible with
existing NTSC receivers, except that the display image is
a 16:9 aspect ratio and so appears in a letter-box format
with black bars at top and bottom. The 525P signal re-
quires a video bandwidth of approximately 6.2 MHz. The
EDTV-II system creates three enhancement signals in ad-
dition to an NTSC signal, with which they are then fre-
quency-domain-multiplexed.

2.6.1. Main Picture (MP). The 525P 16:9 signal is re-
duced from 6.2 MHz to 4.2 MHz bandwidth, and the 480
lines are decimated to 360 lines to produce a letter-box
display on the NTSC 4:3 receiver. Black bars, at top and
bottom, are each 60 lines wide. Thus, horizontal and ver-
tical resolution are reduced to conform to the NTSC for-
mat, but to maintain the 16:9 aspect ratio.

2.6.2. Horizontal High (HH 4.2 MHz to 6.2 MHz). A fre-
quency enhancement signal is extracted from the original
525P image and is multiplexed into the MP signal to
increase the horizontal bandwidth to 6.2 MHz in the
EDTV-II receiver. For transmission, the HH signal is
downshifted to 2 to 4 MHz and frequency-division-multi-
plexed into an unused vertical temporal frequency domain
in the conventional NTSC system called the Fukinuki
hole. The Fukinuki hole may only be used for correlated
video information, which applies in this case.

In the EDTV-II receiver, a motion detector multiplexes
the HH signal only onto the still parts of the picture where
there is more need for high resolution to satisfy human
vision characteristics. Two enhancement signals are
frequency-division-multiplexed together into the top and

Table 8. MUSE Transmission Systems

Transmission System Type of Transmission Bandwidth Channel Compatible Compatible with NTSC

MUSE Direct Broadcast by Satellite (DBS) 8.1 MHz NA No
MUSE-T Satellite 16.2 MHz NA No
MUSE-6 Terrestrial 6 MHz Yes Yes

Broadcast
MUSE-9 Terrestrial 6þ3 MHz Yes, with 2nd Yes

Broadcast Augmentation 3 MHz channel
MUSE-E Terrestrial 8.1 MHz No No

Broadcast
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bottom panels, which together occupy one third as much
area as the main picture. As these are generated in a 360-
line format, they must be compressed by a 3 to 1 pixel
downsampling decimation process to fit into the 120 lines
of the top and bottom panels.

2.6.3. Vertical High Frequency (VH). The VH signal en-
hances the vertical still picture resolution back up to 480
lines. The signal is transmitted only for stationary areas of
the image, and temporal averaging is applied.

2.6.4. Vertical Temporal Frequency (VT). The VT en-
hancement signal is derived from the progressive-to-
interlace scan conversion at the encoder and improves
the interlace-to-progressive scan (360/2:1 to 360/1:1)
conversion in the receiver.

The EDTV-II receiver performs the reverse of the
encoding process. The NTSC receiver uses the MP signal
directly.

2.7. The European DVB System

The Digital Video Broadcast (DVB) system has been de-
signed for MPEG-2-based digital delivery systems for sat-
ellite, cable, community cable, multichannel multipoint
distribution (MMDS), and terrestrial broadcasting. Ser-
vice information, conditional access, and teletext functions
are also available. All DVB systems are compatible.

DVB-T, the terrestrial broadcasting standard, is similar
in many respects to the ATSC standard. However, there
are several significant differences. DVB-T uses Coded Or-
thogonal Frequency Division Multiplexing (COFDM). This
technique is already being used for Direct Audio Broadcast
(DAB). A total of 1704 (2k) or 6816 (8k) individual carriers
may be used. The 8k system is more robust, but increases
receiver complexity and cost. Some broadcasters have al-
ready adopted the 2k system, although it will not be com-
patible with the 8k system. DVB-T uses the MPEG-2 Layer
II Musicam audio standard, a 50 Hz frame rate, and aspect
ratios of 4:3, 16:9, or 20:9.

2.8. The European PALplus System

This is an analog delivery system that uses a current TV
channel to transmit an enhanced widescreen version of
the PAL signal. A conventional receiver displays the
PALplus picture as a letter-box in a 4:3 aspect ratio. A
widescreen receiver shows the same transmitted picture
in a 16:9 format with higher resolution. European broad-
casters are divided on whether to use this format. The
PALplus concept is closely similar to the Japanese EDTV-
II format, described above.
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R. Mäusl, Refresher Topics—Television Technology, Munich:
Rohde & Schwarz, 1992.

R. S. O’Brien, ed., Color Television, Selections from the Journal of

the SMPTE, New York: Society of Motion Picture and Televi-
sion Engineers, 1970.

G. Pensinger, ed., 4:2:2 Digital Video Background and Implemen-

tation, White Plains, NY: Society of Motion Picture and Tele-
vision Engineers, 1989.

5174 TELEVISION BROADCAST TRANSMISSION STANDARDS



D. H. Pritchard and J. J. Gibson, Worldwide color television stan-
dards—similarities and differences, J. Soc. Motion Picture and
Television Eng., 89:111–120, (1980).

Proc. IRE, Color Television Issue, 39(10):(1951).

V. Reimer, Advanced TV systems, Germany and Central Europe,
J. SMPTE, :398 (1995).

M. Robin, Addendum to Worldwide color television standards—
similarities and differences, J. Soc. Motion Picture and Televi-

sion Eng., 89:948–949 (1980).

M. Robin and M. Poulin, Digital Television Fundamentals, New
York: McGraw-Hill, 1997.

T. Rzeszewski, ed., Color Television, New York: IEEE Press, 1983.

T. S. Rzeszewski, ed., Television Technology Today, New York:
IEEE Press, 1984.

H. V. Sims, Principles of PAL Colour Television and Related

Systems, London: Newnes Technical Books, 1969.

SMPTE 274 M Standard for Television, 1920�1080 Scanning and
Interface, 1995.

SMPTE S17.392 Proposed Standard for Television, 1280�720
Scanning and Interface, 1995.

V. Steinberg, Video Standards, Signals, Formats, and Interfaces,
Durford Mill, UK: Snell & Wilcox, 1997.

N. Suzuki et al., Matrix conversion VT resolution in letterbox,
J. SMPTE, :104 (1991).

N. Suzuki et al., Experiments on proposed multiplexing scheme
for vertical-temporal and vertical high helper signals in EDTV-
II, J. SMPTE, :728 (1994).

Television Operating and Interface Standards, Society of Motion
Picture and Television Engineers, 595 W. Hartsdale Ave., New
York, NY 10607-1824.

Television Measurements Standards, Institute of Electrical and Elec-
tronic Engineers, Inc., Broadcast Technology Society, c/o IEEE
Service Center, 445 Hoes Lane, Box 1331, Piscataway, NJ 08855.

J. Watkinson, Television Fundamentals, Oxford, UK: Focal Press,
1996.

TERAHERTZ SCIENCE, ENGINEERING AND
SYSTEMS—FROM SPACE TO EARTH
APPLICATIONS

PETER DE MAAGT

European Space Research and
Technology Centre (ESTEC)

The Netherlands

PETER HARING BOLIVAR

University of Siegen
Germany

CHRIS MANN

Rutherford Appleton Laboratory
United Kingdom

Terahertz (THz), or 1012 Hz electromagnetic radiation lies
between the infrared and microwave regions of the elec-
tromagnetic spectrum. The THz domain comprised the
millimeter wave, submillimeter wave, and far infrared
regions. Because this frequency range falls in between
the more established domains of microwave and optics,
the technologies used to access the THz frequency range

represent a fusion of ones commonly used in each realm,
thus allowing the possibility to take the best of both. This
common feature appears time and again in the Terahertz
domain where technologists selectively adopt concepts
from the optical community and use them alongside those
taken from the microwave world.

Since we have become accustomed to think of waves of elec-
trical energy and light waves as forming parts of a common
spectrum, the attempt has often been made to extend our
knowledge over the wide region which has separated the two
phenomena, and to bring them closer togethery [1]

This seminal statement characterizes precisely a revo-
lution that is taking place now, more than 100 years after
the recognition by Rubens and Nichols of a fundamental
quandary [2]: Electromagnetic waves form a continuous
spectrum, starting at the microwave region through the
optical, ultraviolet, and X-ray region. Nevertheless, our pos-
sibilities to access certain regions of this spectrum are lim-
ited by fundamental and technological reasons, which leads
to ‘‘gaps,’’ i.e., restrictions, for the widespread and practical
use of radiation with certain frequencies. One such breach
is associated with the transition region from microwave to
optics, now recognized as the Terahertz region.

This long-standing gap in the spectrum is loosely de-
fined as that between 100 GHz and 10 THz, which is equiv-
alent to radiation with a wavelength of 30–3000mm,
associated with energies in the range of 0.4–40 meV. In
this region of the electromagnetic spectrum, a fundamental
change occurs in the way electromagnetic waves are gen-
erated and detected.

Electromagnetic radiation is associated with coupled
and temporally varying electric ~EEðtÞ and magnetic fields
~HHðtÞ. Analyzing Maxwell’s second equation, i.e., Ampere’s
law [3]:

r ~�� ~HH¼~jjþ
@~DD

@t
; ð1Þ

it can be seen that temporally varying magnetic fields can
only be driven by two types of fundamentally different
source terms, as evident from the two right-hand terms,
which are the electric current density~jj and the electric dis-
placement ~DD. They represent different approaches to the
generation of electromagnetic radiation. The first term is
the dominant approach used at low ‘‘microwave’’ frequen-
cies using the motion of electronic charges to generate ra-
diation. This method was adopted already in the early days
of electromagnetism [4]. By creating temporally varying
currents, it was possible to produce the emission of electro-
magnetic radiation. Alternatively, at optical and infrared
wavelengths, sources of radiation are associated with dipo-
lar transitions [5], specifically electronic transitions, occur-
ring within atoms or molecules. In modern times, interest
in Terahertz photonics has increased, because inverted
dipolar transitions make stimulated emission possible and
so allow amplification of optical radiation, which, in turn,
leads to the realization of coherent electromagnetic sources
or, as they are better known, lasers [6].

These two fundamentally different approaches to the
generation of electromagnetic radiation have led to
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mature technology for diverse applications at both micro-
wave (electrical) and infrared (optical) frequencies; howev-
er, both encounter fundamental difficulties when accessing
the Terahertz range of the electromagnetic spectrum.

From the microwave perspective, the generation of
high-frequency time-varying currents becomes difficult
to control because of the parasitic effects of the miniature
circuit structures combined with the exponential increase
in electrical loss as the electrical current becomes restrict-
ed to the skin depth. For Terahertz circuitry to operate
successfully, a simple rule holds true. As the frequency is
increased, the area of the circuit must decrease as
the square of the increase in frequency and the cube in
volume. Consequently, from a power perspective, levels
available rapidly drop with the increase in frequency from
watts in the millimeter region to milliwatts in the Tera-
hertz region.

Fortunately, this rule of thumb does not affect detector
sensitivity to the same extent. In general, the size of the
intrinsic detector is small compared with the wavelength
of operation, and only small currents exist within the de-
vice. As a result, a relatively moderate degradation is ex-
perienced with increasing frequency.

In spite of the difficulties encountered in realizing mi-
crowave Terahertz circuits, many advances have recently
occurred, which have been mainly achieved with the adop-
tion of improved semiconductor processing capability,
use of accurate design tools, and novel Micro-Electro-
Mechanical Systems (MEMS) circuit engineering. As a re-
sult, increasing levels of power and bandwidth have been
achieved from solid-state sources. Similarly, broad-band,
very high sensitivity detectors have been demonstrated by
a number of workers.

From the optical viewpoint, efficient sources of radia-
tion are traditionally associated with solid-state lasers,
which require the population inversion of an electronic
transition, i.e., more electrons in an upper state than in a
lower lying state of a dipolar transition. For Terahertz
wavelengths, where a comparatively small energy spacing
exists between lasing transitions, inversion is much hard-
er to achieve. It is therefore difficult to realize Terahertz
lasers and alternative methods to generate Terahertz ra-
diation by optical means, like photomixing, have been nec-
essary to circumvent this problem. Recently, however, the
first quantum cascade lasers operating in the Terahertz
frequency range have been realized but only at low tem-
peratures. Complex materials processing (molecular beam
epitaxy) is required to manufacture the artificial bandgap
structures required to achieve population inversion. Al-
though the fabrication process is complex, it provides
many degrees of freedom for optimization, and rapid pro-
gress is to be expected.

As a result of these and other breakthroughs in tech-
nology, the Terahertz region is finally finding applications
outside the traditional heartland of remote sensing and
radio astronomy. Extensive research in the last few years
has identified many attractive new application areas (see
Fig. 1) and paved the technological path toward broadly
usable Terahertz systems for everyday applications. Con-
sequently, the Terahertz gap may be close to being
bridged.

1. DRIVING FORCE

Research has been carried out in the Terahertz region for
several decades (for an historical overview see [2]). How-
ever, until recently, work was limited to basic research or
applications such as radio astronomy, planetary/cometary
science, and atmospheric science. In the terrestrial
domain, plasma diagnostics provided a thrust. In fact,
without these driving influences, it is unlikely that
many of the recent technological breakthroughs would
have occurred.

Astronomy and remote sensing of the earth’s atmo-
sphere has provided a powerful incentive for the devel-
opment of Terahertz technology. The photon energy
level associated with Terahertz radiation is low
when compared with optical photons. Optical photons
are emitted when electrons change energy states
during relaxation, e.g., from a conduction band to a
valence band in a semiconductor or between atomic
states in atoms. By comparison, Terahertz photons
are emitted when a molecule change its thermal, rota-
tional, or bending state. Correspondingly, the energies
involved are 100–1500 times smaller, making their detec-
tion that much more difficult. However, although optical
spectroscopy provides information as to the atomic
composition of materials, Terahertz spectroscopy pro-
vides information regarding the molecular concentration
as well as its physical condition, i.e., heat, pressure,
speed, etc., in the region being measured. It is for
this reason that radio astronomers, planetologists,
and atmospheric scientists have undertaken so much
work. By studying the Terahertz radiation emitted or
absorbed by a gaseous region, it is possible to investi-
gate chemical and physical processes in places where
instrumentation cannot be sent and thereby obtain
valuable insight into the processes and mechanisms
involved.

Although space-based remote sensing still remains
the dominant scientific application, Terahertz techno-
logy is also now expanding its usage into more everyday
areas. Extensive research in the last years has identified
numerous potential applications, and this paved the
technological path toward more readily usable Terahertz
systems.

2. APPLICATIONS PAST AND PRESENT

2.1. Space Applications

The requirements of the radiometric measurements de-
sired for astronomy and remote environmental sensing
has, in general, meant that space instrumentation has
pushed technology toward operation at the highest fre-
quencies and sensitivities. It is therefore sensible to start
the applications sections with an overview of space-related
developments.

Several Earth observation and space science missions,
employing Terahertz frequency instruments, have been
developed in the past and many more are planned for the
future [13,14]. These instruments have many commonal-
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ities in their design and construction techniques, and they
all make use of state-of-the-art Terahertz technology
to achieve the ambitious goals of future missions in
terms of resolution, sensitivity, and frequency of opera-
tion. Added to this is the requirement for low mass, power,
and reliability.

Although the basic architectures of the instruments
are similar, applications and status of technologies
vary widely over the frequency range: The lower end
of the spectrum is routinely used for communications,
including satellite communications, and several commer-
cial and military (terrestrial) applications have emerged
at millimeter waves up to 100 GHz. In contrast, the
highest frequencies are used mainly for scientific pro-
grams, in both space and terrestrial applications.

As a consequence, the maturity and availability of tech-
nologies in this frequency range decreases directly with
the wavelength.

As a result of the potential commercial applications at
lower Terahertz frequencies, all the technological ingredi-
ents are rapidly becoming available, and cost effectiveness
becomes a driver. This is in contrast to the higher fre-
quencies, where many of the technology elements may be
missing or immature.

The emergence of large-volume markets (such as se-
cure communications links, radars, anticollision car ra-
dars, short-distance radiolinks, and wireless local area
networks) has provided the market pull for the develop-
ment of mm-wave electronics. Although their suitability
for space applications still needs to be demonstrated,

Figure 1. Illustration of some exemplary applications of Terahertz radiation. Illustrations taken
from work performed at European Space Agency (astronomy and earth sensing), at Univ. of
Frankfurt and Teraview Ltd. [7,8], RWTH Aachen and Rensselaer Polytechnic Inst. (industrial;
[9,10]), Riken (security;[11]) and RWTH Aachen [12]. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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semiconductor devices and MMICs are commercially
available at frequencies below 100 GHz, which can be con-
sidered today as the upper frequency limit of ‘‘commercial’’
microwave electronics.

However, changes will occur in the near future because
of technology needs of optical communications. Globally,
an ever-increasing need exists for more bandwidth. Even
during the present slowdown in the telecommunications
markets, Internet traffic is growing by 100% per year. This
need for bandwidth can be satisfied with optical fiber in
fixed networks. A single fiber can carry a bandwidth of
over 1 THz (using Wavelength-Division Multiplex), but
the bandwidth of the electronic interface creates the
bottleneck. Consequently, faster mm-wave circuits are be-
ing developed. Optical systems at 40 Gbit/s are commer-
cially available, 80 Gbit/s systems are under development,
and 160 Gbit/s systems are being planned. As a result, this
development will drive mm-wave technologies, including
semiconductor devices, to frequencies well above 100 GHz,
offering new prospects also for the space applications of
millimeter-wave electronics.

Radio astronomy has also been a major driver for the
development of Terahertz technology [15–18]. Here, howev-
er, the absolute requirement for the lowest noise receivers
has lead to the development of superconducting systems.
Observations over the whole electromagnetic spectrum are
required, e.g., in order to test different cosmological theories
of the evolution of the Universe (see Fig. 2). As a result of the
masking effect of the atmosphere, space observatories are
considered as being of prime importance. Future planned
instruments will open up this virtually unexplored part of
the spectrum that cannot be observed from the ground.

Another space application for Terahertz sensors is in
planetary and small-body (asteroids, moons, and comets)
observations. To date, little heritage in planetary and
cometary instruments and space-based observations
utilizing (sub)millimeter-wave frequencies exists. How-
ever, planetary and cometary targets have been identified
for which this type of instrument offers the opportunity for

significant scientific progress in the medium term. Sur-
face-based (landers) or orbital remote sensing observa-
tions of gaseous species in the Venutian, Martian, and
Jovian atmospheres, as well as around Europa and Titan,
have all been proposed. The instruments should be able to
provide information on composition, temperature, pres-
sure, and gas velocity (winds) that will provide a wealth of
information.

It has also resulted in the first such instrument: MIRO
(Microwave Instrument for the Rosetta Orbiter) [19],
launched on the ESA cornerstone mission Rosetta [20] in
March 2004, and scheduled to reach its target comet (Chur-
yumov–Gerasimenko) nucleus and of the cruise target
asteroids in 2014.

In Earth observation, Terahertz instruments are
often used in synergy with optical and infrared sensors.
Vertical profiles of temperature and humidity of the
atmosphere are conveniently determined from meteoro-
logical satellites using passive millimeter-wave sounders
operating at specific spectral lines of high atmospheric
attenuation (e.g., at 60 and 183 GHz). Remote sensing of
the surface of the Earth is possible from a satellite even
under cloudy or foggy conditions at window frequencies,
which are not affected by the atmosphere or adverse
weather conditions. Millimeter waves are especially use-
ful for the imaging of ocean winds, sea ice, and snow,
whereas ice clouds are best observed with sub-mm instru-
ments.

Furthermore, there are several very important processes
taking place in the atmosphere, [21,22] such as the green-
house effect and ozone depletion. A growing need exists to
better understand the possible detrimental effects of man’s
activities on climate. The most effective way to correlate
these interactions is to perform high-precision spaceborne
global measurements of the composition of the atmosphere.
Spectral lines at millimeter and sub-millimeter frequencies
allow the use of radiometers for the determination of con-
centrations of, e.g., Ozone and other trace gases, such as
CFCs, that are affecting its concentration.

Cobe Resolution

Planck Resolution
Figure 2. Terahertz space applications for
the observation of the cosmic microwave
background.
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2.2. Plasma Diagnostics

Since the early days of fusion research in the late 1950s,
intense efforts were devoted to the precise monitoring of a
plasma, because an accurate determination of the spatial
density and temperature profile of a hot and dense plasma
is critical to enable a stable plasma confinement and
steady operation conditions in a fusion reactor. Initially,
the cyclotron emission was observed, like, e.g., experi-
ments of the hot plasma emission in the wavelength range
from 100mm–1.6 mm (i.e., 0.18 –3 THz) [23]. These exper-
iments were conducted as early as 1961 in the framework
of the first British fusion device attempt termed ZETA
(Zero Energy Thermonuclear Assembly). Meanwhile,
several nonperturbing techniques for measuring the elec-
tron density distribution of a hot plasma have been devel-
oped based on Thomson scattering, interferometry, or
reflectometry. Most of the techniques operate at the low-
frequency end of the Terahertz spectrum. Actually, com-
plex heterodyne imaging and spectroscopy systems have
been developed that allow monitoring and resolution in
two and potentially even in three dimensions, the relevant
properties of the plasma, in order to observe, e.g., plasma
profiles, turbulence, and/or fluctuations [24–26]. In fact, it
is accepted in the plasma community that these or similar
measurement techniques will certainly be necessary for
the next generation prototype fusion reactor device ITER.
Apart from plasma diagnostics, high-power gyrotrons
operating at the low-frequency edge of the Terahertz
frequency are regularly used for RF-plasma production,
heating, noninductive current drive, and plasma stabili-
zation [27]. Ample efforts targeting high-power Terahertz
sources were mainly determined by this application
area.

2.3. Medical Imaging

Terahertz technology in the medical imaging field is cur-
rently in a crucial phase and may soon expand our ana-

lytic capabilities. Here, interest in Terahertz imaging
comes from a combination of two intrinsic characteristics
of Terahertz radiation. First, Terahertz radiation is non-
ionizing and therefore intrinsically safe for biomedical
sensing and imaging. Given the increasing awareness of
the damaging effects of ionizing radiation, an intense in-
terest in alternative techniques to X-ray diagnosis exists.
Secondly, Terahertz analysis has indicated to be able
to distinguish cancerous tissue from normal tissue (see
Fig. 3, [28]). Although the precise reason for the observed
different Terahertz response from healthy tissue and
tumors is still unknown, it appears extremely attractive
to have a nonionizing spectroscopic imaging technique
that can directly identify and localize tumors.

Despite of a limited penetration depth for Terahertz
waves in tissue on the order of several millimeters to a
centimeter, a great interest in the technique for medical
applications has emerged. Another potential medical
application is checking how injuries are healing under-
neath surgical bandages without the need of taking off the
bandage. A related imaging application also appears par-
ticularly suitable in the field of dental imaging (see Fig. 3).
Here, a high interest in nonionizing radiation imaging
also exists, and several analyses have demonstrated the
capabilities of Terahertz radiation to image teeth and to
identify early stages of caries or to monitor dental enamel
thickness, which is necessary to quantify problems asso-
ciated with enamel erosion [30].

2.4. Molecular Sensing for Environmental, Biotechnological,
and Pharmaceutical Applications

Further sensing applications develop from the fact that
specific molecular rotations, vibrations, or librations of
molecules and molecular aggregates occur in this frequen-
cy range, which enables a large variety of applications for
the detection and/or identification of molecules in diverse
areas.

Tumor

Fat

Connective tissue

Tooth decay

Figure 3. Exemplary Terahertz medical ap-
plications, illustrating the potential capability
to distinguish tumors (left) and the early diag-
nosis of tooth decay (right). Figures from
[7,29]. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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For environmental sensing, it appears very attractive
that the rotational transitions of gases are highly depen-
dent on the particular gas species. Broad-band Terahertz
analysis can therefore trace complete gas compositions
simultaneously with one device. Related applications for
gas sensing are, e.g., monitoring of combustion processes
[31,32], or plasma sensing [33], e.g., to control plasma
etching processes.

Numerous applications in the field of biomolecular
sensing are emerging. Here, a direct resonant probing of
biomolecules of biomolecular binding events is crucial to
detect and understand the function of biomolecules. Usual
approaches are based on indirect probing by labeling the
analyzed biomolecules, which is an additional costly
process and also has a detrimental effect on the quality
of the analysis.

A huge interest in label-free direct probing of biomol-
ecules and their interactions exists. Terahertz spectrosco-
py has demonstrated that it allows to sense biomolecules
like DNA and proteins [34–36] directly, without requiring
labels. These basic observations are now being brought
closer to application by the development of integrated
Terahertz biochips (Fig. 4, [37], [38]). Many more molec-
ular sensing applications have being identified, e.g., for
monitoring chemicals or active ingredients in medicine
during pharmaceutical manufacturing [39] or sensing
chemical spatial distributions in objects [40].

2.5. Security

A great interest in the detection of drugs and explosives by
Terahertz techniques has emerged, given the currently
higher critical perception of security issues. Here, Tera-
hertz techniques could also have a high potential, as res-
onant states seem to allow the spectroscopic distinction
of explosives [41] and drugs [11]. One of the unique prop-
erties of longer wavelength Terahertz radiation is its
ability to pass through many materials that are opaque
in the visible region. Materials such as clothing, plastics,
glass, and paper are transparent or have relatively
low loss to frequencies as high as 1 THz. Above 1 THz,

most materials are relatively absorptive but can never-
theless be imaged through using active techniques. Below
1 THz, it becomes possible to image hidden objects through
clothing passively [42] or to sense their corresponding
molecules spectroscopically. Consequently, much interest
at present exists in the use of Terahertz imagery and
sensing for security purposes. Applications include inter-
cepting foreign objects hidden within mail (see Fig. 5) and
concealed weapons (see Fig. 6) at airports. Both applica-
tions are in their infancy and have yet to prove their
superiority over existing techniques.

Work has also been undertaken to investigate the pos-
sibility of remotely detecting chemical and biological
agents [43]. This problem has many challenges to over-
come, but initial results show it to be possible.

2.6. Material Inspection and Quality Control

Already, from the early days of Terahertz technology, it
was clearly recognized that Terahertz radiation could find
applications in materials analysis and quality control,
particularly for electronic materials (see Fig. 7). Wide-
ranging demonstrations of these capabilities have been
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Figure 4. Exemplary illustration of Terahertz sensing of genes. The left figure illustrates spectral
distinction of genes via binding state dependencies (adapted from [35]), and an integrated
biosensing system (adapted from [37]). (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Figure 5. Exemplary Illustration of Terahertz identification of
drugs (adapted from [11]), using multispectral transillumination
and component spatial pattern analysis. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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performed to date, starting from the simple analysis of
dielectrics and semiconductors [45,46]. Important work
has been performed for the analysis of superconductors
[47], including imaging at low temperatures [48]. Other
examples of analyzed materials are ceramic materials for
solid-oxide fuel cells (Fig. 8, [9]), manganites relevant for
spintronics [49], and many more materials, like ferroelec-
trics, incommensurate crystals, dielectrics, magnets, low-

dimensional conductors and superconductors (for an over-
view, see [50]). Recent work in the field has been directed
particularly to analysis in nanostructures that play a vital
role for future photonic and electronic components (see,
e.g., [51]).

Terahertz technology has a broad application perspec-
tive in this field. First commercial systems (e.g., Nikon)
are emerging precisely in this field.

A further interesting application field of Terahertz
technology is based on the long wavelength of this type
of radiation in comparison with optics. The longer wave-
length implies that Terahertz waves exhibit less scatter-
ing in comparison with optics. Imaging and vision systems
in this frequency range can therefore tolerate harsh
environmental conditions that are necessary in diverse
application areas, like, e.g., package inspection [52] or
industrial process monitoring [7]. Here, a higher resolu-
tion than what is available with conventional millimeter-
wave imaging systems is often desired, while at the same
time, optical imaging cannot provide a solution because of
scattering.

3. BASIC TECHNOLOGY

3.1. Microwave Terahertz Detectors, Sources, and Systems

Whereas photonic-based Terahertz systems appeared
relatively suddenly, quickly demonstrating their useful-
ness in the applications described previously, microwave

Figure 6. Exemplary illustration of Terahertz identification of
concealed weapons (adapted from [42]).

Figure 7. Terahertz image through a semiconductor chip
(from [44]).
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Figure 8. Material inspection analysis with Terahertz waves. Here, tomographic imaging allows
cross sections and determines deposited film thickness of the active layers of solid-oxide fuel cells
(adapted from [9]). (This figure is available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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Terahertz systems evolved slowly over several decades.
The broad-band solid-state radiometers used on current
space missions and quantum noise limited cryogenic re-
ceivers used on ground and spaced-based radio telescopes
find their origin in the humble cat’s whisker detector [53]
used in the earliest radios. The design rules governing the
performance of microwave Terahertz detectors, sources,
and systems have been understood for many years, and
apart from the development of certain types of cooled
detector progress, no groundbreaking discoveries have
occurred since the Gunn diode [54]. Consequently, work-
ers have resorted to better system engineering, new ma-
terials, and refining their design tools and manufacturing
techniques to simultaneously improve performance and
achieve operation at ever-higher frequencies. This section
attempts to describe some of the techniques and technol-
ogies that have been developed for realizing the ‘‘micro-
wave’’ instruments that operate in the Terahertz frequency
range today. Such instruments have some commonalities.
First, the basic building blocks are common: antenna, re-
flectors, waveguide and feed-systems, and receiver and the
corresponding sub-systems. Second, semiconductor devices
and device technologies are a key element for the construc-
tion of any (sub)millimeter-wave instrument.

These building blocks are discussed in the following
sections and are categorized according to the way sub-sys-
tems would be positioned in a typical system, i.e., from the
top down (antenna, feed, receiver, etc.).

3.1.1. Microwave Terahertz Technology: Antenna and
Feed Systems. The antenna sub-system is a key element
for most Terahertz instruments. In order to image or
analyze the information gathered by a remote sensing in-
strument, knowledge of the instruments ‘‘field of view’’ is
vital. Consequently, the instrument’s antenna perfor-
mance is critical because it largely determines the reso-
lution and accuracy with which, e.g., the concentration
profiles of atmospheric species can be retrieved. Antenna
performance is also of prime concern for astronomical and
planetary missions. For pointed observatories, which seek
to map point-like or not very extended objects, the em-
phasis is on beam efficiency and the control of main beam

shapes. For survey missions, the level of far side lobes also
becomes very important, and in some cases (such as the
PLANCK mission [15,16]) this exerts a critical influence
on the success of the mission.

Terahertz reflectors and the corresponding sub-systems
relevant to ambitious scientific and earth observation sat-
ellite programs lead to high-precision, stable reflectors,
high-performance lightweight materials, and low-loss RF
components [55,56]. The requirements of future missions
outrange those of more classical telescopes working in the
microwave frequency range by a few orders of magnitude
in terms of surface accuracy and stability. Furthermore,
the tolerances on relative positioning lead to near optical
accuracies. In addition, the temperature range that
the instruments must work reliably over add system com-
plexity to the manufacturing, integration, and testing.
Considerable effort has been taken to ensure antenna per-
formance, and dedicated Terahertz antenna technology
studies have been performed (e.g., the ADMIRALS
activity [13]: Antenna Development in Millimeter/sub-
millimeter-wave Range for Astronomy and Limb Sound-
ing, Fig. 9).

(a) (b)

Figure 9. ADMIRALS (a) Artist view of the ADMIRALS antenna. (b) CFRP face skin manufac-
turing of the ADMIRALS antenna breadboard.

Figure 10. Breadboarded 5- frequency quasioptical demulti-
plexer.
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Over the past years, several activities have been started
in the field of quasioptical feed systems (Fig. 10, [57]) in
terms of controlling the observed signals, which has led to
low-loss compact systems. Low-loss frequency selective
structures (FSS) [58] are being considered because pre-
sent receiver systems are limited by losses. Significant
losses in high-Q multilayer beamsplitters occur because of
the absorption in the substrate material that is required to
support the individual printed arrays of resonant FSS
elements. A radical approach for improvement is the
removal of the dielectric backing and interlayer spacer
material to form air-spaced self-supporting FSS struc-
tures [59].

Most of the instruments that have been mentioned in
the previous sections have receivers that utilize wave-
guide horn antennas as the initial receiving elements.
They have traditionally been the most common microwave
antenna feed types and although the attenuation of fun-
damental-mode waveguides at (sub)millimeter-wave fre-
quencies is high and both the effect of metal tolerances
and misalignments becomes more severe, horns and wave-
guides have been produced for these wavelengths with
great success [60].

However, the small size can be turned into an advan-
tage when the dimensions and tolerances required become
compatible with those achieved by lithography or micro-
machining. In recent years, the advancement of photo-
lithographic and micromachining techniques has resulted
in a very reliable and repeatable process for creating
structures on dielectric substrates, and the fabrication of
complex electronic structures with a high yield is now

possible, which means that a viable alternative for wave-
guide-based front ends has emerged.

An important advantage of the integrated planar tech-
nology [61] is that the antenna, mixer, local oscillator, and
all peripheral circuitry can be realized on a single sub-
strate, thereby eliminating the transmission lines
between the separate devices (see Fig. 11, [62]).

However, some problems related to planar antennas
may exist because of efficiency problems associated with
the dielectric substrates on which these antennas are fab-
ricated. If the dielectric is thick in terms of wavelength,
substrate and surface wavemodes can be excited. Two
basic approaches have been used to increase the efficien-
cy; dielectric lenses or electromagnetic bandgap crystals
(EBG) [63,64].

The electromagnetic bandgap antenna is still a rela-
tively new concept, and with respect to the antenna per-
formance, the EBG technology is still in an experimental
stage [65]. On the contrary, research on integrated lens
antennas has already shown that the radiation character-
istics are very promising and the integrated lens designs
have already reached some level of maturity. Several ac-
tivities on the above technologies have been initiated with
very good results [66,67].

Although this approach has offered competing per-
formance, micromachining in a general sense is not
restricted to planar structures. It is also possible to
manufacture more traditional ‘‘waveguide-like’’ struc-
tures. The advantages of these come from the fact that it
is possible to form a waveguide section in which the active
semiconductor can be integrated directly into it, which
allows more familiar design approaches to be applied
[68].

Also, in the world of filters and windows (see Fig. 12) for
submillimeter and Terahertz direct detection instruments,
much work is being performed [69]. Metal mesh filter
technology [70] has become the prime source of Terahertz
filters for most space and sub-orbital instruments in both
the astronomical and Earth Observation communities.
These filters can be either embedded in a dielectric (hot-
pressed filters [71]) or as airgap devices [72].
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Figure 11. Integrated antenna with peripheral circuitry. Figure 12. Metal mesh and dielectic filters.
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The successful development of broad-band antireflec-
tion coatings [73] for high refractive index dielectrics (ger-
manium, sapphire, silicon, quartz) serves as an enabling
technology for the development of refracting optics for
instruments operating at Terahertz wavelengths. Excel-
lent performance of these coatings with low reflective loss-
es has recently been demonstrated in windows, filters in
windows, and filters at these wavelengths.

3.1.2. Microwave Terahertz Technology: Superconducting
Detectors. One of the most powerful characteristics of the
microwave Terahertz approach is the ability to realize
sensors that are so sensitive they can detect the naturally
occurring background Terahertz radiation. At this present
time, an equivalent photonic technique that can achieve
the required sensitivity without the use of an external
signal seemingly does not exist. For certain applications,
like radio astronomy and atmospheric sensing, the main
aim is to observe the naturally occurring radiation purely
by passive means. Consequently, the technology developed
for this purpose follows a completely different path to the
photonic route.

To an astronomer, detector performance is the main pri-
ority. Capturing an image of a distant extended source, such
as a nebula, can take hours, days, or even weeks. The small-
est signal that can be detected is directly proportional to the
receiver noise temperature and inversely proportional to
the square root of the product of the bandwidth of the ra-
diometer and the time spent viewing the object. Observing
time on the few radio telescopes that can operate up to
1 THz is very limited, and so astronomers want to make
the most of the time they have. They will, therefore, go to
extraordinary lengths to build radio receivers with sensi-
tivities that approach to quantum limit. For the systems
they use, two predominant methods of detection exist; di-
rect and heterodyne detection.

Direct detection generally involves a bolometric device.
This device acts like a very sensitive thermometer. The
signal is coupled to the device and either the resistance,
charge, or current of the device is monitored, and any
observed change indicates that the incident power has
varied. Such bolometers have traditionally been fabricat-
ed from InSb [74]. To achieve ultimate performance, such
bolometers are generally actively cooled using a cryostat
operating at a few tens of milliKelvin. The main advan-
tage of the bolometer is that it is an intrinsically simple
structure. This device, coupled with recent advances in
MEMs-derived fabrication techniques, has provided the
means to accurately control the thermal environment of
the bolometer, increasing its sensitivity and speed while
simultaneously providing the means to assemble large
imaging arrays of uniform devices, which provides the
means to dramatically reduce the time required to
observe. Examples of such arrays are SCUBA [72], used
on the James Clerk Maxwell Telescope in Hawaii, or
BOLOCAM (Fig. 13 [75]).

With such arrays it is possible to detect the presence of
planets around stars, hence the interest. Future bolomet-
ric arrays will have sensitivities that are two orders of
magnitude higher, allowing images to be captured in min-
utes that would have taken weeks before. A new type of

bolometer, the transition edge bolometer [76] is potentially
offering superior performance compared with previous de-
vices, and the next generation of arrays could be imple-
menting this emerging technology.

One disadvantage of such direct detection methods is
the fact that the detector will also respond to power from
signals at wavelengths other than those desired. Band-
pass filters are therefore required to block unwanted sig-
nals, and the finesse of these filters effectively dictates the
frequency being observed.

As the spectral resolution of bolometers is limited, a
technique known as heterodyne mixing is used to provide
spectral information. In heterodyne mixing, detection of
the signal occurs when it is coupled into a nonlinear device
and combined or ‘‘mixed’’ with a coherent spectrally pure
second signal, the Local Oscillator, or LO. The LO is ar-
ranged so that it is close in frequency to the signal being
observed. As the detection device is nonlinear, new signals
are generated at various frequencies. One of these signals
is the difference frequency (or intermediate frequency, IF),
which is sufficiently low in frequency that it can then be
amplified and detected using conventional low-frequency
‘‘base-band’’ electronics.

For radio astronomy, in order to add as little noise
to the signal to be detected as possible, a very sensitive
superconducting device known as an SIS (superconductor
insulator superconductor) junction [76] is used as the
mixing detector. This device is cooled to below its super-
conducting transition temperature. Most radio astronomy
heterodyne systems use SIS mixers, but at around 1 THz
the sensitivity, the SIS detector degrades. Above this
frequency the energy of the received photons is above
the bandgap of the superconducting material, and
the losses within the junction become high. Conse-
quently, the performance drops rapidly. In response to
this fundamental problem, a relatively new device that
operates using a combination of the bolometric and mixer
effect has been developed. This device is known as the

Figure 13. BOLOCAM Bolometer array.
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Hot Electron Bolometer (see Fig. 14), or HEB [77].
The HEB consists of a very small length of superconduct-
ing metal sandwiched between two normal metal elec-
trodes. The device still needs to be cooled below the
transition temperature, but unlike a conventional
bolometer, the HEB temperature can be modulated very
quickly. Like the SIS junction, an LO signal (at least
an order of magnitude lower) is introduced, which is
mixed with the signal to be observed and again an IF sig-
nal is created. However, in case of the HEB, it is the junc-
tion temperature that is modulated at the IF frequency.
As a result of the fast cooling mechanisms involved,
the responsitivity of the HEB device is in the picosecond
range [78].

3.1.3. Microwave Terahertz Technology: Room Temperature
Detectors. The detectors described in Section 3.1.2 proba-
bly provide the highest sensitivity, but they have one se-
rious disadvantage: they need to be cooled to very low
temperatures. Some applications do not require maximum
sensitivity but need to provide solutions at a reduced
cost and complexity or are required to operate in hostile
environments such as aircraft or satellites for extended
periods. The measurements of interest may require an IF
bandwidth much higher than can be achieved by super-
conducting receivers. Consequently, when weight, power,
and longevity are paramount parameters, then room tem-
perature Schottky-based heterodyne mixers [79] have
been deployed.

By arranging Schottky diodes in particular configu-
rations, the system complexity can be further simplified.
One favored arrangement is the antiparallel configura-
tion [80]. By arranging the diodes in this way, the mixer
is able to operate in subharmonic mode [81], for which
the LO can be at approximately half the signal fre-
quency, which becomes evermore important as the
available LO power drops at higher frequencies. Other
benefits of the antiparallel configuration include in-
creased RF and IF bandwidth, inherent amplitude noise
immunity, and finally allows the LO signal to be fed into
the mixer by a completely separate port to the signal,
which greatly simplifies the system as a diplexer to
combine the signal with the LO frequency, which is
no longer required. It is for these reasons that the

subharmonic mixer has become the favorite solution for
heterodyne detection on space- or aircraft-based remote
sensing instruments [82].

The only real disadvantage of the subharmonic mixer
is that it typically requires 2–3 mW of LO power. Conse-
quently, as the signal frequency encroaches 1 THz, current
source technology is unable to meet the LO requirement.
At this point, the only option for room temperature
heterodyne detection is the fundamental Schottky
mixer [83] that typically requires only 0.5–1 mW of LO
power, albeit at the signal frequency. These have been
successfully demonstrated up to 2.5 THz using FIR gas
lasers as the LO source [84]. An example of the kind of
circuitry required to operate at these wavelengths is
shown in Fig. 15.

At this frequency, the circuit dimensions that are
required become truly microscopic in order to avoid
the parasitic capacitances and inductances that are
generated by the tiniest physical features. These can
effectively short out the signal if the circuit is not
designed carefully. Consequently, novel techniques
have been developed to minimize circuit parasitics such

(a) (b)

Figure 14. (a) 2.5 THz Nb HEB device. (b) Zoom of the 60 nm microbridge.

Figure 15. The internal Terahertz circuitry of a 2.5 THz mixer.
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as the use of airbridged contacting fingers and substrate
removal [85].

3.1.4. Microwave Terahertz Technology: Generation of
Terahertz Waves. Detector technology has moved to a suf-
ficient level of maturity that most future advances will
come from improved engineering rather than new break-
throughs. In contrast, solid-state generation of sufficient
Terahertz power is still a largely unsolved problem. To
date, an efficient broad-band room temperature 1 THz (or
above) source has eluded workers.

Vacuum devices have been demonstrated up to 1 THz in
the form of Backward Wave Oscillators [86], but these
have a number of disadvantages for most applications.
Primarily they are expensive, require high power, are in-
efficient, and lifetime is also an issue.

This lack of a simple source is currently impeding com-
mercialization of the Terahertz region. At lower micro-
wave frequencies, complex applications have emerged
such as radar and communications. Similar systems could
be realized at Terahertz frequencies were a suitable source
available.

FIR gas lasers can provide high powers and have re-
cently demonstrated the required reliability, lifetime, and
efficiency to fly on a space mission [87]. However, they are
still far from ideal.

At present, the most convenient source of RF power at
the lower end of the Terahertz region is the indium phos-
phide (InP) Gunn oscillator. Excellent performance has
been demonstrated at room temperature to 150 GHz [88].
More importantly, the InP Gunn oscillator has a very
modest DC power requirement of a few Watts. To obtain
higher output power levels (several Watts), around
100 GHz power combining power amplifiers, which are
now becoming available, have been used [89].

Although sufficient LO power levels for most applica-
tions is available to approximately 150 GHz to obtain LO
at higher frequencies, it is necessary to frequency multi-
ply, which is achieved by using a nonlinear element to
generate higher order harmonics from a pump source.
Whereas in a heterodyne mixer, a nonlinear resistance is
used to mix frequencies, a frequency multiplier uses a
nonlinear capacitance or varactor to generate higher har-
monics of the pump frequency. These multipliers generally
take the form of doublers (X2) or triplers (X3), or combi-
nations with secondary multipliers to achieve higher mul-
tiplication factors. Again, various configurations of diodes
are used to realize balanced multipliers. Frequency mul-
tipliers have moved forward rapidly recently with the
adoption of MEMS-like circuits [90] and the implemen-
tation of accurate design tools. The result is that fixed
tuned multipliers are now able to provide the LO require-
ment for SIS and HEB receivers up to 1.5 THz. Unfortu-
nately, it may be some time before they can provide the LO
requirement for a Schottky-based system, which would
open up true commercialization possibilities with the
eradication of the cooling requirement. The reason for
the dropoff in performance is because of a fundamental
problem in the frequency multiplication process. With
each multiplication step, a low efficiency of conversion
exists (typically 5–30% [91]), and consequently, power

levels drop exponentially with the increase in frequency.
An increase in pump power can be considered but power
handling and thermal issues must then be considered. The
standard route is to use balanced doublers that share the
input power between several diodes. These devices have
shown efficiencies in excess of 50% [92], but the low mul-
tiplication factor requires a number of stages before 1 THz
is reached. The complex matching requirement between
successive stages effectively limits the bandwidth of the
complete chain.

A relatively new type of nonlinear element, the Hetero-
structure barrier varactor (see Fig. 16), or HBV, has dem-
onstrated excellent performance [93]. As they have a
symmetrical CV characteristic, these devices can greatly
simplify the circuit design by canceling even harmonics
and thus allowing higher harmonics, such as the 5th and
7th to be generated, which is achieved at the expense of
complex material processing. The HBV provides an addi-
tional degree of freedom over the varactor because it can
be tailored to handle high powers. Heating of the device
again can become a problem, so that integral heatsinks
and careful material engineering is required.

A Gunn or Transferred Electron Oscillator (TEO) de-
vice manufactured from new materials such as GaN has
been shown theoretically to offer high powers at frequen-
cies approaching 1 THz [94]. However, there are many
manufacturing and design issues to overcome before such
devices are realized.

3.1.5. Microwave Terahertz Technology: Integration
Technologies. An area that has advanced rapidly is that of
Terahertz circuit architecture. Deep lithographic techniques
developed for the MEMS industry now offer an alternative
to conventional machining of the low-loss waveguide cavi-
ties [95]. These techniques offer not only greatly reduced
cost but also allow more complex systems to be realized. An
example of such technology is shown in Fig. 17.

The image on the left shows the internal features of a
500 GHz subharmonic mixer. The image on the right gives
an idea of scale with the finger tips shown holding the

Figure 16. Close-up of an HBV device.
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complete mixer. The rectangular aperture is the LO input
waveguide, which is approximately 800 � 400 microns in
dimension; the signal waveguide is approximately half
this size. A recent trend for Terahertz components is to
remove as much of the dielectric material from the circuit
as possible, which not only provides lower loss but also
allows larger circuits to be implemented for the same fre-
quency without the corresponding increase in parasitics.
As the circuits have such little mass, it is usually possible
to integrate supporting leads into the microstrip or copla-
nar waveguide circuit [96]. This approach greatly aids as-
sembly, which can become challenging as the frequency
increases.

3.1.6. Microwave Terhertz Technology: Design Tools. In
the development of components and systems for high
millimeter and sub-millimeter waves, the design tools
have to cover both quasioptical and ‘‘microwave-like’’ com-
ponents. This frequency range falls in between the more
established domains of microwave and optical design, and
considerable debate still exists as to which of the many
electromagnetic analysis techniques and physical assump-
tions should be used for the correct design and analysis.
Also, considerable effort is placed on speeding up calcula-
tion of large structures using quasioptical techniques
while preserving accuracy.

Specific modelling efforts are needed for periodic struc-
tures [FSS, EBG, left-handed materials (LHM)] and sub-
millimeter components like wiregrids and polarizers. More
importantly, however, specific problems exist associated
with modeling the complex interactions of these compo-
nents and little measured data exist to date. To address
this deficiency, validation becomes of prime importance.

A similar problem exists in the modeling of active de-
vices. Linear and nonlinear simulation methods for active
circuits and MMICs are fairly well established at micro-
wave frequencies. Accurate modeling becomes more diffi-
cult with increasing frequency, and the upper frequency
limit, where models can be validated, is determined by the
available measurement equipment, currently 110 GHz or
less. Development of MMICs for frequencies above
110 GHz will require considerable modeling efforts, not
only with active devices, but also in constructing and val-
idating the models for passive components, including
transmission lines and their discontinuities.

The need for accurate design tools grows with the level
of integration. The change from whiskered devices to pla-

nar discrete components creates a ‘‘generation gap,’’ as the
change is more fundamental than simply replacing one
component with another, and requires a change in the
whole design process. A similar gap is encountered in
the change from hybrid structures (that use discrete com-
ponents) to monolithic circuits. Bridging the gap and tak-
ing full benefit of the potentials of a new technology
requires that the CAD tools develop at a similar pace.
For example, circuits at high mm and sub-mm wave
frequencies have traditionally suffered from relatively
narrow bandwidth, because of the largely empirical de-
sign and tuning approach used in their development.
Monolithic structures allow broad-band, ‘‘tuner-less’’
operation, but only if a CAD tool is available that can an-
alyze the complete structure, and if the models are valid
and sufficiently accurate. A number of commercially avail-
able finite element simulation tools are presently on the
market, and comparison between simulations and mea-
surements have shown them to have some degree of ac-
curacy providing the exact geometry is known along with
the material properties being simulated. As more and
more complex Terahertz systems are required, such tools
will naturally evolve to fill the need.

3.2. Photonic Terahertz Technologies

Photonic Terahertz technologies have emerged since the
late 1980s and are currently the most adaptable and
broad-band-based approach to develop active Terahertz
systems. The ample capabilities of photonic Terahertz
technologies have resulted in a rapid proliferation of this
technique from a handful of laser experts to a wide variety
of researchers in various disciplines and to the emergence
of first commercial systems based on these technologies.
Several dedicated overviews have been published on pho-
tonic Terahertz technologies [44,97,98] so that only a very
condensed summary of this approach is presented here.
Although microwave Terahertz technologies clearly
evolved from space application oriented device develop-
ments (for an overview, see [99]), photonic Terahertz tech-
nologies emerged independently as a research tool for the
spectroscopic investigation of materials, trying to extend
the analytic observation window of existing techniques
like Fourier-Transform Infrared (FTIR) spectroscopy to
longer and longer wavelengths. At the same time, an im-
portant motivator for these developments was the wish to

Figure 17. A 500 GHz micromachined sub-
harmonic mixer.
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provide broad-band photonic-based analytical tools for
high-frequency electronic developments.

To date, most photonic Terahertz technologies are
based on impulsive optical approaches for the generation
and detection of electromagnetic radiation in the Tera-
hertz frequency range (see Fig. 18). The general idea of
this ‘‘time-domain THz spectroscopy’’ was to make use of
ultrafast laser pulses, with a duration of typically less
than 100 femtoseconds (1 fs¼10�15 s), to enable the opto-
electronic activation of emitters and detectors of radiation
for a brief moment in time. This concept hence allows
sensing or ‘‘scanning’’ the real-time evolution of Terahertz
waves by delaying the time-point of the detection event
relative to that of the emission, which is easily done by
delaying the respective optical laser pulses. This approach
facilitates the implementation of coherent (phase-sensitive)
detection schemes, which is relevant in terms of noise re-
duction in order to automatically suppress the unwanted
thermal background radiation. Coherence also opens the
way to a full range of appealing possibilities, as direct
temporal or material thickness information can be derived
from measured Terahertz transients, and modern image
and object reconstruction algorithms can be implemented.

Two main principles (see Fig. 19) are currently used for
the optoelectronic impulsive generation or detection of
Terahertz waves. The first approach is based on using
photoconductive structures in semiconductors to generate
rapid current pulses to emit radiation or to sense Tera-
hertz fields. This concept was initially demonstrated in
[100] and allows generation of subpicosecond pulses of
radiation with a very broad spectrum and coherent detec-

tion by converting impinging field amplitudes to currents
at the time-point the detecting photoconductive structures
are activated by a second femtosecond laser. The second
concept is based on using nonlinear optical effects to mix
electromagnetic fields. This concept was initially derived
from Cerenkov radiation experiments and evolved to a
first sub-picosecond system [101]. Since these early days, a
significant improvement of these more or less ‘‘standard’’
femtosecond (fs) laser-based approaches has been
achieved. Although detection efficiency is excellent,
much research and improvement is dedicated to increase
the efficiency of the emission process (see, e.g., [102]).
Time-averaged power levels on the order of 40 mW and
1 mW are achieved by using appropriately conceived
photoconductive structures with standard fs lasers [103],
or amplified fs-laser systems, respectively [2]. Huge band-
widths have been demonstrated with exceptional achieve-
ments showing an emission and detection bandwidth
extending from a few hundred Gigahertz up to 120 THz
[103]. Broad-band analytic systems with a dynamic range
of 110 dB in 20 ms have been reported by Brodschelm et al.
[104], as well as systems with a 90 dB resolution [105].

Impulsive optical Terahertz technology has given rise
to numerous system developments. Specifically, it has al-
lowed the development of active Terahertz imaging sys-
tems [52], which have attracted great attention in diverse
application fields. Currently, this development has
reached a maturity that facilitates the increase in the
complexity of Terahertz imaging in diverse areas. Major
developments have been directed to enable 3-D spatially
resolved analysis [106], and to adapt more sophisticated
imaging concepts known from optical imaging, like near-
field imaging [107], dark-field imaging [7], microscopic
imaging [108] and synthetic phased arrays to increase
resolution [109].

Despite the attraction of the developed time-domain
Terahertz systems, significant developments have still to
be made before video-rate systems for everyday applica-
tions can be provided by photonic Terahertz technologies.
The essential problem of this approach is the high cost
and significant complexity of the underlying femtosecond
optical lasers that are used to drive these systems. Several
approaches are therefore studied to develop alternatives
to standard femtosecond laser-based systems. One evident
approach is to minimize the complexity of femtosecond la-
sers used to drive Terahertz systems. Such approaches are

Laser source
(100 fs)

THz-emitter
THz-detector

Time delay

THz
impulse

Figure 18. Scheme of the basic operation principle of an impul-
sive optical or time-domain Terahertz system.
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Figure 19. Schematic of a photoconductive Tera-
hertz emitter/detector structure consisting of a
dipole with an integrated metal-semiconductor-
metal contact (Auston switch), coplanar wave-
guides, and contact pads. The left part of the fig-
ure depicts a cross section of the Auston switch,
when the antenna is operated as a Terahertz
emitter.
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followed by industry and academia and are either directed
at fabricating more compact femtosecond laser systems, or
to increase the power output of fiber laser-based concepts.

Another photonic Terahertz technology alternative is to
mix two continuous wave (cw) lasers to generate narrow,
tunable Terahertz radiation. This approach adopted,
e.g., in [110], has reached a remarkable complexity by
demonstrating even cw-imaging systems (for an over-
view, see, e.g., [7]). It is highly attractive to follow this
cw-photomixing route, as this concept can be transferred
to use standard optical laser diodes, which have a high
performance at low costs. Nevertheless, complex stabili-
zation procedures of one laser wavelength with respect to
the other have to be implemented to maintain and tune
the generated and detected Terahertz radiation. Signifi-
cant room for improvement in this area still exists,
especially in view of the restricted power output of
photonic cw-Terahertz sources, as typically more than an
order of magnitude less power output is observed in com-
parison with pulsed sources. Improvements with regard to
improved heat dissipation and prevention of charge car-
rier accumulation by heterostructures appear promising.

Another field that has matured is the development of
optical parametric oscillators (OPOs) operating at Tera-
hertz frequencies. Here, the traditional problem is the sig-
nificant Terahertz absorption of adequate mixing crystals
and the difficulty of achieving phase matching over ex-
tended crystal lengths. Nevertheless, using nanosecond
high-power pulses at low repetition rates, OPOs with re-
markable characteristics have been demonstrated [111].
Using parametric oscillation of LiNbO3 crystals pumped
by Q-switched Nd:YAG lasers, widely tunable coherent
Terahertz sources in the range between 0.7 and 3 THz
with output power levels in the range of 0.9 nJ/pulse have
been realized.

A focus of attention in the recent past is the develop-
ment of solid-state Terahertz lasers based on quantum
cascade laser (QCL) approaches (Fig. 20). The initial dem-
onstration of a Terahertz QCL is very recent [112], never-
theless extraordinarily rapid improvements of this
technology have been achieved. The most recent progress

in this field is a 3.8 THz QCL working at a temperature of
137 K [113]. Such a high-temperature operation only 2
years after the first realization of Terahertz QCL was not
foreseen and gives substantial hope that operation close to
room temperature can be achieved. It is interesting to note
that the first photonic Terahertz detectors have been dem-
onstrated, inverting the operation regime of similar QCL
structures [114].

4. REQUIREMENTS FOR FUTURE APPLICATIONS

4.1. General Requirements of Future Space Applications

The first part of this section identifies the ‘‘market pull,’’
for (sub)millimeter-wave technologies, generated by the
future Earth observation and space science missions.

In the area of Earth observation, operational and at-
mospheric composition missions can be identified, with
different levels of certainty.

For the operational missions like Post-EUMETSAT
Polar System (Post-EPS) and Post-Meteosat Second
Generation (Post-MSG), it seems clear that continuity of
the observation data will be required, i.e., the new gener-
ation of instruments on polar orbit will cover at least the
same frequencies (up to approximately 200 GHz), with a
probable extension to higher frequencies.

The main function of current atmospheric sounders is
the measurement of the vertical profiles of temperature
and water vapor in the troposphere using multiple recei-
vers around the spectral lines of oxygen and water vapor.

Sub-millimeter-wave imagers up to 875 GHz are con-
sidered as a potential part of the payload of the follow-up
satellites. The main task of these instruments will be the
observation of clouds, in particular cirrus clouds, which
are one of the major unknowns in the radiative balance of
the Earth’s atmosphere.

Atmospheric sounders and imagers will require
low-noise instruments operating at multiple frequencies.
Increased resolution will lead to the need for low-mass
large-diameter reflector systems. The most important
change in receiver technology with respect to the first
generation sounders is that low-noise amplifiers and
MMICs will become available in the near future for fre-
quencies up to 220 GHz.

As low-noise amplifiers are not expected to be available
for sub-millimeter-wave frequencies in the near future,
heterodyne receivers will be needed. High-performance
Schottky mixers operating at or close to room temperature
and local oscillators (LO) are required.

Further requirements for sub-millimeter-wave instru-
ments originate from the need to better understand the
long-term climatological effects of the chemistry of the at-
mosphere. It seems likely that future Earth observation
missions will include instruments for measuring the var-
ious trace gases that have spectral lines at sub-mm-wave
frequencies up to 3.5 THz. Device technologies become
very critical in low-noise receivers for Terahertz frequen-
cies, especially in the LO generation.

With respect to space science, the most likely sub-mil-
limeter-wave missions are Post-Herschel and Post-Planck.
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Figure 20. Semiconductor heterostructure and electronic wave-
functions of the first electrically driven quantum cascade laser
operating in the Terahertz frequency range [111]. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)
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It can be expected that a follow-up mission to Planck will
occur, because of the key role the observations of Cosmic Mi-
crowave Background (CMB) has in increasing our under-
standing of the evolution of the universe. Such follow up
would require measurement of the polarization properties of
CMB radiation, requiring significant improvements in po-
larimetric antenna architectures and receivers, because of
the extremely low level of the polarized signals.

Herschel has been an important driver for the devel-
opment of sub-millimeter technologies for over 15 years,
both in Europe and in the United States. Significant
advances in superconducting device technologies (SIS,
HEB) have allowed the development of sensitive hetero-
dyne receivers for frequencies up to 1.9 THz. This
development work also allows identification of the LO
chain as the critical area where continuing efforts are es-
sential for any future mission involving sub-mm receivers.

American and European astronomers are presently
considering options for future Terahertz wavespace as-
tronomy missions. Extrapolating from the past and pre-
sent projects (space, airborne, and ground-based), and
taking into account the still missing areas in observing
capabilities (spectral, spatial, and imaging), several model
missions have been proposed. Submillimeter-wave polar-
imetry, interferometry, and imaging systems will be re-
viewed for their scientific merits, feasibility status, and
technical development needs in the frame of post-Planck
and Post-Herschel.

The identified technology needs of future missions, and
the foreseen missions themselves, are often extrapolations
of the existing status, and thus represent ‘‘incremental’’
improvements. It is also important to follow the emer-
gence of new breakthrough technologies (technology
push), which may allow completely new solutions. Some
candidates for such technologies, ranging from system-
level solutions down to novel devices, are listed in the fol-
lowing:

– Interferometry allows resolution essentially
better than that achievable by a single aperture.
A commendable long-range goal is to achieve
Hubble Space Telescope-class resolution in the sub-
millimeter-wave range, which would require an
imaging interferometer with at least 1 km maximum
baseline.

– Imaging arrays are of great interest for space
astronomy and for atmospheric research. In astronomy,
most of the spectral line emitting regions are usually
spatially extended over many observing beams in the
sky, and mapping is required to astrophysically under-
stand the regions under study. In atmospheric research,
multiple beams would allow push-broom measure-
ments, e.g., in-limb scanning experiments.

– Large arrays of superconducting bolometers (100�
100 pixels).

– Improve LO power to sufficiently drive mixers.

– Novel artificial materials (EBG, metamaterials) are
emerging, and initial studies have shown very prom-
ising results. EBG and LHM technology offers prom-
ising alternatives to overcome the limitations of the

current technology, and it is envisaged that many
new structures will evolve.

– Micro-System Technologies and specifically RF MEMS
will allow developing innovative functional concepts to
demonstrate adjustability and tunability, which may
represent a fundamental change in the way systems are
being designed today when the design itself (and the
technology) will probably allow compensation for design
and fabrication process inaccuracy by the addition of
MEMS devices to optimize the structure geometry and
therefore its parameters.

4.2. Everyday Applications

In analogy to space applications, also for the everyday use
of Terahertz technology, a ‘‘market pull’’ and ‘‘technology
push’’ situation is observed.

Starting with the ‘‘market pull’’ emphasis on the appli-
cation areas identified is given by the intrinsic benefits of
Terahertz radiation. Interest is high, especially for imag-
ing and sensing applications in niches where traditional
analytic methods have difficulties, although no broad mar-
ket exists to date. Some of the Terahertz sensing and
imaging applications identified by exploratory work are:

– Gas sensing for environmental sensing or combus-
tion/plasma process control [115,116].

– Material characterization, for example, analysis of
dielectrics, semiconductors, metals, and – more exotic
materials like superconductors [45,47].

– Biomolecular sensing chips for biotechnology and
pharmaceutical research [36,37].

– Monitoring chemical content or composition, e.g.,
during medicament production [39].

– Process monitoring and quality control, e.g., for steel
manufacturing [117].

– Imaging through packages or clothes for security is-
sues and drug detection [11].

– Medical imaging, e.g., for early carcinoma detection
[28].

– Cellular level imaging, e.g., for analysis of metabolic
processes [108].

– Nonionizing dental imaging [29].

– Tomographic imaging, surface reconstruction
[10,118].

In general, the fields where Terahertz technology has gen-
erated interests are very wide. However, it must be em-
phasized that many of these applications are currently
still at the proof of principle stage and that they still have
to meet market-relevant criteria such as cost, reliability,
integration, etc., before a broad market penetration can be
expected. In contrast to space applications, where Tera-
hertz techniques are regularly used and it is widely ac-
cepted that most future scientific breakthroughs in
astronomy will stem from Terahertz missions, Terahertz
technology for everyday applications has still to meet
technological issues before wider acceptance is achieved.
Therefore, the ‘‘technology push’’ for everyday applica-
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tions is not only a way to optimize or expand solutions, as
is the case for space missions. For everyday applications it
is imperative and obligatory to enhance the performance,
lower the cost, and increase the integration of existing
Terahertz technologies to meet the broad market expecta-
tions. Areas where crucial technological improvement is
expected and required are:

– Compact and efficient Terahertz sources, like quan-
tum cascade Terahertz lasers and quantum optoelec-
tronic cw sources. Here efficiency increase has a two-
fold positive implication: Higher efficiency enables
the higher output powers that are required for fast
high-throughput imaging and sensing solutions.
Higher efficiency also enables more compact pump
lasers or electronics, which reduce the cost and size of
systems solutions.

– Room temperature sensitive detectors are necessary
to cope with compact and cost efficient solutions in
everyday applications.

– Detection arrays are decisive to enable fast imaging
systems in various fields like security scanning, med-
ical imaging, etc.

– Terahertz sensors and sensing elements, e.g., for bio-
molecular detection, are scarcely available, but nec-
essary in order to realize integrated sensing systems
like biochips.

Fundamental system integration technologies need im-
provement. Here, a close connection to the achieved ad-
vances and future expectations of space Terahertz
technologies is given, including e.g., interest in emerging
artificial materials (EBG, LHM) or the implementation of
RF-MEMS.

At the system level, engineering improvements and
data acquisition and processing improvements are desired
to enable high-throughput sensing and imaging systems.
For this purpose also, efficient parallel detection concepts
seem promising.

5. SUMMARY/FUTURE

The Terahertz gap appears close to being bridged, which
has come about through combined effort from both sides,
the photonic side coming down in frequency and the micro-
waves side going up. There is now little to stop Terahertz
technology reaching the commercial sector. Many of the key
technology requirements are now in place. High-sensitivity
detectors exist in both cooled and room temperature form.
The mass manufacturability fabrication technology is in
place and the design tools necessary for more complex sys-
tem integration are becoming commercially available. The
main missing element is a convenient source of Terahertz
power. Cooled lasers have been demonstrated and room
temperature solid-state sources have been demonstrated to
1.4 THz, but relatively low powers have been achieved. To
some extent, further progress may be realized by scaling up
existing technology, but a quantum breakthrough is re-
quired before a practical solid-state Terahertz source is re-
alized. The importance of this final step cannot be

understated, the arrival of the Gunn oscillator into the mi-
crowave allowed the rapid commercialization of the many
applications, and such a simple solution for the Terahertz
region would have a similar effect.
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112. R. Köhler, A. Tredicucci, F. Beltram, H. Beere, E. LinField,
A. Davies, D. Ritchie, R. lotti, and F. Rossi, Terahertz
semiconductor-heterostructure laser, Nature, 417:(6885):
156–159 (2002).

113. B. S. Williams, S. Kumar, H. Callebaut, Q. Hu, and J. L.
Reno, THz quantum-cascade laser operating up to 137 K,
Appl. Phys. Lett. 83:5142 (2003).

114. M. Graf, G. Scalari, D. Hofstetter, J. Faist, H. Beere,
E. Linfield, D. Ritchie, and G. Davies, Terahertz range quan-
tum well infrared photodetector, Appl. Phys. Lett., 84(4):475
(2004).

115. D. M. Mittleman, R. H. Jacobsen, and M. C. Nuss, IT-ray
imaging, IEEE J. Sel. Top. Quan. Electron., 2:679 (1996).

116. M. van Exter and D. R. Grischkowsky, IEEE Trans. Micro-
wave Th. Tech., 38:1684 (1990).
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1. TRENDS AND NEEDS IN THERMAL MANAGEMENT

1.1. Thermal Packaging Roadmaps

The challenges posed by high chip heat fluxes and ever
more stringent performance and reliability constraints
make thermal management a key enabling technology
in the development of microelectronic systems for the
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twenty-first century. Thus, thermal packaging efforts
must be performed in the context of the salient trends
and parameters that characterize the IC technology and
the electronic products industry.

Recent road-mapping efforts, including the Semicon-
ductor Industry Association’s (SIAs) National Technology
Roadmap for Semiconductors [1] and NEMI’s National
Electronics Manufacturing Technology Roadmap [2], have
affirmed the expectation that improvements in CMOS
semiconductor technology will continue unabated into
the early part of the twenty-first century. Exploiting the
potential of this IC technology, with the attendant in-
crease in chip size, switching speed, and transistor densi-
ty, will necessitate significant improvements in packaging
technology. Furthermore, under the influence of growing
product complexity, packaging is evolving from an IC tech-
nology enabler to a primary electronic product/system dif-
ferentiator. Consequently, future packaging technology
may well be driven primarily by market application re-
quirements, with reduced cost per function providing the
major technology development and execution challenges.

The SIA and NEMI roadmaps recognize the six catego-
ries of market applications listed in Table 1. Together these
categories encompass the majority of the product stream of
the semiconductor industry. It is anticipated that system
costs will remain fixed in each of these categories, despite
ever increasing functionality. It is also assumed that pow-
er, voltage, operating, and chip junction temperatures, as
well as package thickness, will be determined by market
requirements, whereas all other needs are derived from
scaling laws or physics-based extrapolations.

Table 2 summarizes the range expected to prevail in
the salient IC device characteristics, across the six cate-
gories. As may be seen in Table 2, by the year 2006, at the
leading edge, chip frequency is expected to reach
1250 MHz with a chip size of 900 mm2 and a chip power
140 W. In assessing the technology needed for each of
these categories, emphasis was placed on the revenue
‘‘center-of-gravity.’’

Based on these considerations, the NEMI Packaging
Working Group determined that the following research
and development issues needed to be addressed:

Arriving innovation with aggressive cost-reduction tar-
gets, for all but the Cost-Performance segment

Achieving the breakthroughs needed for 0.2 mm chip
thinning and handling

EMI and noise margin management, for high-speed,
low-voltage applications

Integration of design, chip fabrication, assembly and
packaging, and test technologies beyond 2001

Anticipation of an accelerating shift from peripheral to
area array chip interconnects

The NEMI Working Groups also concluded that signif-
icant improvements in thermal management are required
to support power–cost targets and that automotive needs
(Tj41851C) will require new quality and reliability tech-
niques and packaging.

It may thus be seen that the challenges posed by high
chip heat fluxes and ever more stringent performance and
reliability constraints make thermal management one of
the key enabling technologies for microelectronic systems
in the twenty-first century. Focusing more specifically on
cooling needs, the NEMI Working Groups proposed the
following topology for thermal packaging technology:

Commodity products—natural convection

Handheld products—natural convection with heat
spreaders

Cost and performance products—forced convection
with heatsinks

High-performance products—forced convection, aggre-
ssive heatsinking, heat pipes, impingement cooling,
and liquid cooling

1.2. Thermal packaging options

When the heat flux is dissipated by an electronic compo-
nent, device, or assembly and the local ambient tempera-
tures are known and the allowable temperature is
specified, the equations of the following sections can be
used to determine which heat transfer process or combi-
nation of processes (if any) can be employed to meet the
desired performance goals. Figure 1 shows the variation of

Table 1. SIA/NEMI Roadmap Product Categories

Product Description

Low cost— o$300 Commodity consumer products, disk drives, displays, and microcontrollers}
Hand held— o$1000 Battery-powered products, PDAs, and cellular telephones
Cost/performance—o$3000 Notebooks, desktop computers, and telecommunications
High performance— 4$3000 High-end workstations, servers, and supercomputers
Harsh environments Under-the-hood automotive, mining, and resource exploration
Memory DRAMs and SRAMs

Table 2. SIA National Technology Roadmap—Parameter
Range for 2006

Parameter Value

Chip frequency 300 to 1250 MHz
Chip size 75 to 900 mm2

Package inputs/outputs 400 to 2200
Chip power 1 to 28 to 140 W
Junction temperature 100 to 1951C
Ambient temperature 45 to 1701C
Voltage 0.90 to 3.30 V

Source: Semiconductor Industry Association [1].
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attainable temperature differences with surface heat flux
for a variety of heat transfer modes and coolant fluids.

Examination of Fig. 1 reveals that for a typical allow-
able temperature difference of 601C between the compo-
nent surface and the ambient, natural cooling in air,
relying on both free convection and radiation, is effective
only for heat fluxes below approximately 0.05 W/cm2. Al-
though forced convection cooling in air offers approximate-
ly an order-of-magnitude improvement in the heat
transfer coefficient, this thermal configuration is unlikely
to provide heat removal capability in excess of 1 W/cm2

even at an allowable temperature difference of 1001C.
To facilitate the transfer of moderate and high heat

fluxes from component surfaces, the thermal designer
must choose between the use of finned air-cooled heatsinks
and direct or indirect liquid cooling. Finned arrays and so-
phisticated techniques for improving convective heat
transfer coefficients can extend the effectiveness of air cool-
ing to progressively higher component heat fluxes but of-
ten at ever-increasing weight, cost, and volume penalties.
Alternatively, reliance on heat transfer to liquids flowing
at high velocity through so-called cold plates can offer a
dramatic improvement in the transferrable heat flux even
at temperature differences as low as 101C, when the con-
duction resistance in the cold plate wall is negligible.

A similarly high heat flux capability is offered by boil-
ing heat transfer to fluorochemical liquids. The high di-
electric properties of these liquids make it possible to
immerse most components. This direct liquid contact al-
lows the removal of component heat fluxes in excess of
10 W/cm2 with saturated pool boiling at temperature dif-
ferences typically less than 201C. Immersion cooling can
also offer significant advantages and, as seen in Fig. 1 [3],

serves to bridge the gap between direct air cooling and
cold plate technology.

Unfortunately, when addressed within stringent cost
targets, the cooling requirements of twenty-first century
microelectronic components cannot be met by today’s ther-
mal packaging technology. Rather, ways must be sought to
improve on currently available technology, to leverage and
combine the best features of existing thermal packaging
hardware, and to introduce unconventional, perhaps even
radical, thermal solutions into the electronic product fam-
ily. In so doing, attention must be devoted to three primary
issues:

1. Highly Effective Air Cooling. Removing dissipated
power from one or several advanced chips within
minimal volumes and with low air-side pressure
drops.

2. Heat Spreading. Transporting heat from a relatively
small area contiguous with the chip to a relatively
large heatsink or cold plate base.

3. Interfacial Heat Transfer. Thermal resistances be-
tween the chip and the next level of thermal pack-
aging.

Attention now turns to a detailed discussion of basic heat
transfer and the determination of the various types of ther-
mal resistances often encountered in electronic equipment.

2. THERMAL MODELING

To determine the temperature differences encountered in
the flow of heat within electronic systems, it is necessary
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Figure 1. Temperature differences attainable
as a function of heat flux for various heat trans-
fer modes and various coolant fluids [3].
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to recognize the relevant heat transfer mechanisms and
their governing relations. In a typical system, heat re-
moval from the active regions of the microcircuit(s) or
chip(s) may require the use of several mechanisms, some
operating in series and others in parallel, to transport the
generated heat to the coolant or ultimate heatsink. Prac-
titioners of the thermal arts and sciences generally deal
with four basic thermal transport modes: conduction, con-
vection, phase change, and radiation.

2.1. Conduction Heat Transfer

2.1.1. One-dimensional Conduction. Steady thermal
transport through solids is governed by the Fourier equa-
tion, which, in one-dimensional form, is expressible as

q¼ � kA
dT

dx
ð1Þ

where q is the heat flow, k is the thermal conductivity of
the medium, A is the cross-sectional area for the heat-flow,
and dT/dx is the temperature gradient. As depicted in
Fig. 2 [4], heat-flow produced by a negative temperature
gradient is considered positive. This convention requires
the insertion of the minus sign in Eq. (1) to assure a pos-
itive heat flow, q. The temperature difference resulting
from the steady-state diffusion of heat is thus related to
the thermal conductivity of the material, the cross-sec-
tional area, and the path length, L, according to

ðT1 � T2Þcd¼q
L

kA
ð2Þ

The form of Eq. (2) suggests that, by analogy to Ohm’s Law
governing electric current flow through a resistance, it
is possible to define a thermal resistance for conduction,
Rcd, as

Rcd �
ðT1 � T2Þ

q
¼

L

kA

2.1.2. One-Dimensional Conduction with Internal Heat
Generation. Situations in which a solid experiences inter-
nal heat generation, such as that produced by the flow of
an electric current, give rise to more complex governing
equations and require greater care in obtaining the ap-
propriate temperature differences. The axial temperature
variation in a slim, internally heated conductor subjected
to a constant and uniform internal heat generation and
whose edges (ends) are held at a temperature T0, is found
to equal

T¼T0þ qg
L2

2k

x

L

� �
�

x

L

� �2
	 


When the volumetric heat generation rate, qg, in watts per
cubic meter, is uniform throughout, the peak temperature
is developed at the center of the solid and is given by

Tmax¼T0þ qg
L2

8k

Alternatively, because qg is the volumetric heat genera-
tion, qg¼ q/LWd, the center-edge temperature difference
can be expressed as

Tmax � T0¼ q
L2

8kLWd
¼ q

L

8kA
ð3Þ

where the cross-sectional area, A, is the product of the
width, W, and the thickness, d. An examination of Eq. (3)
reveals that the thermal resistance of a conductor with a
distributed heat input is only one quarter that of a struc-
ture in which all of the heat is generated at the center.

In the design of airborne electronic systems and equip-
ment to be operated in a corrosive or damaging environ-
ment, it is often necessary to conduct the heat dissipated
by the components down into the substrate or printed cir-
cuit board (PCB) and, as shown in Fig. 3, across the sub-
strate–PCB to a cold plate or sealed heat exchanger. For a
symmetrically cooled substrate–PCB with approximately
uniform heat dissipation on the surface, a first estimate of
the peak temperature at the center of the board can be
obtained by use of Eq. (3).

This relation can be used effectively in the determina-
tion of the temperatures experienced by conductively
cooled substrates and conventional PCBs, as well as
PCB’s with copper lattices on the surface, metal cores, or
heatsink plates in the center. In each case, it is necessary
to evaluate or obtain the effective thermal conductivity of
the conducting layer. As an example, consider an alumina
substrate, 0.20 m long, 0.15 m wide, and 0.005 m thick
with a thermal conductivity of 20 W/mK, whose edges are
cooled to 351C by a cold plate. Assuming that the substrate
is populated by 30 components, each dissipating 1 W, the
substrate center temperature will equal 851C when calcu-
lated using Eq. (3).

2.1.3. Spreading Resistance. In chip packages that pro-
vide for lateral spreading of the heat generated in the
chip, the increasing cross-sectional area for heat flow at

T1

T2

x2

L

x1

q

k

Figure 2. One-dimensional conduction through a slab [4].
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successive layers below the chip reduces the internal ther-
mal resistance. Unfortunately, however, there is an addi-
tional resistance associated with this lateral flow of heat.
This, of course, must be taken into account in the determi-
nation of the overall chip package temperature difference.

For the circular and square geometries common in mi-
croelectronic applications, Negus et al. [5] provided an en-
gineering approximation for the spreading resistance for a
small heatsource on a thick substrate or heat spreader
(required to be three to five times thicker than the square
root of the heatsource area) can be expressed as

Rsp¼
0:475� 0:62eþ 0:13e2

k
ffiffiffiffiffiffi
Ac

p ð4Þ

where e is the ratio of the heatsource area to the substrate
area, k is the thermal conductivity of the substrate, and Ac

is the area of the heatsource.
For relatively thin layers on thicker substrates, such

as encountered in the use of thin lead frames, or heat
spreaders interposed between the chip and substrate,
Eq. (4) cannot provide an acceptable prediction of Rsp.
Instead, use can be made of the numerical results plotted
in Fig. 4 to obtain the requisite value of the spreading
resistance.

2.1.4. Interface and Contact Resistance. Heat transfer
across the interface between two solids is generally
accompanied by a measurable temperature difference,
which can be ascribed to a contact or interface thermal
resistance. For perfectly adhering solids, geometrical
differences in the crystal structure (lattice mismatch)
can impede the flow of phonons and electrons across
the interface, but this resistance is generally negligible
in engineering design. When dealing with real interfaces,
the asperities present on each of the surfaces, as shown
in an artist’s conception in Fig. 5, limit actual contact
between the two solids to a very small fraction of the ap-
parent interface area. The flow of heat across the gap
between two solids in nominal contact is, thus, seen
to involve solid conduction in the areas of actual
contact and fluid conduction across the open spaces.
Radiation across the gap is of increasing importance for
elevated surface temperatures and in a vacuum environ-
ment when convective and conductive mechanisms are
suppressed.

The total contact conductance, hco, is taken as the sum
of the solid-to-solid conductance, hc, and the gap conduc-
tance, hg

hco¼hcþhg ð5Þ

Air
flow

Air
flow

q q q
q

q q q

Chip packages

PCB laminate

Metal core

Figure 3. Edge-cooled printed circuit board populated with components [4].
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and the contact resistance based on the apparent contact
area, Aa may be defined as

Rco �
1

hcoAa
ð6Þ

In Eq. (5), hc is given by Yovanovich and Antonetti [6] as

hc¼1:25ks
m

s

� � P

H

� �0:95

ð7Þ

where P is the contact pressure and H is the microhard-
ness of the softer material (both in Pa), ks is the harmonic
mean thermal conductivity for the two solids with thermal
conductivities, k1 and k2,

ks¼
2k1k2

k1þ k2

s is the effective rms surface roughness developed from
the surface roughnesses of the two materials, s1 and s2,

s¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2

1þ s2
2

q

and m is the effective absolute surface slope composed of
the individual slopes of the two materials, m1 and m2,

m¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2

1þm2
2

q

In the absence of detailed information, the s/m ratio can
be taken equal to 5–9 mm for relatively smooth surfaces [7].

For normal interstitial gases near atmospheric pres-
sure, hg in Eq. (5) is given by

hg¼
kg

Y
ð8Þ

where kg is the thermal conductivity of the gap fluid and Y
is the distance between the mean planes given by

Y ¼ 1:185 �ln 3:132
P

H

� �	 
0:547

s

Equations (7) and (8) can be added and, in accordance with
Eq. (6), the total contact resistance becomes

Rco¼ 1:25ks
m

s

� � P

H

� �0:95

þ
kg

Y

" #
Aa

( )�1

ð9Þ

2.1.5. Transient Heating or Cooling. An internally heated
solid, of relatively high thermal conductivity, which is ex-
periencing no external cooling, will undergo a constant rise
in temperature according to

dT

dx
¼

q

mc
ð10Þ

where q is the rate of internal heat generation, m is the
mass of the solid, and c is the specific heat of the solid.
Equation (10) assumes that all of the mass can be repre-
sented by a single temperature, and this relation is fre-
quently termed the lumped capacity solution for transient
heating.

Expanding on the analogy between thermal and elec-
tric resistances, the product of mass and specific heat can
be viewed as analagous to electric capacitance and thus to
consitute the thermal capacitance.

When the same solid is externally cooled, the temper-
ature rises asymptotically toward the steady-state tem-
perature, which is itself determined by the external
resistance to the heat flow, Rex. Consequently, the time
variation of the temperature of the solid is expressible as

TðtÞ ¼Tðt� 0Þþ qRex½1� e�t=mcRex �

The lumped capacitance model is accurate when the ratio
of the internal conduction resistance of a solid to the
external thermal resistance is small. This ratio is repre-
sented by the Biot number (Bi), and the criterion for
applicability of the lumped capacitance model is typically
given as

Bi¼
hLc

k
o0:1

where the characteristic length, Lc, is typically defined
as the ratio of the solid’s volume to its surface area.
More generally, Lc should be taken as the distance over

Intimate contact

�

Gap filled with fluid with
thermal conductivity kg

Figure 5. Physical contact between two nonideal surfaces [4].
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which the solid experiences its maximum temperature
difference [8].

2.2. Convective Heat Transfer

2.2.1. The Heat Transfer Coefficient. Convective ther-
mal transport from a surface to a fluid in motion can be
related to the heat transfer coefficient, h, the surface-to-
fluid temperature difference, and the wetted surface area,
S, in the form

q¼hSðTs � TflÞ ð11Þ

The differences among convection to a rapidly moving
fluid, a slowly flowing or stagnant fluid, and variations
in the convective heat transfer rate for various fluids
are reflected in the values of h. For a particular geometry
and flow regime, h may be found from available empirical
correlations and/or theoretical relations. Use of
Eq. (11) makes it possible to define the convective ther-
mal resistance as

Rcv �
1

hS

2.2.2. Dimensionless Parameters. Common dimension-
less quantities that are used in the correlation of heat
transfer data are the Nusselt number, Nu, which relates
the convective heat transfer coefficient to the conduction
in the fluid where the subscript, fl, pertains to a fluid
property,

Nu �
h

kfl=L
¼

hL

kfl

the Prandtl number, Pr, which is a fluid property param-
eter relating the diffusion of momentum to the conduction
of heat,

Pr �
cpm
kfl

the Grashof number, Gr, which accounts for the buoyancy
effect produced by the volumetric expansion of the fluid,

Gr �
r2bgL3DT

m2

and the Reynolds number, Re, which relates the momen-
tum in the flow to the viscous dissipation,

Re �
rVL

m

2.2.3. Natural Convection. Despite increasing perfor-
mance demands and advances in thermal management
technology, direct air-cooling of electronic equipments
continues to command substantial attention. Natural con-
vection is the quietest, least expensive, and most reliable

implementation of direct fluid cooling. In more demanding
systems, natural convection cooling with air is often in-
vestigated as a baseline design to justify the application of
more sophisticated techniques.

In natural convection, fluid motion is induced by den-
sity differences resulting from temperature gradients in
the fluid. The heat transfer coefficient for this regime can
be related to the buoyancy and the thermal properties of
the fluid through the Rayleigh number, Ra, which is the
product of the Grashof and Prandtl numbers,

Ra¼
r2bgcp

mkf l
L3DT

where the fluid properties, r, b, cp, m, and k, are evaluated
at the fluid bulk temperature, and DT is the temperature
difference between the surface and the fluid.

Empirical correlations for the natural convection heat
transfer coefficient generally take the form

Nu � CðRaÞn

where n is found to be approximately 0.25 for
103oRao109, representing laminar flow, 0.33 for
109oRao1012, the region associated with the transition
to turbulent flow, and 0.4 for Ra41012, when strong tur-
bulent flow prevails. The precise value of the correlating
coefficient, C, depends on fluid, the geometry of the sur-
face, and the Rayleigh number range. Nevertheless, for
common plate, cylinder, and sphere configurations, it has
been found to vary in the relatively narrow range of 0.45
to 0.65 for laminar flow and 0.11 to 0.15 for turbulent flow
past the heated surface [3].

2.2.4. Vertical Channels. Vertical channels formed by
parallel PCBs or longitudinal fins are a frequently en-
countered configuration in natural convection cooling of
electronic equipment. The historical work of Elenbaas [9],
a milestone of experimental results and empirical corre-
lations, was the first to document a detailed study of nat-
ural convection in smooth, isothermal parallel plate
channels. In subsequent years, this work was confirmed
and expanded both experimentally and numerically by a
number of researchers, including Bodia and Osterle [10],
Sobel et al. [11], Aung [12], Aung et al. [13], Miyatake and
Fujii [14], and Miyatake et al. [15].

These studies have revealed that the value of the
Nusselt number lies between two extremes associated
with the separation between the plates or the channel
width. For wide spacing, the plates appear to have little
influence on one another and the Nusselt number in
this case achieves its isolated plate limit. On the other
hand, for closely spaced plates or for relatively long
channels, the fluid attains its fully developed value
and the Nusselt number reaches its fully developed limit.
Intermediate values of the Nusselt number can be
obtained from a composite expression for smoothly
varying processes and have been verified by the detailed
experimental and numerical studies of BarCohen and
Rohsenow [16].
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For an isothermal channel, at the fully developed limit,
the Nusselt number takes the form

Nu¼
El

C1A
ð12Þ

where El is the Elenbaas number, defined as

El �
cpr2gbðTw � TambÞH

4

mkl

where H is the channel spacing, l is the channel length,
and ðTw � TambÞ is the temperature difference between the
channel wall and the ambient, or channel, inlet. For an
asymmetric channel, or one in which one wall is heated
and the other is insulated, the appropriate value of Cl is
12, whereas for a symmetrically heated channel, C1¼ 24.

For an isoflux channel, at the fully developed limit, the
Nusselt number has been shown to take the form

Nu¼

ffiffiffiffiffiffiffi
El0

C1

s

ð13Þ

where the modified Elenbaas number, El0, is defined as

El0 �
cpr2gbq00H5

mK2l

where q0 0 is the heat flux leaving the channel wall(s).
When this Nusselt number is based on the maximum wall
temperature (x¼ l), the appropriate values of C1 are 24
and 48 for the asymmetric and symmetric cases, respec-
tively. When based on the midheight (x¼ l/2) wall tem-
perature, the asymmetric and symmetric C1 values are 6
and 12, respectively.

In the limit where the channel spacing is very large,
the opposing channel walls do not influence each other ei-
ther hydrodynamically or thermally. This situation may
be accurately modeled as heat transfer from an isolated
vertical surface in an infinite medium. Natural convection
from an isothermal plate can be expressed as

Nu¼C2El1=4 ð14Þ

where McAdams [17] suggests a C2 value of 0.59. Natural
convection from an isoflux plate is typically expressed as

Nu¼C2El1=5 ð15Þ

with a leading coefficient of 0.631 when the Nusselt num-
ber is based on the maximum (x¼ l) wall temperature and
0.73 when the Nusselt number is based on the midheight
(x¼ l/2) wall temperature.

2.2.5. Composite Equations. When a function is expect-
ed to vary smoothly between two limiting expressions,
which are themselves well defined, and when intermedi-
ate values are difficult to obtain, an approximate compos-
ite relation can be obtained by appropriately summing the

two limiting expressions. Using the Churchill and Usagi
[18] method, BarCohen and Rohsenow [19] developed com-
posite Nusselt number relations for natural convection in
parallel plate channels of the form

Nu¼ ½ðNufdÞ
�n
þðNuipÞ

�n
��1=n ð16Þ

where Nufd and Nuip are Nusselt numbers for the
fully developed and isolated plate limits, respectively.
The correlating exponent n was given a value of 2 to
offer good agreement with Elenbaas’s [9] experimental
results.

For an isothermal channel, combining Eqs. (12) and
(14) yields a composite relation of the form

Nucomp¼
C3

El2
þ

C4ffiffiffiffiffi
El
p

	 
�1=2

ð17Þ

whereas for an isoflux channel, Eqs. (13) and (15) yield a
result of the form

Nucomp¼
C3

El0
þ

C4

El02=5

	 
�1=2

ð18Þ

Values of the coefficients C3 and C4 appropriate to various
cases of interest appear in Table 3.

In electronic cooling applications where volumetric con-
cerns are not an issue, it is desirable to space the PCBs far
enough apart that the isolated plate Nusselt number pre-
vails along the surface. In lieu of choosing an infinite plate
spacing, the composite Nusselt number may be set equal
to 99%, or some other high fraction, of its associated iso-
lated plate value. The composite Nusselt number relation
may then be solved for the appropriate channel spacing.

For an isothermal channel, the channel spacing that
maximizes the rate of heat transfer from individual PCBs
takes the form

Hmax¼
C5

P1=4
ð19Þ

where

P¼
cpr2gbðTw � TambÞ

mkl
¼

El

H4

whereas for an isoflux channel, the channel spacing that
minimizes the PCB temperature for a given heat flux
takes the form

Hmax¼
C5

R1=5
ð20Þ

where

R¼
cpr2gbq00

mk2l
¼

El0

H5

Values of the coefficient C5 appropriate to various cases of
interest appear in Table 3.
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2.2.6. Optimum Spacing. In addition to being used to
predict heat transfer coefficients, the composite relations
presented may be used in optimizing the spacing between
PCBs. For isothermal arrays, the optimum spacing max-
imizes the total heat transfer from a given base area or the
volume assigned to an array of PCBs. In the case of isoflux
parallel plate arrays, the total array heat transfer for a
given base area may be maximized by increasing the num-
ber of plates indefinitely. Thus, it is more practical to de-
fine the optimum channel spacing for an array of isoflux
plates as that spacing that will yield the maximum volu-
metric heat dissipation rate per unit temperature differ-
ence. Despite this distinction, the optimum spacing is
found in the same manner.

The total heat transfer rate from an array of vertical,
single-sided plates can be written as

QT

lsWkDT
¼

Nu

HðHþdÞ

� �
ð21Þ

where the number of plates, m¼W=ðHþdÞ, d is the plate
thickness, W is the width of the entire array, and s is the
depth of the channel. The optimum spacing may be found
by substituting the appropriate composite Nusselt num-
ber equation into Eq. (21), taking the derivative of the re-
sulting expression with respect to H, and setting the
result equal to zero. Use of the isothermal composite
Nusselt number of Eq. (21) yields a relation of the form

ð2bþ 3d� C6P3=2b7Þopt¼ 0 ð22Þ

or

bopt¼
C7

P1=4
ð23Þ

when d, the PCB thickness, is negligible. Use of an isoflux
composite Nusselt number yields

ðbþ 3d� C6R3=5b4Þopt¼ 0 ð24Þ

or

bopt¼
C7

R1=5
ðd¼ 0Þ ð25Þ

Values of the coefficients C6 and C7 appropriate to various
cases of interest appear in Table 3.

2.2.7. Limitations. These smooth plate relations have
proven useful in a wide variety of applications and have
been shown to yield very good agreement with measured
empirical results for heat transfer from arrays of PCBs.
However, when applied to closely spaced PCBs, these
equations tend to underpredict heat transfer in the chan-
nel because of the presence of between-package wall flow
and the nonsmooth nature of the channel surfaces [20].

2.2.8. Forced Convection. For forced laminar flow in
long, or very narrow, parallel-plate channels, the heat
transfer coefficient attains an asymptotic value (a fully
developed limit), which for symmetrically heated channel
surfaces is equal approximately to

h¼
4kfl

de

where de is the hydraulic diameter defined in terms of the
flow area, A, and the wetted perimeter of the channel, Pw

de �
4A

Pw

In the inlet zones of such parallel-plate channels and
along isolated plates, the heat transfer coefficient varies
with the distance from the leading edge. The low-velocity
or laminar flow average convective heat transfer coeffi-
cient for Reo2 � 105 is given by [3]

h¼ 0:664
k

L

� �
Re1=2Pr1=3

ð26Þ

where k is the fluid thermal conductivity and L is the
characteristic dimension of the surface.

Table 3. Appropriate Values of the Ci Coefficients Appearing in Eqs. (12)–(25)

Case C1 C2 C3 C4 C5 C6 C7

Isothermal

In general X Y X2 Y–2 X2Y2ð0:99Þ2

1� ð0:99Þ2

 !1=6
1

ðXYÞ2
ð
ffiffiffi
2
p

XYÞ1=3

Symmetric heating 24 0.59 576 2.87 4.63 0.0050 2.72
Asymmetric heating 12 0.59 144 2.87 3.68 0.0199 2.16
Isoflux

In general X Y X Y–2 XY2ð0:99Þ2

1� ð0:99Þ2

 !1=3
2

ðXYÞ2
XY2

2

� �1=3

Symmetric heating
maximum temp. 48 0.63 48 2.52 9.79 0.105 2.12
midheight temp. 12 0.73 12 1.88 6.80 0.313 1.47

Asymmetric heating
maximum temp. 24 0.63 24 2.52 7.77 0.210 1.68
midheight temp. 6 0.73 6 1.88 5.40 0.626 1.17
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A similar relation applies to flow in tubes, pipes, ducts,
channels, and/or annuli with the equivalent diameter, de,
serving as the characteristic dimension in both the
Nusselt and Reynolds numbers. For laminar flow,
Rer2100

hde

k
¼ 1:86 Re Pr

de

L

� �	 
1=3 m
mw

� �

which is attributed to Sieder and Tate [21] and where mw is
the viscosity of the convective medium at the wall tem-
perature. Observe that this relationship shows that the
heat transfer coefficient attains its maximum value for
short channels and decreases as L increases.

In higher velocity turbulent flow, the dependence of the
convective heat transfer coefficient on the Reynolds num-
ber increases and, in the range ReZ3 � 105, is typically
given by [3]

h¼ 0:036
k

L

� �
ðReÞ0:80

ðPrÞ1=3 ð27Þ

In pipes, tubes, channels, ducts, and/or annuli, turbulent
flow occurs at an equivalent diameter based Reynolds
number of 10,000 with the flow regime bracketed by

2110�Re�10; 000

usually referred to as the transition region. Hausen [22]
has provided the correlation

hde

k
¼ 0:116½Re� 125�ðPrÞ1=3 1þ

de

L

� �2=3 m
mw

� �

and Sieder and Tate [21] give for turbulent flow

hde

k
¼ 0:23ðReÞ0:80

ðPrÞ1=3
m
mw

� �

Additional correlations for the coefficient of heat transfer
in forced convection for various configurations may be
found in the heat transfer textbooks [8,23–25].

2.2.9. Phase Change Heat Transfer. When heat ex-
change is accompanied by evaporation of a liquid or con-
densation of a vapor, the resulting flow of vapor toward or
away from the heat transfer surface and the high rates of
thermal transport associated with the latent heat of the
fluid can provide significantly higher heat transfer rates
than single phase heat transfer alone.

2.2.10. Boiling. Boiling heat transfer displays a com-
plex dependence on the temperature difference between
the heated surface and the saturation temperature (boil-
ing point) of the liquid. In nucleate boiling, the primary
region of interest, the ebullient heat transfer rate is typ-
ically expressed in the form of the Rohsenow [26] equation

q¼mf hfg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gðrf � rgÞ

s

r
cpf

Csf Pr1:7
f hfg

" #1=r

ðTs � TsatÞ
1=r

ð28Þ

where 1/r is typically correlated with a value of three, and
Csf is a function of characteristics of the surface–fluid
combination. Rohsenow recommended that the fluid prop-
erties in Eq. (28) be evaluated at the liquid saturation
temperature.

For pool boiling of the dielectric liquid FC-72 (Tsat¼

561C at 101.3 kPa) on a plastic-pin-grid-array (PPGA)
chip package, Watwe [27] obtained values of 7.47 for
1/r and 0.0075 for Csf. At a surface heat flux of 10 W/cm2,
the wall superheat at 101.3 kPa is nearly 301C,
corresponding to a average surface temperature of
approximately 861C.

The departure from nucleate boiling, or critical heat
flux (CHF), places an upper limit on the use of the highly
efficient boiling heat transfer mechanism. CHF can be sig-
nificantly influenced by system parameters such as pres-
sure, subcooling, heater thickness and properties, and
dissolved gas content. Watwe et al. [28] presented the fol-
lowing equation to predict the pool boiling critical heat
flux of dielectric coolants on a horizontal surface and un-
der a variety of parametric conditions.

CHF¼
p
24

hfg
ffiffiffiffiffi
rg

p
½sf gðrf � rgÞ�

1=4
n o d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rhcphkh

p

d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rhcphkh

p
þ 0:1

 !

� 1þ ½0:3014� 0:01507L0ðPÞ�
 �

� 1þ 0:03
r=f
r=g

� �0:75cpf

hfg

" #
DTsub

( )
ð29Þ

The first term on the right-hand side of Eq. (29) is the
classical Kutateladze–Zuber prediction, which is in the
upper limit on the saturation value of CHF on very large
heaters. The second term represents the effects of heater
thickness and thermal properties on the critical heat-flux.
The third term in Eq. (29) accounts for the influence of the
length scale. The last term is an equation representing the
best-fit line through the experimental data of Watwe et al.
[28] and represents the influence of subcooling on CHF.
The pressure effect on CHF is embodied in the Kutatel-
adze–Zuber and the subcooling model predictions, which
make up Eq. (29), via the thermophysical properties.
Thus, it can be used to estimate the combined influences
of various system and heater parameters on CHF. The
critical heat flux, under saturation conditions at atmo-
spheric pressure, for a typical dielectric coolant like FC-72
is approximately 17 W/cm2.

2.2.11. Condensation. Closed systems involving an
evaporative process must also include some capability
for vapor condensation. Gerstmann and Griffith [29]
correlated film condensation on a downward-facing flat
plate as

Nu¼ 0:81Ra0:193 1010 > Ra > 108

Nu¼ 0:69Ra0:20 108 > Ra > 106
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where

Nu �
h

k

s
gðrf � rgÞ

 !1=2

Ra �
grf ðrf � rgÞhfg

kmDT

s
gðrf � rgÞ

 !3=2

The Nusselt number for laminar film condensation on
vertical surfaces was correlated by Nusselt [30] and later
modified by Sadasivan and Lienhard [31] as

Nu¼
hL

kf
¼ 0:943

gDrfgL3h0fg
kfuf ðTsat � TcÞ

" #1=4

where

h0fg¼hfgð1þCcJaÞ

Cc¼ 0:683�
0:228

Prl

Ja¼
cpf ðTsat � TcÞ

hfg

2.2.12. Flow Resistance. The transfer of heat to a flow-
ing gas or liquid that is not undergoing a phase change
results in an increase in the coolant temperature from an
inlet temperature of Tin to an outlet temperature of Tout,
according to

Tout � Tin¼
q
.

mcp

To facilitate the use of a resistance network representa-
tion for the analysis of convectively cooled packaging con-
figurations, it is possible to use the above equation to
define an effective flow resistance, Rf l, as

Rf l �
1
.

mcp
ð30Þ

where
.

m, the mass flowrate, is given in kilograms per
second.

In multicomponent systems, determination of individ-
ual component temperatures requires knowledge of the
fluid temperature adjacent to the component. The rise in
fluid temperature relative to the inlet value can be ex-
pressed in a flow thermal resistance, as in Eq. (30). When
the coolant flow path traverses many individual compo-
nents, care must be taken to use Rfl with the total heat
absorbed by the coolant along its path, rather than the
heat dissipated by an individual component. For system-
level calculations aimed at determining the average com-
ponent temperature, it is common to base the flow resis-
tance on the average rise in fluid temperature, that is,
one-half the value indicated by Eq. (30).

2.3. Radiative Heat Transfer

Unlike conduction and convection, radiative heat transfer
between two surfaces or between a surface and its

surroundings is not linearly dependent on the tempera-
ture difference and is expressed instead as

q¼ sSFðT4
1 � T4

2Þ

whereF includes the effects of surface properties and ge-
ometry and s is the Stefan–Boltzmann constant,
s¼ 5:67� 10�8 W=m2 .K4: For modest temperature differ-
ences, this equation can be linearized to the form

q¼hrSðT1 � T2Þ ð31Þ

where hr is the effective radiation heat transfer
coefficient

hr¼ sFðT2
1 þT2

2 ÞðT1þT2Þ

and, for small DT¼T1 � T2, hr is approximately
equal to

hr¼ 4sFðT1T2Þ
3=2

It is of interest to note that for temperature differences of
the order of 10 K with absolute temperatures around room
temperature, the radiative heat transfer coefficient, hr, for
an ideal (or black) surface in an absorbing environment, is
approximately equal to the heat transfer coefficient in
natural convection of air.

Noting the form of Eq. (31), the radiation thermal re-
sistance, analogous to the convective resistance, is seen to
equal

Rr¼
1

hrS

3. THERMAL RESISTANCE NETWORKS

The expression of the governing heat transfer relations
in the form of thermal resistances greatly simplifies
the first-order thermal analysis of electronic systems.
Following the established rules for resistance networks,
thermal resistances that occur sequentially along a
thermal path can be simply summed to establish the
overall thermal resistance for that path. In similar fash-
ion, the reciprocal of the effective overall resistance of
several parallel heat transfer paths can be found by
summing the reciprocals of the individual resistances.
In refining the thermal design of an electronic sys-
tem, prime attention should be devoted to reducing the
largest resistances along a specified thermal path and/
or providing parallel paths for heat removal from a critical
area.

Although the thermal resistances associated with var-
ious paths and thermal transport mechanisms constitute
the building blocks in performing a detailed thermal anal-
ysis, they have also found widespread application as fig-
ures of merit in evaluating and comparing the thermal
efficacy of various packaging techniques and thermal
management strategies.
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3.1. Chip Module Thermal Resistances

3.1.1. Definition. The thermal performance of alterna-
tive chip and packaging techniques is commonly compared
on the basis of the overall (junction-to-coolant) thermal
resistance, RT. This packaging figure-of-merit is generally
defined in a purely empirical fashion,

RT �
Tj � Tf l

qc

where Tj and Tf l are the junction and coolant (fluid) tem-
peratures, respectively, and qc is the chip heat dissipation.

Unfortunately, however, most measurement tech-
niques are incapable of detecting the actual junction tem-
perature, that is, the temperature of the small volume at
the interface of p-type and n-type semiconductors. Hence,
this term generally refers to the average temperature or a
representative temperature on the chip.

Examination of various packaging techniques reveals
that the junction-to-coolant thermal resistance is, in fact,
composed of an internal, largely conductive, resistance
and an external, primarily convective, resistance. As
shown in Fig. 6, the internal resistance, Rjc, is encoun-
tered in the flow of dissipated heat from the active chip
surface through the materials used to support and bond
the chip and onto the case of the integrated circuit pack-
age. The flow of heat from the case directly to the coolant,
or indirectly through a fin structure and then to the cool-
ant, must overcome the external resistance, Rex.

3.1.2. Internal Thermal Resistance. As previously dis-
cussed, conductive thermal transport is governed by the
Fourier equation, which can be used to define a conduction
thermal resistance, as in Eq. (3). In flowing from the chip
to the package surface or case, the heat encounters a se-
ries of resistances associated with individual layers of ma-
terials such as silicon, solder, copper, alumina, and epoxy,
as well as the contact resistances that occur at the inter-
faces between pairs of materials. Although the actual

heat-flow paths within a chip package are rather complex
and may shift to accommodate varying external cooling
situations, it is possible to obtain a first-order estimate of
the internal resistance by assuming that power is dissi-
pated uniformly across the chip surface and that heat flow
is largely one-dimensional. To the accuracy of these as-
sumptions, Eq. (32)

Rjc¼
Tj � Tc

qc
¼
X x

kA
ð32Þ

can be used to determine the internal chip module resis-
tance, where the summed terms represent the conduction
thermal resistances posed by the individual layers, each
with thickness x. As the thickness of each layer decreases
and/or the thermal conductivity and cross-sectional area
increase, the resistance of the individual layers decreases.
Values of Rcd for packaging materials with typical dimen-
sions can be found using Eq. (32) or Fig. 7, to range from
2 K/W for a 1000 mm2 by 1 mm thick layer of epoxy en-
capsulant to 0.0006 K/W for a 100 mm2 by 25 mm (1 mil)
thick layer of copper. Similarly, the values of conduction
resistance for typical soft bonding materials are found to
lie in the range of approximately 0.1 K/W for solders and
1 K/W–3 K/W for epoxies and thermal pastes for typical
x/A ratios of 0.25 to 1.0.

Comparison of theoretical and experimental values of
Rjc reveals that the resistances associated with compliant,
low thermal conductivity bonding materials, and the
spreading resistances, as well as the contact resistances
at the lightly loaded interfaces within the package, often
dominate the internal thermal resistance of the chip pack-
age. Thus, it is not only necessary to correctly determine
the bond resistance but to also add the values of Rsp, ob-
tained from Eq. (4) and/or Fig. 4, and Rco from Eqs. (6) or
(9) to the junction-to-case resistance calculated from
Eq. (32). Unfortunately, the absence of detailed informa-
tion on the void in the die-bonding and heatsink attach
layers and the present inability to determine, with precision,

Chip

Heat spreader

Encapsulant

Die bond

Lead

Heat sink bond

Heat sink

Fluid

Rex

R jc

Figure 6. Primary thermal resistances in a
single-chip package [4].
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the contact pressure at the relevant interfaces, conspire to
limit the accuracy of this calculation.

3.1.3. External Resistance. An application of Eqs. (26) or
(27) to the transfer of heat from the case of a chip module to
the coolant shows that the external resistance, Rex¼1=hS,
is inversely proportional to the wetted surface area and to
the coolant velocity to the 0.5 to 0.8 power and directly pro-
portional to the length scale in the flow direction to the 0.5 to
0.2 power. It may, thus, be observed that the external resis-
tance can be strongly influenced by the fluid velocity and
package dimensions and that these factors must be ad-
dressed in any meaningful evaluation of the external ther-
mal resistances offered by various packaging technologies.

Values of the external resistance, for a variety
of coolants and heat transfer mechanisms, are shown
in Fig. 8 for a typical component wetted area of
10 cm2 and a velocity range of 2 m/s to 8 m/s. They
are seen to vary from a nominal 100 K/W for natural
convection in air, to 33 K/W for forced convection in
air, to 1 K/W in fluorocarbon liquid forced convection,
and to less than 0.5 K/W for boiling in fluorocarbon
liquids. Clearly, larger chip packages will experience
proportionately lower external resistances than the
displayed values. Moreover, conduction of heat through
the leads and package base into the PCB or substrate
will serve to further reduce the effective thermal
resistance.

Natural
convection

Forced
convection

Boiling

.01 .1 1 10 100 1000

Fluorochemical liquids

Water

Water

Fluorochemical liquids

Transformer oil

Fluorochemical vapor

Air 1−3 atm

Fluorochemical liquids

Transformer oil

Silicone oil

Fluorochemical vapor

Air 1−3 atm

K/W
Figure 8. Typical external (convective) ther-
mal resistances for various coolants and cool-
ing modes [4].

10−3

10−2

10−1

10−1 10−1 1 10 102

10

1

R
cd

 (
K

/W
)

Rcd =
kA
∆x

∆x/A = 1.0 m−1 

k (W/m−K)

∆x/A = .75 m−1 

∆x/A = 0.5 m−1 
∆x/A = 0.25 m−1 

E
po

xy

F
ill

ed
 e

po
xy

A
lu

m
in

a

S
ili

co
n

C
op

pe
r

Figure 7. Conductive thermal resistances for pack-
aging materials [4].
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In the event that the direct cooling of the package sur-
face is inadequate to maintain the desired chip tempera-
ture, it is common to attach finned heatsinks, or compact
heat exchangers, to the chip package. These heatsinks can
considerably increase the wetted surface area but may act
to reduce the convective heat transfer coefficient by ob-
structing the flow channel. Similarly, the attachment of a
heatsink to the package can be expected to introduce ad-
ditional conductive resistances in the adhesive used to
bond the heatsink and in the body of the heatsink. Typical
air-cooled heatsinks can reduce the external resistance to
approximately 10 K/W to 15 K/W in natural convection
and to as low as 3 K/W to 5 K/W for moderate forced con-
vection velocities.

When a heatsink or compact heat exchanger is at-
tached to the package, the external resistance accounting
for the bond-layer conduction and the total resistance of
the heatsink, Rsk, can be expressed as

Rex¼
Tc � Tfl

qc
¼
X x

kA

� �

b
þRsk ð33Þ

where Rsk

Rsk¼
1

nhSfZ
þ

1

hbSb

	 
�1

is the parallel combination of the resistance of the n fins

Rf ¼
1

nhSfZ

and the bare or base surface not occupied by the fins

Rb¼
1

hbSb

Here, the base surface is Sb¼S� Sf and the heat transfer
coefficient, hb, is used because the heat transfer coefficient
that is applied to the base surfaces is not necessarily equal
to that applied to the fins.

An alternative expression for Rsk involves an overall
surface efficiency, Z0, defined by

Z0¼ 1�
nSf

S
ð1� ZÞ

where S is the total surface composed of the base surface
and the finned surfaces of n fins

S¼SbþnSf

In this case, it is presumed that hb¼h, so that

Rsk¼
1

hZ0S

In an optimally designed fin structure, Z can be expected
to fall in the range of 0.50 to 0.70 [4]. Relatively thick
fins in a low velocity flow of gas are likely to yield fin

efficiencies approaching unity. This same unity value
would be appropriate, as well, for an unfinned surface
and, thus, serve to generalize the use of Eq. (33) to all
package configurations.

3.1.4. Total Resistance of Single-Chip Packages. To the
accuracy of the assumptions employed in the preceding
development, the overall single-chip package resistance,
relating the chip temperature to the inlet temperature of
the coolant, can be found by summing the internal, exter-
nal, and flow resistances to yield

RT¼RjcþRexþRfl

¼
X x

kA
þRintþRsp

1

ZhA
þ

Q

q

� �
1

2rQcp

� � ð34Þ

In evaluating the thermal resistance by this relationship,
care must be taken to determine the effective cross-sec-
tional area for heat flow at each layer in the module and to
consider possible voids in any solder and adhesive layers.

As previously noted in the development of the relation-
ships for the external and internal resistances, Eq. (34)
shows RT to be a strong function of the convective heat
transfer coefficient, the flowing heat capacity of the cool-
ant, and their geometric parameters (thickness and cross-
sectional area of each layer). Thus, the introduction of a
superior coolant, use of thermal enhancement techniques
that increase the local heat transfer coefficient, or selec-
tion of a heat transfer mode with inherently high heat
transfer coefficients (boiling, for example) will all be
reflected in appropriately lower external and total ther-
mal resistances. Similarly, improvements in the thermal
conductivity and reduction in the thickness of the rela-
tively low conductivity bonding materials (such as soft
solder, epoxy, or silicone) would act to reduce the internal
and total thermal resistances.

3.1.5. Applications of Rjc. The commonly used junction-
to-case thermal resistance, relying on just a single case
temperature, can be used with confidence only in the rel-
atively unlikely circumstance that the package case is iso-
thermal. In a more typical packaging configuration, when
substantial temperature variations are encountered
among and along the external surfaces of the package,
Andrews [32], Furkay [33], and Wilson [34], among others,
showed that the use of the reported Rjc can lead to grossly
erroneous chip temperature predictions, which is espe-
cially of concern in the analysis and design of plastic chip
packages, because of the inherently high thermal resis-
tance of the plastic encapsulant and the package anisotro-
pies introduced by the large differences in the conductivity
and the resulting conductance between the lead frame
and/or heat spreader and the plastic encapsulant. Al-
though the use of Rja is best suited to the determination
of the actual chip temperature, not only does it contain the
drawbacks of Rjc, but the variability of the convective (ex-
ternal) component in Rja makes this an inappropriate pa-
rameter for the thermal characterization of the chip
package itself.
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Despite these limitations, the persistent demand for
chip temperature prediction and control has sustained the
use of the Rja and Rjc metrics in the thermal character-
ization of chip packages. As an alternative, it is possible to
model a chip package with a resistor network, in which
each of the primary thermal paths is represented by a
single thermal resistor, typically connecting the chip to
one of the external package surfaces. This compact model
approach was discussed and illustrated by Krueger and
Bar-Cohen [35] and Bar-Cohen and Krueger [36] and was
implemented by the French Telecom Research Centre
(CNET) in creating a databank for thermal characteris-
tics of electronic components used in the telecommunica-
tion industry [37]. When calibrated with empirical data,
such a resistor network model could provide a universal
thermal representation of a chip package, which is nearly
independent of the package attachment and cooling con-
figuration. Using this model, the design engineer could
then determine the chip temperature as a function of
known temperatures and/or heat transfer relations at
each of the exposed surfaces.

Recognition of the popularity and longevity of the sin-
glevalued, junction-to-case thermal resistance leads to a
recasting of the chip package thermal network model in
the form of surface-weighting factors, which could be used
to obtain the appropriate average case temperature for
various thermal packaging configurations. This approach
makes it possible to extend the use of the conventional Rjc

to situations in which the exterior case is highly noniso-
thermal, including thermal insulation of one or more
surfaces.

3.2. Rjc with Weighted Average Case Temperature

As Rjc is strictly valid only for an isothermal package sur-
face, a method must be found to address the individual
contributions of the various surface segments according to
their influence on the junction temperature. In Section
3.2.1., the theory and assumptions underpinning this
approach and the derivation of the relevant ‘‘thermal

influence coefficients’’ as well as evaluation of the accura-
cy attained will be presented. It will be shown that the use
of the junction-to-case thermal resistance can be extended
to nonisothermal packages by defining an appropriately
weighted, average surface temperature based on numer-
ically derived thermal influence coefficients for each pack-
age surface (or segment) of interest.

3.2.1. Expanded Rjc Methodology. It is convenient to in-
troduce the expanded Rjc methodology with a thermal
model of a chip package that can be approximated by a
network of three thermal resistances connected in parallel
from the chip to the top, sides, and bottom of the package,
respectively. This type of compact model is commonly re-
ferred to as a star network and, in this model, the heat
flow from the chip is

q¼ q1þ q2þ q3

or

q¼
Tj � T1

R1
þ

Tj � T2

R2
þ

Tj � T3

R3
ð35Þ

This compact model of an electronic device is shown sche-
matically in Fig. 9.

Equation (35) can be rearranged to yield the depen-
dence of the chip (or junction) temperature on the tem-
perature of the three surface segments as

Tj¼
R2R3

Rs

� �
T1þ

R3R1

Rs

� �
T2þ

R1R2

Rs

� �
T3

þ
R1R2R3

Rs

� �
q

ð36Þ

where Rs¼R1R2þR1R3þR2R3
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Figure 9. Geometry of a 28-lead PLCC device.
(a) The compact model schematic and (b) the
actual device cross section [37].
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Equation (36) may be generalized to admit n distinct
elements along the package surface, or

Tj¼
Xn

k¼ 1

AkTkþAnþ1q ð37Þ

A comparison of Eqs. (36) and (37) shows that the coeffi-
cients of the specified surface temperatures, the Ak’s, are
totally determined by the internal resistances of the chip
package

A1¼
R2R3

Rs
A2¼

R3R1

Rs

A3¼
R1R2

Rs
A4¼

R1R2R3

Rs

The temperature coefficients needed to generate a junction
temperature relation of the form shown in Eq. (37) can
thus be determined from previously calculated internal
resistances or, in the absence of such values, by extraction
from empirical data or numerical results for the junction
temperature. Furthermore, inspection of Eq. (36) reveals
that the sum of the coefficients of the various surface tem-
peratures, whether expressed in terms of the directional,
internal resistances, as in Eq. (36), or in terms of influence
coefficients, as in Eq. (37), is identically equal to unity for
all boundary conditions. Alternatively, as shown by Fur-
kay [33], the power dissipation coefficient, Anþ 1q, is, in
fact, the familiar Rjc, the isothermal, junction-to-case ther-
mal resistance. Consequently, Eq. (37) may be rewritten
as

Tj¼
Xn

k¼ 1

AkTkþRjcq ð38Þ

or, returning to Rjc

Rjc¼Tj �

Pn
k¼ 1 AkTk

q
¼

Tj � Tc

q
ð39Þ

where Tc is the average case temperature

Tc¼

Pn
k¼ 1 Sk

ST
Tk ð40Þ

where Sk is the surface area of the kth surface and ST is
the surface area of the entire package.

Equation (39) can be viewed as a generalized and ex-
panded junction-to-case thermal resistance, based on an
appropriately weighted, average case temperature. As
previously noted, several different approaches may be tak-
en in determining the average temperature of a noniso-
thermal chip package or case. The most basic approach
involves calculating a simple average of, for example, the
top, bottom, and fourside surface temperature. A some-
what better value can be found by surface area averaging
of these temperatures in accordance with Eq. (40).

In a package with anisotropic conduction, the simple
average and area average approaches yield an erroneous

case temperature by neglecting the variation in resistance
to heat flow from the chip to the surface element. This
shortcoming is addressed by this approach, which pro-
vides an improved weighted average temperature based
on the importance to heat transfer of the various package
surfaces. The average case temperature should be found
in the prescribed manner, that is, by

Tc¼
Xn

k¼ 1

AkTk:1 ð41Þ

With this particular value of Tc, the conventional Rjc, ob-
tained empirically or numerically from isothermal case
results, can be used to find Tj for all operating conditions,
subject to the assumption that each surface segment is it-
self isothermal. When necessary, a single surface may be
divided into several zones, each of which is more nearly
isothermal than the entire surface and is recognized with
its own index in Eq. (41). It should be noted that the
weighting imposed by this equation on the average case
temperature addresses variations in the size of the surface
segments, as well as variations in the internal thermal
paths between the chip and each of the surface elements.

3.2.2. The Insulated Surface. In many applications, chip
packages are cooled selectively along particular exposed
surfaces. One such example is a package cooled from
the top and side surfaces while the bottom surface is in-
sulated. The thermally active surfaces may vary from
application to application, and the thermal analyst needs
to quantify the effect of thermally insulating one or
more areas on a package of known thermal resistance.
For the assumptions used in the development of the ex-
panded Rjc model, insulation of surface m results in zero
heat flow through resistance, Rm. This causes the temper-
ature of surface m to equal the chip temperature. With
this in mind, the junction temperature for a package with
a single insulated surface given by Eq. (38) is found to
equal

Tj¼
X

kOm

Ak

1� Am

� �
Tkþ ðR

�
jcÞq ð42Þ

The weighted-average case temperature for this thermal
configuration is found to equal

Tc¼
X

kOm

Ak

1� Am

� �
Tk ð43Þ

and the modified junction to case resistance, Rjc* is

R�jc¼
Rjc

1� Am
ð44Þ

3.2.3. Implementation. To thermally characterize any
electronic package by relations of the form of Eqs. (40) and
(42), it is necessary to compute or measure the relevant
influence coefficients or the equivalent set of internal
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resistances. Several difficult issues will develop undertak-
ing such an effort. Fundamentally, a strictly experimental
approach to thermal characterization of electronic devices
would suffer from measurement errors and nonlinearities.
Even more esoteric, is a precise experimental definition of
what temperatures must be measured on the electronic
component. Precise measurement of the p-n junction
operating temperature is usually not practical. Approxi-
mations using signal characteristics, or implanted tem-
perature sensors are generally used for experimental
purposes.

Numerical simulation of the thermal behavior of a fi-
nite element (or finite difference) model of a chip package
can provide the necessary temperatures and heat flows for
a variety of operating conditions. Such a model can prop-
erly represent the conduction temperature field in each of
the solid elements constituting the package but unfortu-
nately cannot yet faithfully reproduce the thermal resis-
tances at the interfaces (the so-called contact thermal
resistances) between these elements. Regrettably, these
contact resistances, and especially the values along the
chip surfaces where the heat fluxes are highest, can ac-
count for a significant fraction of the package resistance
[38]. Thus, in the near term, empirical contact resistance
data must be used in generating an accurate finite ele-
ment or finite difference thermal model of an integrated
circuit package. For typical contact resistance values, the
reader is referred to Refs. 6 and 30.

4. ADVANCED TOPICS

4.1. Convection Between Populated Printed Circuit Boards

The relations presented previously for natural convection
in vertical channels have proved useful in a wide variety
of applications and have been shown to yield very good
agreement with measured empirical results for heat
transfer from arrays of PCBs. However, these traditional
models, employing smooth-walled channel relations and
based on the free channel spacing, underestimate heat
transfer for narrowly spaced PCB configurations and over-
estimate optimum PCB spacings. Furthermore, when an
attempt is made to maximize volumetric heat dissipation
in an array of PCBs, the optimum PCB spacing is overes-
timated and, as a result, the maximum array dissipation
is underestimated.

Teertstra et al. [39] proposed an analytical friction fac-
tor correlation for fully developed flow through an ideal-
ized array of uniformly sized and spaced cuboid blocks on
one side of a parallel-plate channel.

f2H ¼
96A

Re2H

� �3

þ
0:347B

Re
1=4
2H

 !3
2
4

3
5

1=3

ð45Þ

This composite equation connects the laminar and turbu-
lent limiting cases and is applicable for a full range of
Reynolds numbers, 1�Re2H ¼ 2HV=v�100000.

The A and B factors appearing in Eq. (45) are ex-
pressed solely in terms of the component array geometry

A¼
g2

z3w
ð46Þ

B¼
g5=4

z3x
ð47Þ

where

g¼ 1þ
B

H

H

L

1

1þS=L

	 

ð48Þ

z¼ 1�
B

H

1

1þS=L

	 

ð49Þ

w¼
B

H
þ 1�

B

H

� �
1þ

2B

H

H

L

1

1þS=L

� �	 

ð50Þ

and

x¼
B

H
þ 1�

B

H

� �
1

1þS=L

	 

ð51Þ

Figure 10 illustrates the definitions of the geometrical pa-
rameters B, H, S, and L appearing in Eqs. (48)–(51). The
groupings B/H and S/L represent the nondimensional
package array height and spacing, respectively, where
H/L provides the needed link between them.

Despite the complexity of the dependence, it is clear
that as the package size shrinks (i.e., B/H-0) and/or as
the spacing increases (i.e., S/L-N) A and B approach
unity, and the associated laminar and turbulent friction
factors reduce to appropriate smooth plate values. With fi-
nite package size, however,A andB increase steeply with
increasing package size. AsA andB increase, the friction
factor associated with the channel also increases, leading
to deteriorated channel flow with increased protuberance
size. Thus, by representing the actual populated PCB by

Figure 10. Definition of the various geometrical parameters
used in Eqs. (48) through (51).
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an equivalent array of cuboid blocks mounted on a flat
plate, the package-corrected friction factor for the PCB
channel may be predicted using Eq. (45).

Knowledge of the friction factor may be used to calcu-
late the pressure loss and flowrate in the channel.

@P

@x loss

��� ¼
�f2HrRe2

2Hv2

16H3
ð52Þ

This flowrate may then be used in standard forced con-
vection correlations to obtain a heat transfer coefficient.

In an approach to a real situation, the deviation of the
friction factor characteristics of an actual PCB channel
from that of an idealized smooth channel could be ob-
tained and used to more accurately predict the flowrate
and thus the convective heat transfer in the channel.

4.2. Air-Cooled Heatsinks

The simplicity and cost effectiveness of air-cooled heat-
sinks continue to expand the design space for this most
ubiquitous of all thermal management hardware in the
electronic industry. When attached to modules, chip pack-
ages, or directly to chips, heatsinks can enhance both the
reliability and functional performance of electronic, tele-
communication, and power conversion systems. However,
rapidly increasing chip power dissipation and concerns
over weight, cost, acoustic noise, and time-to-market are
constraining the successful application of these thermal
devices. Greater attention to the underlying thermal, flu-
id, and structural interactions, as well as an appreciation
for the cost and limits of available materials and fabrica-
tion processes, will be needed to maintain the viability of
this cooling technique.

Extended surface heat transfer relations, which de-
scribe the thermal performance of individual fins and fin
arrays, can be manipulated to provide criteria for the se-
lection of fin geometries that will minimize the volume and
mass required to meet a target dissipation. Attention
must also be devoted to the impact of the fluid dynamic
design on the pressure drop, dissipated pumping power,
and acoustic noise generated by the heatsink. All three of
these penalty quantities vary non-linearly with velocity,
and a desire for quiet operation may lead to the selection
of higher airflow rates at lower pressures.

Use of a large, high-performance heatsink to cool a sin-
gle chip requires that the base of the heatsink serve as a
heat spreader. The tradeoffs involved in optimizing the
base in terms of volume, mass, and performance suggest
that one consider the use of new, engineered materials,
such as ceramics, composite materials, and embedded
heat pipes.

Although the use of a heatsink is intended to improve
the reliability of an individual electronic component, po-
tential failure modes of the material layer or coating used
to attach the heatsink may compromise this goal. Ther-
mally induced stresses may lead to cracking, delamina-
tion, and rupture of the heatsink bond. Unfortunately,
although thermal stress considerations favor a relatively
thick interfacial layer, thermal performance demands that
this low thermal conductivity layer be as thin as possible.

In the design and selection of high-performance, com-
pact heatsinks, attention must be paid to the immediate
physical surroundings. Neglecting the potential for air-
flow bypassing the heatsink and leaking out can lead to
serious overpredictions in heatsink performance. More-
over, care must often be taken to minimize the volume oc-
cupied by the thermal solution and its impact on the form
and shape of the packaged product. Although analysis and
testing can provide guidelines for dealing with these is-
sues, today’s commercial computational fluid dynamics
(CFD) software is most effective in identifying solutions
and optimization opportunities early in the design cycle
and can be used successfully to tailor the thermal solution
to the specified physical and performance envelope.

Air-cooled, least-material optimum fin arrays are typ-
ically characterized by large aspect ratio fins and interfin
spacings that are beyond the range of conventional cast-
ing, extrusion, and machining operations. The design of
cost-effective heatsinks requires that attention be devoted
to manufacturing considerations. The performance and
manufacturing costs of various suboptimal (thermal) con-
figurations must be sufficiently well understood to per-
form a more generalized optimization.

Using the present as prologue, it appears clear that fu-
ture heatsink design will need to address the myriad of
concerns and constraints that define the electronic prod-
uct envelope. In the coming era, the limits on heatsink
performance will be established not by thermal perfor-
mance alone but by the cost effectiveness of the thermal
design, including material and manufacturing/fabrication
costs, as well as the less visible costs of reliability, acoustic
noise, space utilization, and time-to-market. To assist in
this multidimensional design process, it can be expected
that, in the future, automated design will play a far great-
er role in heatsink development. Such second-generation
CAD tools can be expected to provide sophisticated in-
verse-design capability, which will help define the optimal
configurations to offer virtual reality displays—this will
aid the designer in tailoring the heatsink to the size and
shape of the available space and to afford easy access to
rapid prototyping tools that generate heatsink samples for
rapid evaluation of proposed solutions.

For a thorough treatment of heatsink design and anal-
ysis, the reader is referred to Ref. 4.

4.3. Passive Immersion Modules

The challenges posed by high chip heat fluxes make direct
liquid cooling a leading candidate for future thermal pack-
aging systems. Passive immersion modules (PIMs) consist
of active microelectronic components encapsulated in a
liquid-filled enclosure. The dielectric liquid wets the sur-
face of the component, and heat is removed by convection
and/or boiling. As liquid circulates within the enclosure,
heat is spread to the module walls. The external surfaces
of the module are then cooled by the ambient air. The
module walls may be internally finned, externally finned,
or both [40].

The circulation of the liquid within a PIM, including
the formation, collapse, and additional buoyancy of vapor
bubbles generated through boiling, may be used to
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overcome the barriers posed by thermal conduction
through solids and across solid-to-solid interfaces (a dom-
inant concern in the application of conventional heatsink
technology). Although high-velocity-flow boiling, liquid jet
impingement, and liquid sprays could all be used to cool
the anticipated high flux chips of 2006, the SIA/NEMI cost
constraints appear to favor development of modules that
passively reject the generated heat to air.

A PIM consists of heat-dissipating microelectronics en-
closed in a liquid-filled module. In such PIMs, high heat
fluxes may lead to boiling on the component surfaces. Va-
por bubbles generated in the module rise, coalesce, and
condense in the liquid, inducing considerable circulation
and bubble pumped convection along the module walls
that serve as submerged condensers. The thermal perfor-
mance of such a PIM is constrained by the departure from
nucleate boiling or critical heat flux (CHF) on the surface
of the components and the maximum attainable heat
transfer rate at the submerged condenser surfaces.

Markowitz and Bergles [41] proposed that the complex
phenomena occurring within a PIM could be effectively
represented in a performance map, similar to that depicted
in Fig. 11, relating the heat dissipation, Q, to the temper-
ature difference, DThc, between the chips (heaters) and the
condenser. In creating a theoretical performance map for a
PIM, the lower bound of the performance envelope is de-
fined by natural convection on both the chip and condens-
er surfaces. In modules in which the condenser surface is
at the top of the module where vapor can collect, the upper
bound for the performance envelope is vapor-space con-
densation. However, for tall, narrow modules in which the
majority of the heat is removed from side-wall submerged
condenser, vapor-space condensation does not represent a
realistic upper limit for the performance of the condenser.
A more realistic upper bound may be that of bubble
pumped convection with noncondensing bubbles. A semi-
empirical correlation by Bar-Cohen et al. [42] for this
maximal bubble pumped convection on a vertical plate,
is given by

Nu¼ ð1þ lZÞ1=3Nunc ð53Þ

where

Z¼
ðrf � rgÞQW

ffiffiffiffiffiffiffiffiffi
gD0

p
rfrghfgbðTsat � TsÞV

ð54Þ

and Nunc is the appropriate single-phase natural convec-
tion Nusselt number. In Eq. (53), l is an empirically de-
termined factor that depends on the heater and condenser
configuration of the module, typically ranging in value
from 2 to 9.

Between the lower bound of natural convection and the
upper bound of vapor-space condensation, the tempera-
ture difference between the chips and the submerged con-
denser surface is governed primarily by nucleate boiling
on the chips and bubble pumped convection on the con-
denser. With sufficient condenser capacity, the perfor-
mance of the PIM may be limited by the critical heat
flux at the chip surfaces, which is accompanied by vapor
blanketing of the surface and a large increase in surface
temperature.

Kitching et al. [40] studied the thermal characteristics
of a prototype, air-cooled PIM and addressed the upper-
bound and bubble pumped augmentation on the finned
submerged condenser surface. The experimental observa-
tions and supporting modeling studies revealed that ther-
mal performance maps could be used to represent the
behavior of finned, submerged condenser PIMs. Moreover,
in this study, a two- to threefold improvement in the con-
vective heat transfer coefficient was attained along a hor-
izontal, submerged condenser surface, consisting of
square pin fins. This augmentation was achieved with a
relatively modest bubble (void) fraction of 2% to 3% in the
enclosed liquid. Condensation on the exposed fin surfaces
represents the upper bound for operation of a horizontal
PIM.
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1. HISTORICAL DEVELOPMENT

The earliest forms of thin film resistors were developed in
Germany during World War II based on ‘‘cracked-carbon,’’
which was deposited onto ceramic cores during a high-
temperature chemical vapor deposition (CVD) process.
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The resistor was brought to value by removing material in
a spiral pattern by grinding. A cap-and-lead termination
was followed by polymeric encapsulation.

The performance characteristics of these carbon-film
resistors were an order of magnitude improvement over
prior resistors consisting of a carbon composition product.
These exhibit sizable changes in value when subjected to
fluctuations in temperature or humidity because of large
dimensional changes in the resin matrix. By contrast, film
resistors were far more stable and the inline procedure for
adjusting them to value enabled production in high yield
of close-tolerance (1%) components.

The next evolutionary step was adopting the low-tem-
perature-coefficient metal alloys that were used in wire-
wound resistor construction. They were deposited as films
using nickel-chromium carbonyl in a CVD process. Sub-
sequent manufacturing steps were similar to the carbon
film product. These ‘‘precision’’ metal film resistors had a
much lower temperature coefficient of resistance (TCR)
and greater overall endurance than the carbon film prod-
uct. TCR is defined as the unit change of resistance per
unit change in temperature, expressed as parts per
million per degree centigrade (ppm/1C) and discussed in
Section 6.

During the 1960s, the techniques for fabricating
integrated circuits were also applied to manufacturing re-
sistive components. At that time, the only substrate
material that could be made with a sufficiently uniform
surface was a very low-alkali-content borosilicate glass.
Nichrome alloys were evaporated in high vacuum onto
flat substrates. Patterns were produced by photolithogra-
phy, resulting in very fine features. The techniques used
for resistance adjustment by selective removal of the film,
including chemical thinning and diamond grinding,
were slow and clumsy. The development of laser trimming
resolved those issues, but difficulty was encountered
with microcracks in the glass substrate. Soon, however,
an appropriate ceramic material in wafer form was devel-
oped. This had a flaw-free surface, chemical resistance,
high thermal conductivity, and sufficient strength to
survive the rigors of automatic equipment handling.
This material, smooth, fine-grained, high-purity alumina,
represented an important step in advancing thin film
technology.

The problem of maintaining compositional consistency
during evaporation of multicomponent alloys, such
as nickel-chromium, was eventually resolved by adopting
cathodic sputtering. However, it was soon discovered
that nichrome in thin film form is subject to electromigra-
tion under high humidity. This corrosion resulted in occa-
sional catastrophic failure. For this reason, another
material, tantalum nitride, which had been developed
during thin film capacitor research at Bell Labs, came
into use.

Resistive materials in thin film form required greater
attention to the nature of the termination than had bulk
materials. For instance, the deposition of gold directly onto
a thin film of nichrome results in thinning of the resistor
in the critical region adjacent to the termination by ab-
sorption of the nickel constituent by the gold. It was there-
fore necessary to interpose barrier layer materials

between the resistive film and the overlaying termination
to minimize adverse metallurgical interactions.

The adaptation of integrated circuit manufacturing
techniques had enormous impact on passive component
manufacture. As distinct from discrete resistors, it facili-
tated fabricating resistor networks within which all
the elements were uniformly matched. Good tracking
was an intrinsic property of integrated multielement
networks. In addition, whereas the achievement of high
precision had placed strict demands on the manufacture
of discrete resistors for maximum absolute performance,
integrated network construction allowed focusing the
emphasis on unprecedented relative performance. In ad-
dition, the small size of single chip networks allowed ec-
onomic packaging in hermetic enclosures using familiar
chip and wire technology. Of course, the economy of si-
multaneously manufacturing hundreds or even thousands
of resistors per wafer significantly reduced the unit cost.

2. DESIGN CONCEPTS

In choosing a resistor technology, consideration must be
given to requirements for (1) the range of resistance val-
ues, (2) their precision, and (3) the physical size in terms of
power or voltage demands.

Different resistance values are obtained, in general, by
selecting a material with appropriate specific resistivity,
by arranging a given material in an appropriate geomet-
rical configuration, and/or by a combination of both. For
example, wire-wound resistors are composed of alloy com-
positions with exceptionally low TCRs. Differing values
are obtained by using wires of different cross-sectional
area and length. This is an exclusively geometric, mostly
one-dimensional, approach.

By contrast, carbon composition resistors and thick
film resistors are produced in a limited number of phys-
ical configurations in which the resistance value is varied
by changing the resistivity of the material. In particular,
thick film materials consist of a two-phase mixture of a
conducting oxide particulate dispersed throughout a glass
matrix. By varying the proportions of the two ingredients,
the resistivity and, thereby, the resistance are adjusted
controllably over a range of seven decades or so. The dis-
continuous nature of the conducting phase in composites,
however, presents difficulties. It is not easy to obtain lower
resistivities. Composites are also characterized by higher
noise and greater voltage and temperature dependence.
Nevertheless, composite materials attain resistivities
far higher than those of any other technology. A compar-
ison of thick and thin film resistor technologies is given in
Table 1.

Thin film resistors are made from materials with a lim-
ited resistivity range, and different values are obtained
primarily by geometric means. The most common materi-
als, nichrome and tantalum nitride, have a resistivity of
about 500 mO . cm (this falls in the semimetallic category,
characterized by a weak dependence of resistivity on tem-
perature). The film thickness is varied in a practical man-
ner only from a few hundred to a few thousand angstroms.
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The principal means of achieving different values is by
varying the length and width of the conducting trace.

To facilitate design calculations, practitioners have re-
arranged the customary relationship describing the de-
pendence of resistance R on resistivity r, length L,
and cross-sectional area A into one that involves ‘‘sheet
resistance’’ rsh and ‘‘number of unit squares’’ n as shown
in Fig. 1:

R¼
rL

A
¼

r
t

� � L

W

� �
¼ rshn ð1Þ

For example, a film of material with a resistivity of
500mO . cm and 50 nm thick has a sheet resistance of
100O/’. The usefulness of this concept is based on the
fact that the resistance across a square area is indepen-
dent of its size, unlike one- and three-dimensional geom-
etries. The sheet resistance must be multiplied by the
number of unit squares in series, which is given by the
length/width ratio of the design trace, otherwise known as
the aspect ratio.

The maximum resistance value attainable with a given
film is determined by the highest aspect ratio that can be
generated in a given area, which, in turn, is determined by
the lower limit of line and space width achievable via the
patterning technique employed. The optimum pattern for
this is serpentine, as shown in Fig. 2. Following are the
relationships among the various parameters:

R¼ rsn¼ rs

L1

‘

� �
L2

‘þ s

� �
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For equal line/space width,

R¼
rsA

2l2
ð3Þ

For example, with a film of sheet resistivity 100O/’ and
minimum attainable line/space width of 0.5 mil, the max-
imum resistance value attainable in a 50� 100 mil area is
1 mO. To achieve higher values, a film of higher sheet re-
sistivity would be necessary, or greater substrate area, or
narrower line/space width, or a combination.

Very low resistance values are not easily obtained with
thin films. The lowest sheet resistivity directly obtainable
is about 10O/’. Low values are therefore often designed
with fractional aspect ratios. This is done with interleav-
ing termination traces, but the performance characteris-
tics are compromised, because of the proportionately
increasing roles of the conductor itself and the resistor–
conductor interface.

The potential contribution of conductor traces within
networks must be minimized even with midvalue resis-
tors, where precision tolerances or ratios are required.
This is done through appropriate design by keeping the
aspect ratio of the conductor as small as possible and by
reducing its sheet resistance, which is commonly done by
electroplating to a thickness much greater than practical
with vacuum deposition. The form of the external lead
must also be taken into consideration, especially with
chip-and-wire assembly, where the resistance of a typical
wire lead is 0.1O. That amount adds significantly to the
total resistance and affects the TCR, as shown in Table 2.
The effect of lead resistance is minimized by using alter-
native packaging techniques, such as direct soldering of
lead wires in a single-in-line style. Fortunately, the circuit
requirements for resistance networks are more often on
voltage ratio output; in which case, interconnection resis-
tance is less important.

Table 1. A Comparison of Resistor Technologies

Thick Film Thin Film

Manufacturing process Screen print Vacuum deposit and
photolithography

Film thickness 10 mm 0.1mm
Line width 30 mils 0.3 mils
Material resistivity range 6þdecades 1 decade
Typical aspect ratio 20:1 2000:1
Resistance tolerance 1% 0.01%
TCR 250 ppm/1C 25 ppm/1C
TCR tracking 50 ppm/1C 5 ppm/1C
High-voltage capability Yes No
Current/Voltage linearity Poor Excellent
Current noise �5 dB �30 dB
Corrosion Never Sometimes
Custom tooling Hard Hard
Cost Lower Higher

+

+
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I
s

Figure 2. Typical serpentine resistor pattern to conserve space.
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Figure 1. Simple rectangular resistor structure showing the
basic concept.

Table 2. Effect of 0.1 X Lead Resistance on Resistance
Value and TCR

Total Resistance Temperature Coefficienta

10 W 1.00% 40.0
100 W 0.10% 4.0
1000 W 0.01% 0.4

aAssuming a TCR of gold of þ 4000 ppm/1C.
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The design of thin film resistors must also allow
for adjustment to a value. Modern laser systems are ca-
pable of adjusting resistors to very close tolerances at
very high speed. However, the closer the required toler-
ance, the more carefully the resistor must be designed
for both trimming efficiency and to minimize the amount
of physical damage done to the remaining active area
of the resistor by the laser beam. This is done by the use of
special trim geometries, which allow for sequential
steps from large to small increments of resistance change.
These special geometries occupy a significant amount
of substrate area. An example of such a design is shown
in Fig. 3.

3. WAFER-SCALE FABRICATION

The process of fabricating thin film resistors and networks
is comparatively simple relative to that for active devices,
but considerable variety is still possible along with much
art. A typical sequence is described below.

The surface of the substrate is given some type of
cleaning and/or conditioning to ensure good adhesion of
the thin film. This is accomplished before deposition by
chemical cleaning in ultrasonic baths followed by trans-
port through a vaporphase solvent system. Further con-
ditioning is accomplished by plasma treatment during the
initial stage of the vacuum deposition process. This is of-
ten done within a load-lock entry chamber, a system that
allows maintaining the cathode within a controlled, non-
reactive atmosphere. Film deposition is accomplished by
dc sputtering in a controlled atmosphere across a gap of

the order of 1 in. The substrates are often periodically cy-
cled under the cathode. The atmosphere employed is usu-
ally 10 mm of argon containing a partial pressure of either
oxygen or nitrogen. Deposition is done at rates ranging
from 1 nm/min to 10 nm/min.

Most deposition systems accommodate multiple cath-
odes to deposit several different materials sequentially
without breaking vacuum. This provides efficient opera-
tion, assures intimate contact between layers, and allows
for the deposition of composite resistive films. The design
and placement of physical shields, located in the cathodic
dark-space region, govern the uniformity of deposition
across a wafer. It is possible to attain uniformity of sheet
resistance to within 710% of a design value.

The general order of deposition is (1) resistive film, (2)
barrier layer, and (3) conductive film. The barrier layer is
included to minimize metallurgical interaction between
the resistive and conductive layers, especially during sub-
sequent high-temperature stabilization. It usually con-
sists of nickel in the case of the nichrome/gold system
and palladium in the case of the tantalum nitride/gold
system.

After film deposition, the appropriate resistor and con-
ductor patterns are formed by photolithographic tech-
niques, often in conjunction with an electroplating
operation as noted earlier. An example of such a sequence
is shown in Fig. 4 in idealized form. The first photoresist
layer is applied, exposed in the termination pattern, and
developed. Then the wafer is electroplated, thickening the
conductor traces within the openings in the photoresist
layer. After stripping the photoresist, the remaining thin
film conductor/barrier is etched away. Then the photo-
lithographic patterning process is repeated with the re-
sistive film.

It is common practice to employ a positive photoresist
that stands up in electroplating solutions. The conductive
layers are removed with cyanide solutions, and resistive
materials are dissolved in potassium iodide or hydrogen
fluoride solution.

Although there are many variants in the sequence of
these steps, they always include stabilizing the resistive
film by baking at high temperature in air, typically for
several hours at temperatures in the 300–4501C range.
This renders the material metallurgically stable and
chemically inert. The precise conditions during stabiliza-
tion are often adjusted slightly to bring the TCR within a
required specification.

The resistors are adjusted to their required value by
laser machining with automatic, specially designed high-
speed operating systems. The choice of electrical probes
for online measurement is critical, involving a balance be-
tween requirements for good electrical contact and opti-
mum physical wear. Laser beam (YAG) parameters must
be carefully chosen to provide clean, efficient removal of
resistive film but with minimum disturbance of the re-
maining film and substrate. In the case of precision toler-
ances, a two-step trim procedure is frequently employed
that includes an intermediate annealing step.

The final step in wafer-scale fabrication is dicing. This
is done by laser scoring or diamond-wheel sawing. With a
ceramic substrate, scoring is normally done with a CO2

FineIntermediateCoarse

Figure 3. Special resistor design feature. A multitude of differ-
ent designs are possible.
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laser system and usually in the postage-stamp mode, fol-
lowed by breakage. Alternatively, high-speed diamond-
sawing is done with ceramic or silicon substrates.

Chip networks are usually assembled into one of many
available types of package formats, including conformably
coated single-inline, hermetic dual-inline, flatpack, or sev-
eral molded small-outline package styles.

4. MATERIALS

4.1. Substrates

One of the most widely used substrate materials for thin
film resistors is high-alumina ceramic. This is available
from many suppliers in a variety of thicknesses ranging
from 10 to 40 mils. It is manufactured by a green-tape
process in sizes up to 6 in. In finished form, it consists of
99.6% alumina and has a surface finish generally better
than 1 microinch/inch. It provides excellent adhesion of
the deposited film. Its high strength is essential for with-
standing the rigors of handling by manufacturing equip-
ment. It is reasonable in cost, and its comparatively high

thermal conductivity is important for dissipating power
and reducing thermal gradients within a chip network.

High-alumina does not saw easily, but with the proper
composite diamond blades and high-speed equipment, rea-
sonable rates are achieved. Pulsed-laser scoring and sub-
sequent breaking is done much more rapidly but with
attendant risk to higher precision network tolerances.

Ceramic substrate was not always available with con-
sistent surface characteristics, and during its evolution,
the use of oxide passivated silicon wafers became, and has
remained, popular for fabricating film resistance net-
works. This material is readily available in large sizes
with consistent surface characteristics. With it, much fin-
er circuit features can be successfully imaged. It dissipates
internally generated power very adequately.

Silicon substrates are favored in applications involving
highly automated assembly equipment because of the su-
perior pattern visibility in autoalignment systems and the
relative ease and speed with which they can be singulated
by diamond-blade sawing. However, because of the inher-
ent electrical conductivity of silicon and the relatively large
capacitive reactance involved, it performs more poorly at
higher signal frequencies than do similar networks on
ceramic. On the other hand, the combination of the con-
ductive silicon base and its overlying dielectric layer pro-
vides the basis for fabricating integrated resistor-capacitor
networks.

Experience with both high-alumina and silicon sub-
strates indicates that better stability is generally obtained
on ceramic, making it the preferred choice for precision
network applications. Substrates of thin sapphire wafers
(single crystal alumina) were used in high reliability ap-
plications when ceramic quality was still inconsistent. It is
still employed occasionally in applications for which its
superior thermal conductivity is critical.

4.2. Resistive Films

The use of nickel-chromium alloys [1] for fabricating thin
film resistor networks was a natural extension of their use
in manufacturing wire-wound resistors. Nichrome wire
was made in compositions with a very low TCR for instru-
ments and the endurance of red heat for power applica-
tions. Compositional control of early film depositions by
thermal evaporation of nichrome in high vacuum was dif-
ficult because of the different partial pressures of the con-
stituents. This problem is resolved by high-voltage
sputtering, which after an initial break-in period, delivers
a film whose composition is identical to that of the cathode.
Sputtering provides excellent control of the film deposition
process.

The composition of nickel-chromium alloys for thin
films generally falls within the range 80/20 to 40/60. The
as-deposited film is uniform in composition with varying
degrees of microcrystallinity, depending on the tempera-
ture at which the substrate is maintained during deposi-
tion. During thermal annealing, however, stratification
occurs, with chromium migrating to the surface where it is
oxidized, leaving a nickel-rich underlayer. The chromium
oxide layer is etch-resistant. The deposition is also done

Remove photoresist

Conductor film
Barrier layer
Resistor film

Photoresist

Electroplated gold

Remove thin
conductor / barrier

Apply photoresist

Etch resistor

Strip photoresist

Substrate

Figure 4. Typical resistor processing sequence. This is just one
example of resistor fabrication.
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using a partial pressure of oxygen, which modifies the be-
havior during subsequent processing.

Nichrome is made in sheet resistance ranging from 25
to 1000O/’ or so, and in that range, the TCR is main-
tained to within 750 ppm/1C. However, within the com-
monly employed narrower range of 100–200O/’, the TCR
is held to a very low value, less than 10 ppm/1C, by exer-
cising careful control of critical process steps. It remains
the material of choice for high-precision applications.

The TCR of the as-deposited film is generally negative
and moves to a more (metallic) positive value during ther-
mal stabilization. A near-zero TCR is attained by critical
control of the process parameters. However, this is com-
promised by the significant nonlinearity of the resistance-
temperature relationship, as shown in Fig. 5. Even with
films with an incremental TCR of zero near room temper-
ature, the slope of the curve at lower and higher temper-
atures may range between –5 and þ 5 ppm/1C.

Properly manufactured nichrome thin films on ceramic
substrates are exceptionally stable. The small resistance
changes that occur in circuit operation are entirely a func-
tion of substrate temperature, induced by power loading
or ambient. The rate of change of resistance measured at
higher temperatures can be extrapolated to lower temper-
atures and longer times by classic kinetic equations, as in
Fig. 6 and Table 3.

Nichrome thin films are often provided with deposited
gold terminations for wire-bonding. If the gold is laid
directly on the nichrome, however, it absorbs chromium
from the nichrome nearby, resulting in a region of high
resistance and circuit vulnerability. This interaction is
blocked by adding an intermediate nickel layer between
the nichrome and the gold.

Unlike its bulk forms, thin film nichrome is subject to
catastrophic failure by electromigration from dc voltage
under high humidity, which permits a condensed water
layer to form. This phenomenon resulted in dramatic field
failures before it was recognized and dealt with by her-
metic packaging or by applying an insulating material to
the nichrome surface.

To overcome moisture difficulties associated with ni-
chrome, thin film resistors of tantalum nitride are em-
ployed. These are deposited on ceramic substrates by dc
sputtering from a tantalum cathode at a pressure of about
10 mm with a partial pressure of nitrogen, appropriate for
obtaining the film in the form Ta2N [2]. These films usu-
ally have an interdiffusional barrier layer of palladium
and gold termination. They are photolithographically im-
aged and thermally stabilized.

Tantalum nitride is made in a range of film thickness
and sheet resistance similar to that of nichrome. It is re-
garded as having superior reliability. The disadvantage of
tantalum nitride, compared with nichrome, is that it has
an intrinsic TCR of –120 ppm/1C.

Efforts to combine the best features of nichrome and
tantalum nitride in a single system have been made by way
of a composite, two-layer film. A film of nichrome is covered
with a thin film of tantalum, which is subsequently

Table 3. Extrapolated Stability Data for Nichrome Films

25 DR/R, ppm 70 DR/R, ppm 125 DR/R, ppm
Film Temp, 1C
Time, h Absolute Ratio Absolute Ratio Absolute Ratio

1,000 — — 50 10 500 100
2,000 — — 70 15 700 150
10,000 15a 3a 150 30 1500 300
100,000 50a 10a 500a 100a 5000a 1000a

aExtrapolated data.
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converted by thermal treatment to an oxynitride. The re-
sultant composite can be made with a very low and nearly
linear TCR along with greatly increased resistance to
electromigration.

Still another class of vacuum-deposited thin films used
in resistor products are composites of mixed chromium
and silicon oxides. Historically, these are obtained as vac-
uum evaporated mixtures, but serious process control was
almost impossible. Now such films produced by sputtering
from cathodes formed of chrome-silicon in an atmosphere
with oxygen. High sheet resistance is obtained with these
films, to values up to 10,000–20,000O/’. The TCR of
these films is more suitable for general-purpose applica-
tions, and the films exhibit higher levels of current noise
and less stability than homogenous film materials. For
situations requiring very high resistance and/or minimum
size, these film materials fulfill a real need. A comparison
of film materials is given in Table 4.

5. FINISHED FORMATS

5.1. Through-Hole Assembly

Regardless of the end product, all wafers in a given facility
are processed in pretty much the same way. After sing-
ulation, however, the chips are packaged in a variety of
formats. For through-hole circuit-based assembly with
100 mil pin spacing, the choice is between dual-inline
and single-inline and styles. The former may be hermet-
ic or molded plastic. Both involve chip-and-wire assembly
technology, which requires that a significant amount of
additional electrical resistance must be taken into account
in designing and trimming precision networks. This is
more critical in networks with lower value resistors.

Dual-inline construction imposes limits on chip size
and thereby on the total amount of resistance that can be
accommodated. However, a hermetic seal provides an add-
ed measure of reliability/stability.

An alternative format for through-hole assembly is sin-
gle-inline. These are nonhermetic, usually with a confor-
mal resin encapsulation. Single-inline format involves a
much larger ‘‘chip’’ than does dual-inline, but this added
size allows much higher total resistance values. An ad-
vantage of single-inline construction is that the external
leads are connected directly to the chip, by soldering or
thermocompression bonding.

The stability of thin film resistor networks is impacted
by mechanical stress introduced within the chip during
assembly, such as by mechanical contraction of a molding
compound during curing or through the interaction of ma-
terials with a different coefficient of thermal expansion.

Where the development of such stress is unavoidable, the
effects are reversed or moderated by thermal annealing. It
is also possible to allow for a final ‘‘tweak’’ of resistance
value to close tolerances by laser matchining just before
the final assembly step.

5.2. Surface-Mount Format

In the case of surface-mount assembly, a greater number
of formats are available, beginning with individual chip
resistors. These are available on ceramic in a variety of
standard sizes and standard values to tolerances of 0.1%.
The solderable, wraparound end termination may be a
thick film or thin film.

Another form of individual chip resistor is the square
silicon chip, usually either 20 or 30 mil meant primarily
for hybrid circuit application, with terminal pads for wire-
bond connection. A major advantage of this product is that
it is usually supplied as a two-element, three-terminal
version, which allows adjustment to close ratio tolerance.

Other forms of surface mount packaging for chip net-
works include:

1. Hermetic flatpack, with chip-and-wire internal con-
nection and 50 mil pin spacing.

2. Leadless chip carrier, with solderable, wraparound
terminals on two or four edges in 50 mil pin spacing.

3. Small-outline (50) formats, primarily of molded con-
struction with chip-and-wire assembly, in 50 and 25
mil gull-wing lead spacing on two edges. The popular
RC networks are supplied in this format.

4. Lead-frame-bonded directly to a ceramic chip in
gull-wing style.

Most surface-mount networks are designed for general
purpose (1% tolerance) networks to attain maximum com-
ponent onboard density.

6. PERFORMANCE CHARACTERISTICS

6.1. Integrated Construction

An important aspect of integrated, thin film resistor con-
struction is that all resistors on a given wafer close to one
another are exposed to nearly identical conditions during
manufacturing, which results in matching their electrical
characteristics very closely. This ensures that the relative
values of resistance remain virtually unchanged through-
out a variety of operational conditions. During the lifetime
of the circuit, the resistors within a given network are said
to track one another closely.

Table 4. A Comparison of Resistive Film Materials

NiCr Ta2N Poly. Chrom. Multilayer

Sheet resistivity range, O/’ 50–500 50–500 to 10,000 50–500
TCR ppm/1C 10–50 �120 o300 5–25
Thermal stability Excellent Excellent Fair Excellent
Reliability Marginal Excellent ? Excellent
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The difference in TCR between a seemingly matched
pair of discrete resistors may be as great as twice the
specified absolute TCR. For example, for a TCR of
072.5 ppm/1C, the tracking between a pair may be as
much as 5 ppm/1C. With integrated film networks, the
tracking is independent of the absolute TCR and usually
an order-of-magnitude better. For instance, even with an
absolute TCR of 725 ppm/1C, the internal tracking is gen-
erally less than 2 ppm/1C.

An additional advantage of integrated construction is
that serpentine patterns are essentially noninductive
compared with discrete, spiraled resistors. Further, the
interconnections between resistors in a network at the
chip level are inherently more reliable than are those
made with external lead connections, greatly improving
the overall reliability of the network.

Thermoelectric voltages are generated if the termina-
tions of a resistor are at different temperatures. This is a
real problem with discrete precision resistors where mea-
surable thermal gradients easily exist over the relatively
large dimensions of conventional circuit boards. In thin
film integrated networks, all resistors are at nearly the
same temperature as a result of the small chip size, prox-
imity, and the heat-spreading effect of the thermally con-
ducting substrate. It is not surprising, therefore, that
there are no reported thermoelectric effects in thin-film
networks.

6.2. Temperature Coefficient of Resistance

The temperature coefficient of resistance is the measure of
resistance change with a change in ambient temperature.
It is defined as the unit change of resistance per unit
change in temperature, and it is commonly expressed as
parts per million per degree centigrade. It is the property
by which different types of resistors are most often char-
acterized or differentiated. In practice, the TCR is usually
determined experimentally by measuring the resistance
value at several temperatures and calculating the rate of
change over the specific temperature interval, as indicat-
ed later. If the resistance changes linearly with tempera-
ture, the TCR is constant, regardless of the temperature
interval. However, when it is not linear, the TCR varies
according to the exact temperature interval over which
the measurement is made. For this reason, it is critical
that the interval is specified:

TCR¼
R2 � R1

R1ðT2 � T1Þ

	 

� 106 ð4Þ

where TCR¼ temperature coefficient of resistance (ppm/1C),
R1¼ resistance at room temperature (O), R2¼ resistance at
operating temperature (O), T1¼ room temperature (1C), and
T2¼ operating temperature (1C).

By adjusting processing conditions, it is possible to tai-
lor the resistance versus temperature curve to produce a
TCR with a negative slope below 251C and a positive slope
above it, with an incremental TCR of zero in the vicinity of
room temperature, as shown in Fig. 5.

A zero absolute TCR is especially advantageous in cir-
cuit operation, whereby current is switched on and off in

one resistor that is matched to a reference resistor carry-
ing a constant current. In this case, even though the two
resistors are perfectly matched, they may differ in value
because of differential self-heating, depending on the
absolute TCR of the pair. In these situations, the absolute
TCR should be as low as possible in the operating
temperature region.

6.3. TCR Tracking

TCR tracking is defined as the difference between the TCR
of a pair of resistors over a given temperature interval.
Close tracking is difficult to achieve among discrete com-
ponents, but it is intrinsic to integrated construction. TCR
tracking among neighboring resistors on the same wafer is
usually no more than a few tenths of a parts per million
per degree centigrade. However, an ‘‘apparent’’ TCR track-
ing is sometimes found that is higher than the ‘‘true’’ TCR
tracking because of the contribution of terminations with
a small but measurable resistance r and a large metallic
TCR. The contribution of the common lead disappears
when critical ratios are specified and measured according
to voltage division rather than to resistance ratio.

6.4. Voltage Ratios

Frequently when resistors are employed as voltage divid-
ers, it is more appropriate to deal with voltage ratio spec-
ifications than with resistance ratios. Ideally, the voltage
drop across a pair of resistors is determined by the ratio of
resistance values: R1/(R1þR2) as shown in Fig. 7. When
the resistance values are not equal, however, the voltage
ratio differs from that calculated from the apparent (mea-
sured) resistance values by an amount governed by the
resistance of the common lead. This deviation can be quite
significant, especially with low-value resistors. For a
10 kO resistor in series with a 1 kO resistor with a com-
mon ‘‘tap’’ lead of 100 mO resistance, the two ratios differ
by 75 ppm:

Voltage Ratio Calculated Using Apparent Resistance:

1000:1

1000:1þ 10; 000:1
¼ 0:0909165

V

V

E

E

r

R1

R1

R1 +

R2

R2
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(R1 + r ) + (R2 + r )

(R1 + r )

Figure 7. Voltage ratio versus apparent resistance ratio.
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Voltage Ratio Measured Directly:

1000

1000þ 10; 000
¼ 0:0909090

Voltage ratio tracking over temperature is always less
(better) than TCR tracking.

6.5. Thermal Stability

The effects described in the previous sections are revers-
ible. The changes are not permanent and disappear when
the temperature reverts to its initial point. Irreversible
changes, however, are brought about by holding the com-
ponents at an elevated temperature for extended inter-
vals. The advantage of integrated construction again
becomes evident. All resistors in a given film network ex-
hibit very similar absolute changes during life testing, and
the changes in resistance ratio or voltage ratio are an or-
der-of-magnitude smaller.

6.6. Power Rating

Because thin film networks are not generally used in high-
power applications, methods for establishing maximum
power ratings are not as formalized as for discrete resis-
tors. However, because chip size is quite small, internally
generated power density may reach significant levels.

Rated power is generally accepted as that power which
is sustained without raising the surface temperature of a
part above a specified maximum operating temperature,
commonly 1501C. The designer must, therefore, consider
the power density developed at the chip surface. For more
precise tolerances, a limit of 25 W/in2 is appropriate. More
general tolerances sustain power density levels up to
200 W/in2 without jeopardizing their integrity. Allowance
must be made for the fact that different packaging formats
vary greatly in their ability to dissipate heat and thereby
lower the chip surface temperature.

6.7. Voltage Coefficient of Resistance and Current Noise

These two characteristics, which can be a serious draw-
back in resistors made from composite materials, such as
cermets or polymers, are inconsequential in thin film net-
works. Voltage coefficient of resistance is the unit change
in resistance per unit change in voltage expressed as parts
per million per volt. It is a measure of the nonohmic be-
havior and, in thin films, reaches identifiable levels only in
the megohm range, where it has been measured at about
0.1 ppm/V. Current noise is characterized and measured
by an industry standard instrument. Typical values for
thin film elements are less than –35 dB.

7. SUMMARY OF THE ADVANTAGES OF THIN FILM,
INTEGRATED RESISTOR CONSTRUCTION

* Very small, high-density, multielement networks.
* Extremely close matching of all elements in a net-

work, ensuring close tracking over temperature and
throughout life.

* The small chip size enables hermetic construction in
a variety of standard, contemporary formats.

* Repeatable and consistent characteristics part-to-
part and lot-to-lot.

* Very low inductance.
* Outstanding reliability—fewer manmade intercon-

nections.
* No discernible thermoelectric effects on voltage coef-

ficient.
* Very low current noise.
* Installed costs are usually less than for discrete

resistors.

8. NiCr THIN FILM RESISTORS

8.1. Background

Studies of NiCr TFRs have used resistance variation with
annealing of different elemental ratios of Ni and Cr to
achieve low values of the TCR [3]. Nucleation and growth
of microcrystalline particles occur with annealing in air or
vacuum [4,5]. Vacuum annealing may positively increase
the TCR because of grain growth, whereas air annealing
forms surface oxides of Cr with a negative TCR, which
compensates for the effect of grain growth. Grain growth
and intermetallic phases were observed [6] for SiOx pro-
tected films, and selective oxidation of Cr on the top of
unprotected films led to the development of an in-depth
concentration gradient.

NiCr TFRs may be optimally developed [7] by anneal-
ing to minimize the TCR, by stability testing for various
annealing conditions, and by identifying the annealing
mechanism by secondary ion mass spectrometry (SIMS),
electron spectroscopy for chemical analysis (ESCA), scan-
ning electron microscopy (SEM), energy dispersive X-ray
(EDAX), and transmission electron microscopy (TEM).

8.2. Fabrication Techniques

A thorough study of the NiCr TFR was conducted in a joint
project by the State University of New York (SUNY) at
Buffalo and Ohmtek, Inc. [8]. NiCr thin film resistors used
RF sputter deposition from a 40/60 NiCr:Si target on al-
umina substrates to a thickness of 300–700 Å. Sheet re-
sistivities rs of 10, 100, 150, 191, 212, 280, 500, and
1000O/’ were studied. The TCR was determined for
both air and vacuum annealing, as in Table 5, in the range
–1801C to þ 1001C. The TCR of 10, 500, and 1000O /’
samples was not improved satisfactorily by annealing.
Films within the range of 100–200O/’ were successfully
annealed, except for the vacuum annealing of the 191O/’
case. Vacuum annealing for 100O/’ samples required
higher temperature to achieve the same TCR improve-
ment as air annealing. The 150O/’ sample attained the
lowest TCR with less range span. For the 191O/’ case,
only air annealing improved the TCR. As shown in Fig. 8,
air annealing flattens the TCR versus T increases, but an
opposite effect was observed for vacuum annealing.

Samples were tested for stability after 1 month using
repeated temperature cycling between 40 and 1501C for
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8 h; elevated temperature at 1501C for 4 h; humidity
490% for 4 h and then 8 h. During a 1-month storage pe-
riod, before stability tests, air annealed 100O/’ samples
retained the low TCR, whereas the vacuum annealed
100O/’ and air annealed 191O/’ samples had a TCR
change from 5 to 17 ppm/1C. In 100O/’ and 191O/’
samples, the TCR was undisturbed by the previously de-
scribed stability tests.

8.3. Mechanisms of Stabilization

SIMS analysis reveals that annealing enhances the Cr
oxide to the same level as Si oxide. ESCA and TEM ana-
lyses confirm this in that an elemental Cr peak for the as-
deposited film is replaced by a Cr oxide peak. The absence
of Ni in the ESCA spectrum for annealed samples indi-
cates segregation of Cr to the surface. SIMS reveals that
the oxide ratio of Cr to Si in the bulk is lower for the sam-
ples with improved TCR. The lack of a Cr–Si structure in
the unimproved samples, evidenced from the electron dif-
fraction patterns, and the limited range of sheet resistivity
showing a TCR improvement, suggests that the bulk Cr
oxides, then coordinated with Si, are important in achiev-
ing a low TCR; that is, Si is the medium for CrO and Ni

interaction. After optimal annealing of samples consisting
of enough Si–Cr structure in the 100–200O/& range, the
amount of bulk oxide with a negative TCR balances the
positive TCR contributed by the nucleation of segregated
Ni. Thus, NiCr TFRs have a low and stable TCR after an-
nealing because new compounds form and a balance oc-
curs between negative and positive TCR components in
the film. However, NiCr is not easily tuned to a TCR of
75 ppm/1C and degrades in a harsh environment.

9. TANTALUM NITRIDE THIN FILM RESISTORS

9.1. Fabrication Techniques

The linear TCR and physiochemical inertness make Ta–N
superior to the more popular NiCr for thin film resistors.
The mass production of Ta2N TFRs, deposited at 4501C by
magnetron sputtering, with sheet resistivity of 50 to
100O/sq and TCR of about –80 ppm/1C, was announced
in 1982 [9]. A slow annealing process under vacuum [10]
might produce a near-zero TCR.

A thorough study of Ta2N–TFRs was jointly conducted
by SUNY at Buffalo and Ohmtek, Inc. [11,12]. The Ta–N
films were deposited on SiO2/Si or alumina from a pure Ta
target by either dc diode or magnetron reactive sputter-
ing, without substrate heating, on stationary or rotating
substrates for better uniformity. The end contact materi-
als consisted of Au on an interlayer of NiCr, TiW, or Tame-
lox (the tradename for the Ta/NiCr), for adhesion and a
diffusion barrier.

Optimal air annealing was at 4251C for 15 min followed
by 3751C for 1 h. The result in Fig. 9 shows a linear TCR,
better than –20 ppm/1C for the temperature range of –150
to þ 1001C. Air annealing effectiveness was a strong func-
tion of sheet resistance and the initial TCR. As for vacuum
annealing, both high and low sheet resistivity films (25–
140 ohm/sq) were effectively improved in TCR. Ten 140O/
sq resistors with an initial TCR¼ –140 ppm/1C were im-
proved to close to zero TCR (75 ppm/1C) by annealing at
7001C for 2 min. Figure 10 shows a linear and very low
TCR resulting from vacuum annealing. Air annealing
would not be successful for such high sheet resistivity
films. A summary of annealing effects is listed in Table 6.
The 25O/sq films are extremely temperature sensitive,
resulting in a wider TCR range after vacuum annealing.

Table 5. Result of TCR Measurements onNiCr TFRs

Sheet Resistivity,
ohm/sq

Annealing
Environment

Temperature,
1C

Typical As-Deposited
TCR, ppm/1C

Typical Annealed
TCR, ppm/1C

10 Air 300 þ70720 þ90750
100 Air 337 �40720 þ575
100 Vacuum 400 �40720 þ575
150 Air 360 �45710 þ371
191 Air 350 �4578 þ574
191 Vacuum 340 �4578 �40710
500 Vacuum 300 �55710 �5078
1000 Air 200 �70727 �110720
1000 Vacuum 400 �70727 �50715
1000 Vacuum 500 �70727 �80720
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Figure 8. Resistance variation versus ambient temperature for
191O/’ films of NiCr. The change in resistance decreases as air
annealing temperature increases from 2501C to 3501C [7].
*¼2501C in air, 1 h; K¼3301C in air, 1 h; þ ¼3401C in air, 1 h;
~¼3501C in air, 1 h; ’¼3801C in air, 1 h; m¼3401C in air,
2 h; � ¼3401C in vac, 1 h.
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An aging test (or burn-in) may be conducted at 2501C
and an accelerated lifetime test at 1501C. Because the
Ta2N material possesses a very high free energy of forma-
tion (–457 kcal/mol) [13], no aging would occur at a lower
temperature. It is desired to maintain the change in re-
sistance, for resistors held at 1501C, to less than 0.02%
after 1000 h.

Annealing at 680–7001C in vacuum followed by 2501C
in air for 100 h is effective in stabilizing TFRs with a wide
range of initial values of R. Contacts of TiW or Tamelox are
superior to Au/NiCr contacts. Data in Table 7 indicate re-
sults of a stability study at 1501C after air annealing at
2501C. Degradation is seen after 600 h, but this is attrib-
uted to the contacts and not to the resistor.

9.2. Mechanisms of Stabilization

TEM reveals little crystallinity in as-deposited Ta–N.
Elevated temperature annealing produces Ta–N interac-
tion and grain growth. Vacuum annealing produces Ta2N
regardless of the initial resistivity, whereas air annealing
is effective for high resistivity films. Stabilized grain size is
about 150 nm. Analysis by ESCA indicates a competing
mechanism between oxide or nitride formation. Vacuum
annealing promotes nitride formation and reduces the ox-
ygen signal. The gradually aggregated Ta2N crystallites
follow the predicted activated tunneling conduction mech-
anism. As the amorphous Ta–N matrix is consumed, the
exposed substrate participates in the conduction mecha-
nism. This phenomenon happens only when the films are
excessively annealed. The Ta2N structure remains intact
after overannealing, and the TCR remains around
þ 80 ppm/1C in the vacuum annealing temperature range

from 750 to 8501C. In high-frequency applications, sub-
strate selection is the most important factor. It has been
shown that Al2O3 is five orders of magnitude better than
the SiO2/Si substrate.

Ta2N thin film resistors are electrically and physically
superior to NiCr. The linearity of the TCR behavior, the low
TCR, high recrystallization temperature, and resistance to
strong acidic medium are positive attributes. Ta—N is
prepared with a TCR ranging from –150 ppm/1C to almost
zero. Convenient and inexpensive air annealing is used
with TCR stabilized from as low as –150 ppm/1C. For high-
precision applications, a vacuum annealing process is
used, with a resulting TCR within 75 ppm/1C. After
400 h at 1501C, the Ta2N resistors are stable within
0.02%. Aging at 2501C is by a bulk diffusion mechanism.
With confident extrapolation, the resistors would be stable
at 1501C within 0.05% for 1000 h if a stable contact like
TiW is used.

10. RUTHENIUM OXIDE THIN FILM RESISTORS

10.1. Background

RuO2 TFRs represent a further improvement over
presently available materials [14]. Transition-metal
oxides with rutile structures, such as RuO2, may
be a very attractive metallization option in a variety
of very large-scale integrated circuit applications.
RuO2 is a good diffusion barrier in silicon contact metal-
lizations with an aluminum overlayer [15–18]. RuO2

thick film resistors find wide application in hybrid circuits
[19–22].

Table 6. Result of TCR Measurements onTa2N TFRs

Sheet Resistivity,
O/sq

As-Deposited
TCR, ppm/1C

Annealing
Condition

After annealing
TCR, ppm/1C Comments

30–90 o�60 Air �20 —
80 o�60 Air �120 Not improved
25 �140 Vacuum 730 Extremely sensitive to condition
140 �140 Vacuum 75 Highly reproducible results
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10.2. Fabrication Techniques

Thin RuO2 films with thicknesses of 20–200 nm are reac-
tively sputtered by a dc magnetron. Using a target of
Ru with a purity of 99.9% and diameter 5 cm, RuO2 thin-
film resistors are deposited onto SiO2/Si substrates,
directly patterned with a shadow mask during sputtering
to be 1 mm wide and 10 mm long [23]. Sputtering is done
with the substrate temperature ranging from 25 to 5001C,
O2 pressure from 5� 10� 5 –1�10� 3 Torr, total pressure
(ArþO2) of 10 mTorr, distance between substrate and tar-
get of 7.5 cm, and sputtering rate of approximately
50 nm min–1.

The TCR is controlled by a combination of substrate
temperature and oxygen pressure. Films deposited at rel-
atively low temperature give a negative TCR. A positive
TCR is obtained with films deposited at relatively high
temperature. Clearly, the films undergo a change in micro-
structure and/or chemical composition as the TCR changes
from semiconductor-like to metal-like. A critical substrate
temperature Tcs during sputtering exists, at which the
TCR changes signs from negative to positive, as shown
in Fig. 11, where the O2 pressure was 5� 10–4 Torr. The
critical temperature from a simple curve fitting of exper-
imental data is about 851C. A TCR as low as –30 ppm 1C–1

to –80 ppm 1C–1 may result for thin film resistors deposited
at a substrate temperature of 801C and an oxygen pres-
sure of 5� 10–4 Torr. The TCR is further improved to
073 ppm 1C�1 by heating the sample at 1501C in air for
several hours.

Figure 12 shows that the positive or negative TCR of
the film is controlled by changing the oxygen pressure
during sputtering. However, the resistance becomes un-
stable for oxygen pressure lower than 1�10–4 Torr. From a
practical viewpoint, the substrate temperature during
sputtering rather than oxygen pressure should be used
to control the TCR.

10.3. Mechanism of Stabilization

Using SEM and XRD, the films are amorphous or have a
very fine grain size when deposited at lower substrate
temperatures. The grain size of the film becomes much
larger with increasing substrate temperature during sput-
tering. XRD patterns show that the films undergo a struc-
ture change when the substrate temperature changes
from room temperature to 5001C during sputtering.
From the viewpoint of material structure, amorphous
RuO2 gives a negative TCR, whereas polycrystalline thin
films have a positive TCR [22–25].

Using in situ annealing, it is possible to routinely fab-
ricate near-zero TCR resistors. Resistors annealed in such
a way have a layer-like structure, automatically formed
during the in situ annealing in oxygen. The TCR of the
resistors is mainly controlled by the oxygen content in the
film. The top layer, which contains more stoichiometric
RuO2, has a positive TCR, but the bottom layer, which
shows oxygen deficiency, has a negative TCR. This can be
clearly seen from the AES depth profiling shown in
Fig. 13. The in situ technique is very controllable and re-
producible.

11. DOUBLE-LAYER RuO2/Ta2N THIN FILM RESISTORS

A resistor design that overcomes potentially weak areas of
the single-layer structure of NiCr, Ta2N, or RuO2 uses a
layered structure of RuO2/Ta2N. This design combines the
best characteristics of the two different materials Ta2N
and RuO2 in one system. Thin film Ta2N has a negative
TCR, whereas RuO2 has a positive TCR. Near-zero-TCR
resistors are fabricated by layering Ta2N and RuO2. Be-
cause the resistance of RuO2 decreases with time and that
of Ta2N increases with time, the layered design is expected

Table 7. Stability after Optimized Air Treatment forTa2N
TFRs

Annealing Condition
Avg. DR/R

Environment
Avg. TCR,

ppm/1C

After vacuum annealing — �4.5
After air annealing (0 h) — �1.3
After air annealing (160 h) 0.014 0.4
After air annealing (390 h) 0.016 —
After air annealing (610 h) 0.111 —
After air annealing (1400 h) 0.363 þ0.8
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to be unchanged with time. The high thermal stability and
acidic or environmental hardness of RuO2 make it a per-
fect capping layer in this system. The use of highly con-
ductive RuO2 as a capping layer also provides a very easy
way to form an ohmic contact in the resistor termination.
More versatile techniques and materials for packaging
and assembly become possible because of the unique bar-
rier properties of RuO2 and its resistance to acids [27–29].

12. CONCLUSION

In order of use today, TFRs are made from NiCr, Ta2N,
RuO2, or multilayers. Performance quality is improved in
the same order. Fabrication consists of reactive sputtering,
annealing in situ or ex situ, patterning, contact formation,
longterm burn-in to establish R and TCR, and finally, sta-
bility testing. A near-zero TCR (o75 ppm/1C) is achieved
with longterm stability. Each material system has a dif-
ferent mechanism of stabilization that includes oxidation,
nitridation, grain growth, and layering. As applications
become more demanding, RuO2 or RuO2/Ta2N TFRs may
become materials of choice.
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1. THIN FILM MATERIALS

Thin film ferroelectric materials and hexagonal
piezoelectric materials are essential for fabrication
of electronic and/or photonic devices. Historically ferro-
electric materials were discovered in a form of bulk single
crystals of Rochelle salt in 1920. Since then, a number of
ferroelectric materials, including NH4H2PO4 (ADP),
KH2PO4 (KDP), LiNbO3 (LN), LiTaO3 (LT), BaTiO3 (BT),
PbTiO3 (PT), and Pb(Zr,Ti)O3 (PZT), were developed in a
form of bulk single crystals or bulk ceramics. Among these
ferroelectric materials, perovskite (ABO3) with oxygen
octahedral structures has become an important ferroelec-
tric material.

Ferroelectric materials are dielectrics that have
a spontaneous polarization with nonlinear hysteretic
properties and show several unique properties including
high dielectric permittivity, high piezoelectricity, high
pyroelectricity, and high electrooptic characteristics.

Bulk ferroelectric materials were widely used to man-
ufacture discrete electronic components including cera-
mics capacitors, bandpass filters, resonators, ultrasonic
transducers, and positive temperature coefficient (PTC)
thermistors. Novel ferroelectric materials such as optical
transparent ferroelectric (Pb,La)(Zr,Ti)O3 (PLZT) cera-
mics were developed by Haertling and Land in 1971. A
high-speed electrooptical shutter was realized using hot-
pressed transparent PLZT ceramics. The bulk-type ferro-
electric devices, however, could not meet recent require-
ments of miniaturization and/or integration with Si and/or
GaAs semiconductive devices.

Thin film ferroelectric materials have a high potential
for miniaturization and/or integration with the semicon-
ductive devices. Thin films are also important to
the understanding of ferroelectricity. Thin films are
commonly fabricated by depositing individual atoms
on a substrate. The film thickness is typically less
than several micrometers. The structure of thin films is
essentially homogeneous on an atomic scale. Thin films
exhibit the following useful aspects including thin film
effects:

1. Unique material properties resulting from the
atomic scale growth

2. Size effects at ultrathin films

3. Unique functional properties at layered structure
including human-made superlattice and tailored
ferroelectric materials

Polycrystal and/or single-crystal thin films of
ferroelectric/piezoelectric materials are used for the fabri-

cation of thin film devices. The polycrystal thin films
are commonly deposited on a noncrystalline substrate
such as fused quartz, borosilicate glass, and passivated
Si substrates. The single-crystal thin films are heteroepi-
taxially grown on a foreign single-crystal substrate
such as sapphire, MgO, SrTiO3 (ST), LaAlO3, and
YSZ substrates. At the early stage, the ferroelectric
thin films were considered to be a simple substitution of
bulk dielectric materials by thin films, such as a fabrica-
tion of thin film discrete capacitor for an electronics
system.

Since the 1970s, several kinds of thin film ferroelectric
and/or piezoelectric films were developed for a fabrication
of bulk acoustic wave (BAW) devices, surface acoustic
wave (SAW) devices, thin film ferroelectric memory, acous-
tooptical (AO) devices, and electrooptical (EO) devices.
Among these thin films, piezoelectric ZnO and CdS thin
films of hexagonal structure were extensively studied for a
fabrication of the thin film SAW devices and the thin film
AO devices, although the piezoelectric hexagonal
ZnO and/or CdS were not ferroelectric materials. The
technology for a production of ZnO thin film SAW devices
was established, and the ZnO thin film SAW devices
are used in practice. Since the 1980s, much attention
has been paid to the application of ferroelectric thin
films such as PZT and (Pb,La)TiO3 (PLT) to thin film
optical waveguide devices, an integrated pyroelectric
sensor, a memory capacitor of high dielectric permittivity
at megabit dynamic random access memory (DRAM),
the ferroelectric random access memory (FERAM)
combined with Si and/or GaAs integrated circuits,
and a thin film microactuator. Two-dimensional
integrated optical devices are made by electrooptic
thin films. The multilayer structures tailor SAW materials
with designed acoustic velocity, electromechanical
coupling, and temperature stability. The electromechani-
cal coupling for the generation of SAW is enhanced
at the layered structures. High electromechanical
coupling with zero temperature coefficient of delay
time (TCD) could be achieved at the layered structure of
ZnO/glass substrate. The electrostrictive properties
are also of interest for making a microelectromechanical
system (MEMS). A MEMS provides integration of
sensors, actuators, and electronic circuits in a single
chip. Table 1 shows typical thin film ferroelectric materi-
als and their devices including hexagonal piezoelectric
thin films [1–3].

2. THIN FILM FABRICATION

Thin films of ferroelectric materials are fabricated
by a thin film deposition process including physical vapor
deposition (PVD), chemical vapor deposition (CVD), and
chemical solvent deposition, as shown in Table 2.

Thin films of ferroelectric materials were first
fabricated by Feldman in 1955 for BaTiO3 by PVD using
a simple vacuum evaporation. In the 1960s, others tried
to deposit thin films of PbTiO3 by cylindrical magnetron
sputtering. The controlled deposition of the perovskite

5226 THIN FILMS

Previous Page



ferroelectric materials of ABO3 and A(B1,B2)O3 structure
could not be attained because of their complex chemical
composition. Since the middle of the 1970s, rapid progress
has been observed in the thin film deposition processes,
including planar magnetron sputtering, molecular beam
epitaxy (MBE), and metal organic chemical vapor deposi-

tion (MOCVD). After the discovery of high-Tc supercon-
ductors of layered perovskite in 1986, rapid progress has
been seen in the development of the deposition process for
complex perovskite with atomically controlled crystal
structure using sputtering, MBE, laser ablation, and
MOCVD.

Table 1. Ferroelectric Thin Films and Devices

Function Devices: Materials Miscellaneous

Ferroelectricity FEDRAM: PZT, PLZT Nonvolatile
FESRAM: BPZT, SBT High Ps, Pr
FEMFET: BMF PZT420mm/cm2

High Permittivity Capacitor for high count High permittivity
DRAM: SBT, ST, PZT, PLT PZT: 500–2000

Pyroelectricity IR detector: PT, PLT Sensitive/low noise
PLT: g¼5.5 � 10�4 C/m2 K

Piezoelectricity BAW/SAW: ZnO, AlN High coupling for SAW
Filter PZT, PLT ZnO/sapphire: k2

¼5%
Resonator High temperature stability
Oscillator ZnO/glass: TCD¼0
Delay line

Electrostriction Actuator: PLT, PZT, ZnO High sensitive
MEMS

Acousto-optics Integrated optics: ZnO, LN Low working voltage
Channel switch PLT, PLZT High-speed operation
Modulator

Electro-optics Integrated optics: LT, LN, BTO Pockels effect (linear EO)
Coupler PLT, PLZT LN, LT, BTO, PLZT
Channel switch Kerr effect (quadratic EO)
Modulator PLT, PLZT:
Optical shutter R¼1 � 10� 16 m2/V2 (6328 Å)
EO disk memory

BPZT:BaTiO3–PbZrO3; SBT:SrBi2Ta2O9, BST: (Ba,Sr)TiO3; BTO:Bi4Ti3O12; LN:LiNbO3; LT:LiTaO3; BMF:BaMgF4

Table 2. Thin Film Deposition Process

Classification Deposition System Source Materials Film Structure

Vapor phase deposition

PVD Thermal evaporation Individual metals Uniaxial crystal by
EB Individual oxides epitaxial growth
crucible Multisource (poly/single)
MBE

Laser ablation FE compounds Tailoring FE by layer-
Individual oxides by-layer deposition
Multitarget In situ poling

Sputtering FE compounds
Individual metals
Individual oxides
Multitarget

CVD Low-pressure CVD Individual halide Uniaxial crystal by
MOCVD Metal organic gas epitaxial growth
Plasma-assisted (poly/single)
MOCVD In situ poling

Chemical solvent deposition

MOD Individual Multiaxial (polycrystal)
Sol-gel deposition Metal organic gas Ex situ poling (porous)
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Typical configuration of deposition systems are shown
in Fig. 1. A conventional thermal evaporation process
provides inhomogeneous and nonstoichiometric thin
films. A multisource MBE system is used for the deposi-
tion. The laser ablation is carried out by the direct
evaporation of source ferroelectric materials resulting
from the irradiation of high-intensity pulsed excimer
laser. The mechanism of laser ablation includes
photo and thermal evaporation. The pulsed evaporation
by high-intensity laser improves the inhomogeneity
and/or nonstoichiometry, although the laser ablation
includes the thermal evaporation process. The phenom-
enon of sputtering consists of a nonthermal evaporation.
The sputtering process essentially provides homogeneous
and stoichiometric thin films of complex ferroelectric
materials because the sputtering mechanism consists
of removing source materials (target) on an atomic
scale by an impact of energetic ions through the momen-
tum transfer mechanism. Multitarget magnetron sputter-
ing is used for the deposition of layered structures and/or
human-made superlattices. The sputtering process has
a high potential for the fabrication of complex ferroelectric
thin films. In the plasma-assisted MOCVD, energetic
electron in gas plasma enhances the chemical reaction.
At present, these thin film processes provide the
thin films of perovskite with an accuracy of 1 nm
corresponding to two or three of their crystal units.
The chemical solvent deposition provides a simple fabrica-
tion process. However, the deposited thin films are essen-
tially porous because the growth process is governed by

a conventional thick film technology including dipping
and/or spinning of sol-gel precursor solution followed by
annealing for sintering.

The deposition, chiefly by sputtering, of transducer
quality ZnO thin films has been studied since the 1970s.
The technology to fabricate ZnO thin films has already
been established. The c-axis-oriented polycrystalline thin
films are deposited on a glass substrate by direct sputter-
ing from the ZnO target. The c-axis orientation on the
glass substrate is quite reasonable because the film
growth of a hexagonal structure is governed by Bravis’s
empirical law for crystal growth, where the most densely
packed plane (c-plane) will be the most preferable surface
of crystal growth. Single-crystal ZnO thin films are epi-
taxially grown on a sapphire substrate. The a-axis-or-
iented ZnO thin films are epitaxially grown on R-plane
sapphire.

It is particularly important to understand the structure
of thin films because it can have a profound influence on
the operation of the thin film devices.

Thin films of polycrystalline phase comprise a column
geometry with an interfacial layer between the thin
films and a substrate. Low dielectric permittivity of
the interfacial layer apparently reduces the permittivity
of the ferroelectric thin films and/or increases a
coercive field (extrinsic thickness effect). The decrease
of dielectric permittivity for ferroelectric thin films
with the decrease of their film thickness is also governed
by the depolarization phenomenon (intrinsic thickness
effect).

Substrate

Substrate Gas source
Gas plasma

Vacuum Vacuum

Excimer
laser

Crucible
source Plume

Target

Sputter
target

Organic metal

Power source

Gas plasma

(b)(a)

(c) (d)

Substrate Substrate

N
S

N
S N

S

RF-power

Figure 1. Typical configuration of thin film deposi-
tion systems: (a) multisource MBE, (b) laser abla-
tion, (c) multitarget sputtering, (d) plasma-assisted
MOCVD.
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The epitaxial ferroelectric thin films show different
microstructures depending on the degree of lattice match
between the thin films and substrates. It is generally
believed that, under an excellent lattice match, the thin
films such as PT on ST show a single domain; under a poor
lattice match for both a- and c-axes, the thin films such as
PT on MgO show a multiaxial crystal structure; and under
a fairly good lattice match, the thin films such as PT on
KTaO3 (KTO) constitute a periodic domain structure.
These microstructures are grown primarily to minimize
the total energy of the heterostructure. The phenomena
are understood by linear-elasticity theory and a Landau–
Ginzburg–Devonshire type phenomenological theory.

The actual epitaxial thin films of ferroelectric materials
commonly constitute inhomogeneous microstructures in-
cluding an interfacial layer that resembles polycrystalline
thin films on a glass substrate as a result of the inhomo-
geneous nucleation at the initial stage of film growth. A
selection of substrate materials is important for the con-
trol of thin film growth. Typical structural properties of
substrates are shown in Table 3 [4–6].

3. THIN FILM DEVICES

3.1. Thin Film SAW Devices

The use of thin film SAW devices is an example of a
successful application using piezoelectricity of hexagonal
thin films and perovskite ferroelectric thin films. In the
quasistatic approximation, the acoustic fields associated
with plane waves in a piezoelectric medium are obtained
by solving the stiffened Christoffel equation. In the case of
a half-space medium with a free boundary surface, the
boundary conditions must be satisfied and the mechanical
stress and electric displacement must be calculated from
the piezoelectric constitutive equations. These procedures
give the solution as a SAW, which acoustic vibration
energy concentrates near the surface of elastic solid
materials. The Rayleigh wave and Love wave are obtained
as the typical solutions of SAWs. The particle displace-
ment of the former is in the sagittal plane, which is

perpendicular to the surface and parallel to the wave-
propagation direction, and that of the latter is parallel to
the surface and perpendicular to the direction of propaga-
tion. The SAW makes possible acoustoelectronic devices
including the SAW filter for cellular phone/PCS/pager.

3.1.1. Generation of SAWs. The SAW modes can be
generated by an interdigital transducer (IDT) formed on
the surface of the piezoelectric substrate shown in Fig. 2.
In the bulk SAW devices, bulk single crystals such as the
LiNbO3 and/or LiTaO3 are adopted as the piezoelectric
substrate. Whereas in the thin film SAW devices, a layered
structure consisting of a piezoelectric thin film on the
nonpiezoelectric mediums is used as the piezoelectric
substrate. Figure 3 shows the calculated result of an
effective electromechanical coupling constant k2 for four
types of electrode configurations of a c-axis-oriented ZnO
film on fused quartz. These electrode configurations for a
thin film SAW transducer are also illustrated in Fig. 7.
Each configuration consists of an IDT with or without a
counter electrode. The value of k2 is determined by the
relation k2¼DVp=Vpwhere DVp is the variation of SAW
phase velocity Vp by the short condition of the surface
electric field. The k2 is simply evaluated by the equation
k2¼ po0CT=4NGa, the inline model of Smith’s equivalent
circuit model for electromechanical bulk wave, where o0,

Table 3. Lattice Parameters of Typical Single-Crystal Substrates

Crystal System Structure Lattice Constant (Å) Coefficient of Expansion (10� 6/K)

Sapphire Trigonal Corundum a¼4.7630 7.5–8.0
MgO Cubic NaCl a¼4.2030 13.8
SrTiO3 Cubic Perovskite a¼3.9050 10.8
LaA1O3 Pseudo cubic Perovskite a¼3.7920 10.0
YSZ Cubic Fluoride a¼5.1600 10.0
KTaO3 Cubic Perovskite a¼3.9890 6.7
PbTiO3 Tetragonal Perovskite a¼3.8890 16.1

c¼4.1532 –54.2
Cubic a¼3.9610

epitaxial relations:

(111)PT//(001)sapphire (0001)ZnO//(0001)sapphire

(100)PT//(100)ST ð11 �220Þ ZnO//ð01 �112Þ sapphire (R-plane)

(100)PLZT//(100)MgO (0001)LN//(0001)sapphire

(111)PLZT//(0001)sapphire (0001)LN//(0001)LT

(100)PLZT//(100)ST

IDT

Substrate

Figure 2. Interdigital transducer formed on the surface of the
piezoelectric substrate.
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CT, Ga, and N are the synchronous frequency, capacitance,
radiation conductance, and number of finger pairs of IDT,
respectively. The inline model (the major electric field
component is parallel to the surface) becomes almost equal
to the crossed-field model (the major electric field compo-
nent is perpendicular to the surface) under the rough
condition of k2N41. Figure 3 shows that k2 varies with the
ZnO film thickness, and the variations show a double-
peaked character for the IDT structures including the
counter electrodes. Note that the k2 for thin films is higher
than the bulk value at optimum film thickness.

3.1.2. Temperature Stability. SAW-layered structures
have flexibility in that substrate materials can be chosen
to adjust the temperature coefficient of a center frequency
(TCF) and a delay time (TCD). The temperature stability
of TCF or TCD is given by the equation,
ð1=f Þðdt=dTÞ¼ ð1=tÞðdt=dTÞ¼ ð1=vÞðdv=dTÞ � b, where b
denotes the thermal expansion coefficient of the substrate.
The tendency of the phase velocity change ð1=vÞðdv=dTÞ
varies with the layered film thickness and elastic proper-
ties of the substrate materials. A suitable film thickness
and a pertinent selection of substrate materials result in a
zero TCD. Figure 4(a) shows one example of such a
temperature deviation of the center frequency of the
SAW IDT, which consists of the ZnO thin film, the SiO2

or fused quartz layer, and the Si substrate. In this
structure, the TCF of ZnO has a negative value of about
� 30 ppm/1C, and that of fused quartz has a positive value
of þ 60 ppm/1C. These opposite values cancel the
TCF while controlling the thickness of the SiO2-layered
film. Another example is shown in Fig. 4(b). Here
the borosilicate-glass substrate can control TCF by con-
trolling the composition ratio of the elements added to the
glass.

3.1.3. SAW in Layered Media. The Rayleigh wave and
Love wave are the solutions for a half-space medium with
a free boundary surface. In layered structures, which

include the thin plate rigidly bonded to the half-space
(or substrate) having different material properties, the
solutions for propagating waves must satisfy the appro-
priate wave equation in the layer and in the substrate as
well as the boundary conditions imposed by the interface
and the free surface. We know that fundamental and
higher order modes of both Rayleigh and Love waves can
propagate when the bulk shear wave velocity of the layer
is lower than that of the substrate. This condition corre-
sponds to that of the heavier and less stiff layer loads on
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Figure 3. Calculated result of an effective electromechanical
coupling constant k2 for each configuration in the case of c-axis-
oriented ZnO film on fused quartz. Four types of thin film
electrode configurations are illustrated [7].
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the substrate and will tend to confine the propagation
energy to the layer. In this case, the propagating wave
nodes are regarded as the modified plate modes. Sezawa
discovered that a second fundamental mode may also exist
in layered media. The Rayleigh modes and Sezawa modes
correspond to symmetric and antisymmetric modes of a
free plate modified by the contact of the surface with the
substrate. In addition to these, the layer on an infinite
half-space is open on one side, and there is a possibility of
radiation or energy leakage out of the layer into the half-
space. This condition gives the leaky wave solution for
SAW.

The particle displacement of the SAW in the sagittal
plane degrades with the depth from the surface.
Also in the case of the layered substrate, almost the
same situation exists in the half-space substrate.
However, the degradation of that area in or near the top
layer is different from the monotonous degradation of
the zeroth Rayleigh mode. The amplitude distribution
of the particle displacement is calculated for each propa-
gating mode. Figure 5 shows the depth profiles of
the particle displacement in the sagittal plane for the
fundamental mode and higher four modes of the Rayleigh-
type wave. More complex profiles and deeper penetration
are shown for the particle displacement of higher
order modes. Moreover, Fig. 5 shows that the higher order
modes have a large displacement component in the sub-
strate. So, it can be understood qualitatively that the
higher order modes have a higher phase velocity because
the phase velocity of the substrate is higher than that of
the layer.

In Fig. 6, the solid lines and broken lines show the
phase velocity Vp and the effective coupling coefficient k2 of
the Rayleigh-type and Love-type wave modes as a function
of h/l, respectively, where h is the layer thickness. These
numerical results were obtained for the SAW directed to
[1000] ZnO axes in the layered structure with the ZnO
layer on the R-plane sapphire substrate. The first mode of
the Rayleigh-type (zero Sezawa mode) shows an exceed-
ingly large maximum value of k2 with very high phase
velocity at relatively small h/l. These computer solutions
were experimentally confirmed. For higher Rayleigh-type

modes, responses were still observed above the mode cutoff
frequency as leaky mode responses.

3.1.4. Thin Film SAW Filters. Thin film SAW devices are
constructed by the thin film IDTs on nonpiezoelectric
substrates, by high-frequency propagation of the higher
order modes of layered SAW, the substrate selected for
the temperature stability, and so on. These distinguishing
characteristics can realize the high performance of
bandpass filters, resonators, delay lines, convolvers, inte-
grated devices, and acoustooptic devices. The video inter-
mediate frequency (VIF) filters for color TV sets were
the first thin film mass-production devices. The frequency
range of a VIF filter of 50–60 MHz is low enough for
the SAW propagation loss of polycrystalline piezoelectric
thin films such as c-axis-oriented ZnO films on a
borosilicate-glass substrate. The thin film SAW filter
shows excellent long-term stability. The long-term drift
of the center frequency is less than 100 ppm after
1000 hours of exposure to 1251C in the air. The long-
term stability of the ZnO thin film SAW filter is higher
than that of bulk single-crystal LiNbO3 SAW filters be-
cause of the absence of subsurface damage inflicted during
sawing and polishing, which is unavoidable for bulk SAW
devices. Figure 7 shows one example of the configuration
of SAW VIF filters with two normal output IDTs and one
apodized input IDT.

Another example is the high-frequency filter of epitaxi-
ally grown single-crystal thin film, which has low propa-
gation loss of higher order Rayleigh wave modes in the
gigahertz range. The ZnO single-crystal film on sapphire
substrate is the typical construction of devices that
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Figure 5. Depth profiles of the particle displacement in the
sagittal plane for the fundamental mode and higher four modes
of the Rayleigh-type wave.
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provide 4.37 GHz filters with a phase velocity of 5327 m/s
and an insertion loss of 16 dB by 0.27mm thick ZnO film, 3-
IDT of 50 nm thick Al electrodes, and third-order response
of double electrode-type IDTs. These excellent properties of
thin film SAW filters are able to provide the high perfor-
mance of information communication systems [7–17].

3.2. Ferroelectric Nonvolatile Memory

The basic operation of ferroelectric nonvolatile memory is
switching of polarization states in a ferroelectric ABO3

structure. Figure 8 shows a typical configuration and

schematic circuit of ferroelectric nonvolatile memories,
dynamic random access memory (FEDRAM). The FE-
DRAM resembles a conventional dynamic random access
memory (DRAM). The memory capacitor Cs of DRAM is
replaced by a ferroelectric thin film capacitor. The Cs is in
series with a MOS (metal-oxide-semiconductor) transistor
whose source is connected to the bit line, the gate to the
word line, and the drain to the pulsed 5 V common plate.
In the FEDRAM, the polarization of the ferroelectric thin
films switches to the opposite polarity on application of an
electrical field higher than the coercive force when the
MOS transistor is turned on by the appropriate voltage on
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Figure 8. (a) Cross-sectional view of FEDRAM
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loop of ferroelectric thin films (Ramtron Corp. [4]).
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the gate. In the hysteresis loop of memory capacitor Cs, the
position A is taken to be a bit 1 state and B, a bit 2 state.
The switching signal is detected by the voltage change at
the bit line Vb. The Vb is given by Vb¼Qs=Cb, where Qs

denotes change of charge at switching on the capacitor Cs

and Cb denotes the storage capacitor at the bit line. The Qs

is given by Qs¼ 2Pr, where Pr denotes remanent polariza-
tion for ideal ferroelectric thin films having a symmetric
hysteresis loop. For memory capacitors, PZT thin films are
widely used. The Pr is 20–30 mC/cm2 for typical PZT thin
films. The value of Qs for each memory cell is 400–600 fC
for a cell area of 1 mm2, which is enough for the switch

memory operation because the minimum detectable value
of Qs for each cell is 20–30 fC at the conventional DRAM.
The switching speed is essentially governed by the switch-
ing time of polarization reversal. The switching time is
1 ns for typical ferroelectric materials. The FEDRAM has
some definite advantages, including a permanent memory
and radiation hard characteristics. However, there are
disadvantages of switch fatigue resulting from domain
switching. Historically, the ferroelectric memory was pro-
posed in the first part of the 1970s and first developed in
1987 by Ramtron Corp., Colorado Springs, and Krysails
Corp., Albuquerque. The first developed ferroelectric
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memories look like the six-transistor static random access
memory (SRAM) except that they include an additional
pair of ferroelectric thin film capacitors, as shown in Fig. 9.
Presently, the FEDRAM with a single transistor, where
the ferroelectric thin films make a conventional DRAM
nonvolatile, has been extensively studied to improve long-
term stability. The ferroelectric thin films placed in the
gate area of a MOS transistor provide another type of
ferroelectric memory—the ferroelectric memory field ef-
fect transistor (FEMFET). Depending on the polarization
of the gate materials, the source-to-drain current is in-
creased or decreased significantly. The 1 or 0 state is
detected by monitoring the source-to-drain current with-
out switching the remanent polarization. This type of
switch gives a nondestructive read out. This type of
memory is under research because the interface control
between the ferroelectric thin film and semiconductor is
not completed.

Apart from the FEDRAM, the high dielectric permittiv-
ity of ferroelectric films is used for the local capacitor in
highcount DRAM to reduce the area of the memory capa-
citor and/or eliminate the complex trenching and/or corru-
gation structures for the increased capacitive area. The
high permittivity of the ferroelectric thin films achieves the
flat structure of the memory cell. In the mega-/gigabit
DRAM, the requirement for ferroelectric thin films is a
permittivity of 200–2,000 at a film thickness of 100 nm

without remanent polarization. The ferroelectric thin films
should be used above their Curie temperature. If ferro-
electric thin films are used, their operating coercive field
should be large [18,19].

3.3. Thin Film Pyroelectric Infrared Detectors

Ferroelectric materials have been used for making pyro-
electric infrared detectors by measuring the pyroelectric
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current because they exhibit a large pyroelectric effect.
The pyroelectric effect is described by the pyroelectric
coefficient g, which relates the change of polarization
to the change in temperature. Pyroelectric current ip
will be detected by the temperature change of the detector
materials generated by absorbed infrared radiation.
The ip is given by ip¼ gðdT=dtÞ. Bulk ferroelectric
single crystals TGS (triglycine-sulphate) and LT, ferro-
electric polymer PVDF (polyvinyl-di-fluoride), and
ferroelectric ceramics PT and PbZrO3 (PZ) are widely
used for making pyroelectric infrared detectors. The pyro-
electric materials are evaluated by figures of merit;
F1¼ g=Cv; Fv¼ g=Cv . e; FM¼ g=Cv ðe . tan dÞ1=2, where Cv

denotes a volume-specific heat, e denotes a dielectric
constant, and F1, Fv, and Fm denote the figure-of-merit
related to a current response, an output voltage response,
and a detectivity, respectively. Perovskite thin films
of PT and/or PLT are epitaxially grown on a Pt-metallized
MgO substrate. The MgO substrate is removed after
deposition of perovskite thin films. The as-deposited
thin films show a highly oriented structure, which results
in excellent pyroelectric properties without poling
treatment after deposition. The single-domain structure
with a low dielectric constant in the c-axis direction
improves the figure-of-merit of conventional ceramic
pyroelectric materials. Figure 10 shows the typical pyro-
electric properties of bulk and thin film PLT. The inte-
grated infrared sensor array shown in Fig. 11 was created
using thin film infrared detector technology. The sensor
array, manufactured by Matsushita Elec. Ind., Osaka,
Japan, is used for a room air conditioner. The
array detects the position and number of persons and
their body temperatures to create a comfortable space
[20,21].

3.4. Thin Film Optical Waveguide Devices

Thin film optical waveguide devices commonly consist of a
sandwich structure of a thin film waveguide and a substrate.
The refractive index of the thin film waveguide is larger than
the substrate value so that a guided light beam propagates in
the thin film waveguide. The direction of a propagated light
beam is controlled by the channel waveguide shown in Fig.
12. The waveguide thin films comprise functional materials
including EO or AO materials such as LN, PLZT, and ZnO.
The PLZT thin films exhibit a linear EO effect or a quadratic
EO effect depending on their composition. Typical EO proper-
ties of PLZT thin films are shown in Fig. 13. The birefrin-
gence shift dDn is several times larger than for conventional
LN crystals. The linear EO coefficient r is given by the
relation dDn¼ � 1

2�n3rE and the quadratic E/O coefficient
R is given by the relation dDn¼ � 1

2�n3RE2, where n is the
refractive index and E is the applied electric field. The value
of R is 0.6 � 10� 16 (m/V)2 and r is 0.81 � 10�10 m/V.
The light beam is introduced using an optical coupler
such as a prism, micrograting coupler, and microlens
directly connected to the optical fiber. The thin film
waveguide is fabricated by deposition of the functional
thin films on a substrate followed by microfabrication. The
surface treatment, such as doping of a foreign element
on the functional crystal substrate (i.e., Ti doping on LN),

is also used for the fabrication of thin film waveguides.
Typical thin film waveguide devices are shown in
Figs. 14–16.

Figure 14(a) shows the Mach–Zehnder interferometric
modulator. The input light signal is equally divided into
two waves by the branching guide and fed through two
parallel arms of guide. In each arm, the waves are
electrooptically modulated by the applied field. The in-
tensity of guided light of TE0 mode is strongly modulated
because of a large EO effect. A typical sinusoidal pattern is
observed as the applied electrical field is varied as shown
in Fig. 14(b). The Bragg diffraction switches comprise
PLZT epitaxial thin films on sapphire for the EO switch
and ZnO epitaxial thin films on sapphire for the AO
switch, respectively. The guided light, chiefly TE0 mode,
is diffracted as a result of a periodic grating with refractive
index by applying a periodical electrical field for the EO
switch using an interdigital electrode and by applying
SAW for the AO switch using a interdigital SAW transdu-
cer. The angle of diffraction is governed by the Bragg
diffraction, and the diffraction angle 2y is given by
2y¼ l0=nls, where y denotes the Bragg angle, l0 denotes

Al electrode

1 mm

20

20
20

10

20
   

m µ

4.5 mm

0 20 40 60 80 100

In
te

ns
ity

 (
ar

b.
un

it)

Applied voltage (V) 

(b)

(a)

1°
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ferometer using PLZT thin film on sapphire and (b) the variation
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the wavelength of light, n denotes the effective refractive
index of the waveguide, and ls denotes the wavelength of
the interdigital electrode. Figure 15 shows a typical
operation of the ZnO thin film AO deflector. The Bragg
deflector is driven by the first-order mode of SAW (Sezawa
mode) with a phase velocity of 5700 m/s. The IDT is
designed for 2 GHz operation. The TE0 mode of a guided
He—Ne laser beam is effectively deflected by the high-
frequency SAW.

The total internal reflection (TIR) switch, which was
first proposed by C. S. Tsai, is composed of a pair of crossed
channel PLZT (20/0/100) waveguides, quadratic EO, with
four terminals on sapphire as shown in Fig. 16(a). The
intersecting angle of the channel waveguide y satisfies the
relation, yo90� yc; yc¼ 1= sinð1� 1

2 n2RE2Þ, where yc de-
notes the critical angle of total reflection, R denotes the
quadratic EO coefficient, and E denotes the electrical field
at the crossed area. At the crossed area, a pair of control
electrodes are deposited to apply a control electrical field.
Figure 16(b) shows a typical operation of the PLZT TIR
switch. The TE0 mode of the guided He—Ne laser beam
directly coupled from port 1 propagates to port 3 without
applying a control voltage, but the guided light is switched
to port 4 as a result of the decreased refractive index at the
interaction area under the application of control voltages.
The switching voltage is less than 5 V because of the high
EO coefficient of PLZT. The switching speed is expected to
be as high as 100 GHz.

Thin film waveguide devices are flourishing. A number
of promising devices are proposed for optical communica-
tion systems and integrated optical circuits, including
optical computing [22–29].
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1. INTRODUCTION

The study of III–V compounds dates back to the dawn of
semiconductor technology, when in 1952 Welker [1] sug-
gested that gallium arsenide (GaAs) showed potential as a
semiconductor material. The key aspect of this class of

materials that makes them of particular interest is their
properties, which make them particularly suitable for
high-frequency electronic and photonic devices. In the
case of GaAs the electron velocity of bulk material, which
determines the frequency limits of devices, is significantly
higher than that found in silicon (Si). Furthermore, the
low field mobility of electrons in many III–V materials is
higher than that of Si. Diodes fabricated from III–V
materials have demonstrated cutoff frequencies of several
terahertz; transistors have demonstrated cutoff frequen-
cies (fT) higher than 300 GHz [2] and monolithic micro-
wave integrated circuits (MMICs) operating above
200 GHz [3]. This has led to the use of GaAs and InP in
a wide variety of high-frequency semiconductor devices
operating in applications as diverse as low-noise ampli-
fiers, mixers, power amplifiers, RF switches, and oscilla-
tors at frequencies up to 240 GHz. The wide operating
temperature range of III–V semiconductors, typically from
–200 to 3001C, coupled with superior radiation hardness
compared to Si, led to GaAs and InP becoming key
materials for space and defence requirements. In more
recent years the photonic properties of III–V materials,
arising from their direct bandgap energy band structures,
have been extensively exploited for solid-state lasers,
light-emitting diodes, photodetectors, and optical modula-
tors, with the potential for fully integrated optoelectronic
integrated circuits. To date these properties are unrivalled
by Si, which is an indirect bandgap semiconductor.

Although many III–V materials are routinely used in
microwave and optoelectronic semiconductor devices to-
day, it wasn’t until the early 1970s that the first semi-
conductor devices became widely available, and even then
it was restricted to two terminal devices and simple
transistors. The relatively slow progress in developing
commercially viable technologies was partly due to the
challenging problems in establishing high-quality mate-
rial growth and the development of processing techniques
that allow reliable devices to be fabricated. The key step to
achieving volume production and widespread use of cost-
effective devices is the availability of larger-diameter
wafers, from which the semiconductor devices are fabri-
cated. Early work was restricted to very small samples
(parts of wafers) or small-diameter wafers of 2 in. or less.
Gradually, high-quality 3- and 4-in.-diameter wafers be-
came available and discrete devices and integrated cir-
cuits were introduced for military and commercial
applications. Significant advances since the early 1980s
have led to the introduction of 6-in. (150-mm) very-high-
quality GaAs substrates and epitaxy suitable for high-
volume production of semiconductor devices. Similarly,
other materials such as InP are now well established
and production is supported by 4-in.-diameter substrates.

The advent of high-quality reproducible epitaxy, pro-
vided by molecular-beam epitaxy (MBE) and organic
metal vapor-phase epitaxy (OMVPE, MOCVD), led to a
shift in interest from bulk III–V devices to heterostructure
semiconductor devices, based on bandgap engineering,
which allow higher performance to be obtained. In parti-
cular, the development of ternary and quaternary com-
pounds, such as AlGaAs, GaInAs, and GaInAsP, were
key steps forward for new transistor technologies,
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high-electron-mobility transistors (HEMTs), heterojunc-
tion bipolar transistors (HBTs), and long wavelength
optoelectronic devices. The exploitation of lattice-matched
(usually to InP) and strained (usually to GaAs) crystal
structures using these compounds is an essential element
of today’s III–V technology. More recently the use of
material systems such as GaN/AlGaN for high-voltage,
high-power-density transistors has led to increased inter-
est in examining the growth on nonnative layers using
epitaxy to create III–V active layers on SiC, sapphire, or
more recently silicon substrates. Record performance
power density levels are being achieved with GaN
HEMTs, reporting over 30 W/mm gate periphery, com-
pared with less than 1 W/mm from conventional MES-
FETs and HEMTs [4].

In the mid-1980s GaAs integrated circuit technology
was costly and reserved only for the most demanding
system requirements. Contemporary III–V semiconductor
device technology is able to provide microwave monolithic
integrated circuits (MMICs) at a cost of less than 20 cents
per square millimeter in some very high volumes, sup-
porting a market approaching a billion die per annum.
III–V transistor technology is the foundation of high-
efficiency power amplifier and low-loss RF switch MMICs
in today’s cellular handsets. The advent of heterostructure
technologies using Si, notably SiGe, which have demon-
strated the potential for very fast devices, is likely to
displace III–V in some very-high-volume RF and micro-
wave applications.

This article aims to provide a basic introduction and an
overview of contemporary III–V semiconductors. Many of
the topics touched on in these pages are expanded in detail
elsewhere in this encyclopedia, but the reader is encour-
aged to explore the wealth of material available in this
exciting area of semiconductor technology.

2. III–V SEMICONDUCTOR MATERIAL PROPERTIES

III–V semiconductor materials are alloys formed from
elements in group III and group V of the periodic table.
They are grown as single crystals and as either binary,
ternary, or quaternary alloys (Table 1).

2.1. Crystal Structure

All III–V semiconductors are alloys, and unlike the ele-
mental semiconductors silicon (Si) and germanium (Ge),
which exhibit diamond cubic crystal structures, generally
crystallize in more complex structures. GaAs and InP
have cubic zincblende structures (sphalerite structures),
with a tetrahedral arrangement of the atoms, with each
group III atom bonded to four group V atoms (Fig. 1). The
tetrahedral structure is characteristic of directional cova-

lent bonding in semiconductors, with eight valance elec-
trons per pair of atoms (in sp3-hybridized orbitals). In the
case of GaAs and InP, unlike diamond cubic semiconduc-
tors, there is some charge transfer between the two types
of atom giving rise to the partial ionic character of the
bond. Generally speaking, these partly heteropolar bonds
are stronger than homopolar bonds such as those found in
Si. Heteropolar bonds also tend to be associated with lower
amplitude lattice vibrations and wider energy bandgaps.

The properties of crystal structures, including their
electrical behavior, vary according to the plane considered.
The most commonly used method of defining planes in
crystals is the use of Miller indices [5], which are obtained
by determining the intercepts of each plane on the three
Cartesian coordinates in terms of the lattice constant and
then taking their reciprocals and reducing them to the
smallest three integers having the same ratio (Fig. 2). The
lattice parameter is usually denoted a, for sphalerite
structures. The resulting Miller indices are expressed in
parentheses (hkl). For example, a plane that intercepts
the x axis on the negative side of the origin is (1 0 0).
Extensions of this notation allow for planes of equivalent
symmetry, defined as {hkl}; for example, {1 0 0} for cubic
symmetry. Crystal direction is defined using the notation
/hklS; for example, /1 0 0S for the equivalent set of
directions [1 0 0],[0 1 0],[0 0 1],[1 0 0],[0 1 0],[0 0 1]. Crystal
direction is used to define the orientation of wafers for the

Table 1. III–V Semiconductor Materials

Compound Type III–V Material

Binary BAs,BP,AlSb,BN,GaSb,AlAs,AlP,GaAs,InSb,GaP,InAs,InP,AlN,GaN
Ternary AlGaAs,AlGaN,InGaAs,InGaP,GaAsP,InAsP,GaInSb,GaInAs
Quaternary InAlGaAs,GaInAsP,InAlGaP,InAlGaSb,AlGaAsSb

a
As

Ga

Figure 1. Cubic zincblende (sphalerite) crystal structure of GaAs
[based on diagram from S. M. Sze, Physics of Semiconductor

Devices, Wiley-Interscience (1981)].
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fabrication purposes, since the electrical properties and
chemical etching properties differ according to orientation.
Notches or ‘‘flats’’ are created on the edge of wafers to
precisely indicate the orientation of the wafer with respect
to the crystal structure.

In the case of GaAs cleaved along the (111) plane, the
surface consists of either Ga atoms, which have three
bonds with the crystal or As atoms that have one bond
with the crystal. In fact, the bonds between the nearest Ga
and As atoms are in the /111S directions. Gallium
nitride GaN has a wurtzite crystal structure, which has
two lattice parameters a and c.

2.2. Energy Band Structure

The electronic and vibrational states in crystals are
usually described in reciprocal space or k space. The
smallest unit cell in reciprocal space is called the first
Brillouin zone. The first Brillouin zone in cubic semicon-
ductors is a truncated octahedron with symmetry points
and lines denoted G, X, L, K, U (K¼U), W, D, L, and S. A
very good detailed description is given in Ref. 6. The G
point at k¼ 0,0,0 in Cartesian coordinates is the point of
highest symmetry in the Brillouin zone.

The energy band theory of semiconductors assumes
that the lattice features perfect translational symmetry,
that one electron at a time is considered, and that the
influence of all electrons is represented by the average
over their wavefunctions. The Schrödinger equation for
the one-electron case is used to define the functional
dependence of energy E(k) on the wavevector k for the
various bands. This model is modified to form the Som-
merfield free-electron model by introducing the idea of
effective mass. The nearly free-electron approximation
provides a basis for developing energy band theory, and
the origin of the energy bandgap between the valance and
conduction bands. It also introduces the concept of effec-
tive mass, which is defined as the reciprocal of the
curvature of the E–k diagram. The band structure for a
semiconductor is calculated using the well-known k.p.
method [7]. The k.p. representation results from the
complete set of eigen functions that are obtained from
the substitution of Bloch functions [6] in the one-electron
Schrödinger equation. Spin–orbit interaction is also in-
cluded in the full definition of the energy–wavevector
relationship, which leads to a formulation based on a
series of Hamiltonians.

Valance band maxima occur at the G point for semi-
conductors with tetrahedral structure. Many semiconduc-
tors with this structure, such as GaAs and InP, also have
conduction band minima at this point. In GaAs and
similar semiconductors, the conduction band structure
close to G is essentially parabolic. The lowest conduction
band minimum occurs at k¼0 with further minima in the
D /1 0 0S and L /111S directions. Other important
conduction and minima occur at 0.31 and 0.52 eV above
the first G minima for X and L. The valance band structure
has heavy hole and light hole bands that degenerate at k
¼ 0 and spin–orbit split bands at 0.34 eV below this level.
The energy band structure for GaAs are shown in Fig. 3.
The direct energy bandgap is the difference in energy
between the conduction band minima and the valance
band maxima.

The energy band structure of other III–V semiconduc-
tors such as ternary and quaternary alloys is dependent
on the mole fractions x and y (e.g., AlxGa1� xAs and
GaxIn1� xAsyP1� y). The direct energy bandgap E0(x,y) is
usually expressed as a quadratic function of the mole
fraction, characterized by the coefficient of the second-
order term, also known as the ‘‘bowing parameter.’’ The
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bowing parameter typically varies from 0.2 for AlGaAs to
0.88 for GaInP. Positive bowing parameters imply that the
energy band bows downward. In contrast to the energy
bandgap, the lattice constant of ternary alloy semiconduc-
tors generally varies linearly with composition. The lattice
constant behavior for quaternary compounds is more
complex with a higher-order dependence on the mole
fractions. The energy bandgap, lattice constant, and other
parameters of binary III–V semiconductors are shown in
Table 2.

The energy bandgap is a very important parameter in
device design. The temperature dependence of the band-
gap Eg, which decreases with increasing temperature, is
generally expressed as

EgðTÞ¼Egð0Þ �
aT2

Tþ b

where Eg(0) is the energy bandgap at 0 K and a and b are
constants; a typically lies in the range 2.5–6�
10� 4 eV K� 1, b in the range 75–600. In the case of GaAs
Eg(0), a and b have the values 1.519, 5.405�10�4 eV/K,
and 204.

The bandgap of ternary and quaternary III–V alloys
depends on their composition and mole fraction [8]. The
lattice matching criteria and compositional factors (Ve-
gard’s law) limits the range of mole fractions. In the case of
AlxGa1� xAs and InxGa1� xAs the bandgap dependence on
mole fraction x (at 300 K) is described by simple quadratic
equations:

AlxGa1�xAs : Eg¼ 1:424þ 1:429x� 0:14x2 eV

InxGa1�xAs : Eg¼ 1:425� 1:501xþ 0:436x2 eV

In the case of ternary compounds such as InAlGaAs, the
energy bandgap is a function of two mole fractions x and y
such that at 300 K:

In1�x�yAlxGayAs : Egðx; yÞ¼ 0:360þ2:093xþ0:629yþ0:577x2

þ 0:436y2þ 1:013xy� 2:0xy

ð1� x� yÞev

Additionally in the case of InAlGaAs, it is necessary
to account for the lattice-matching condition 0.98xþ y¼
0.47 and the compositional parameter z where x¼ 0.48z
and

EgðzÞ ¼0:76þ 0:49zþ 0:20z2 eV

The range of mole fraction compositions in III–V ternary
and quaternary semiconductors is limited by the require-
ment to achieve lattice matching to GaAs, InP or GaSb
substrates. Figure 4 shows the variation in lattice para-
meter with energy bandgap for a range of III–V semicon-
ductors [6]. The shaded regions show the range of
parameters for quaternary alloys GaxIn1� xAsySb1� y and
GaxIn1� xAsyP1� y.

Table 2. Physical Properties of III–V Binary Semiconductor Materials

Material
Lattice

Constant (Å)
Direct Energy
Bandgapa (eV)

Indirect
Bandgapb (eV)

Density
(�109 kg/m3)

Melting
Point K

Thermal
Conductivitya

(W m� 1 K� 1)
Dielectric
Constantc

AlAs 5.660 3.03 2.15 3.76 2013 80 10.1
GaP 5.450 2.78 2.27 4.14 1735 77 11.1
GaAs 5.653 1.42 1.80 5.32 1513 46 12.8
GaN 3.19/5.19 3.44 — 6.09 — 120 10.4
AlN 3.11/4.98 6.20 — 3.28 — 300 9.1
InP 5.869 1.34 2.74 4.81 1335 68 12.6
InAs 6.058 0.36 — 5.67 1215 27 15.2

aValues at 300 K.
bIndirect energy bandgap is the difference between the first X minima and the valance band maximum at 300 K.
cIn units of free-space permittivity e0 8.85� 10�12 F/m.
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2.3. Crystal Growth

Ideally, integrated circuits require an insulating substrate
to provide electrical isolation between the various circuit
elements. Silicon does not have a native insulating or
semiinsulating state, although the more recent silicon-on-
insulator (SoI) technology facilitates a suitable substrate
for silicon RF and microwave integrated circuits. On the
other hand GaAs and many other III–V semiconductors
can be grown as semiinsulating materials. The active
(conductive) regions of the circuit are defined by combina-
tions of epitaxy, ion implantation, and mesa etching (or
isolation by ion implantation).

Active devices and integrated circuits are fabricated on
semiinsulating wafers that may have epitaxial layers
grown on the surface. Some devices such as diodes may
use bulk doped substrates. The wafers are obtained by
sawing single-crystal boules along predetermined planes.
These single crystal boules may be grown using a variety
of techniques, including horizontal or vertical Bridgman,
Czochralski, liquid-encapsulated Czochralski (LEC), mag-
netic LEC, liquid-encapsulated Kryopoulos (LEK),
horizontal gradient freeze, or by float-, horizontal- or
vertical-zone melting [9]. Bridgman techniques are the
most commonly used methods of growing semiinsulating
substrates.

The horizontal Bridgman technique involves the pro-
gressive crystallization of a molten bar of material as it is
passed through a carefully controlled temperature gradi-
ent. The semiconductor crystal is grown in a quartz boat
using a seed crystal and the constituent materials. In the
case of GaAs, the boat containing the GaAs seed crystal
and Ga is placed in a sealed quartz ampoule, with an
overpressure of arsenic produced from a separate charge
of arsenic at the opposite end of the ampoule. A tempera-
ture difference is produced along the tube, ensuring that
one end of the boat is at the melting point (12381C for Ga)
while the arsenic, at the other end of the ampoule, is
maintained at 6141C. Stoichiometry is ensured by precise
control of the temperature and by accurate weighing of the
Ga and As. Precise temperature control is required, en-
suring horizontal thermal uniformity within 0.11C. Long
crystals of up to 1 m in length have been produced using
this method. Very-good-quality material is produced using
the horizontal Bridgman technique, and dislocation den-
sities approaching 105 m�3 have been achieved for low-
chromium-doped GaAs. The horizontal gradient freeze
technique is similar to the horizontal Bridgman method;
the main difference is that the former method induces
crystallization from the seed by carefully controlled cool-
ing of a melt. Both the Bridgman and gradient freeze
techniques tend to have Si as impurities in the finished
GaAs crystal as a consequence of the quartz boat.

The Czochralski technique is often used to grow large-
diameter boules, suitable for wafers up to 6-in. in dia-
meter. This pulling method uses a chamber with heated
walls to maintain the required arsenic pressure. The LEC
method is the more common than the basic Czochralski
approach since it avoids arsenic loss and atmospheric
contamination. The LEC system consists of a growth
chamber housing a vertical puller with a seed crystal at

the tip of a rotating tip, which, in the case of GaAs growth,
is immersed in a Ga melt, which in turn is fed with arsenic
vapor from a separately heated quartz ampoule of arsenic.
The susceptor containing the crucible with the Ga melt is
heated with an RF coil. A molten B2O3 encapsulating
layer on the surface of a Ga melt is used to prevent arsenic
loss and contamination. An inert gas, such as nitrogen, is
used to pressurize the growth chamber to a level higher
than the As partial pressure. The rotating seed crystal is
slowly withdrawn vertically upward, and the GaAs crystal
boule is grown from the melt. The magnetic LEC method
is a variation on the LEC technique that reduces the
thermal convection currents found in the conventional
LEC approach, improving the boule’s homogeneity.

2.4. Epitaxy and Implantation

Semiinsulating substrates, available as wafers usually in
the region of 600 mm thickness, are usually used as the
basis for fabricating devices and integrated circuits in
most III–V technologies. The conductive regions required
for the active devices are formed using either epitaxial
layers grown on the surface of the semiinsulating sub-
strate, or by selective ion implantation.

Ion implantation techniques, which are used widely in
Si technology to define conductive regions, were used
widely to form the channel regions for MESFETs, bipolar
junction transistors, varactor diodes, and IMPATT diode
structures, especially in earlier integrated circuit designs.
This low-cost approach, which is still widely in use today,
can provide devices with moderate low-field channel mo-
bilities (0.35 m2 V�1 s� 1) associated with channel doping
densities of up to the mid–1023 m� 3 range for GaAs. High
doping densities of up to 2� 1025 m�3 are achievable for
ohmic contacts, but have very low mobilities
(0.03 m2 V� 1 s� 1) [10].

Ion implantation is achieved by bombarding the semi-
conductor substrate with high-energy ions of the required
dopant species. These ions displace semiconductor atoms
from their sites in the crystal structure. In order to avoid
extreme surface damage, which would render the surface
amorphous, GaAs substrates are usually heated to 1501C
during implantation. Fabrication of FETs and diodes with
ion-implanted active profiles usually requires several im-
plantations with energies tailored to produce the required
doping profile. Each implantation produces an almost
Gaussian profile of implanted ions as a function of depth
from the semiconductor surface. This allows a selective
three-dimensional doping profile to be produced in planar
devices with localized highly doped regions for ohmic
contacts. The wafers require annealing at a temperature
in the range 800–9501C (for GaAs) after implantation
to reduce the damage (defects) caused by the high-energy
ion bombardments and achieve activation of the donor
species. The doping efficiency is a function of the type of
ion, implantation dose, and annealing temperature. An-
nealing is performed using either annealing furnaces,
infrared radiation from halogen lamps, pulsed laser
beam or electron-beam, techniques. The surface of GaAs
looses arsenic at temperatures above 6001C, and hence
annealing is performed either under arsenic overpressure
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(‘‘capless’’ annealing) or encapsulated using Si3N4 or AlN.
The implanted dopants diffuse during annealing. Implan-
tation can be used to produce either n- or p-type materials.
Materials such as S, Se, Te, Si, and Sn are used to produce
n-type GaAs. Dopants for p-type GaAs include Be, Zn, Cd,
Mg, and C.

Ion implantation is widely used as an alternative to
etched mesa isolation in integrated circuit designs to
isolate the active regions of individual devices, allowing
a more planar fabrication technology. In this scenario,
semiinsulating material is produced locally by ion induced
damage using proton bombardment or oxygen implanta-
tion, followed by annealing at a temperature between 650
and 8001C.

The advent of heterostructure devices, including high-
electron-mobility transistors (HEMTs) and heterojunction
bipolar transistors (HBTs), coupled with the demand for
higher mobilities, higher channel carrier densities, lower-
noise-figure FETs, and higher power densities from exist-
ing devices, has led to widespread use of epitaxial layer
growth techniques. Although there are four potential
candidates, vapor-phase epitaxy (VPE), liquid-phase epi-
taxy (LPE), molecular-beam epitaxy (MBE), and metallor-
ganic chemical vapor deposition (MOCVD, also known as
OMVPE), only the latter two techniques provide the
necessary abruptness of interface and quality of growth
necessary for most contemporary III–V semiconductor
devices. MBE allows precise thickness and dopant control
and is widely used as the basis of material for HEMTs,
while the thicker layers found in HBTs are normally
grown using MOCVD. Both techniques have been shown
to produce very-high-quality material on high-quality
semiinsulating substrates, achieving high mobilities and
low defect densities [11].

MBE requires an ultra-high-vacuum growth chamber
in a system that has multiple ultra-high-purity sources,
achieving stoichiometric growth [12]. The growth rate is
relatively slow, achieving 0.1–10 mm/h, but allowing very
precise control of the film thickness, material composition,
and dopant density. Highly abrupt interfaces are easily
achieved and pulse (or delta) doping layers are readily
grown, with layer thicknesses as thin as 5 Å. Heated
crucibles, known as Knudsen cells, containing the ele-
ments or compounds used to form the various material
layers are used as the sources. Contemporary multiwafer
MBE production systems are capable of simultaneously
growing high-quality material, with excellent uniformity
on up to seven 6-in.-diameter wafer substrates (or a larger
number of smaller-diameter substrates). This has led to
widespread use of MBE grown wafers in modern III–V
fabrication facilities. A wide range of compound semicon-
ductor material systems can be grown using MBE and the
same system can contain a range of Knudsen cells with
ultra-high-purity Ga, In, Al, As, P, and Sb, as well as
smaller cells for doping such as Si. It is common practice to
have the most heavily used cells, such as Ga, duplicated.
Growth is carried out on a single-crystal substrate—most
commonly GaAs, which is heated to a temperature in the
range 540–6501C. Faster growth rates tend to occur at
the higher temperatures, and require careful control of the
ratio of arsenic to gallium. The upper limit on growth

temperature is generally limited by the availability of the
group V element over pressure.

MBE is used to grow highly complex multilayer hetero-
structures such as those found in quantum-well lasers and
optical guides. Indeed, it is common for over 10 layers to
be grown to form the active region of HEMTs, pseudo-
morphic HEMTs (PHEMTs), and metamorphic HEMTs
(MHEMTs). MBE is used to produce the epitaxial material
for a wide range of other microwave devices, including
HBTs, MESFETs and resonant tunneling diodes. Super-
lattices, consisting of alternating layers of wide- and
narrower-bandgap materials, are often used in these
structures, and MBE is ideally suited to forming these
abrupt interfaces [13].

The basic configuration of an MBE system requires a
stainless-steel growth chamber, analysis chamber, and a
load lock for transporting wafers into and out of the
system (Fig. 4). The growth chamber is maintained at an
ultrahigh vacuum and requires extreme cleanliness to
ensure low defect densities during crystal growth. In
addition to the Knudsen cells, the growth chamber houses
shutters, substrate-handling equipment (which is robotic
in many production systems), cryoshrouds, and surface
analysis equipment to monitor growth. The effusion cell
shutters regulate the emission of material from the cells.
Normally, an additional ‘‘main’’ shutter is placed in front
of the rotating substrate. The substrate is mounted on a
heated holder, which rotates at speeds of up to 150 rpm for
smaller holders, although lower rates of 5 rpm are nor-
mally used. This rotation and heating assist in maintain-
ing uniformity in doping and thickness. The cryoshroud,
which requires liquid nitrogen, encloses the entire growth
area and minimizes water vapor and other unwanted
gases during growth. Cooling of the regions surrounding
the Knudsen cells also ensures that cross-contamination
is minimized. In addition, each cell is usually water-
cooled. The cells themselves, which are contained in
stainless-steel housings, are made of graphite or boron
nitride. The flux emitted from the cells is regulated by the
shutters and monitored by an ion gauge behind the wafer
holder. In more recent times, many systems use additional
‘‘cracker cells’’ placed between the Knusden cells and the
substrate. The cracker cells operate a high temperature
(850–10001C), and as effusion beams of arsenic or phos-
phorus pass through the region occupied by these cells,
the As4 and P4 tetramers form As2 and P2 dimers. Dimer
sources have been shown to reduce the density of deep
levels and have a higher ‘‘sticking’’ coefficient, reducing
the arsenic flux required during growth. Finally, surface
analysis tools are normally incorporated into the system,
including a scanning electron microscope (SEM), reflective
high-energy electron diffraction (RHEED), Auger electron
spectroscopy, secondary-ion mass spectroscopy (SIMS),
and X-ray photoelectron spectroscopy. The RHEED ana-
lysis instrument plays a crucial role in determining sub-
strate quality, growth condition and monitoring the
thickness of the layer growth.

The molecular-beam epitaxial growth process (Fig. 5)
for III–V materials requires precise control of the beam
fluxes from the Knudsen cells and careful control of the
surface temperature on which crystal growth is required.
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Prior to initiating III–V growth, the substrate is heated to
absorb the oxide layer on the surface, to ensure that the
surface is atomically clean. This occurs at temperatures in
the region of 5901C for GaAs and 5201C for InP. The
process itself involves adsorption of the constituent atoms
and molecules, surface migration and dissociation of the
adsorbed molecules and incorporation of the atoms into
the substrate, leading to nucleation and growth. In the
case of GaAs, stoichiometric growth requires that an
excess of arsenic be available at the growing surface,
and that any excess that does not incorporate with gallium
reevaporate. The growth of ternary (e.g., GaxIn1� xAs) and
quaternary compounds (e.g., AlxIn1� xAsyP1� y) is
achieved with MBE using precise control of the ratios of
the beam fluxes to ensure that growth occurs with the
required mole fractions. A high-volume multiwafer MBE
system for production purposes is shown in Fig. 6.

In contrast to the MBE, the metallorganic chemical
vapor deposition growth (MOCVD) technique involves
chemical reactions between gases that occur at tempera-

tures far below the melting point of the growing material.
A typical MOCVD process involves a pyrolysis reaction
between a metal alkyl vapor, such as trimethylgallium
(TMGa), trimethylindium (TMIn), or trimethylaluminium
(TMAl), and a hydride such as arsine (AsH3) or phosphine
(PH3), in proximity to a heated substrate (Fig. 7). Epitax-
ial growth occurs on the crystal surface of the substrate as
a result of the deposition. Common substrates used for
growth include semiinsulating GaAs and InP. In MOCVD,
all the constituents of the process are in the vapor phase.
This allows for easy control of gas flowrates and partial
pressures in the vicinity of the growth surface. Also since
the pyrolysis reaction is relatively insensitive to growth
temperature, MOCVD achieves highly reproducible de-
position of thin layers and can also produce very good
abrupt interfaces between the various deposited layers.

MOCVD systems are available in a range of configura-
tions, including high-volume 150-mm substrate growth
systems. The hydrides, including arsine and phosphine
are highly toxic and require special handling. The choice
of source material is critical to the efficient operation of the
MOCVD process. In particular, the group V sources must
possess high vapor pressures, pyrolysis at temperatures
above 3951C, and low temperature stability. They must
also be available with very high purity and not prone to
parasitic reactions with the group III sources. Group V
sources used in MOCVD include the elemental, hydride,
trimethyl, triethyl, and tertiarybutyl materials; As, AsH3,
TMAs, TEAs, TBAs, P, PH3, TMP, TEP, IBP, and TBP.
Although arsenic and phosphorus require heating to be
used as sources, arsine and phosphine have high vapor
pressures of 760 torr at –55 and –881C, respectively. TMAs
and TMP have vapor pressures of 4250 torr at room
temperature, but both these sources have the disadvan-
tage of requiring high pyrolysis temperatures. Similarly,
TEP is not an effective phosphorus source since it is stable
at normal growth temperatures and TEA has a relatively
low vapor pressure, despite its ability to pyrolize at
normal growth temperatures. Metallorganic sources
used for MOCVD typically have the lowest molecular
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Figure 5. Schematic diagram of a molecu-
lar-beam epitaxy system [based on A. Y. Cho,
Molecular Beam Epitaxy and Heterostruc-
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Figure 6. High-volume MBE production system capable of si-
multaneously growing epitaxial layers on seven 150-mm wafers
(Veeco Applied Epitaxy GEN2000 system at Filtronic plc).
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weights possible with vapor pressures in the region of
1–100 torr at temperatures from –25 to 251C, and decom-
pose thermally at the required growth temperatures of
550–8001C [14]. Generally, trimethyl compounds are used
in preference to triethyl materials because of their higher
vapor pressures promoting faster growth rates. Typical
group III organometallic sources used in MOCVD include
TMGa, TMAl, TMIn, and TMSb. Group III alkyls used
in MOCVD readily pyrolize at low or atmospheric
pressures.

The purity of III–V material grown using MOCVD is
dependent on the quality of the substrate and the purity of
the starting materials (the metal alkyls and hydrides),
growth temperature, and the ratio of the constituents in
the reactor. In the case of GaAs grown using TMGa and
AsH3, the purity deceases with increasing growth tem-
perature, probably due to the incorporation of carbon and
silicon at higher temperatures. Carbon impurities usually
take the form of acceptors, and Stringfellow has shown
that a large increase in carbon incorporation occurs at
higher growth temperatures [14]. In the case of AlGaAs
growth, carbon contamination can lead to significant
degradation in mobility, especially with increasing alumi-
num mole fraction. Doping of MOCVD grown material is
usually performed using either Si, Ge, Se, S, or Te for
donor impurities and Zn, Cd, Mg, and Be as acceptor
impurities. Zinc (p-type) and selenium, tellurium or sili-
con (n-type) are the most common dopants. Hydrogen
selenide H2Se, SiH4, or DETe are used as sources for the
donors, and dimethyl or diethyl zinc (DMZn or DEZn) as
the p-type dopants.

2.5. Defects and Traps

Semiconductor crystals contain three types of defect:
dislocations (or line defects), point defects, and volume
defects (precipitates). Line defects occur as the melt
crystallizes and shortly after solidification, and are
associated with polygonization and slip interactions. The
dislocation density is nonuniform and typically lies in
the range 105–109 m�2. High values of dislocation density

are detrimental to device performance and are extremely
undesirable. Point defects are due to either native defects
or chemical impurities. Native defects are usually asso-
ciated with energy levels deep in the bandgap (known as
deep levels) [15,16]. Chemical impurities often originate
from the crucible or B2O3 encapsulant in LEC material
and may include Si, C, or B. Other unwanted impurities,
including Fe, Mg, Mn, S, Se, Te, and Zn, may also be found
at concentrations of up to 1021 m� 3. Impurities, such as
Cr, may be added to increase the resistivity of the semi-
insulating material, with densities in the region of
1019 m� 3. Volume defects are often found in association
with dislocations. Hexagonal precipitates of arsenic and
GaAs microparticles create volume defects in some cir-
cumstances. Heat treatment of ingots reduces the effect of
volume defects.

Point defects are usually characterized as either elec-
tron or hole traps. A particularly important point defect is
the EL2 deep donor level, common in LEC grown GaAs.
Traps play a key role in producing semiinsulating beha-
vior in GaAs substrates [15]. Semiinsulating GaAs has
intrinsic behavior in addition to high-resistivity proper-
ties, and is remarkably tolerant of small variations in
impurity concentrations, retaining good uniformity
throughout the ingot. It is important to appreciate that
the presence of the deep donor (acceptor) and an excess of
shallow acceptors (donors) are required for semiinsulating
behavior. If these conditions are not satisfied, it is extre-
mely difficult to achieve semiinsulating behavior [15].
In order to significantly reduce the concentrations of
deep traps required to produce semiinsulating material,
the concentrations of shallow donors and acceptors
must be reduced, requiring material of very high chemical
purity. In the case of bulk material, this is most easily
achieved for LEC bulk material where the dominant
shallow levels are acceptors, possibly due to Zn, Mg, Be,
and carbon introduced in the growth process. These
compensate the deep donor EL2. Bridgman material
tends to be n-type, probably attributable to silicon intro-
duced during growth. Semiinsulating material can be ob-
tained from Bridgman by adding acceptors to compensate
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the deep-level EL2 or adding chromium to introduce a
deep acceptor, which, along with compensation with ex-
cess shallow donors, behaves in a manner analogous to
EL2 [15].

Semiinsulating GaAs substrates (undoped and lightly
Cr-doped) are often characterized using only one or two
deep level traps: the EL2 midgap trap around 0.72 eV,
dominant for LEC undoped substrates, and a shallower
trap with an activation energy of approximately 0.39 eV.
The EL2 level has been found to have an emission time
constant that has a strong dependence on electric field
[17]. The ionisation of the EL2 level produces an ionized
EL2 center and an electron in the conduction band.
Spectra associated with hole-type trap behavior have
been observed bulk GaAs substrates [18].

The presence of the EL2 level, located near the middle
of the bandgap, is essential to avoid nonuniformity and to
ensure semiintrinsic behavior. The presence of the EL2
level and its concentration in GaAs ingots is dependent on
the melt stoichiometry, and is minimized by having a
slightly arsenic-rich content. The arsenic atom fraction
in the melt stoichiometry during growth of the ingot
determines whether the material is semiinsulating, for
fractions in the range 0.475–0.535 with resistivity typi-
cally above 105O �m, or whether it is p-type in behavior for
fractions in the range 0.43–0.47 with resistivities of the
order of 10� 2O �m. The association of semiinsulating
behavior with the EL2 level suggests that the electrical
properties of the material are due to the deep donor EL2
level and additional residual compensating acceptors,
such as carbon.

A comprehensive survey of electron and hole traps was
published in Refs. 18 and 19, in which over 33 electron and
22 hole trap levels were tabulated from various sources. It
was suggested that some of these observations related to
the same traps levels in differing materials. Even so, if this
is the case, over 20 separate electron and 11 separate hole
trap energies exist. A number of different transient spec-
troscopy methods have been developed to characterize
traps in GaAs; the most commonly used is deep-level
transient spectroscopy (DLTS) [10]. These include vol-
tage-pulsed stimulated current and capacitive DLTS
[e.g., 18,20], thermally stimulated current and capaci-
tance techniques TSC, TSCAP [e.g., 21], and optically
stimulated methods.

The presence of traps in active-device structures can
have a profound effect on their transient electrical beha-
vior. Many III–V devices suffer from adverse transient
effects such as ‘‘gate and drain lag’’ in FETs, where the
drain current responds with a transient of typically many
hundreds of microseconds in response to a step excitation
in the gate or drain voltages, respectively. The origin of
these effects is associated with combinations of surface,
bulk, and substrate traps. Surface traps, which are re-
sponsible for surface charge, play a particularly important
role in determining the transient response of planar
devices such as FETs. The transient behavior of these
traps gives rise to dispersion phenomena in the drain
current, transconductance, output resistance, and gate–
drain capacitance. Surface charge can also have a
profound impact on the breakdown voltage of these

transistors (which can consequently be a time-dependent
phenomena). Ladbrooke [22] provides a detailed insight
into the impact of surface charge effects and dispersion in
III–V MESFETs.

2.6. Substrates and Wafers

Although doped (and unintentionally doped) substrates
were commonly grown in the past, for vertically oriented
devices such as diodes, today the majority of substrates
are semiinsulating. In 2003 over 13 million III–V sub-
strates were manufactured worldwide. The rapid growth
in III–V technology demand over the period 2001–2006 is
expected to see a threefold increase in substrate supplies
with a shift to increase wafer diameter [23].

As in all semiconductor technologies, wafer diameter
plays a key role in the economics of manufacturing III–V
devices. Since it is proportionately cheaper to fabricate
devices on larger wafers than on smaller wafers, there
has been a progression over the years from 1-in.-diameter
wafers through to the current 6-in.-diameter wafers
used for GaAs technologies. Up until 2000, 3- and 4-in.-
diameter wafer processes dominated the industry.
However, with the successful introduction of 6-in. semi-
insulating substrates and associated epitaxial processes
(MBE initially, followed by MOCVD), by 2004 there
were over 10 large-scale 6-in. fabrication facilities world-
wide, gradually displacing the less cost-effective smaller
diameter fabrication facilities. This migration to larger
wafer sizes can be compared with the movement from
2- through to 12-in.-diameter silicon wafers. The prospect
of larger-diameter wafers for GaAs needs to be considered
in the context of the level of demand and return
on investment in the fabrication equipment as well
as the fact that boules of GaAs have a density of
more than double that of Si, presenting substantial chal-
lenges for growing boules for wafers of over 150 mm (6 in.)
diameter.

Generally speaking, in applications where very low
defect densities are required (e.g., laser diodes), or for
more specialised materials, smaller diameter wafers are
used. For example, at the time of writing high-quality
GaN is usually grown on 2-in. wafers, and while GaAs is
well established on 6-in. wafers, InP technology is still
based on 3-in.- and more rarely 4-in.-diameter wafers.
Continual improvements in epitaxy have led to dramatic
improvements in defect density and epitaxial wafer qual-
ity, and this is reflected in the impressive yields, of over
95%, which can be achieved routinely on 150-mm (6-in.)-
diameter GaAs wafers [24].

The quality of substrates and epitaxial layers is exam-
ined using a range of material characterization techni-
ques, including X ray, photoluminescence, SEM/EDAX,
and classical Hall mobility and sheet resistance measure-
ments. In the case of epitaxial layers, the aim is to
determine layer thicknesses, uniformity, surface morphol-
ogy, chemical composition, carrier mobility, Hall factor,
defect density, doping profile, and sheet carrier densities.
A wide variety of techniques are used and cannot be
covered in this article; the reader should consult Refs. 10
and 25. Surface and layer analysis is performed using a

III–V SEMICONDUCTORS 5245



range of spectrometry systems, including X-ray spectro-
scopy, secondary-ion mass spectrometry, Auger electron
spectrometry, and X-ray photoelectron spectroscopy. De-
fect density and trap density and type are investigated
using X-ray spectrometry systems, supported by DLTS.
Sheet resistance and Hall mobility are often determined
using van der Pauw measurements, based on Schottky
gate patterns [26] and magnetoresistance measurements
[27]. The doping density and in some cases the doping
profile is determined for bulk doped materials, using tests
such as C–V profiling, or evaluation from a combination of
C–V and I–V data on long-gate length FETs. In the case of
heterostructure layers, such as those used in HEMTs, the
material is also characterized in terms of its sheet carrier
concentration.

3. CARRIER TRANSPORT PROPERTIES

The carrier transport properties of materials determine
a material’s electrical behavior. The key properties
that characterize carrier transport in semiconductor ma-
terials are the mobility and velocity of the electrons
and holes, which are dependent on the scattering mechan-
isms in the particular material. The main scattering
processes, which influence the mobility of electrons and
holes, are acoustic phonon, nonpolar optical mode, polar
mode, and ionized impurity scattering. Ionized impurity
scattering dominates at low temperatures (o100 K). Alloy
scattering is a limiting process at room temperature in
some material systems, such as in AlGaN/GaN used in
HEMTs. The bulk electrical conductivity is then expressed
in terms of the mobilities and carrier densities in the
bulk material. The low field mobilities of electrons and
holes are a strong function of lattice temperature, carrier,
and doping density. The transport properties have funda-
mental dependence on the electric field within the
device structure, and are further modified by nonequili-
brium behavior in small-scale structures, where rapid
changes in the electric field can occur quickly changing
the energy of the carriers leading to ‘‘hot’’ carrier trans-
port phenomena.

The mobility in III–V semiconductor samples is nor-
mally determined from Hall effect measurements [5],
where bulk samples of the material are characterized
under the influence of a strong magnetic field. The hole
mobility mp for p-type material in a small electric field is
determined from the Hall mobility mH according to the
relationship,

mH¼ sRH¼ rHmp

where s is the conductivity, RH is the Hall constant, and rH

is the Hall factor, which tends to unity for strong magnetic
field conditions (Bmpb1). Similarly for electrons mobility
mn for n-type material in a small electric field is deter-
mined from the Hall mobility mH according to the relation-
ship

mH¼ sRHj j ¼ rHmn

where the Hall factor rH is close to unity for strong
magnetic fields and greater than 1 for medium or
weak magnetic fields. Electron and hole mobilities are
strongly temperature-dependent, showing approximately
(300/T)2.3 behavior above 100 K for GaAs. Below 70 K
ionized impurity scattering reduces the mobility with
decreasing temperature. Mobilities are also a function of
carrier density. Typical values of hall mobility for p-type
GaAs are in the region of 0.04 m2 V�1 s�1 for hole den-
sities below 1022 m� 3, falling to 0.005 m2 V�1 s� 1 for
densities above 1025 m�3. The Hall mobility of the elec-
trons in GaN/AlGaN HEMTs at 300 K has been found to be
as high as 0.14 m2 V� 1 s� 1 in high-quality material for
sheet carrier concentrations of 1017 m�2.

The electron and hole drift velocities are defined
by the product of the mobility and electric field
E. Hence, for electrons, the drift velocity vd is given by
mnE. In the case of low doped n-type GaAs mn is in the
region of 0.8 m2 V� 1 s� 1 at 300 K for low values of electric
field. At low values of electric field the velocity increases
with increasing electric field. However, as the electric
field increases and the electrons gain energy, the mobility
decreases slightly. Increasing the electric field still further
results in the most energetic electrons transferring
from the central G valley to the first satellite valley
X, which has a higher effective mass and reduced mobility.
Eventually, a value of electric field is reached where
the velocity attains a peak value, in the region of
2� 105 m/s for GaAs. Beyond this value the drift velocity
decreases with increasing electric field, asymptotically
approaching the saturated value of 7� 105 m/s at
very high values of electric field. The steady-state
electron velocity–electric field characteristics for several
III–V semiconductors compared with silicon at 300 K
are shown in Fig. 8 [28–32]. The region of negative-
differential mobility beyond the peak velocity in each
characteristic, where the velocity decreases with increas-
ing electric field, is due to the transferred electron effect
where electrons are transferring from the high-mobility
central (G) valley to the low-mobility satellite (X) valley
in the energy band structure. This phenomenon can
give rise to oscillations in samples of InP and GaAs, and
forms the basis of the Gunn diode (transferred electron
device) [5].

The transient (nonequilibrium) carrier transport prop-
erties of semiconductors may be markedly different from
their steady-state (equilibrium) characteristics [33,34]. In
the case of many III–V semiconductors, the change in
velocity experienced by electrons entering a high-electric-
field region can lead to a phenomenon known as ‘‘velocity
overshoot,’’ where the electron is accelerated in the elec-
tric field, rapidly gaining energy, to a velocity significantly
higher than the peak steady-state value, for a short
interval (usually less than 0.1 ps). In the case of GaAs
the transient velocity of these hot electrons may reach
values in excess of 5� 105 m/s over a short distance
(o0.1mm) until scattering, energy, and momentum re-
laxation lead to a reduction in velocity that subsequently
approaches the steady-state value over a short interval in
time and distance [33,34]. Velocity overshoot in III–V
devices can enhance their high-frequency performance
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and is significant for short-gate (submicrometer)-length
FETs.

The conductivity of semiconductors is given by

s¼snþ sp¼qðnmnþpmpÞ

where n and p are the electron and hole densities (n0,p0 for
intrinsic condition). In the case of GaAs doped with
shallow donors or acceptors, the ratio of n/p is far from
unity at 300 K, and the conduction is essentially unipolar
depending on the dopant type. GaAs can be engineered to
achieve a high value of resistivity, close to the intrinsic
state, by the use of chromium doping, which introduces
EL2 centers (see Section 2.5), creating semiinsulating
GaAs. The room temperature resistivity of semiinsulating
GaAs is typically in the range 103–107O �m, which makes
an ideal substrate for integrated circuits.

4. PROCESSING AND DEVICE FABRICATION

The fabrication of semiconductor devices using either
semiinsulating wafers with ion implantation of epitaxial
layered wafers requires several stages of lithography,
selective etching, deposition, and passivation, finishing
with die separation, final test, and packaging. It is not
possible to provide a detailed description of processing in
this article, but an outline is a useful aid in understanding
the design constraints and properties of the finished
semiconductor devices. Williams provides a useful intro-
ductory text for GaAs processing [11].

4.1. Lithography

One of the most fundamental elements of device proces-
sing is the definition of the active and passive regions of
the device, electrical contacts, bondpads, implantation
regions, passivation areas, and interconnecting lines.
This process of transferring patterns, made up of geo-
metric shapes, to a thin layer of radiation sensitive
material (resist) deposited on the surface of a semiconduc-
tor wafer is known as lithography. The resist is usually

deposited on the wafer by spinning a few drops of resist
fluid into thin film at very high speeds, on to the surface of
the wafer. The resist is then patterned (exposed) using
photolithography, ultraviolet light lithography, electron-
beam lithography, or in special cases X-ray or ion-beam
lithography. The resist is then developed, selectively
removing either the exposed or unexposed areas. The
remaining pattern is then used to define areas for etching,
deposition, or implantation. The resists are classified as
either positive or negative depending on whether the
exposed region is removed (positive) or whether the un-
exposed regions are removed (negative). An additional
technique is based on image-reversal, which can provide
enhanced resolution, which is particularly useful for sub-
micrometer photolithography.

The photolithography techniques used in III–V proces-
sing include contact printing, proximity printing, projec-
tion printing, and stepping. Contact printing, which is
frequently used for initial research development and for
backside processing, is a straightforward process where
the mask is aligned on the wafer and the resist exposed
using a beam of ultraviolet light. Resolutions down to the
region of one micrometer are possible as a result of the
direct contact between the mask and the wafer. The two
main disadvantages of this approach are (1) abrasion of
the mask through direct contact, which reduces mask
lifetime, and (2) runout due to any lack of planarity
between the mask and wafer, preventing contact. Runout,
due to curvature in either the mask or wafer, results in
misalignment in areas of the pattern. Contact printing
systems are significantly lower in cost than steppers or
other precision lithography systems. Proximity printing
places the mask in close proximity to the wafer, but avoids
direct contact. Diffraction at edges in the pattern produces
a slightly blurred image. This technique cannot achieve
high resolutions and is not widely used in modern fabrica-
tion processes.

Optical steppers are the mainstay of silicon fabrication
and are becoming widely used in III–V fabrication. The
mask consists of the patterning for device and integrated
circuit designs and is known as a reticule. The reticule is
projected onto the wafer, which has previously been coated
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in resist. A typical reticule is 20� 20 mm. Many reticule
patterns can be accommodated on a wafer. After the first
reticule pattern is exposed, the wafer is moved very
precisely and a second image is created. This process
repeats across the wafer until the whole wafer is exposed.
This step and repeat process is well established and is
precisely indexed to allow multiple mask sets to be used,
achieving precise alignment between layers. Steppers
normally allow reduction of the reticule pattern on the
mask by factors of 5 or 10, although in some circumstances
unity reduction is used. Steppers achieve optical imaging
using either lenses (refractive optics) or mirrors (reflective
optics). The limitations of the optics are constrained by
diffraction, where the optical surfaces must be accurate to
within a quarter-wavelength. Steppers achieve a highly
repeatable pattern, where any runout or misalignment is
generally confined to the reticule. As a result, steppers
have become established as a key element of high-yield
processing, producing very-high-quality, highly repeatable
lithographic patterning. Contemporary steppers for III–V
lithography are available that achieve feature sizes of
0.35, 0.18, and 0.12mm; the cost of the system increases
with increased resolution. Excimer laser (KrF) sources are
used for the high-resolution steppers in the 0.18 mm range.
Even higher resolutions are possible today, but the cost of
the stepper is prohibitive for anything other than very-
high-volume Si applications (microprocessors and mem-
ory). More recently there has been increased interest in
using phase-shifting masks [35], which improve optical
resolution by using interference to cancel diffraction ef-
fects. Steppers are available for 3, 4, 6, 8, and 12 in. wafer
sizes.

Electron-beam (e-beam) lithography is widely used in
III–V processing, as a means of both precisely patterning
the masks used in photolithography and directly exposing
(direct writing) patterns on wafers. Submicrometer gates
were first written on GaAs using e-beam systems,
although more recently, gate lengths above 0.35 mm are
more routinely written using steppers, and it can be
expected that 0.25- and 0.15-mm gates will in due course
be written using steppers. At the heart of e-beam systems
is the electron gun, which operates continuously, and
beam-blanking plats that turn the beam on and off. The
beam is moved over the surface of the wafer, within the
scanned region, using deflection coils. The wafer is coated
in a resist such as polymethylmethacrylate (PMMA). The
wafer is positioned using a precision mechanism to move
from one scanning field to the next. The pattern is
generated in e-beam systems using computer controlled
raster or vector scanning techniques. Electron-beam sys-
tems can achieve very high resolutions (currently below
70 nm), excellent registration, and great flexibility and do
not require masks. Wafer flatness is not a problem for e-
beam systems as they have a greater depth of field than do
steppers. However, the throughput of e-beam systems is
significantly slower than steppers at present. Also, on
larger wafers e-beam systems can suffer from degradation
of alignment accuracy, especially toward the edge of the
wafers, away from the initial scanning fields. E-beam
systems for III–V processing are available that will handle
wafer sizes up to 6 in. (150 mm).

III–V processing has a number of significant differences
to silicon device fabrication and in some respects is
simpler — generally requiring fewer steps for monolithic
microwave integrated circuits (MMICs) than for silicon
ICs. A key stage in semiconductor device fabrication is the
metal patterning, where, following evaporation of the
required metal, the unwanted metal regions are removed.
The metals used with silicon processing (typically Al) are
usually fairly easy to etch, whereas the metallization
schemes used in III–V processing (frequently TiPtAu,
AuGeNi) are often difficult to etch. In silicon, this is
achieved by depositing the metal first and then coating
the metal with resist and lithographically defining the
pattern. The unwanted metal, which is not protected by
resist, is then removed by etching after developing the
resist pattern. The resist is then removed using a solvent.
In the case of III–V semiconductors a process known as
‘‘lift-off ’’ is normally used, where the resist pattern is
produced using lithography prior to evaporation of the
metal. The desired metal pattern is then obtained by
removing (‘‘lifting off ’’) the resist (with metal evaporated
on its surface) using a solvent, leaving the metal deposited
on the semiconductor surface in the regions where the
resist was originally removed following the development
stage. The liftoff process is very sensitive to the pattern
defined by the resist and an undercut in the resist profile
is usually used to help define the desired metal regions.

It is convention to include a process control monitor
(PCM) site in the reticule. This important element of the
patterning includes a range of test devices, such as simple
contact structures, transistors, and diodes and if it is a
MMIC, a small range of transmission-line structures
resistors, capacitors, and inductors. The purpose of these
structures is to monitor the key parameters against the
expected values as the wafer goes through each stage of
the processing. This allows the quality of the processing to
be closely monitored and assists in process control and
yield optimization. The PCM sites are usually tested after
each processing stage or at suitable intervals. The PCM
site usually occupies only a small area of the reticule —
often less than 1%.

4.2. Etching Techniques

III–V semiconductors can be etched using either wet- or
dry-etch techniques or a combination of both. Prior to
processing and at stages during the fabrication, it is
necessary to clean the wafer surfaces. Exposure of GaAs
to the atmosphere leaves an oxide layer on the exposed
surface of the material, which can be 50 Å thick, which is
removed using a highly diluted acid such as HCl. Highly
pure deionized water is used extensively in processing to
avoid contamination. Wet and dry etchings are used as a
means of forming patterns and defining features in the
surface of the semiconductor wafer, and for polishing (e.g.,
after thinning of wafers during backside processing).

Wet etching techniques have been established since the
early days of fabrication and normally have the properties
of providing selective and preferential etching depending
on the crystallographic orientation of the wafer. In the
case of Si, this allows distinctive etching that is exploited
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in MEMs, and, for example, allows ‘‘V’’ grooves to be
readily defined. Etching of III–V compounds is usually
crystallographic, and key features and critical dimensions
can be defined by ensuring proper alignment with the
lattice planes. In the case of GaAs, (111) Ga faces etch up
to 5 times slower than do (1 0 0), (11 0), and (111) As faces.
Wet etches are categorized either as electrolytic or none-
lectrolytic. Electrolytic etches require an electrical contact
to the wafer and in the case of GaAs have an anodic
oxidation mechanism. One advantage of electrolytic
etches is that they can be used to provide accurate
technical depth control. Nonelectrolytic etching rates are
either diffusion or chemical-reaction-limited. Diffusion-
limited etches are generally isotropic and are well suited
for polishing wafers after mechanical grinding. Chemical-
reaction-limited etches are often anisotropic are particu-
larly suitable for defining patterns. Wet etches generally
contain an oxidizing agent, such as Br2 or HNO3, a
complexing agent, such as NH4OH, NaOH, HC, citric
acid, or H2SO4 and water. The complexing agent ensures
that the relatively insoluble oxidized layer is dissolved in
the water. The etch is chosen to remove areas of the wafer
that are not protected by the exposed resit pattern.

Dry etching techniques have become increasingly pop-
ular for use in III–V device fabrication in more recent
years. They are widely used in III–V processing to produce
recesses (e.g., single- and double-gate recesses), mesas for
isolation, and via holes through the substrate that are
metallized to connect the top surface to the metallized
back surface of the wafer. These reactive plasma etching
techniques have several important advantages over wet-
etch methods, including better directional control of the
etch and improved anisotropy of the etch. Specifically, the
laterals etch rates in plasma etching are very low indeed,
preventing undesirable undercutting of the resist pattern.
Dry etching utilizes an ionized gas to achieve plasma-
driven chemical reactions or use highly energetic ion
beams to remove material that is not protected by the
resist pattern. Dry etching can be classified as plasma
etching, reactive-ion etching (RIE), ion milling, or reac-
tive-ion-beam etching (RIBE). Inductively coupled plasma
etching is also widely used in III–V device fabrication.
Control of the plasma by varying the system electrode
configuration, gas composition, pressure, and bias vol-
tages allows the characteristics of the etching process to
be tailored to the particular semiconductor material and
the required shape of the etched region.

Plasma etching systems often use chlorine, HCL, PCl3
as sources of chlorine ions. O2 and Ar are often added.
CH4/H2 systems have been used for InP and GaAs. The
system itself in its basic form consists of two parallel
plates with a DC and RF ionizing source (100–600 V at
13 MHz) attached to the top plate and the wafers clamped
to the lower water-cooled plate. The plasma is formed
between the plates and energetic ions perpendicularly
impact the surface of the exposed semiconductor material.
The resist prevents the ions penetrating the unexposed
surface of the semiconductor. Plasma etching can give rise
to radiation damage and in some circumstances leaves
residues that require subsequent removal (often using a
light wet etch). RIE is in many ways similar to plasma

etching, with the reactive species generated from the
plasma, but with greater directionality of the ions. RIE
systems typically operate at low pressures and the sub-
strates are mounted on the powered electrode. Reactive-
ion etching is usually used to etch GaN/AlGaN because of
the difficulty in finding suitable wet etches. BCl3/Ar is
found to produce surfaces smoother than those obtained
with Cl2/Ar for GaN/AlGaN. Finally, the electrodes them-
selves are often asymmetric with the chamber forming the
grounded electrode. In RIE the semiconductor is etched
through a combination of chemical reaction and sputter-
ing. Similar ion species can used to plasma etching, but a
smoother surface is obtained using H2, BCl3, or CCl3F.
Again O2 is added to CCl3F and CCl4 to increase etch
rates, and Ar to increase anisotropy.

Ion-beam milling is a high-energy (B1000 eV) etching
process, where inert ions (Ar) are allowed to impinge on
the target substrates in a uniform beam. Ion-beam milling
can achieve relatively high resolutions, and can be used to
define structures smaller than 0.01 mm. It is a highly
anisotropic process, and the profile of the etched sidewall
can be determined by positioning the relative angle of the
substrate and by using shadow masking. Ion-beam milling
can be used to etch metals, including Ti, Pt, and Au
metallization layers and will etch materials that are
challenging for plasma or wet-etch systems. The main
disadvantages are damage from ion bombardment, poor
sensitivity, and redeposition of materials. Focused ion-
beam etching can be used to define small-scale structures.
The final dry etching process, reactive-ion-beam etching
(RIBE) takes advantage of both chemical reaction and ion
bombardment to etch material. Unlike ion beam milling it
uses a reactive gas although the etch characteristic are
very similar. Redeposition of the etched material is
avoided in RIBE by using a vacuum removal system.

4.3. Deposition and Metallization

It is usually necessary to provide insulating coatings on
the surface of semiconductors at various stages in proces-
sing, either to planarize the surface for additional proces-
sing (e.g., metallization) or as a dielectric for capacitors in
integrated circuits, or as a passivation to protect the
surface of the semiconductor. The type of materials de-
posited can be either inorganic, such as silicon nitride or
silicon dioxide, or organic, such as BCP. Plasma-enhanced
chemical vapor deposition (PECVD) techniques, which use
RF excited plasmas, are often used to deposit these films,
as they can achieve this at relatively low temperatures
(typically 250–3501C). This low temperature capability is
very important for III–V processing, where higher tem-
peratures would lead to changes or decomposition of the
semiconductor material. PECVD films are amorphous,
and the density and quality of the material depend
strongly on growth conditions. In particular, the frequency
of the RF stimulated discharge, which may lie between
50 kHz and 13 MHz, directly influences the stress in the
film (the higher the frequency, the lower the compressive
stress). PECVD layers are usually deposited in thickness
between 1000 Å and 1 mm, with growth rates typically of
the order of 300 Å/min.
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Plasma deposition is usually carried out in either a
planar (parallel-plate) or barrel (tubular) reactor. The best
uniformity is achieved in radial flow planar reactors,
where the substrates are positioned on the lower electrode
of the two parallel plates. Deposition is performed under a
vacuum to minimize contamination, and a wide variety of
highly reactive chemical species are used, including chlor-
ine, fluorine, hydrogen, oxygen, silane (SiH4), and ammo-
nia. Silicon nitride, which is one of the most frequently
used insulating materials, is often deposited using electron
cyclotron resonance systems, which operate at 2.45 GHz.

Silicon nitride Si3N4 is used widely in III–V processing
as a dielectric layer in capacitors, an encapsulant (to
prevent diffusion) or for passivation to protect the surface
of the semiconductor or die from the environment. It is
normally grown using silane as a source of silicon and
ammonia (or nitrogen in some cases) as the nitrogen source.
The silane is mixed with an inert gas (argon). The dielectric
constant of the amorphous silicon nitride is a function of
film thickness and silane concentration. The film thickness
dependence is due to the impact of stress and nonuniform
growth of the layer. Thin films (below 1000 Å) can achieve
relative dielectric constants of up to 11, whereas thicker
films typically have dielectric constants in the region of 8.
Silicon dioxide has a lower dielectric constant than silicon
nitride and is often used as a spacer layer in metal cross-
overs to minimize parasitic capacitance. Again, silane is
usually used as the silicon source, and the oxygen source is
selected from CO, O2, or N2O.

Some III–V processes utilize aluminium nitride as an
insulator or passivation layer. AlN for these purposes is
grown either by sputtering, vapor phase, or MBE. Single-
crystal films may be grown at temperatures in the region
of 11501C, although amorphous AlN films can be grown at
lower temperatures or using plasma CVD. Other dielectric
films such as silicon oxynitride are used in some circum-
stances.

The final element in processing is the provision
of metallization on the surface of the semiconductor to
act either as contacts or interconnections. Two types of
metal–semiconductor contact can be fabricated in III–V
devices: ohmic contacts and Schottky contacts. Ohmic
contacts have the property that they possess very
low resistances across the metal–semiconductor interface,
while Schottky barrier contacts have a more complex
rectifying contact behavior, representative of a diode,
where in reverse bias the interface demonstrates very
high resistance (ideally no current flow) and capacitance
associated with the charge developed in the depletion
region below the contact. In contrast in forward bias, the
interface behaves likes a diode, with the potential for
significant current flow, but only supporting relatively
low forward voltages across the interface. In addition to
the contacts, first- and second-level metallization is used
to interconnect the various elements of the active devices,
and circuits, where the metal is chosen to possess high
conductivity, excellent adherence, and conformal coating,
coupled with compatibility with the Schottky and ohmic
contacts. Additionally, via holes that connect between
levels or between the top and backside metallized surfaces
of the substrate.

Schottky contacts can be formed with III–V semicon-
ductors using sputter or evaporation deposited multi-
player metal contact structures such as TiPtAu, TiW,
TiWSi, Pt, Al, WSi, Wal, and TiPdAu. Metal silicides,
such as tungsten silicide, widely used in silicon VLSI,
can achieve low contact resistances for III–V devices when
annealed at high temperatures and may be deposited
using RF cosputtering. Schottky contacts on AlGaN can
be achieved using Ni/Au. The barrier height of the
Schottky barrier varies with the semiconductor material
composition, crystal orientation, and the contact metal. In
the case of GaAs and gold, for example, the barrier height
varies from 0.82 eV for (1 0 0) orientation to 0.97 eV for
(11 0) crystal orientation at the interface [36]. The range
of barrier height for Schottky contacts on several III–V
binary semiconductors is shown in Table 3 [5,36,37].

Ohmic contacts are formed with III–V semiconductors
using nþ or pþ layers immediately below the contact
metallization. Very high doping levels above 5� 1024 m�3

are used with multilevel metal-alloyed contacts. In the
case of GaAs, alloys based on Au or Ag are popular choices.
In the case of contacts made on p-type material, zinc is
usually added to the alloy, which acts as a dopant in the
semiconductor. In the case of n-type contacts germanium
and tin are used in the alloy. AuGeNi contacts provide
among the lowest contact resistances and high reliability
in III–V devices. Other GaAs metal alloy ohmic systems
include Au-Zn, Au-Zn-Sb, Au-Be, and Au-Be-Ni. Ohmic
contacts to InP are achieved using Au-Ge-Ni, Au-Sn, Ag-
Sn-In, In-Zn, Au-Mg, and Au-Be. AlGaAs ohmic contacts
are made with Al, Au-Zn, and Au-Ge-Ni; GaInAs, with Au-
Zn, Au-Sn, and Au-Ge-Ni. Ohmic contacts to AlGaN/GaN
devices are usually made with alloys based on Ti/Al
annealed at 850–8751C. Rapid thermal annealing is
usually employed for ohmic contacts. ‘‘Balling’’ of the
metals on the contact surface can be avoided by including
a thin cover layer of Ni/Au over the Ti/Al prior to annealing
at 9001C. It should be noted that it is hard to form ohmic
contacts to AlGaN when the mole fraction exceeds 33%.

A first-level metal used as part of the interconnection
metallization has the characteristic of good adhesion to
ohmic and Schottky barrier metals. Gold-based alloys are
generally used for interconnection first metallization —
the most common are TiPtAu and TiPdAu, using e-beam
deposition systems. Copper, with its very high conductiv-
ity, which is used with silicon, diffuses in several III–V
semiconductor materials and cannot be used. Aluminum

Table 3. Schottky Barrier Heights for n-Type III–V
Semiconductors

Barrier Heights (eV)

Material Ag Al Au Ni Pt Ti W

GaAs 0.88 0.80 0.90 0.79 0.85 0.82 0.79
GaP 1.20 1.07 1.30 1.27 1.45 1.12 —
AlAs — — 1.20 — 1.00 — —
InAs — — 0.47 — — — —
InP 0.65 — 0.65 — — — —
Al0.14Ga0.86As — 0.90 1.02 — — — —
Al0.32Ga0.68As — 1.09 1.10 — — — —
In0.53Ga0.47As 0.20 — 0.20 0.20 — 0.15 —
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interacts adversely with gold, with high-resistance inter-
metallic products. Silver is very reactive and is rarely used
in III–V devices. First metallization is usually in the
region of 0.5mm thickness. Second-level metallization is
usually based on gold (Ti/Au), due to its low tendency to
electromigration [38] and ability to handle very high
current densities. Airbridges are also formed in the sec-
ond-level metal. Metallization is achieved using sputter-
ing, evaporation of electroplating. An evaporation system
for 150-mm-diameter wafers is shown in Fig. 9. Thicker
layers (41mm) are usually deposited using RF sputtering
systems. Via holes may be plated using either electroplat-
ing or electroless plating (based on gold–cyanide solutions)
or magnetron sputtering or by evaporation of TiAu.

4.4. Backside Processing

The final stage of the fabrication process is backside
processing and die separation. After completing the front-
side with the devices, metallization, contacts, and circuit
elements, the reverse side of the wafer is processed. At
this stage the wafer is usually thinned to its final thick-
ness, which usually lies in the range 30 mm (for high
power) to 150mm (Fig. 10). A mechanical grinding process
is used to remove the bulk of the material, which is then
finished with a chemical etch. If there is a requirement for
via holes to connect the top surface to the backside,
vias will be etched, usually using dry etching techniques
(Fig. 11). If a ground plane is required, the backside is
metallized with gold (as in the case of vias). After comple-
tion of processing, the wafer may be attached to a film
frame to facilitate temporary die retention during the on-
wafer test and die separation processes. The die on the
wafer are then subject to visual inspection and electrical
testing. The process control monitor (PCM) sites receive
their final electrical tests to complete the process data for
the wafer. The die may be probed using DC and RF testing
to determine whether they meet the specification (and
hence determine the final yield). After on-wafer testing
the final stage is to separate the die, which is achieved
using either a diamond scriber (‘‘scribe and break’’) or a

diamond saw. Laser separation techniques are beginning
to appear that also show promise. The die are retained on
the film in preparation for packaging using robotic pick-
and-place instruments.

5. RF AND MICROWAVE DEVICE TECHNOLOGY

III–V RF and microwave devices may be fabricated as
unipolar or bipolar designs. The early interest in GaAs
and InP centred around the properties of these materials
that demonstrated negative-differential resistance as a
consequence of their velocity–electric field relationships.
J. B. Gunn demonstrated microwave oscillations in 1963,
using a simple GaAs two-terminal structure. This phe-
nomena forms the basis of the transferred electron effect

Figure 9. Evaporation system for metallizing semiconductor
wafers.

Figure 10. Cross section of a die, showing thinning of the GaAs
to 30mm and gold metallization of the backside (B10mm). The
FET structure can be seen on the frontside (Filtronic plc).

Figure 11. A via hole etched in a 125-mm substrate and plated in
gold (light color) (Filtronic plc).

III–V SEMICONDUCTORS 5251



[5], which is characterized by the behavior of the Gunn
diode. GaAs and InP Gunn diodes have found widespread
application as the active devices in microwave oscillators
ranging from 1–100 GHz.

The most common transistor technologies in use
today are based on unipolar field-effect transistor (FET)
or heterojunction bipolar transistor technologies [39,40].
GaAs and Si bipolar transistors were widely used prior to
the advent of higher-frequency FETs [41]. In 1971 Turner
reported a 1-mm-gate-length FET with gain of r18 GHz
[42]. By 1980, GaAs metal semiconductor field-effect
transistors (MESFETs) were established as the device
of choice in microwave low-noise and medium-power
amplifiers, achieving noise figures of less than 1 dB
at 4 GHz and output powers of up to 25 W [43]. Although
MESFETs were employed in oscillator designs, especially
varactor tuned designs, from their introduction in the
mid-1970s [44], relatively poor 1/f noise performance in
early MESFETs led to the continued use of bipolar junc-
tion transistors in low-noise oscillators up to 6 GHz.
The advent of AlGaAs/GaAs high-electron-mobility tran-
sistors (HEMTs), also known as modulation-doped
FETs (MODFETs), in the 1980s with their improved
noise performance displaced MESFETs in low-noise
amplifiers and wider use in oscillators and mixers,
although still with some remaining 1/f noise limitations.
AlGaAs/GaAs heterojunction bipolar transistors (HBTs)
were introduced in the early 1980s, but were not widely
used until the advent of mobile communications and
the widespread development of low-voltage, high-effi-
ciency power amplifiers for cellular handsets. By
2000 pseudomorphic HEMTs (PHEMTs) had become the
established high-frequency transistor, operating at
frequencies up to 200 GHz and achieving noise figures
below 0.2 dB at 2 GHz. HBTs based on AlGaAs/InGaAs/
GaAs, and InGaP structures demonstrating maximum
frequencies of oscillation fmax above 100 GHz, are now
readily available. GaAs-based PHEMTs have demon-
strated high power and high efficiency operation up to X
band [45].The state of the art is now occupied by gallium
nitride transistors, with AlGaN/GaN FETs achieving
power densities above 10 W/mm gate periphery and cap-
able of over 170 W at high efficiencies [46], and power
densities of over 4 W/mm at 30 GHz [47]. Similarly, GaN/
AlGaN HBTs show potential for high-power high-fre-
quency operation and demonstrate high emitter injection
efficiencies.

6. APPLICATION OF TRANSISTOR TECHNOLOGIES

Up until 1985, the MESFET dominated as the preferred
choice of microwave transistor, with some usage of silicon
bipolar remaining for niche applications below 8 GHz (such
as low-noise oscillators). By 1990, the PHEMT had begun
to displace MESFETs for low noise amplifiers, and the
AlGaAs/GaAs HBT had begun to emerge as a candidate for
low-voltage power amplifier applications (such as in the
emerging cellular handset market). Up until this time,
MESFET technology had been dominated by ion-im-
planted designs, utilizing semiinsulating GaAs substrates.
Improvements in epitaxial growth (MBE and MOCVD/
OMVPE) allowed higher performance FETs to be designed,
with improved gain, current, and power handling. By
2000, MESFET technology was being displaced in many
applications by PHEMT and HBT, because of the superior
gain and power handling of these technologies. Never-
theless, the simpler fabrication technology MESFETs re-
mains attractive for low-cost applications where the
performance is undemanding. At the present time, HBTs
are the most common choice for power amplifiers in
cellular handsets, while PHEMTs power FETs are being
introduced in many microwave and millimeter-wave power
amplifier applications and are even challenging silicon
LDMOS in some specialized applications at 2 GHz. By
2006 GaAs-based HEMTs are expected to be found in
over 35% of microwave applications, while HBTs provide
another 30%, with MESFETs falling to around 20%.

The maximum electric field sustainable before the
material breakdown determines the maximum voltage
sustainable across the device, which in turn directly
influences the power handling of the device. The electron
and hole mobilities impact the resistivity, frequency limit,
and current handling (and thus power handling) of the
device. The saturation velocity determines the current
handling and frequency limitations. The thermal conduc-
tivity limits the temperature of operation and thus the
power-handling and frequency limits. Table 4 lists these
parameters for a range of semiconductors used or poten-
tially available for power devices. The potential for newer
materials such as GaN, SiC, and diamond is still being
evaluated. It should be noted that the reported data for
more recent materials varies in the literature. The John-
son and Baliga figures of merit are frequently used to
compare the potential of materials for power device appli-
cations [48,49]. Baliga’s figure of merit is a measure of the

Table 4. Material Properties for Power Devices at 300 K

Property GaAs InP GaN Si 4 HSiC Diamond Units

Energy bandgap 1.42 1.34 3.44 1.12 3.26 5.47 eV
Relative permittivity 12.8 12.6 9.5 11.8 10.1 5.7 —
Breakdown field 48 53 330 31 300 2000 MV/m
Electron mobility 0.86 0.54 0.15 0.15 0.08 0.28 m2 V� 1 s� 1

Hole mobility 0.04 0.02 0.02 0.04 0.01 0.20 m2 V� 1 s� 1

Saturation velocity 0.8 0.8 1.3 0.9 2.0 2.7 �105 m/s
Peak velocitya 2.1 2.3 2.6 1.0 2.0 2.7 �105 m/s
Thermal conductivity 46 68 130 150 490 2200 W m�1 K� 1

aNontransient (steady-state).
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ON resistance of the drift region of a transistor (usually
applied to vertical FETs) [50]. The Johnson figure of merit
(JFM) is a measure of the ultimate high frequency cap-
ability of the material and is given by the product of
critical breakdown field EBr and saturated electron drift
velocity vsat:

JFM¼
EBrvsat

2p

� �2

The Johnson figure of merit is shown for a range of power
semiconductors in Table 5. It should be noted that prac-
tical limitations encountered in fabricating power transis-
tors limits the actual performance of devices, although the
more mature technologies of Si and GaAs can approach
these limits in some applications. InP has demonstrated
excellent performance in applications, including MMICs,
above 100 GHz, although it is still mainly applied to small-
signal transistor applications and a limited range of
relatively low-power millimeter-wave devices such as
Gunn diodes (75 mW at 94 GHz).

7. APPLICATIONS AND MARKETS FOR MMICs AND
DIGITAL ICs

Historically, the market for III–V integrated circuits grew
steadily up until 2000, without the cyclical behavior often
seen in the silicon digital IC market. In 2000 over $2
billion MMICs and digital GaAs ICs were sold and despite
the technology recession observed in 2001/02, the market
for these products is expected to grow to over $4 billion by
2006. Wireless communications represented over 70% of
this market in 2000, but by 2006 this is expected to fall to
around 60% as the use of MMICs in automotive applica-
tions increases. Interestingly, despite the intense interest
in optoelectronics, the total share of the GaAs IC market
in this application (for modulators, switches, driver ICs,
detectors, and high-speed processing) is not expected to
exceed 12% in the foreseeable future (indeed, its market
share fell to 8% in 2002). Although digital GaAs was
originally seen as a major growth element of the industry
in the late 1990s, the collapse in the optoelectronic market
in 2000 and the increase in CMOS Si and SiGe capabil-
ities, have seen the GaAs largely displaced for digital
applications below 2.5 Gbps. Analogue applications now
dominate for III–V MMICs with increased usage in mobile
terminal products (cellular handsets, personal digital
assistants wireless LANs, etc.), principally for power
amplifiers and low-loss RF switches (Fig. 12). The emer-

gence of automotive radar applications has led to forecasts
of significant growth for chipsets at 17, 24 and 77 GHz,
possibly reaching 5 million chipsets per annum by 2007.
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1. COMMUNICATION SYSTEMS

The ability of electromagnetic radiation to provide almost
instantaneous communication without any interconnect-
ing wires has been a major factor in the explosive growth
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of mobile communications, especially cellular and person-
al communications during the latter half of the twentieth
century. The vacuum tube made the radio practical and
affordable during the earlier half of the twentieth century.
The invention of the transistor and highly complex yet
cheap integrated circuits have allowed the development of
ever complex digital communication systems that operate
quite close to theoretical limits on channel capacity, spec-
trum efficiency, and so on.

The word transceiver is actually a combination
of two words, transmitter and receiver. Figure 1 shows
the block diagram of a general radio transceiver.
Below each system block is a list of some of the popular
techniques used. A modern digital transceiver uses
most, if not all, of the system blocks in Fig. 1. Based
on the direction of information transfer, radio systems
are of three general types: simplex, half-duplex, and
full-duplex systems. A simplex system transmits informa-
tion in only one direction from a transmitter to a receiver.
Examples of simplex systems are commercial audio
and television broadcast systems organized in a star con-
figuration. A half-duplex system is one in which
transmission is bidirectional but only one transmitter at
a time can transmit. A full-duplex or duplex system is one
in which bidirectional communication can occur at any
time. Although all communication systems are either
some kind of simplex or duplex system, a variety of
communications architectures exist dependent on the
end application.

Section 2 points out the important characteristics
of radio transceivers. Section 3 is devoted to the evolution
of transceiver architecture. The characteristics of
various different architectures are discussed in detail.
Section 4 describes the implementation of important
transceiver components with special emphasis on
digital processing. Section 5 concludes by looking at the
future.

2. TRANSCEIVER CHARACTERISTICS

2.1. Radio Transmitter Characteristics

This section details the important characteristics and per-
formance issues for a transmitter.

2.1.1. Out-of-Band Emissions. There are stringent re-
quirements as part of the standards for out-of-band pow-
er emissions. For example, the interim standard IS-54 for
digital cellular radio specifies that power emission in ad-
jacent and alternate channels must be 26 dB and 45 dB
below the mean output power, respectively. Spectral shap-
ing to maintain out-of-band emissions below those re-
quired by the standards is usually achieved through a
combination of baseband pulse shaping, IF/RF filtering,
and proper operation of the radiofrequency (RF) power
amplifier.

2.1.2. Output Power, Distortion, and Efficiency of the
Power Amplifier. In the early days of radio, power was
amplified by vacuum tubes. With the invention of the
transistor, solid state circuits have replaced vacuum
tubes. The power amplifier should provide adequate out-
put power with the least distortion and maximum possible
efficiency [1]. The gain, efficiency, distortion, and power of
the transistors typically used in solid-state power ampli-
fiers depend on the choice of the bias point and the drive
mechanism through the familiar designation of the oper-
ating class (Class A, B, AB, C, or E). The distortion intro-
duced by the amplifier is specified by its AM–AM and
AM–PM transfer characteristics.

The two most important parameters of the power am-
plifier, namely, efficiency and distortion, are incompatible
with one another. Linear power amplifiers provide the
least distortion but have quite large quiescent currents,
resulting in poor efficiency. Nonlinear amplifiers, like
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Class C amplifiers, are highly efficient but cannot be used
for linear modulation because of the distortion introduced
by the amplifier. The type of power amplifier used depends
on the requirements of the modulation used. Constant en-
velope modulation like frequency modulation (FM) can be
amplified with nonlinear Class C amplifiers. However, in
recent years, increasing demand for RF spectrum usage is
forcing the use of spectrally efficient linear modulation
techniques. These signals have a fluctuating envelope,
and nonlinear amplification results in spectral spreading
and intermodulation products. Therefore highly linear
power amplifiers are required. One way to achieve linear
amplification is to back off the amplifier from saturation
and operate in the linear region of its transfer function.
However, such amplifiers have poor dc-to-RF conversion
efficiency. A major challenge in designing a high-power
amplifier is to maintain linearity without compromising
power efficiency [2].

2.2. Radio Receiver Characteristics

This section details the important characteristics and per-
formance issues for a receiver.

2.2.1. Antenna and Input Characteristics. The main
function of a radio receiver is to pick up electromagnetic
radio energy at the antenna and transfer it efficiently to
the processing section of the receiver. The important char-
acteristics of an antenna are its efficiency, impedance, 3 dB
beam width, bandwidth, and gain. Other characteristics
are null-fill, upper sidelobe suppression, and performance
versus specification. All antenna characteristics are func-
tions of the physical antenna dimensions relative to the
operating wavelength. Another important component is
the coupler between the antenna and the input circuit of
the receiver, which typically is a filter or an amplifier.
Maximum energy is transferred if the impedance of the
input circuit matches that of the antenna throughout the
band of interest. Some of the antenna matching problems
in a radio receiver are as follows:

1. The problem of matching the antennas at certain fre-
quencies may be limited by component availability.

2. The impedance of antennas used in mobile applica-
tions or in locations where the environment changes
with time due to foliage or traffic.

The problem of antenna matching is often solved by the
system designer taking into account and compensating for
a range of mismatch losses that might occur in practice.
Other input characteristics that need to be taken into ac-
count are as follows:

1. The input RF circuits may be balanced, unbalanced,
or both.

2. Protection from high-voltage discharges due to light-
ning.

3. Ability to handle high-power cochannel and adjacent
channel transmissions

2.2.2. Gain and Sensitivity. Radio receivers typically
process signals with a wide range of powers. The extent
to which the signals can be received and processed use-
fully depends on the noise levels received at the antenna
and those generated by the circuits within the receiver it-
self. The receiver is also required to produce a certain level
of output power suitable for the application. Receivers are
designed so that the gain is distributed among the various
stages as required. Modern receivers are usually not gain-
limited, and the weakest signal that can be processed is
usually noise-limited. This signal level is known as the
sensitivity of the receiver. A measure of sensitivity is the
minimum detectable signal (MDS), which is the power of a
sinusoidal signal that just equals the noise power at the
intermediate frequency (IF) output of the receiver. MDS
[1] can be expressed in decibels as

MDS¼KTBnF

where K is Boltzmann’s constant ð1:38� 10�20 mW=�KÞ, T
is the reference temperature (typically 2901K), Bn is the
noise bandwidth of the receiver, and F is the noise figure.

2.2.3. Noise Figure. The noise figure compares the total
receiver noise with the noise that would be present if the
receiver generated no noise. This ratio is called the noise
factor F, and, when expressed in decibels, the noise figure
(NF). It is thus a measure of the amount of noise intro-
duced by the circuits within the receiver itself.

F¼
ðS=NÞinput

ðS=NÞoutput

where (S/N) is the signal-to-noise ratio.

2.2.4. Selectivity. Selectivity is the ability of a receiver
to separate a signal at one frequency from signals at other
frequencies. Selectivity is defined as the bandwidth for
which a signal x dB stronger than the minimum accept-
able signal at a nominal frequency is reduced to the level
of that minimum acceptable signal. Two important char-
acteristics are required in establishing the selectivity of a
receiver. One is that the selective components of the re-
ceiver must be sufficiently sharp to suppress unwanted
interference from adjacent channel transmissions and
spurious responses. The other is that the components
must be sufficiently broad to pass the highest frequency
of interest with acceptable gain and phase distortion.

2.2.5. Dynamic Range. Dynamic range is used to indi-
cate the ratio between the strongest and weakest signals
that a receiver can handle with acceptable noise or dis-
tortion. The weakest signal commonly considered is the
minimum detectable signal. This definition is of limited
value especially when the desired signal is surrounded by
other signals with varying signal power. The selectivity of
a receiver provides protection against many of the un-
wanted signals. The strong unwanted signals, however,
can still cause degradation because of nonlinearities in the
receiver chain. Therefore it is important to consider the
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definition of the strongest signal component when deter-
mining the dynamic range of the receiver.

2.2.6. Characterization of Spurious Outputs. A modern
receiver typically has a synthesizer and possibly several
local oscillators, especially if superheterodyne architec-
ture is used. It is possible for these frequencies to interact
and produce spurious outputs without any inputs present.
The following are other sources of spurious signals:

1. Parasitic oscillations in amplifiers because of para-
sitic feedback

2. Intermediate frequency subharmonics

3. Power supply harmonics

2.2.7. Frequency/Clock Generator Characteristics
2.2.7.1. Accuracy and Stability. Modern transceivers

have a frequency synthesizer to which all other local os-
cillators are slaves. Earlier radios had free running oscil-
lators that have largely been replaced by digital
synthesizers because of the superior frequency accuracy,
stability, flexibility, and cost performance of digital cir-
cuitry. Once the synthesizer has been set to operate at a
specified frequency, its frequency must remain unchanged
for a period sufficient for nominal operation despite tem-
perature and environmental changes. Modern transceiv-
ers use temperature-compensated crystal oscillators as
clocks for their digital circuitry. These oscillators typical-
ly are accurate to about 1 part per million. Higher accu-
racies are provided by oven-stabilized crystal oscillators
and rubidium oscillators when sufficient power is avail-
able. In certain applications, such as mobile handsets
where cost and power are at a premium, less expensive
clocks with accuracies of approximately 3 to 10 parts per
million are used.

2.2.7.2. Settling Time. Modern receivers typically span
large frequency ranges and might be required to retune to
a different frequency of operation. Because the frequency
synthesizer used is typically based on a phase-locked loop,
the loop goes out of lock for a short period whenever the
receiver retunes. The settling time of the loop is important
as any loss of lock results in degraded receiver perfor-
mance.

2.2.8. Digital Receiver Characteristics. In addition to
the characteristics previously mentioned, these are other
important characteristics useful for systems using digital
modulation.

2.2.8.1. Eye Diagram. The eye diagram [3], the tradi-
tional way of displaying digital data, is obtained by dis-
playing the received demodulated digital data signal in
successive symbol intervals on top of each other. The eye
pattern provides the following wealth of information:

1. The width of the eye opening defines the time inter-
val over which the received signal can be sampled
without error from intersymbol interference.

2. The sensitivity of the system to timing error is de-
termined by the rate of closure of the eye, as the
sampling time instant is varied.

3. The height of the eye opening at any specified time
defines the margin over channel noise.

2.2.8.2. Bit Error Rate (BER). The BER [1] is the pri-
mary measure of the quality of a digital communication
system. The BER is defined as

BER¼
NE

N

where NE is the number of bit errors and N is the total
number of bits transmitted.

3. RADIO ARCHITECTURES

3.1. Evolution

Radio architectures have remained relatively unchanged
since the invention of the homodyne and superheterodyne
receivers in the early part of the twentieth century. With
the advent of integrated processors during the 1970s and
1980s, there was a migration from analog to digital pro-
cessing in almost every aspect of radio systems engineer-
ing. The only radio system block that survived this
migration was the RF front end, which by its function
has to be analog. However, the basic radio architecture
has remained the same. The word digital in digital radio
has a double meaning. First, it refers to the fact that in-
formation is carried in digital form and second that the
radio uses digital processing to recover the transmitted
signal after it has been downconverted by an analog front
end. The following are the advantages of using digital
processing [1,4]:

1. The repeatability and temperature stability of digi-
tal processing are substantially better than analog
processing.

2. Certain functions that cannot be or are difficult to
implement in analog hardware, such as sharp rolloff
linear phase filters, can easily be implemented with
digital processing.

3. Once engineered, digitally implemented system
functions do not require the tuning or tweaking typ-
ically required in analog systems.

The software radio [5] can be thought of as the next logical
evolution of the digital radio, where software control of
radio functions is pushed as close as possible to the an-
tenna in the conventional digital radio architecture. Here,
the entire RF band of interest is digitized right at the op-
erating RF band by high-speed analog-to-digital convert-
ers (ADCs). The rest of the radio functions, such as
downconversion, equalization, demodulation, and decod-
ing, would be carried out by reprogrammable logic, typi-
cally digital signal processors (DSPs).
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Software radio architecture has the following advanta-
ges over conventional hardwired digital radio architec-
ture:

1. A highly flexible and reconfigurable transceiver can
be implemented.

2. The transceiver can be easily adapted to any partic-
ular environment by changing the modulation, fil-
tering, demodulation, and so on.

3. Because of open architecture, future upgrades can
easily be made without reengineering the entire
radio.

4. Software radio architecture benefits readily from
concentration, where multiple radio channels share
the same RF front end, whereas analog systems
need a separate RF front end for each channel.

Applications that already use or are likely to use dig-
ital/software radio architectures include cellular and per-
sonal communications systems, satellite communications,
digital television, digital audio broadcasting, navigation
and position location systems, and test equipment.

3.2. Transmitter Architectures

The earliest analog radio transmitter architecture was the
direct conversion transmitter. Figure 2 shows the general
block diagram of an analog direct conversion architecture.
Although this architecture is simple, it has the following
disadvantages [6].

1. The analog implementation of precise modulators at
the operating RF is difficult.

2. When used as an analog quadrature modulator, gain
and phase imbalances between the mixers require
compensation because unwanted sidebands are gen-
erated.

3. The filtering required to reduce out-of-band emis-
sions to conform to government-mandated spectral
masks must be carried out completely at the RF

band of interest. Designing high rolloff RF filters
that introduce minimal amplitude and phase distor-
tion across the frequency band of interest is difficult.

The superheterodyne architecture shown in Fig. 3 was in-
tended to overcome some of the disadvantages of the direct
conversion architecture. Here, modulation is carried out
at a low IF. Then the desired signal band is filtered to
conform to the desired spectral mask, and the filtered sig-
nal is upconverted to the desired RF band. The main dis-
advantage of the superheterodyne architecture is that the
one or more IF stages used increase power consumption,
space, and cost.

The advent of digital modulation and digital integrated
circuits has resulted in the ever increasing use of digital
processing in the transmitter chain. Digital processing
can alleviate most of the problems associated with analog
direct conversion transmitters, and as a result there is a
resurgence of interest, especially for low-power mobile
handsets where space and power are at a premium. Fol-
lowing are the advantages of digital architecture [7]:

1. Design and implementation are flexible.

2. Digital implementation overcomes the problems of
gain and phase, dc offsets, and performance drifts in
analog implementations.

3. Multichannel digital IFs especially at base stations
eliminate the multiple analog IF chains required in
analog architecture. With digital upconversion, all
digital IF signals can be combined in a digital sum-
mer and then transformed into a single analog sig-
nal by a digital-to-analog converter (DAC).

4. Manufacturing is reliable.

Some of these combined analog-digital architectures are
shown in Fig. 4.

The advent of software radio architecture will result in
almost complete replacement of the RF system by pro-
grammable digital processing. Figure 5 shows the block
diagram of an ideal software radio. In this ideal architec-
ture, except for the final RF power amplifier and filter, the
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Figure 2. General block diagram of an analog homodyne transceiver.
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analog upconversion chain has been replaced by digital IF
upconversion. Limitations on the maximum sampling rate
by currently available technology, however, permits re-
placing only the first analog IF strip.

3.3. Receiver Architectures

The earliest analog receiver architecture was the homo-
dyne or the direct conversion architecture, as seen in
Fig. 2. The receiver consists of a bandpass filter (BPF)
following the antenna for noise and interference rejection

followed by a low-noise amplifier (LNA). Then the signal is
downconverted to baseband by a pair of analog mixers.
The in-phase and quadrature components are low-pass fil-
tered to remove the mixer products and are demodulated.
Following are the advantages of direct conversion archi-
tecture:

1. Reduced hardware complexity as there are no IF
stages

2. No image frequencies
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Figure 3. General block diagram of an analog superheterodyne transceiver.
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Following are the disadvantages of the direct conversion
receiver, especially with an analog implementation:

1. Amplitude and phase mismatches between the mix-
ers distort the signal.

2. Sharp rolloff analog low-pass filters (LPF) also dis-
tort the desired signal.

3. Carrier leakage, 1/f noise in the mixers, and bias in
the filters all contribute to an unpredictable time-
varying dc offset in the recovered signal.

4. All signal amplification has to be done at the carrier
frequency. Building high-gain RF amplifiers at such
high frequencies is difficult and expensive.

5. Carrier recovery for coherent reception has to be
carried out at the carrier frequency. Precise control
of high-frequency oscillators is difficult.

The superheterodyne receiver shown in Fig. 3 was devel-
oped to alleviate some of the disadvantages of the direct
conversion receiver. In this architecture, the RF signal is
downconverted to an intermediate frequency before being
downconverted to baseband. This is known as the single
IF stage superheterodyne receiver. Various versions of
this general architecture with multiple IF stages have
been developed. The most common version is the dual IF
stage architecture. Following are the advantages of su-
perheterodyne architecture compared with the direct con-
version receiver:

1. Most of the signal amplification is done at relatively
lower IFs, where it is easier to build high-gain am-
plifiers.

2. Automatic frequency control is usually carried out at
the lower IFs and hence is easier to implement.

With the advent of digital modulation, high-speed ADCs,
and digital integrated circuits, digital processing started
to replace segments of the analog receiver architecture
especially in demodulation and baseband processing. This
led to the development of digital radio architecture. Both
direct conversion and superheterodyne RF front-end
architectures have been used in digital radios. The direct
conversion digital radio requires two ADCs to digitize the
in-phase and quadrature components of the downconvert-
ed signal. Superheterodyne digital radios have used both
low-pass and bandpass digitization. The advantage of
bandpass digitization is that it can replace the last ana-
log downconversion stage. In addition, because the final

downconversion to center the chosen spectral image
around dc is done digitally, all problems associated with
quadrature analog downconversion disappear. Some of the
digital receiver architectures are shown in Fig. 6.

Although the digital radio provides superior perfor-
mance, its architecture is still based on the direct conver-
sion or the superheterodyne architectures. Recently, a
more fundamental change in receiver architecture oc-
curred with the advent of software radio architecture,
made possible by technological advances in ADC technol-
ogy, computing technology, and software engineering. The
software radio architecture looks similar to that of the
digital radio with one crucial difference. In software radio
architecture, programmable digital processing is pushed
as close to the antenna as technology permits. The block
diagram of an ideal software radio architecture is shown
in Fig. 5. In this architecture, the only analog RF compo-
nents are the preselection bandpass RF filter and the low-
noise RF amplifier. Then the RF signal is directly digitized
using bandpass subsampling, and the rest of the receiver
functions are carried out in embedded software modules
running on high-speed DSPs. This architecture is still a
few years away from commercial implementation because
high-speed ADCs that operate with sufficient resolution at
the desired RF band are unavailable. Current software
radio architectures use at least one IF stage.

4. TRANSCEIVER IMPLEMENTATION

4.1. Transmitter

The design and implementation of transmitters involves
the following:

1. Filtering

2. Modulation and frequency upconversion

3. Power amplification

4.1.1. Filtering. In analog radios, analog filters are the
only way to achieve frequency selectivity and to limit out-
of-band emissions. In digital radios, digital filters in addi-
tion to analog filters are used to shape the spectrum of the
transmitted signal. Analog filters are discussed in detail
later. Some of the popular digital filters used for pulse
shaping to achieve a compact modulated spectrum are the
raised cosine and Gaussian filters [8]. The advantages of
using digital filters are discussed in Section 4.2.7.2.
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Figure 5. General block diagram of an ideal
software radio architecture.
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4.1.2. Modulation. Modulation [8] is the process of en-
coding information from a message source onto a format
suitable for transmission. The process involves translat-
ing the baseband message signal, called the modulating
signal, onto a bandpass signal at a much higher frequency,
called the carrier. This process is called modulation. Mod-
ulation is usually carried out by varying the amplitude,
frequency, phase, or any combinations of these three pa-
rameters of a carrier signal. Based on whether the mes-
sage information signal is analog or digital, modulation is
classified as analog or digital modulation.

4.1.2.1. Analog Modulation. In analog modulation, the
modulating signal is analog and can assume an infinite
number of amplitude values. Analog modulation is broad-
ly classified into two categories, amplitude modulation
and angle modulation.

In amplitude modulation (AM), the amplitude of a
high-frequency carrier signal is varied in accordance
with the instantaneous amplitude of the modulating in-
formation signal [3,8]. The amplitude-modulated signal is
expressed as

SðtÞ ¼ AC½1þmðtÞ� cos 2p fCt

where AC is the amplitude of the carrier, fC is its frequen-
cy, m(t) is the modulating information signal, and S(t) is
the modulated signal. The spectrum of an AM signal con-
tains a component at the carrier frequency and two side-
bands that replicate the original information spectrum.

An AM signal is generated by a nonlinear device, such as a
diode or transistor. Many variations of amplitude modu-
lation exist based on what percentage of the sidebands is
transmitted. Some of these variations are single-sideband
AM (SSB-AM), pilot-tone-sideband AM, and vestigial-
sideband AM (VSB-AM).

Angle modulation [3,8] varies the angle of the carrier
signal according to the amplitude of the modulating sig-
nal. There are two important classes of angle modulation,
FM and phase modulation (PM).

In FM, the instantaneous frequency of the carrier is
varied with the information signal m(t), as shown by the
following equation:

SðtÞ¼AC cos 2pfCtþ 2pkf

Z t

�1

mðlÞdl

� �

where kf is the frequency deviation constant measured in
units of hertz per volt. There are two basic methods for
generating an FM signal, the direct method and the indi-
rect method. In the direct method, voltage-controlled
oscillators vary the frequency of the carrier signal directly
in accordance with the amplitude of the information signal.
Such oscillators commonly use devices, such as varactor
diodes, whose reactance can be varied in accordance with
the modulating signal’s voltage level. The indirect method
is based on approximating a narrowband FM signal as the
sum of a carrier signal and a single sideband signal where
the sideband is 901 out of phase with the carrier.
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PM is a form of angle modulation where the phase of
the carrier is varied according to the information signal
m(t). A PM signal can be generated by first differentiating
the information signal m(t) and then outputting it to a
frequency modulator.

4.1.2.2. Digital Modulation. Modern communication
systems use digital modulation. In digital modulation,
the modulating information signal is represented as a
time sequence of symbols in which each symbol has m fi-
nite states. Each symbol represents n bits of information,
where n¼ log2m bits/symbol. Digital modulation offers
many advantages over analog modulation, including
greater noise immunity, robustness to channel impair-
ments, and easier multiplexing of various forms of infor-
mation, such as voice, data, and video. Furthermore,
digital transmissions use error-correcting codes and sup-
port complex signal conditioning and processing tech-
niques, such as source coding/compression, encryption,
and equalization to improve the performance of the com-
munications. Advancements in very large-scale integra-
tion and digital signal processing technology have made it
possible to implement digital modulators and demodula-
tors easily. The use of embedded software to do most of the
signal processing allows alterations without having to
replace the hardware.

Some of the widely used digital modulation techniques
are m-ary amplitude-shift keying (ASK), m-ary frequency-
shift keying (FSK), m-ary phase shift keying (PSK), com-
bined amplitude and phase modulation, combined coding
and modulation, and multicarrier modulation.

In ASK, the amplitude of the carrier signal is varied in
accordance with the instantaneous amplitude of the mod-
ulating information signal, which can take one of several
discrete amplitudes. In FSK, the frequency of the carrier
signal is varied in accordance with the instantaneous dis-
crete amplitude of the modulating information signal. In
PSK, the phase of the carrier signal is varied in accor-
dance with the instantaneous discrete amplitude of the
modulating information signal. In a general sense, ASK,
FSK, and PSK can be thought of as special cases of AM,
FM, and PM, respectively, where the modulating signal is
discrete in amplitude. In combined amplitude and phase
modulation, both the amplitude and phase of the carrier
are varied according to the amplitude of the modulating
signal. Ungerboeck [9] realized that error-correction cod-
ing and modulation can be combined at a fundamental
level to realize performance gains greater than with the
conventional method of coding and modulating separately.
Combined coding and modulating is more commonly
known as trellis-coded modulation. The basic concept of
multi-carrier modulation is dividing a given RF band-
width into many narrowband subchannels that are trans-
mitted.

4.1.3. Frequency Upconversion. Frequency conversion
is usually achieved by devices called mixers. A mixer
is a component that acts as a frequency converter by
mixing two input signals together to produce a desired
signal. A mixer can be implemented by a variety of
semiconductor devices, such as diodes (typically Schottky

diodes), bipolar-junction transistors, and field-effect
transistors. Mixers are generally of two types, single-bal-
anced and double-balanced. The single-balanced mixer
improves port-to-port isolation and reduces the magni-
tude of some of the spurious signals. It consists of two
single-ended mixers interconnected in a configuration
that greatly reduces some spurious products. A double-
balanced mixer further improves port-to-port isolation
and suppresses spurious inter-modulation products even
further.

4.1.4. Amplifiers. The triode vacuum tube amplifier
was the mainstay for many communication systems be-
fore the transistor was invented. Because of transit time
limitations, triodes were limited to VHF and UHF. For op-
eration at higher microwave frequencies, the magnetron
was invented in the early 1940s. The invention of the
transistor was a boon for developing low-cost, reliable,
handheld, low-power mobile communication systems.
Since then, solid-state amplifiers have replaced vacuum
tube amplifiers in almost all communication systems. Sys-
tems requiring extremely high power at microwave fre-
quencies, such as deep space and radar systems, continue
to use tube amplifiers.

All commercial communication systems use solid-state
transistor amplifiers. Solid-state amplifiers come in
four main types: discrete, hybrid, integrated (ICs), and
application-specific IC (ASIC). A discrete amplifier is one
built with discrete transistors and passive components.
Hybrid modules, also known as microwave integrated cir-
cuits (MICs), have a substrate and discrete devices, in-
cluding RF matching and bias circuitry. RF ICs, also
known as microwave monolithic ICs (MMICs), have
all bias and RF matching circuitry on the same substrate,
whereas MICs use different materials to achieve optimum
matching. The advantage of using a single substrate is
that components can be closely matched in value. The
difference between an IC and an ASIC is that an IC typ-
ically integrates only a few transistors together with
transmission line filters and inductors, whereas ASICs,
on the other hand, contain several hundred or thousands
of transistors.

Several amplifier configurations are based on operating
classes A, B, AB, C, D, E, or F. Silicon (Si) bipolar, hetero-
junction-bipolar, and field-effect transistors (FET) have
been used most often to date in RF circuits. Gallium ars-
enide (GaAs) and complementary metal oxide semicon-
ductor transistors have been gaining interest. GaAs
amplifiers offer simple functionality with some biasing
and matching components around a chain of transistors.
One of the advantages of GaAs versus silicon is that GaAs
is an insulator, whereas silicon is a conductor at RF fre-
quencies. As a result, GaAs can integrate several RF com-
ponents monolithically, facilitating closer components and
better matching.

High-power amplification at microwave frequencies,
especially those used for satellite communications, are
usually handled by traveling-wave tube amplifiers
(TWTAs). Other tube amplifiers are the magnetron, cou-
pled-cavity TWT, continuous-wave TWT, helix TWT, klyst-
ron, and crossed-field amplifier (CFA).
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4.2. Receiver

The main function of the receiver is to pick up the RF en-
ergy transmitted at its antenna and efficiently and effec-
tively recover the original information signal transmitted.
The design and implementation of receivers involves the
following:

1. Antennas

2. Amplification

3. Filtering

4. Downconversion

5. Automatic gain control

6. Demodulation and other associated signal process-
ing functions

Antennas, amplification, analog filtering, and downcon-
version are common to both analog and digital/software
radios. The rest of the receiver functionality depends on
its implementation, whether analog or digital. Because
these implementations are quite different, they are dis-
cussed in different sections with special emphasis on dig-
ital implementation.

4.2.1. Antennas. The type of antenna used in a trans-
ceiver depends on its application. Handheld or back-
packed transceivers require integral antenna structures.
Vehicular transceivers must use antennas of limited size
and relatively short wavelengths. Antennas that operate
at frequencies substantially below their first resonance
are called small antennas. Large point-to-point systems
use large antennas. Some of the most popular antennas
used in commercial communication systems are the ver-
tical whip antenna, the loop antenna, and the dipole array.

4.2.1.1. Whip Antenna. For operating frequencies be-
low the quarter-wave resonance of the antenna, the whip
input impedance appears as a small capacitance in series
with a resistance. The radiation resistance RR of a short
vertical whip is given by [1]

RR¼ 40p2 h

l

� �2

where h is the antenna height and l is the operating
wavelength. The whip is also used as a quarter-wave-
length monopole antenna for applications, such as cellular
and PCS handsets. The whip antenna has an omnidirec-
tional antenna pattern in azimuth.

4.2.1.2. Loop Antennas. Loop antennas have been used
in portable broadcast receivers and radio direction finders.
When the dimensions of the loop are small compared with
the wavelength, the loop is said to be small and its im-
pedance is an inductance in series with a resistance. The
radiation resistance RR for a loop with N turns is given by

RR¼ 320p4 AN

l2

� �2

where A is the area of the loop. The loop antenna responds
as the cosine of the angle between its face and the arrival
direction of the electromagnetic wave. This results in a
figure-eight antenna pattern with the null for waves ar-
riving perpendicularly to the loop face.

4.2.2. Amplification. The RF signal picked up by the
antenna is very weak and has to be amplified before it can
be processed. Typically the very first amplifier used is a
specially designed, low-distortion, low-noise amplifier. The
operating characteristics of the amplifier are important,
as its noise performance dominates the noise figure of the
receiver. Both bipolar-junction and FET amplifiers have
been used. In recent years, the use of GaAs instead of Si
has been gaining interest.

4.2.3. Analog Filters. The selectivity of an analog radio
receiver is achieved solely by bandpass and low-pass an-
alog filters. Even in digital and software radio architec-
tures, the analog bandpass filter is an important
component and is used both for preselection and antialia-
sing. Digital radios also use analog filters in their RF front
end to implement some selectivity.

The most important characteristics of a filter are its
amplitude and phase response. The various characteris-
tics of a filter are interrelated because they are completely
determined by the poles and zeros of the transfer function
of the filter. Following are some of the common filter
families:

1. Butterworth

2. Chebychev

3. Elliptic

4. Equiripple

Analog filters are implemented with a number of different
resonators. Following are the available technologies:

1. Inductor–capacitor (LC) resonators

2. Mechanical resonators

3. Quartz crystal resonators

Another important filter implementation is the surface
acoustic wave (SAW) filter, of interest because it can be
implemented with integrated circuit techniques and can
use finite impulse response designs, similar to those for
digital filters.

4.2.4. Downconversion. Downconversion is the process
of shifting the received RF signal to baseband. Both direct
conversion and superheterodyne architectures are used.
The basic components of downconversion are mixers,
bandpass and low-pass filters, and oscillators.

4.2.5. Automatic Gain Control (AGC). The large dynam-
ic range of signals that must be handled by radio receivers
requires gain adjustment to prevent overload or intermod-
ulation of the stages to adjust the demodulator input level
for optimum operation. Gain control is generally distrib-
uted over several stages throughout the receiver architec-
ture. AGC typically measures the signal level into the
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demodulator and tries to keep the level in the desired
range by a feedback control loop. The control should be
smooth and cause a generally logarithmic variation with
the input variable.

4.2.6. Other Analog Radio Receiver Functions. The re-
maining functionality of the analog radio receiver is de-
modulation. Double-sideband AM signals are usually
detected by an envelope detector. An envelope detector is
any rectifier circuit that produces a component at the
modulating frequency that is then recovered by a low-pass
filter. The rectifier is generally implemented by diodes and
by bipolar and field effect transistors. Other AM trans-
missions, such as SSB-AM and VSB-AM, are demodulated
by a coherent demodulator. The coherent demodulator
uses a mixer circuit with a local oscillator signal synchro-
nized to the AM input carrier. Carrier synchronization is
achieved through a carrier recovery circuit, such as the
Costas loop. Common FM demodulators are the slope de-
tector, quadrature detector, phase-locked loop (PLL), de-
modulator, and zero-crossing detector. The slope detector
uses linear circuits to convert the frequency variations to
envelope variations that can then be detected by an enve-
lope detector. The quadrature detector consists of a net-
work that shifts the phase of the FM signal by an amount
proportional to its instantaneous frequency and uses a
phase detector to detect the phase difference between the
original FM signal and the signal at the output of the
phase shift network. The output of the phase detector is
proportional to the instantaneous frequency of the FM
signal. In this manner, a frequency-to-amplitude conver-
sion is achieved and the FM signal is demodulated. Phase
detectors are generally implemented by diode-based mixer
circuits. Because a PM signal can be modeled as an FM
signal where the modulating signal has first been differ-
entiated, PM demodulation is achieved by passing the PM
signal through an FM demodulator and integrating its
output.

4.2.7. Other Digital/Software Radio Receiver Functions.
The rest of the digital/software radio receiver can be split
into two distinct segments: signal digitization and signal pro-
cessing.

4.2.7.1. Signal Digitization. Signal digitization, imple-
mented by ADCs, is a two-step process [10], signal sam-
pling followed by quantization. The sampling process is
critical in signal digitization. There are two types of sam-
pling, uniform and nonuniform sampling. In uniform sam-
pling, signal samples are taken at uniform intervals,
whereas in nonuniform sampling, the samples are non-
uniformly spaced. The ADCs in communication systems
use uniform sampling, and so the rest of the discussion
concentrates on uniform sampling ADCs. The sampling
methods for uniform sampling are Nyquist sampling,
oversampling, quadrature sampling, and bandpass
sampling.

The general sampling theorem for a bandlimited ana-
log signal with no spectral components above fM Hz

requires that the sampling rate FS satisfies

FS � 2fM

FS¼ 2fM is known as Nyquist sampling, and at this rate,
the replicas of the spectrum of the original analog signal
do not overlap. Two practical problems develop when im-
plementing Nyquist sampling. The first is defining what a
truly bandlimited signal is, and the second is antialiasing
filtering before the ADC. In general, an RF signal has
components at all frequencies. It is desirable that the dis-
tortion of the desired signal be dominated by ADC non-
linearities, not by spectral overlap. This requires that
signals higher in frequency than FS=2 be lower in power
than the largest spurious response of the ADC. Bandlim-
iting is usually carried out by the analog antialiasing filter
before the ADC. Unfortunately, practical analog filters
cannot provide the kind of ‘‘brickwall’’ filter response re-
quired. Also, as the steepness of the filter rolloff increases,
the phase response of the filter becomes more nonlinear,
introducing more distortion.

Sampling the signal at a rate higher than the Nyquist
rate is called oversampling. The benefit of oversampling is
that the spectral replicas of the original analog signal in
the sampled signal spectrum become increasingly sepa-
rated as the sampling rate is increased beyond the Ny-
quist rate. Hence, a simpler antialiasing analog filter with
a more gradual transition band can be used.

In quadrature sampling, the signal to be digitized is
split into two signals. One of the signals is multiplied by a
sinusoid to downconvert the signal to a zero-center fre-
quency and then filtered to form the in-phase component
of the analog signal. The other signal is multiplied by a 901
phase-shifted version of the sinusoid and filtered to form
the quadrature component. Because each of these two sig-
nals occupies only one half the bandwidth of the original
RF signal, the sampling rate can be reduced by one half at
the expense of requiring two ADCs.

Bandpass sampling is based on the bandpass sampling
theorem, which states that a bandpass signal with no fre-
quency components below fL Hz and none above fH Hz can
be determined uniquely by sampling the signal at a rate
FS Hz, where

2f H

k
� FS �

2f L

k� 1

where k is restricted to integral values that satisfy

2 � k �
f H

f H � f L

and

ðf H � f LÞ � f L

Bandpass sampling provides an image of the desired sig-
nal at multiples of the sampling frequency, and the spec-
tral replica of the original analog bandpass signal closest
to dc is usually chosen for further processing.
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Once sampling is over, the sampled analog signal with
its infinite range of amplitudes has to be converted to a fi-
nite set of discrete amplitudes. This is known as quantiza-
tion. There are two general quantization methods, uniform
and nonuniform quantization. In uniform quantization, the
voltage difference between each quantization level is the
same. In nonuniform quantization, the quantization levels
are nonlinearly spaced in voltage. The ADCs used in RF
and IF digitization typically use uniform quantization. In
uniform quantization, some error is introduced into the
quantized signal because the analog signal cannot be rep-
resented exactly by a finite number of discrete amplitude
levels. Statistically, it can be assumed that the error signal
is uniformly distributed within a quantization level.

4.2.7.2. Signal Processing. Signal processing is the core
of the radio receiver and is the segment where the original
transmitted information signal is recovered. Many opera-
tions are carried out by this system. These operations are
quite application specific and may include some or all of
the following:

1. Downconversion

2. Filtering, either spatial or temporal or both

3. Equalization

4. Despreading

5. Synchronization

6. Demodulation

7. Automatic gain control

8. Carrier recovery

9. Error-correction decoding

10. Source decoding

11. Decryption

12. Timing recovery

Some of the most important signal processing functions of
a receiver are examined here in further detail.

Downconversion. When bandpass subharmonic digiti-
zation is used, spectral replicas of the original analog sig-
nal are found at multiples of the sampling frequency.
However, there is generally no spectral replica centered
around the zero-center frequency. To generate the complex
baseband signal centered around the zero-center frequen-
cy, the output of the ADC is sent to a pair of digital mul-
tipliers. The reference inputs for the digital multipliers
come from a quadrature-output, numerically controlled
oscillator (NCO). The multipliers shift the spectral replica
to the zero-center frequency. Then the outputs of the mul-
tipliers are sent to low-pass digital filters, which are typ-
ically finite impulse response (FIR) filters, to recover the
baseband signal and filter out the other mixer products.

Filtering. Digital filters [11] are widely used in com-
munication signal processing for tasks, such as digital
downconversion, equalization, interference suppression,
and pulse shaping. Following are the advantages of digital
filters:

1. Exact linear phase filters can be implemented
easily.

2. Filters with almost any desired frequency and phase
response can be designed and implemented easily.

3. Changes in filter responses due to component vari-
ations caused by aging are eliminated.

4. Changes to the filters can be carried out easily be-
cause most of the filtering is implemented in soft-
ware running on programmable processors.

Digital filters are of two general types, FIR filters and in-
finite impulse response (IIR) filters. Finite impulse re-
sponse filters are the most common digital filters in radio
receivers mainly because of the following advantages:

1. Filters with exactly linear phases can be easily de-
signed.

2. There are efficient recursive and nonrecursive real-
izations of FIR filters.

3. FIR filters realized nonrecursively are always sta-
ble.

4. Round-off noise inherent in finite precision arithme-
tic implementations are easily made small for non-
recursive realizations.

Following are the disadvantages of FIR filters:

1. A large filter order is required for sharp cutoff filters.

2. The delay of linear phase FIR filters need not always
be an integral number of samples.

The main advantage of IIR filters is that sharp cutoff fil-
ters can be realized in relatively small filter orders. Fol-
lowing are the main disadvantages:

1. IIR filters generally do not possess linear phases.

2. IIR filters are more prone to be unstable because of
quantization and round-off noise.

Carrier Recovery. Coherent demodulation requires that
the phase and frequency of the transmitted carrier be
known. Carrier recovery is the process of estimating the
phase and frequency of the carrier to establish a reference
for demodulation at the receiver. Any error in estimating
the phase and frequency of the carrier causes significantly
degraded performance. The information signal may be
modulated onto the RF carrier so that a residual compo-
nent at the RF exists in the overall transmitted signal
spectrum. This residual RF component can be easily
tracked by a narrowband PLL and provides the desired
reference signal. However, this residual component rep-
resents power unavailable to transmit the information.
Techniques that conserve power are of interest especially
in mobile applications where power is at a premium be-
cause batteries supply power to the radio. As such, sup-
pressed carrier transmissions are widely used. Following
are some of the popular suppressed carrier recovery tech-
niques:

1. Squaring loop

2. Costas loop

3. Decision feedback loop
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Demodulation. The ultimate function of the radio re-
ceiver is to recover the original information signal that
modulated the transmitted carrier. This process is known
as demodulation. The portion of the receiver system that
implements demodulation is known as the demodulator.

Some of the popular FSK demodulators are the limiter-
discriminator, the PLL, and noncoherent and coherent
demodulators. Noncoherent demodulation is carried out
by a bank of bandpass filters whose outputs are envelope-
detected. The largest output is selected as the transmitted
symbol. The bandpass filters used to detect the tones are
implemented either as FIR or IIR filters. Coherent de-
modulation compares the received signal with all refer-
ence frequencies. The comparison is done by multiplying
the received signal by all the reference signals and then
low-pass filtering the outputs of the bank of multipliers.
The largest output is selected as the demodulated symbol.
The locally generated reference signals must be synchro-
nized in phase and frequency to the transmitted signal
states.

Common PSK demodulators are the coherent demodu-
lator and the differential demodulator. PSK can also be
demodulated by using a frequency demodulator, such as a
limiter-discriminator or a PLL, and integrating the output
before the decision stage. The block diagram of a coherent
PSK demodulator is shown in Fig. 7. Differential demod-
ulators determine the cosine and sine of the phase differ-
ence and then decide on the phase difference accordingly.
Differential demodulation shown in Fig. 7 is implemented
by taking the product of the signal and a delayed version
of the same signal. The output of the multiplier is low-pass
filtered, usually by a FIR filter, to recover the information
symbol transmitted. The transmitted symbols need to be
encoded differentially to use differential demodulation.

Differential demodulators are often used in highly mobile
applications where fading in the channel makes it impos-
sible to get a robust coherent estimate of the transmitted
carrier.

Processing Implementation. The processing elements
that implement the functions in a radio are crucial, espe-
cially in software radio architecture, as they implement
virtually all of the functions of the radio transceiver except
the frequency conversion and RF amplification. The main
attraction of the software radio concept, namely, its flex-
ibility and ease of adaptation, is possible because signal
processing is implemented in software modules. The soft-
ware requires a hardware platform to run on, and the ca-
pability of the hardware architecture of the processing
platform is critical.

Typically digital signal processing functions are imple-
mented on special digital processors called DSPs [12]. Al-
though DSPs are also microprocessors, there are several
crucial differences between general multipurpose micro-
processors and DSPs. General microprocessors are typi-
cally built for a range of general functions and normally
run large blocks of software. The DSP, on the other hand,
is built for a small dedicated group of tasks, the most im-
portant being the multiply-accumulate arithmetic opera-
tion that forms the core of any digital filter. DSPs contain
large, high-speed data busses and use direct memory ac-
cess to transfer large amounts of data, thereby avoiding
communication bottlenecks. In addition, DSPs contain
dedicated hardware blocks, such as multipliers, to speed
up the arithmetic-intensive signal processing steps.

Some of the signal processing functions are so complex
that parallel and sequential partitioning of algorithms is
required to get the required processing power. DSPs are
getting faster but are currently incapable of implementing
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everything possible on a single chip. One approach has
been to use multiprocessing to share the computational
burden. The traditional approach to multiprocessing has
been to integrate various DSPs on a board. Modern DSPs
contain various hooks to simplify multiprocessing, such as
simplified addressing across processors. A recent ap-
proach has been to integrate multiple processors within
a single chip. This within-the-chip approach benefits from
having closely coupled memory and cache, which improves
communication efficiency.

To keep the flexibility of a programmable solution and
the efficiency of a dedicated solution, field-programmable
gate arrays (FPGAs) are increasingly becoming another
viable option to implement highly complex signal process-
ing functions. FPGAs are logic devices whose hardware
architecture can be programmed before use. Techniques,
such as distributed arithmetic for array multiplication,
can increase the data bandwidth and throughput of an
FPGA-based solution by orders of magnitude beyond those
possible with general-purpose DSPs. It is projected that
DSP cores will have onchip FPGA sections to provide con-
figurable accelerators.

5. CONCLUSION

This article has presented an overview of the radio trans-
ceiver, its architecture, and the implementation of its most
important system blocks. Several other specialized func-
tions are not present in all transceivers and have not been
discussed here. Some of these circuits are noise limiting
and blanking, squelch, diversity reception, and adaptive
antenna array processing.

Traditionally, transceivers have used analog circuits for
implementation. The capabilities and advantages of digi-
tal processing have allowed replacing many of these ana-
log functions. The movement of the digital portions of the
processing closer to the antenna has resulted in the de-
velopment of software radio architecture. The software
radio is a powerful architectural framework that helps to
deliver advanced radio services by leveraging the econom-
ics of contemporary micro-electronics and software tech-
nologies. Although much technological progress has been
made in the field of digital processing, technology is not
currently available to implement the ideal software radio.
Following are some of the challenges and issues that face
radio designers today:

1. To engineer low-cost, low-loss, and low-distortion
wideband antennas

2. To engineer low-cost, low-loss, and low-distortion
wideband RF front ends

3. To develop high-efficiency linear power amplifiers

4. To develop low-power integrated RF front ends

5. To develop low-cost, high-resolution (414 bits), and
high-speed ADCs

6. To develop low-cost, high-speed reconfigurable digi-
tal processors

The development of the software radio transceiver is by no
means over. Further technological advances are required,

especially in the hardware implementation of ADCs and
reconfigurable processors. There will be further develop-
ment toward integrating the analog RF front end into a
single integrated circuit. The development of low-power
RF and digital circuits is another challenge. The ultimate
goal of implementing a radio on a chip, although not yet a
practical reality, is not far away.

6. ABBREVIATIONS

ADC ¼Analog-to-digital converter
AFC ¼Automatic frequency control
AGC ¼Automatic gain control
AM ¼Amplitude modulation
ASIC ¼Application-specific integrated circuit
BER ¼Bit error rate
BPF ¼Bandpass filter
DAC ¼Digital-to-analog converter
DSP ¼Digital signal processor
FET ¼Field-effect transistor
FIR ¼Finite impulse response
FM ¼Frequency modulation
FPGA ¼Field-programmable gate array
FSK ¼Frequency-shift keying
GaAs ¼Gallium arsenide
Hz ¼Hertz

IC ¼ Integrated circuit
IF ¼ Intermediate frequency
IIR ¼ Infinite impulse response
LNA ¼Low-noise amplifier
LPF ¼Low-pass filter
MDS ¼Minimum detectable signal
MIC ¼Microwave integrated circuit
MMIC¼Microwave monolithic integrated circuit
NCO ¼Numerically controlled oscillator
NF ¼Noise figure
PLL ¼Phase-locked loop
PM ¼Phase modulation
PSK ¼Phase-shift keying
RF ¼Radiofrequency
SAW ¼Surface acoustic wave
TWTA¼Traveling-wave tube amplifier
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1. INTRODUCTION

Transient circuit analysis is used to find transient cur-
rents and voltages in a circuit. The word ‘‘transient’’ de-
scribes a quantity that is fleeting rather than permanent,
and distinguishes this branch of circuit analysis from
steady-state analysis, which is concerned with the long-
term or settled behavior of a circuit. Transient circuit
analysis asks not just ‘‘Where will my circuit end up?’’ but
also ‘‘How will it get there?’’ The charging of a capacitor is
one of the classic examples, but we might also consider
what happens when a short pulse is applied to a trans-
mission line (perhaps an interconnection on a high-speed
digital integrated circuit), or when a burst of radiofre-
quency energy is applied to the antenna in a radar system.
In this article, we review the basic principles of transient
circuit analysis, which is a long-established branch of cir-
cuit theory with a wide range of applications. We will not
consider the many techniques that are used in the simu-
lation of transient behavior in circuits—these are an enor-
mous topic in their own right, and are covered elsewhere.

Before proceeding, it should be noted that the circuits
to be considered in this article in fact form only a subset of
the universe of circuits—they are all linear and time-in-
variant. A linear circuit is one in which each element (ex-
cept the sources that drive the circuit) is described by one
or more linear equations involving its current(s) and volt-
age(s). For example, the resistor defined by v¼Ri is linear,
but the diode defined by i¼ Isðe

v=VT � 1Þ is nonlinear, and
any circuit containing the diode is therefore nonlinear.
Nonlinear circuits can exhibit highly complex behavior

and cannot be handled by the techniques described in
this article. A time-invariant circuit is one in which the
equations defining the elements (except the independent
sources) do not change with time.

The equations describing a circuit arise from two sources:
(1) Kirchhoff ’s laws tell us how the elements in the circuit
are interconnected, and then (2) each element in the cir-
cuit has an individual equation (or equations) describing
its behavior. If all of the circuit elements are described by
algebraic equations (i.e., ones in which no derivatives ap-
pear) involving their currents and voltages, these equa-
tions can be combined with Kirchhoff ’s equations to give a
set of algebraic equations that completely describe the
circuit. These equations are linear equations in terms of
the currents and/or voltages in the circuit, and can be
solved by any of the techniques of linear algebra. The
power of linear algebra means that these circuits, known
as resistive circuits, are (relatively) easy to analyze. The
behavior of these circuits is quite simple; if a linear resis-
tive circuit is driven by a 1-V battery, then changing to a 2-
V battery will cause all voltages and currents in the circuit
to double. There is no time delay in this response—the
doubling of voltages and currents occurs at the precise in-
stant when the 2-V battery is inserted into the circuit. If
the battery is replaced by a more complicated voltage
source that varies with time, each voltage and current in
the circuit will also vary with time as a scaled replica of
the new voltage source.

Although easy to analyze, the limited behavior of a lin-
ear resistive circuit means that such circuits are not hugely
useful. Instead of producing a scaled replica of
the signal that drives them, most circuits are required to
convert a signal into a more useful form. For example, the
ignition circuit in a car is ‘‘driven’’ by a battery with
almost constant voltage, but its output is a short, sharp
spark; the circuits in a radio receiver are ‘‘driven’’
by a jumble of signals from many different sources, but
must select the signal of interest and extract some infor-
mation from it. These effects rely on the use of capacitors
and/or inductors. These circuit elements are defined by
equations involving not only their currents and voltages
but also the rate of change (or derivative) of these quan-
tities with time. Specifically, the current through a capac-
itor is proportional to the derivative of the capacitor’s
voltage with respect to time, and the voltage across an in-
ductor is proportional to the derivative of the inductor’s
current with respect to time. Capacitors and inductors are
known as dynamic circuit elements, conveying the impor-
tance to them of time variation, or energy storage ele-
ments, since they are capable of storing energy for later
release.

Dynamic elements can be placed deliberately in a cir-
cuit, or they can be unwanted parasitic elements, model-
ing, for example, the capacitance between wires in the
circuit. If a circuit contains even a single dynamic ele-
ment, it is in general described no longer by a set of alge-
braic equations, but by one or more differential equations,
in which the variables are not only the voltages and cur-
rents but also the derivatives of certain of these quantities
with respect to time. A dynamic circuit is one that contains
at least one dynamic element.
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At higher frequencies, there is an additional complexity
to consider in our circuit analysis, namely, the appearance
of distributed circuit effects. Distributed circuits, unlike
lumped circuits, have voltages and currents that vary not
only with time but also with position within the circuit.
The basic distributed circuit element is the transmission
line, an incremental length of which is commonly modeled
by a series resistance and inductance and a shunt capac-
itance and conductance. The inductance and capacitance
in the model give rise to time derivatives in the equations
that describe the line, while the distributed nature of the
element gives rise to derivatives with respect to position
along the line. Thus circuits of this nature are described
by differential equations containing derivatives with re-
spect to position as well as derivatives with respect to
time. This gives rise to new forms of transient behavior in
a circuit.

The goal of transient circuit analysis is to solve the dif-
ferential equations that describe a dynamic circuit and
thus to come up with expressions predicting the way in
which the voltages and currents in the circuit will vary
with time. It is often concerned in particular with the re-
sponse of the circuit to changes, such as when a source is
inserted, removed, or suddenly changed in some way, or a
switch is closed and the makeup of the circuit thereby
changed.

Dynamic circuits can exhibit more interesting behavior
than resistive circuits, but they are also more difficult to
analyze. One of the simplest dynamic circuits contains a
single capacitor in series with a resistor and a constant
voltage source that is switched on at some specified time.
This circuit is described by an equation involving the ca-
pacitor voltage vC and its derivative with respect to time
dvC/dt. The absence of any higher derivatives gives this
equation the description ‘‘first order.’’ A circuit containing
just a single dynamic element is described by a first-order
differential equation and is called a first-order circuit.

The solution of a first-order differential equation will
contain an unknown constant. To find this constant, it is
necessary to apply some additional information about the
value of the solution at a specified time instant. Since we
are in general concerned with finding the response of the
circuit to changes that occur at a certain time instant, we
often know the state of the circuit just before the change
occurs and can apply this information in order to find the
unknown constant. The value of the capacitor voltage (or
inductor current, if the circuit contains an inductor rather
than a capacitor) just before the change occurs, is known
as the initial condition.

Solving the first-order circuit just described yields the
result shown in Fig. 1. The capacitor voltage plotted as a
function of time is of exponential form, moving from its
initial value toward the value of the constant voltage
source and eventually settling there. (Certain assump-
tions have been made here, and are discussed in the next
section.) This is intuitively plausible—once the voltage
source has been inserted, the resistor voltage and capac-
itor voltage must sum to equal the voltage of the source. If
the capacitor voltage does not initially equal that of the
source, the voltage difference must be developed across the
resistor by a current flowing through it. This current

charges the capacitor, bringing its voltage closer to that
of the source, and the net effect is to cause the capacitor
voltage to approach that of the voltage source.

Already in this simple circuit we can see how dynamic
circuits behave in ways that would be impossible for a re-
sistive circuit. If the circuit described above had been re-
sistive, all voltages and currents would have been scaled
versions of the source. In this circuit, however, the capac-
itor voltage takes on a form quite unlike that of the
source—it varies exponentially with time, whereas the
source is constant. The action of the resistor and capacitor
has processed the source signal, with the capacitor voltage
resisting the sudden change when the source was insert-
ed, but retaining the steady behavior of the source. The
resistor voltage, on the other hand, captures the change in
the source very well, but eventually dies away to include
nothing of the steady behavior of the input. This behavior
is an example of the filtering behavior of this simple re-
sistor–capacitor combination, which is useful in a variety
of communications applications.

The exponential nature of the voltage observed in this
simple circuit is not unusual—in fact, as we shall see, ex-
ponential functions appear in various guises in the solu-
tion to linear differential equations. Possibly the most
widely known example of an exponential function appears
in the analysis of radioactive decay, where the rate of de-
cay of a substance is proportional to the amount of the
substance present, and so the amount remaining decays
exponentially to zero at a rate depending on the half-life of
the substance.

A circuit that contains two dynamic elements in gen-
eral gives rise to a second-order differential equation (con-
taining the second derivative of the variable with respect
to time) and is termed a second-order circuit. If all sources
in the circuit are DC (constant) sources, this equation can
be solved by application of standard theory of linear dif-
ferential equations, with the aid of two initial conditions,
one for each dynamic element. Instead of the single expo-
nential transient of the first-order circuit, this circuit con-
tains two exponential transients that are added to give the
overall transient. The relationship (via complex numbers)
between the exponential and sinusoidal functions can give
rise to new types of behavior arising from these transients,
as shown in Fig. 2. If the arguments of these exponentials
are complex, as may turn out to be the case, then they can
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Figure 1. Capacitor voltage in a first-order circuit increasing
exponentially from its initial value to its final value.
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be added to give a transient that oscillates sinusoidally. In
most circuits the magnitude of this oscillation decays ex-
ponentially with time. A common example of such a de-
caying oscillation is produced when a tuning fork is struck
or a child’s swing given a single push. If there are no losses
in the circuit (not a practical requirement), the oscillation
could persist indefinitely without decaying, and if the cir-
cuit is unstable, it is possible that the oscillation can
actually grow.

In a radiofrequency system, a circuit would normally be
‘‘driven’’ by a more complicated signal, but the same basic
principles apply. We can consider a simple example, where
a short burst of a sinusoidal signal is applied to a second-
order system. Such a signal might arise in a radar system
or in a digital communication system. The resulting tran-
sient, shown in Fig. 3, is essentially sinusoidal in form, but
its amplitude changes with time in a way that is similar to
the transients shown earlier, first increasing in response
to the start of the burst of sinusoidal signal, eventually
settling to a steady amplitude, and then decaying expo-
nentially following the end of the burst.

While it is possible to analyze simple first- and second-
order dynamic circuits by applying standard theory of dif-
ferential equations, such solution becomes rapidly more
difficult when the order of the circuit increases or when
the sources become more complicated. When faced with

such a problem, one might look enviously back at the
much simpler process of solving a resistive circuit. In fact,
it is possible to apply techniques of resistive circuit anal-
ysis to dynamic circuits with the aid of a variety of trans-
forms. A transform is a method of changing a problem into
a different form, solving it in the new form (where the so-
lution is easier to obtain) and then changing the solution
back to the original form. For example, a student unfa-
miliar with binary arithmetic, when asked to add two bi-
nary numbers, might convert the numbers to decimal form
(presumably with the aid of a table), add the decimal
numbers, and then convert back to binary. The transforms
to be applied in this context change a system of differential
equations to a system of algebraic equations that are sig-
nificantly easier to solve.

The most important and most widely used of these
transforms in circuit analysis is the Laplace transform. A
second transform, the Fourier transform, is particularly
useful in analyzing circuits designed for applications in
communication systems. These transforms convert a set of
differential equations involving the time variable into a
set of algebraic equations involving a new variable called
the frequency (in the case of the Fourier transform) or the
complex frequency (in the case of the Laplace transform).
Application of these transforms allows us to analyze a cir-
cuit by transforming it into an equivalent form in the fre-
quency domain, where its equations are purely algebraic,
analyzing the circuit in this frequency domain using the
techniques of linear algebra, and then applying the trans-
form in reverse to convert the result of this analysis into a
function of time. We will see how the Laplace transform
can be applied to distributed circuits as well as lumped
circuits.

Once again, Laplace transform analysis shows up the
special role of the exponential function (and its complex
cousin, the sinusoid) in the behavior of circuits. Every dy-
namic circuit favors certain exponential (including sinu-
soidal) modes of behavior whose rate of decay (and
frequency of oscillation, if applicable) is governed by the
so-called natural frequencies of the circuit. These natural
frequencies tell us whether the currents and voltages in a
circuit will, of their own accord, tend to exhibit exponen-
tial or oscillatory decay, constant behavior or steady oscil-
lation, exponential or oscillatory growth, or some

Time Time

V
ol

ta
ge

V
ol

ta
ge

(a) (b)

Figure 2. Two possible responses of a second-order circuit, made up of the sum of two exponen-
tials.

Time

Voltage

Figure 3. Example transient response of a second-order circuit
in response to a short burst of a sinusoidal signal.
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combination thereof. When an input signal is applied to
the circuit, the currents and voltages may contain compo-
nents controlled by the natural frequencies as well as a
component controlled by the input. In many practical cir-
cuits it is desirable for the output to depend on the input,
and the prospect of a growing oscillation in the circuit is a
designer’s nightmare. (This effect is similar to that dem-
onstrated by sound systems when a microphone is placed
in the path of a loudspeaker and an unwanted tone ap-
pears and swamps the desired signal.) In other cases, a
sustained oscillation is the objective, and the designer’s
aim is to fix the frequency and amplitude of this oscilla-
tion. The issue here is one of stability. An asymptotically
stable system is one in which all exponential transients
die away, leaving only the effect of the input signal.
Laplace transform techniques allow us to analyze a sys-
tem to determine whether it is asymptotically stable, or
whether a sustained oscillation is possible.

The effects of transients are seen in a huge range of
electronic and electrical engineering applications, from
the transmission of tiny pulses between parts of a com-
munication system to the behavior of an electrical power
system struck by lightning. The techniques described in
this article provide the reader with the ability to under-
stand and analyze transient behavior in a wide variety of
circuits.

2. TIME-DOMAIN ANALYSIS

2.1. Natural Response and Step Response of a
First-Order Circuit

Consider the circuit shown in Fig. 4a. Until the time t¼ 0,
the switch S is in position 1, and the resistor R and ca-
pacitor C are connected in a loop. At time t¼ 0 the switch
is moved to position 2, connecting the DC voltage source E
in series with R and C. We assume that the switch closes
instantaneously and that it presents a short circuit be-
tween the terminals that it connects. Mathematically, we
say that the voltage applied to the RC series combination
is EU(t), where U(t) is the unit step function given by

UðtÞ¼
0 for to0

1 for t�0

(
ð1Þ

The circuit of Fig. 4a can, therefore, also be drawn in the
form shown in Fig. 4b.

The analysis of the circuit for tZ0 in Fig. 4 will require
knowledge of the initial voltage across the capacitor just
after the switch is thrown, vC(0þ ), where 0þ ¼ lime!0

e>0
e.

We generally know, or can find from analysis of a previous
regime, vC(0� ), the voltage at the instant just before the
switch is thrown: ð0� ¼ lime!0

e>0
�eÞ: If the capacitor current

is finite, vC(0þ ) must equal vC(0� ), and we can refer to
both as vC(0). Similarly, if the voltage across an inductor is
finite, its current waveform must be continuous. We will
assume these continuity conditions throughout this analy-
sis. The alternative case, where the capacitor current or
inductor voltage can be infinite, is not practical but turns
out to be mathematically interesting and useful in anal-
ysis. It can be handled by an extension of our analysis in
this section (see Ref. 1 for details), but we will postpone
consideration of this possibility until Section 3, where it
can be handled more conveniently.

For tZ0, Kirchhoff ’s voltage law gives the equation

vCðtÞþ iðtÞR¼E

or, applying the constitutive relation iðtÞ¼C dvCðtÞ
dt for the

capacitor

RC
dvCðtÞ

dt
þ vCðtÞ¼E ð2Þ

This is a first-order differential equation in the capacitor
voltage vC, and so this circuit is referred to as a first-order
circuit. It can be solved by a number of methods to give an
expression for vC as a function of time. One such method is
to recast the equation in the form

dðvCðtÞ � EÞ

dt
¼ �

1

RC
ðvCðtÞ � EÞ

This equation is of the familiar form

dxðtÞ

dt
¼axðtÞ

which has the solution [2]

xðtÞ¼ xð0Þeat

where x(0) is the value of x at time t¼ 0. This initial con-
dition must be known if the equation is to be solved for
x(t). Thus Eq. (2) has the solution

vCðtÞ � E¼ ðvCð0Þ � EÞe�t=RC ð3aÞ

or

vCðtÞ¼ vCð0Þe
�t=RCþEð1� e�t=RCÞ ð3bÞ

The response of the series RC circuit with zero initial ca-
pacitor voltage to the application of a voltage source given
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Figure 4. (a) The switch S moves from
position 1 to position 2 at time t¼0, so the
voltage applied to the RC series combina-
tion is 0 for to0 and E thereafter. The
switch/voltage source combination is rep-
resented in (b) by the single voltage
source EU(t).
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by the unit step function is known as the step response
of the series RC circuit. (Note that we will use the
word ‘‘response’’ to signify any current or voltage in the
circuit, or any set thereof, including, for example, the set
of all currents and voltages. Throughout this article the
variables that constitute the response in any given in-
stance will be clear from the context in which the term is
used.)

It is clear from Eq. (3a) that the difference between vC

and E varies exponentially with time, and when the prod-
uct RC is positive (a condition that will be assumed to hold
unless otherwise stated), this difference tends to zero as t
tends to infinity. vC is plotted as a function of time in
Fig. 5, where, as expected, vC is seen to converge expo-
nentially to E. The rate of this convergence is governed by
the value of RC, which is termed the time constant of the
waveform and denoted by the symbol t. The smaller the
time constant, the faster the rate of convergence. After one
time constant has elapsed (i.e., at t¼ t), vC(t)-E has de-
creased to e�1

¼ 36.8% of its value at t¼ 0, and at time t¼
5t this difference has decreased to e�5

¼ 0.7% of its initial
value. Although vC does not reach E within any finite time
(unless, of course, it started out at E), after five time con-
stants have elapsed, the difference between vC and E has
been reduced to less than 1% of its initial value. The time
constant is a useful measure of the response speed of a
first-order circuit. For more general circuits, the risetime
is used as a measure of response time. This is defined as
the time taken for the step response to rise from 10% to
90% of the steady-state value. For the first-order circuit
analysed in this section, the risetime can be found to be
t ln 9E2.2t.

The value E to which the capacitor voltage converges is
termed the steady-state value of this voltage. It is the only
value of capacitor voltage at which the circuit can settle, or
in other words it is only when vC¼E that all currents and
voltages in the circuit cease to vary with time. Clearly,
when a quantity ceases to vary with time, its derivative
with respect to time is zero, and so the steady-state value
of vC can be found directly from the differential equation
(2) by setting the term dvC/dt to zero (or, in circuit terms,
replacing the capacitor by an open circuit), yielding the

equation vC¼E, as expected. The overall waveform vC(t) is
the sum of this steady-state component and a second com-
ponent that dies away with time. This second component
is known as the transient component (or just the tran-
sient). The exponential form of the transient in this circuit
is, as we will see later, particularly common in linear cir-
cuits and other linear systems.

Note, however, that the procedure just outlined yields
the value of vC at which the circuit variables (currents and
voltages) can remain constant, but it does not guarantee
that the circuit will actually converge to this state. For
example, if RCo0, Eq. (3a) implies that vC will diverge
exponentially away from E and the circuit has no steady-
state response. [The only exception to this divergence
is when vC(0)¼E, in which case it will theoretically re-
main fixed at E for all time. The word ‘‘theoretically’’ is
important—in practice, any noise in the circuit that caus-
es vC to differ even infinitesimally from E will result in its
diverging exponentially from E.] This distinction relates
to the issue of the stability of equilibria of differential
equations [2].

Another useful view of the solution waveform (3b) for
vC(t) is that it is composed of two components: one caused
by the initial condition vC(0), and the other caused by the
voltage source E. If E¼ 0, the response (3) reduces to
vCðtÞ¼ vCð0Þe

�t=RC; which is termed the ‘‘natural’’ or ‘‘un-
forced’’ response of the circuit. This is a viewpoint to which
we will return later.

Any circuit consisting of a single capacitor in an other-
wise resistive circuit containing only DC sources is gen-
erally analyzed by transforming it to single-loop form by
means of a Thévenin transformation [3], as shown in
Fig. 6. The analysis described above is then applicable,
where E is the Thévenin equivalent voltage source, and R
the Thévenin equivalent resistance. (The small number of
circuits that do not have a Thévenin equivalent can be
handled separately.)

Before leaving the single-loop first-order circuit of
Fig. 4, we note that the analysis of this section can be
used to find the response of a first-order circuit to a voltage
source that is piecewise-constant, that is, constant over
certain time intervals with discontinuous jumps between
these constant levels. One important such waveform is the
pulse

pðtÞ¼

0 for to0

E for 0�tot0

0 for t�t0

8
>><

>>:

Time t

vc (o)

vc (t)

E

� 2� 3� 4� 5�

Figure 5. The capacitor voltage in the circuit of Figure 1 varies
exponentially from its starting value vC(0) to its steady-state val-
ue E, with time constant t¼RC.
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Figure 6. A circuit consisting of a single capacitor in an other-
wise resistive circuit is simplified by replacing the resistive one-
port seen by the capacitor by its Thévenin equivalent.
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The response of the first-order RC circuit to this source
waveform is found by an extension of the analysis just
performed. For 0rtot0, the analysis proceeds as before
and vC(t) is given by Eq. (3b):

vCðtÞ¼ vCð0Þe
�t=RCþEð1� e�t=RCÞ for 0�tot0 ð3cÞ

For tZt0, the response is just the natural response found
previously; the only difference is that since this phase of
the analysis commences at t¼ t0 instead of t¼ 0, the initial
condition is vC(t0) instead of vC(0). Applying this initial
condition in the usual way, we find that

vCðtÞ¼ vCðt0Þe
�ðt�t0Þ=RC for t�t0 ð4Þ

vC(t0) is, by our assumption of bounded currents, equal to
vC(t0

� ), the capacitor voltage just before the source wave-
form drops to zero. Since Eq. (3c) gives vC(t) for all times in
the range 0rtot0, it can be used to find that

vCðt
�
0 Þ¼ vCð0Þe

�t0=RCþEð1� e�t0=RCÞ

Substituting this value for vC(t0) in (4) completes the anal-
ysis of the response of the series RC circuit to the voltage
pulse. This response is plotted in Fig. 7 for two different
values of the time constant. The response of a circuit to a
pulse is particularly important in communication systems
where such pulses are used to carry information and must
be clearly identifiable at the receiver. An RC combination
of the type studied here often occurs in such transmission
systems, formed by the output resistance of the part of the
system where the signal originates and the input capac-
itance of the part of the system into which the signal is fed,
and thus exponential distortion will inevitably ensue.
Clearly the ‘‘smearing’’ of the pulse evident in Fig. 7
when the time constant is large limits the rate at which
pulses can be transmitted if they are to be separated at the
receiver.

The response of the series RC circuit to any piecewise-
constant source waveform is found by an extension of the

analysis performed above. The circuit is analysed using
the standard method over each of the time intervals in
which the source is constant, starting with the first time
interval. The initial condition for the nth time interval,
commencing at time t¼ tn, is found by evaluating the re-
sponse from the previous time interval at time t¼ tn

� .
The second type of first-order circuit is one in which the

single energy storage element in the circuit is an inductor
rather than a capacitor, and by application of a Norton
transformation (where possible) is of the form shown in
Fig. 8, where the constant current source I is connected in
parallel with conductance G and inductance L for tZ0.
Kirchhoff ’s current law applied to this circuit gives the
following differential equation in the inductor current iL

for tZ0

GL
diLðtÞ

dt
þ iLðtÞ¼ I

which can be solved as before to find

iLðtÞ � I¼ðiLð0Þ � IÞe�t=GL

or

iLðtÞ¼ iLð0Þe
�t=GLþ Ið1� e�t=GLÞ

Thus the inductor current waveform for the circuit of
Fig. 8 takes the same form as the capacitor voltage wave-
form for the circuit of Fig. 4b, with time constant GL and
steady-state value I. This is a consequence of the fact that
the circuit of Fig. 8 is the dual of that of Fig. 4b. The re-
sponse to a piecewise-constant source waveform can be
found by applying the method previously described for the
series RC circuit.

2.2. Natural Response of Second-Order Circuits

The circuit in Fig. 9 consists of a resistor and two energy
storage elements—a capacitor and an inductor. Kirchh-
off ’s voltage law gives the equation

vCðtÞþL
diLðtÞ

dt
þRiLðtÞ¼ 0

which on application of the relation iL(t)¼C[dvC(t)/dt]
becomes

LC
d2vCðtÞ

dt2
þRC

dvCðtÞ

dt
þ vCðtÞ¼ 0 ð5Þ

Time t

t0 2t0

E

vc(t)

� = t0/5

� = t0/50

Figure 7. The response of a first-order RC circuit to a voltage
pulse of amplitude E and duration t0. The solid line shows the
response if t¼ t0/50; the dashed line, the response if t¼ t0/5.

iL

LGI.U (t)

Figure 8. First-order circuit consisting of the parallel combina-
tion of current source IU(t), conductance G, and inductor L.
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This is a second-order differential equation, and so the
circuit is termed a second-order circuit. The exponential
waveform

vCðtÞ¼Aest

is a solution to Eq. (5) provided

LCs2þRCsþ 1¼ 0

which yields

s¼
�R

2L
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

4L2
�

1

LC

r

If these two values, s1 and s2, are distinct (i.e. s1as2), then
the general solution of Eq. (5) is of the form

vCðtÞ¼A1es1tþA2es2t ð6Þ

Since there are no sources in the circuit, this is the natural
or unforced response of the series RLC circuit. The con-
stants A1 and A2 will be determined by applying the initial
conditions vC(0) and iL(0) and solving the resulting simul-
taneous equations:

vCð0Þ¼A1þA2

iLð0Þ¼C
dvC

dt

����
t¼ 0

¼CA1s1þCA2s2

We will now consider the nature of the natural or unforced
voltage waveform represented by Eq. (6). We will use the
following shorthand form for s1 and s2

s1¼ � aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � o2

0

q
and s2¼ � a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � o2

0

q

where

a¼
R

2L
and o0¼

1ffiffiffiffiffiffiffi
LC
p

We will assume for now that aZ0.
The first case to be considered is the case where o0

2oa2

and s1 and s2 are real and distinct. In this case the circuit
is said to be overdamped and the response vC(t) is the sum
of two exponentials with time constants 1/|s1| and 1/|s2|.

An example of an overdamped response is plotted in
Fig. 10a.

The second case occurs when o0
24a2 and s1 and s2 are

complex conjugates of the form � a7jod, where

od¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

0 � a2
q

: In this case the circuit is said to be under-
damped. Equation (6) remains valid but can be expressed
more clearly in the form

vCðtÞ ¼ e�at ðA1þA2Þ cos odtþ jðA1 � A2Þ sin odt½ �

where A1 and A2 are complex conjugates, and so the coef-
ficients B1¼ (A1þA2) and B2¼ j(A1�A2) are real and can
once again be found from the initial conditions. The un-
derdamped response takes the form of an oscillation of
frequency od multiplied by an exponential envelope e�at: If
a40, the amplitude of the oscillation decreases exponen-
tially with time, with the rate of this decrease, known as
‘‘damping’’, controlled by a. If a¼ 0, the response is an os-
cillation of constant amplitude and frequency
od¼o0¼ 1=

ffiffiffiffiffiffiffi
LC
p

: This is the case of the well-known LC
oscillator, which arises when R¼ 0 and there is no dissi-
pation in the circuit. The underdamped response is plotted
in Figs. 10b and 10c for the two cases a40 and a¼ 0. Note
that the underdamped response is always characterized
by oscillation, sometimes termed ‘‘ringing’’.

If o0
2
¼ a2, then s1¼ s2¼ � a¼ �R/2L. In this case the

general solution of Eq. (5) is no longer given by Eq. (6) but
instead by [2]

vCðtÞ¼ ðD1þD2tÞe�at

and is said to be ‘‘critically damped’’. The constants D1 and
D2 are once again found by application of the initial con-
ditions. An example of a critically damped response is
plotted in Figure 10d.

2.3. Step Response of Second-Order Circuit

The circuit in Fig. 11 is identical to that of Fig. 9 but for
the addition of the voltage source E at t¼ 0. Applying
Kirchhoff ’s voltage law for tZ0 gives the equation

vCðtÞþL
diLðtÞ

dt
þRiLðtÞ¼E

which on application of the relation iL(t)¼C[dvC(t)/dt]
becomes

LC
d2vCðtÞ

dt2
þRC

dvCðtÞ

dt
þ vCðtÞ¼E ð7Þ

To solve this equation, we apply the fact that the general
solution to a differential equation is the sum of two com-
ponents, which are known in mathematics as the ‘‘homo-
geneous solution’’ and a ‘‘particular solution’’ [2]. The
homogeneous solution is the solution to the differential
equation obtained when all input terms (i.e., all terms not
involving the variable or its derivatives) are set to zero. In
circuit terms, this is just the response obtained when all
independent voltage and current sources are removed,
namely, the natural or unforced response. A particular

+

−

R LiL

vCC

Figure 9. Second-order circuit consisting of resistor R, capacitor
C and inductor L.
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solution is any solution to the differential equation. This
decomposition may seem to be of no particular benefit,
since it states that to solve the differential equation, one
must obtain a solution to the differential equation. The
benefit lies in the ability to choose a particularly simple
form for the particular solution, which can then be ex-
tended to yield the general solution by the addition of the
homogeneous solution. The simplest particular solution is
the constant solution, which is obtained by setting all
derivatives to zero.

The particular solution to Eq. (7) obtained by setting all
derivatives to zero is vCðtÞ¼E. Adding this solution to the
homogeneous solution that has already been found in
Eq. (6) yields the general solution, which is of the form

vCðtÞ¼A1es1tþA2es2tþE if o2
0oa2 ðoverdampedÞ ð8aÞ

vCðtÞ¼ e�at B1 cos odtþB2 sin odt½ � þE if o2
0 > a2

ðunderdampedÞ
ð8bÞ

vCðtÞ¼ ðD1þD2tÞe�atþE if o2
0¼ a2 ðcritically dampedÞ

ð8cÞ

The appropriate constants A1 and A2, B1 and B2, or D1 and
D2 are found by applying the initial conditions. If the ini-
tial conditions are zero, Eqs. (8) represent the step re-
sponse of the series RLC circuit, and are plotted in Fig. 12.

Depending on the system in which a circuit is to be
used, different demands may be made of its step response.
In some applications, for example, there may be a require-
ment that the voltage reach its steady-state value as soon
as possible, while in others it may be necessary that the

Time t

vc (t)

0

Time t

vc (t)

0

 (a)

 (c)

Time t

vc (t)

0

 (d)

Time t

vc (t)

0

 (b)

Figure 10. Examples of the natural response of the series RLC circuit: (a) overdamped; (b) un-
derdamped; (c) underdamped and lossless; (d) critically damped.

+
−

R iL L

E.U(t) VC

C

+

−

Figure 11. Second-order circuit consisting of resistor R, capaci-
tor C, inductor L, and voltage source EU(t).
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voltage never exceed its steady-state value by more than
some specified percentage, to avoid driving circuit ele-
ments into saturation. A number of figures of merit have
been defined to characterize the step response of a circuit
in order to test its suitability for a given application [1].
The risetime has already been defined. The settling time is
the time beyond which the step response does not differ
from its steady-state value by more than 2%. The delay
time is the time taken for the step response to reach 50% of
its steady-state value. The overshoot is defined as the dif-
ference between the peak value and the steady-state value
of the step response, expressed as a percentage of the
steady state value.

3. LAPLACE TRANSFORM CIRCUIT ANALYSIS

The analyses described above have found the circuit vari-
ables as a function of time by directly solving the differ-
ential equations that describe the circuit. While such a
procedure is reasonably straightforward for first- and sec-
ond-order circuits with simple source waveforms, it be-
comes significantly more difficult as the order of the circuit
increases and as the source waveforms become more com-
plex. It is desirable, therefore, to have a more powerful
method of finding a solution. In the special case where all
sources in the circuit are sinusoidal of the same frequency,
the transformation of circuit variables into phasor or com-
plex number form [3–5] allows the circuit to be handled
using purely algebraic equations instead of differential
equations. Although extremely useful in certain circum-
stances, this is not a general circuit analysis method: it
can handle only sinusoidal sources, it is applicable only if
the circuit is stable, it finds only the steady-state compo-
nent of the waveform and does not allow consideration of
initial capacitor voltages and inductor currents.

3.1. The Laplace Transform

A more general transform than the phasor transform is
the Laplace transform, named after the French mathe-
matician Pierre-Simon Laplace (1749–1827) [3–6]. This
transform method retains the fundamental advantage of
the phasor transform, which is the ability to transform a
system of differential equations into a system of algebraic
equations, but has the additional advantages of being able
to handle a much broader class of source waveforms

(including all that are of any practical interest), accom-
modating initial conditions, and yielding solutions that
incorporate both transient and steady-state components
without requiring that the circuit be stable.

The Laplace transform is discussed in the article on
linear systems, and we will merely summarize its proper-
ties here. Given a function of time f(t), its Laplace trans-
form is

FðsÞ¼Lff ðtÞg¼

Z 1

0�
f ðtÞe�stdt ð9Þ

where the variable s is complex and is termed the (com-
plex) frequency. Thus the Laplace transform converts a
function f(t) from the time domain into a function F(s) in
the frequency domain. There exist functions that do not
have a Laplace transform, since the integral in (9) fails to
converge, but all functions of interest in circuit theory
have a Laplace transform. Since the interval of integra-
tion is from 0� to N, the transform defined by Eq. (9) is
sometimes called the ‘‘one-sided Laplace transform’’, to
distinguish it from another version in which the integra-
tion is from �N to N, but we will not need to draw this
distinction here and will refer to it simply as the Laplace
transform. The lower limit of integration of 0� is chosen
in order to accommodate functions with infinite spikes at
t¼ 0. Such functions will prove extremely useful in our
analysis.

Some of the properties of the Laplace transform that
make it so useful in circuit analysis are the following [3,6],
where F(s) denotes the Laplace transform of f(t), F1(s) the
Laplace transform of f1(t) and F2(s) the Laplace transform
of f2(t):

Uniqueness: f1ðtÞ¼ f2ðtÞ for all t�0, F1ðsÞ¼F2ðsÞ (More
precisely, if F1ðsÞ¼F2ðsÞ then

R1
0� f1ðtÞ � f2ðtÞ
�� ��dt¼ 0;

but for our purposes it will suffice to assume that
F1ðsÞ¼F2ðsÞ ) f1ðtÞ¼ f2ðtÞ for all tZ0)

Linearity: L k1f1ðtÞþ k2f2ðtÞ
� �

¼ k1F1ðsÞþ k2F2ðsÞ; where
k1 and k2 are scalars.

Differentiation: Lfðd=dtÞf ðtÞg ¼ sFðsÞ � f ð0�Þ:

Integration: L
R t

0� f ðtÞdt
n o

¼ð1=sÞFðsÞ:

Time shift: L f ðt� tÞUðt� tÞ
� �

¼ e�stFðsÞ; where t40
and U(t) is the unit step function given by Eq. (1).

Frequency shift: L e�atf ðtÞ
� �

¼Fðsþ aÞ:

Time t Time t

vc(t) vc(t)

0

vc(t)

0

0
Time t

 (a)  (b)  (c)

Figure 12. Examples of the step response of the series RLC circuit: (a) overdamped; (b) under-
damped; (c) critically damped.
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The first three of these properties are particularly impor-
tant. The uniqueness property guarantees that if a sys-
tem of differential equations is solved by transforming
to the frequency domain, solving in the frequency domain
and transforming back to the time domain, the solution
obtained will be the same as would have been obtained
if the solution had been carried out entirely in the
time domain. The linearity property guarantees that a
system of linear equations in the time domain will remain
linear in the frequency domain, allowing powerful linear
analysis techniques to be applied in both domains.
The differentiation property allows differentiation in
the time domain to be replaced by multiplication in
the frequency domain, together with the addition
of a term related to the initial condition. It is this proper-
ty that allows a system of differential equations in
the time domain to be replaced by a system of algebraic
equations in the frequency domain, which can be solved
by a variety of powerful and elegant techniques. The
Laplace transforms of some important functions are
given in Table 1, in which d(t) is the delta function
defined by

dðtÞ ¼0 for tO0

Z 1

�1

dðtÞ¼ 1
ð10Þ

Three steps are to be taken in solving a set of differential
equations using Laplace transform analysis: (1) the sys-
tem of differential equations in the time domain is trans-
formed to a set of algebraic equations in the frequency
domain; (2) this set of algebraic equations is solved in the
frequency domain, using standard linear techniques; and
(3) the solution is transformed from the frequency domain
back to the time domain. Step (1) involves application of
the definition of the Laplace transform (9) together with
certain of its properties (notably the differentiation prop-
erty). Step (2) involves standard techniques from linear
algebra. The third step involves the application of the in-
verse Laplace transform, which converts a function F(s) in
the frequency domain to a function of time f ðtÞ¼L�1

ðFðsÞÞ
in such a way that Lðf ðtÞÞ ¼FðsÞ: Note that the function f(t)
is unique only for tZ0, since two functions of time that

differ for to0 but are identical for tZ0 will have the same
Laplace transform.

3.2. The Inverse Laplace Transform

There is a closed-form equation for the inverse Laplace
transform (see Ref. 6 for details), but it is rather difficult to
apply (involving contour integration) and is rarely used in
circuit analysis applications. Instead, the inverse Laplace
transform of a function is generally found by writing the
function as the sum of simpler functions, each of whose
inverse Laplace transform is known. A technique that is
particularly useful here is the partial fraction expansion
[2,6]. This is a technique that allows the decomposition of
a function F(s) that is the ratio of two real polynomials in s
into the sum of simpler terms. It is assumed that the de-
gree of the numerator of F(s) is less than that of the
denominator—if this is not the case, then F(s) can be ex-
pressed in the form FðsÞ¼ rðsÞþ n̂nðsÞ=d̂dðsÞ; where r(s) is a
polynomial in s and the degree of n̂nðsÞ is less than that of
d̂dðsÞ: The inverse Laplace transform of R(s) can be found
from Table 1, leaving only the component n̂nðsÞ=d̂dðsÞ to be
handled by the partial fraction expansion. Thus, without
loss of generality, we can assume that the degree of the
numerator of F(s) is less than that of the denominator. The
first step in the partial fraction expansion is the facto-
rization of the denominator polynomial:

FðsÞ¼
nðsÞ

dðsÞ
¼

nðsÞ

s� p1ð Þ
a1 s� p2ð Þ

a2 � � � s� pmð Þ
am

The quantities pi, the zeros of the denominator d(s) of F(s),
are known as the poles of F(s), and the multiplicity of the
pole pi is the number of times ai that it appears as a zero of
d(s). A pole of multiplicity 1 is called a simple pole. If all
poles are simple, then

FðsÞ¼
nðsÞ

s� p1ð Þ s� p2ð Þ . . . s� pmð Þ

¼
k1

s� p1
þ

k2

s� p2
þ � � � þ

km

s� pm

where ki¼ ðs� piÞFðsÞ½ �s¼pi
:

The term ki is the residue of F(s) at the pole pi. If F(s)
has a pole of multiplicity aj at pj, the partial fraction ex-
pansion takes the form

FðsÞ¼
nðsÞ

s� pj

� �aj ~ddðsÞ
¼

kj1

s� pj

þ
kj2

ðs� pjÞ
2
þ � � � þ

kjaj

ðs� pjÞ
aj
þ
~nnðsÞ
~ddðsÞ

where

kji¼
1

ðaj � iÞ!

daj�i

dsaj�i
ðs� pjÞ

aj FðsÞ
	 
� �����

s¼pj

Since the numerator and denominator of F(s) are real
polynomials in s, poles appear in complex conjugate pairs,

Table 1. Some Important Laplace Transforms

f(t) FðsÞ¼Lðf ðtÞÞ

d(t) 1

U(t)
1

s

tn n!
1

snþ1
n¼1;2; . . .

e�at 1

sþa

sinot
o

s2þo2

cosot
s

s2þo2
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as do their residues. This allows the combination of any
complex term in the expansion with its conjugate to give a
real term.

The inverse Laplace transform of each of the terms in
the partial fraction expansion is known:

L�1 kjaj

ðs� pjÞ
aj

� �
¼ kjaj

taj�1

ðaj � 1Þ!
epjt

In this way it is possible to find the inverse Laplace trans-
form of any function consisting of the ratio of two polyno-
mials in s by decomposing the function via the partial
fraction expansion and taking the inverse Laplace trans-
form of each of the constituent functions. This method re-
lies fundamentally on the uniqueness and linearity
properties of the Laplace transform. Clearly the method
applies only to a restricted range of functions, those which
can be expressed as the ratio of two polynomials in s. As
will be seen, however, functions of this type are particu-
larly important in circuit analysis, and so this is not a
significant limitation.

3.3. Circuit Analysis

The first step in the Laplace transform analysis of a circuit
is the transformation of the circuit from the time domain
to the frequency domain. All branch voltages v(t) and cur-
rents i(t) that appear as variables in the differential equa-
tions describing the circuit will appear in the transformed
equations as variables VðsÞ¼LfvðtÞg and IðsÞ¼LfiðtÞg: In-
dependent voltage and current sources are transformed
from known functions of time vs(t) and is(t) to known func-
tions of frequency VsðsÞ¼LfvsðtÞg and IsðsÞ¼LfisðtÞg: A re-
sistor is described in the time domain by the linear
equation v(t)¼Ri(t) and so is defined in the transformed
circuit by the relation V(s)¼RI(s). Similarly the linear
equations describing all resistive two-ports (including
ideal transformers, gyrators and controlled sources),
and indeed resistive n-ports, are unchanged in the trans-
formation from time domain to frequency domain. The

capacitor is defined in the time domain by the equa-
tion

iCðtÞ¼C
dvCðtÞ

dt

Applying the differentiation property of the Laplace trans-
form yields the frequency-domain equation for the capa-
citor:

ICðsÞ¼ sCVCðsÞ � CvCð0
�Þ

Thus the capacitor C with initial voltage vC(0� ) appears
in the transformed circuit as the parallel combination of
the independent current source CvC(0� ) and the linear
element defined by the relation V(s)¼ (1/sC)I(s). This sec-
ond element can be regarded as a generalized resistance
(known as an impedance) 1/sC and throughout the anal-
ysis in the frequency domain can be handled as if it were a
resistance. Figure 13 shows the transformation of a ca-
pacitor from the time domain into the parallel combina-
tion of an impedance and an independent current source
in the frequency domain or, by Thévenin’s theorem, into
the series combination of an impedance and an indepen-
dent voltage source. In a similar manner, the inductor de-
fined in the time domain by the relation

vLðtÞ ¼L
diLðtÞ

dt

is defined in the frequency domain by the relation

VLðsÞ¼ sLILðsÞ � LiLð0
�Þ

Thus, as shown in Fig. 14, the inductor appears in the
transformed circuit as the series combination of an im-
pedance sL and voltage source LiL(0� ) or the parallel
combination of the same impedance and current source
[iL(0� )]/s. Note that once again this circuit transformation
could have been obtained from Fig. 13 by application of the

+

VL(t) VL(s) VL(s) iL(0−)/s

LiL(0−)

L

iL(t)
IL(s)

sL

IL(s)

−

+

−

+

−

or

+
−

sL

Figure 14. Transformation of an inductor with initial
current iL(0� ) into the frequency domain.

+

VC(t)
VC(s) VC(s)

VC(0−)/s

CvC(0−)

1/sC

1/sC

C

iC(t)

IC(s) IC(s)

−

+

−

+

−

or

+
−

Figure 13. Transformation of a capacitor with ini-
tial voltage vC(0� ) into the frequency domain.
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principle of duality. Coupled inductors can be transformed
in a similar manner.

When all the elements in the circuit have been trans-
formed into the frequency domain, the first step of the
analysis process is complete. The second step is to analyze
the circuit in the frequency domain, employing any of a
wide variety of techniques such as loop current analysis,
node voltage analysis, modified nodal analysis, and sparse
tableau analysis. The analysis of a circuit in the frequency
domain is described in the article on frequency-domain
circuit analysis, and also in most circuit theory textbooks,
such as Refs. 3–5. The third step is then to transform the
results of the analysis back to the time domain via the
inverse Laplace transform.

Example 1. The circuit of Fig. 4 can be transformed
into the Laplace transform domain, yielding the circuit
of Fig. 15. Analysis in the frequency domain, followed by
partial fraction expansion, yields the result that

VCðsÞ¼
vCð0

�Þ

sþ
1

RC

þ

E
1

RC

s sþ
1

RC

� � ¼ vCð0
�Þ

sþ
1

RC

þ
E

s
�

E

sþ
1

RC

The inverse Laplace transform is then applied to find

vCðtÞ¼ vCð0
�Þe�t=RCþEð1� e�t=RCÞ for t�0

which agrees with the time domain analysis performed
earlier.

3.4. Laplace Transform Analysis of Distributed Circuits

Laplace transform techniques can also be applied to the
analysis of distributed circuits. Consider the example of a
transmission line modeled as in Fig. 16 by incremental
series inductance L and resistance R and shunt capaci-
tance C and conductance G, all per unit length. Applying
Kirchhoff ’s laws and taking the limit of vanishing line
length gives the telegrapher’s equations

@iðx; tÞ

@x
¼ �Gvðx; tÞ � C

@vðx; tÞ

@t

@vðx; tÞ

@x
¼ � Riðx; tÞ � L

@iðx; tÞ

@t

The current and voltage now vary not only with time t but
also with distance x along the line. The appearance of dis-
tance in this fashion, and also of the derivative with re-
spect to distance, does not occur in lumped circuits.

The new parameter x can be shown explicitly in the
definition of the Laplace transform:

L f ðx; tÞ½ � ¼

Z 1

0�
f ðx; tÞe�stdt¼Fðx; sÞ

There is now a second differentiation property:

L
@f ðx; tÞ

@x

 �
¼
@Fðx; sÞ

@x

Then taking

Iðx; sÞ¼L½iðx; tÞ�

Vðx; sÞ¼L½vðx; tÞ�

the telegrapher’s equations become

@Iðx; sÞ

@x
¼ �GVðx; sÞ � sCVðx; sÞþCvðx; 0�Þ

@Vðx; sÞ

@x
¼ �RIðx; sÞ � sLIðx; sÞþLiðx; 0�Þ

If, for simplicity, we assume zero initial voltage and cur-
rent along the line, these equations can be solved for
V(x,s)and I(x,s):

Vðx; sÞ¼V þ ðsÞe�gxþV�ðsÞegx

) Iðx; sÞ¼
1

Z0
V þ ðsÞe�gx � V�ðsÞegx
	 


where Z0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ sLÞ=ðGþ sCÞ

p
, g¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ sLð Þ Gþ sCð Þ

p
and

Vþ and V� are as yet unknown constants of integration.
Z0 is called the characteristic impedance of the line, and
g is the propagation constant. If the line is lossless, R¼
G¼ 0, and so Z0¼

ffiffiffiffiffiffiffiffiffiffi
L=C

p
; which is purely real (generally

denoted R0) and g¼ s
ffiffiffiffiffiffiffi
LC
p

: We define u¼ 1=
ffiffiffiffiffiffiffi
LC
p

; and so
g¼ s=u: (We shall shortly see the physical significance of
this variable.)

Inserting typical terminations for a line of length L,
consisting of the series combination of voltage source V0(s)

E/s
+

−
+

−

1/sC

VC(0−)/s

−

VC(s)

+

R

Figure 15. Laplace transform of the circuit of Figure 4.

i(x,t)

V(x,t)

R∆x L∆x

+

−

I
x

C∆x G∆x
V(x+∆x, t)

i(x+∆x, t)

−

I
x+∆x

+

Figure 16. Basic model of a length Dx of transmission line.
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and generator impedance Zg at x¼ 0, and load impedance
ZL at x¼L, we can solve these equations for Vþ and V� to
find

V�

V þ
e2gL¼

ZL � Z0

ZLþZ0
¼GR

where GR is the receiving end reflection coefficient, and in
a similar manner we define the generating end reflection
coefficient

Gg¼
Zg � Z0

ZgþZ0

We can substitute for Vþ and V� to find the expressions
for the voltage and current along the line in the frequency
domain:

Vðx; sÞ¼
Z0V0

Z0þZg

e�gxþGRe�gð2L�xÞ

1� GRGge�2gL

 �

Iðx; sÞ¼
V0

Z0þZg

e�gx � GRe�gð2L�xÞ

1� GRGge�2gL

 �

In the important case of a lossless line, these equations
can be rewritten as

Vðx; sÞ¼
V0R0

R0þZg

e�ðsx=uÞ þGRe�sð2t�ðx=uÞÞ

1� GRGge�2st

 �

Iðx; sÞ¼
V0

R0þZg

e�ðsx=uÞ � GRe�sð2t�ðx=uÞÞ

1� GRGge�2st

 � ð11Þ

where t¼L/u is the delay of the line. (Once again, we
shall shortly see the physical significance of this variable).

We will now consider the solution of these equations in
three cases of increasing complexity. It suffices to consider
the voltage equation (11), since the current follows easily.

3.4.1. Matched Lossless Line. If the load impedance ZL

equals the characteristic impedance R0 of the line, then
GR¼ 0 and Eq. (11) becomes

Vðx; sÞ¼
V0R0

R0þZg
e�ðsx=uÞ

In the time domain, applying the time-shift property of the
Laplace transform, we get

vðx; tÞ¼L�1 Vðx; sÞ½ � ¼ f t�
x

u

� �
U t�

x

u

� �

where U(t) is the unit step function given by (1) and

f ðtÞ¼L�1 V0R0

R0þZg

 �

The voltage at the generator end of the line, that is, at
x¼0, is

V0R0

R0þZg

which agrees with the result expected by voltage division.
The voltage at any point x along the line is an undistorted

replica of the voltage at x¼0 delayed by the time interval
x/u, where u is the velocity at which the waveform prop-
agates along the line.

3.4.2. Lossless Line with Matched Source and Unmatched
Load. If the lossless line is matched at the source end but
unmatched at the load end (i.e., Gg¼ 0 and GRa0), the
voltage in the frequency domain is given by

Vðx; sÞ¼
V0

2
e�ðsx=uÞ þGRe�sð2t�ðx=uÞÞ
h i

The inverse Laplace transform gives the voltage in the
time domain:

vðx; tÞ¼ f1 t�
x

u

� �
U t�

x

u

� �
þ f2 t� 2tþ

x

u

� �
U t� 2tþ

x

u

� �

ð12Þ

where

L�1 V0

2

 �
¼ f1ðtÞUðtÞ

and

L�1 GR
V0

2

 �
¼ f2ðtÞUðtÞ

The voltage given by Eq. (12) is the sum of two terms. The
first of these is a waveform that starts from the generator
end of the line (x¼0) at t¼ 0 and travels along the line
toward the load with velocity u. This waveform reached
the load at time L/u¼ t. The second, or reflected, term
originates at the load end of the line (x¼L) at time at t¼ t,
and travels to the left with velocity u.

3.4.3. Lossless Line with Unmatched Source and
Unmatched Load. The voltage equation (11) can be ex-
panded to the form

Vðx; sÞ¼FðsÞ
X1

n¼ 0

Gn
RG

n
ge�sð2ntþ ðx=uÞÞ

þFðsÞ
X1

n¼ 0

Gnþ 1
R Gn

ge�sð2ðnþ 1Þt�ðx=uÞÞ

where

FðsÞ¼
V0R0

R0þZg

Defining

FðnÞ1 ðsÞ¼FðsÞGn
RG

n
g ¼L f ðnÞ1 ðtÞUðtÞ

h i

and

FðnÞ2 ðsÞ¼FðsÞGnþ 1
R Gn

g ¼L f ðnÞ2 ðtÞUðtÞ
h i
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we get

Vðx; sÞ¼
X1

n¼ 0

FðnÞ1 ðsÞe
�sð2ntþ ðx=uÞÞ þ

X1

n¼ 0

FðnÞ2 ðsÞe
�sð2ðnþ 1Þtþ ðx=uÞÞ

Taking the inverse Laplace transform, we get the time-
domain voltage

vðx; tÞ¼
X1

n¼ 0

f ðnÞ1 t� 2nt�
x

u

� �
U t� 2nt�

x

u

� �

þ
X1

n¼ 0

f ðnÞ2 t� 2ðnþ 1Þtþ
x

u

� �
U t� 2ðnþ 1Þtþ

x

u

� �

Hence the voltage waveform consists of a sum of two types
of terms. The first type has the form

f ðnÞ1 t� 2nt�
x

u

� �
U t� 2nt�

x

u

� �
ð13Þ

which represents a waveform traveling toward the load
with velocity u. This expression is zero for to2ntþ (x/u).
Since 0rxrL, 0rx/urt, and so the term (13) is zero ev-
erywhere on the line if to2nt. Thus this term represents a
waveform that starts at the generator end of the line
at time t¼ 2nt and travels to the load, reaching it at time
t¼ (2nþ 1)t.

The second type has the form

f ðnÞ2 t� 2ðnþ 1Þtþ
x

u

� �
U t� 2ðnþ1Þtþ

x

u

� �

which represents a waveform traveling to the left with
velocity u. This expression is zero for to2(nþ 1)t� (x/u),
and is zero everywhere on the line if to2(nþ 1)t� x/u.
Thus this term represents a waveform that starts at the
load at time t¼ (2nþ 1)t and travels toward the generator
end of the line, reaching it at time t¼ (2nþ 2)t.

4. NATURAL RESPONSE AND ZERO-STATE RESPONSE

When converted into the frequency domain, a (lumped or
distributed) circuit contains independent sources of two
types. The first are the transformed versions of the inde-
pendent sources from the time domain. These sources
drive the circuit in the time domain, and are often termed
the ‘‘inputs’’ to the circuit, borrowing a viewpoint from
system theory. The second group of independent sources in
the frequency-domain circuit are those that are intro-
duced during the transformation of energy storage ele-
ments and account for the initial conditions in the circuit,
specifically, the capacitor voltages and inductor currents
at time t¼ 0� . We will call these sources the ‘‘initial’’ con-
dition generators, to distinguish them from those sources
that represent the independent sources from the time do-
main. By superposition, the response of the circuit to these
sources (by which we mean any current or voltage in the
circuit, or any collection thereof) is the sum of two com-
ponents: one due to the independent sources acting alone,
with the initial condition generators removed, and the

other due to the initial condition generators acting alone,
with the independent sources removed. Since these two
components of the response arise from different mecha-
nisms, it is often useful to treat them separately. The com-
ponent of the response due to the independent sources,
with the initial conditions set to zero, is called the zero-
state response, and the component due to the initial con-
ditions, with the independent sources set to zero, is the
natural or unforced response (also called the zero-input
response).

4.1. Natural Response and Natural Frequencies

We will consider first the natural response of a circuit.
Application of any of the standard frequency-domain ana-
lysis techniques will yield a matrix equation of the form [3]

MðsÞXðsÞ¼UðsÞ

where M(s) is a matrix each element of which is a poly-
nomial in s; X(s) is a vector containing some subset of the
unknown branch voltages, branch currents, node voltages,
and loop currents; and U(s) is a vector, each nonzero ele-
ment of which is a linear combination of the initial condi-
tion generators. If the circuit has a unique solution, that
solution is given by [2]

XðsÞ¼M�1
ðsÞUðsÞ¼

1

detðMðsÞÞ
AdjðMðsÞÞ .UðsÞ

where the existence of a unique solution guarantees that
the determinant det(M(s)) is not identically zero. We as-
sume, unless otherwise stated, that all zeros p1, p2,y, pm

of det(M(s)) are simple. Each component Xi(s) of the vector
X(s) is the ratio of two polynomials in s, and so the partial
fraction expansion can be applied to yield the expression

XiðsÞ¼
k1

s� p1
þ

k2

s� p2
þ � � � þ

km

s� pm

The time-domain response xi(t) is therefore

xiðtÞ¼ k1ep1tþ k2ep2tþ � � � þkmepmt

for tZ0. [If some of the zeros of det(M(s)) have multiplicity
greater than one, the time response will contain terms of
the form taepit.]

Clearly the zeros pi of det(M(s)) play a crucial role in
determining the natural response of the circuit. These
quantities are known as the natural frequencies of the
circuit. The number of natural frequencies in a circuit is
less than or equal to the number of energy storage ele-
ments in the circuit. The contribution of each natural fre-
quency to the natural response depends on its location in
the complex plane. A natural frequency at zero contrib-
utes a constant term to the natural response. A real and
positive natural frequency pi contributes a term kie

pit that
grows exponentially with time. A real and negative natu-
ral frequency pi contributes a term kie

pit that decays ex-
ponentially with time. Complex natural frequencies occur
in conjugate pairs, and their contributions add to make a
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real contribution to the response waveform. If the natural
frequencies in question lie on the imaginary axis at 7jo,
their composite contribution to the time response is of the
form kie

jotþ �kkie
�jot¼2 kij j cosðotþffkiÞ; an oscillation of

constant amplitude. If the complex natural frequencies
lie in the right half-plane at a7jo, their composite contri-
bution is of the form kie

ðaþ joÞtþ �kkie
ða�joÞt¼

2 kij je
at cosðotþffkiÞ; an oscillation whose amplitude

grows exponentially with time. Finally, if the complex
natural frequencies lie in the left half-plane at a7jo,
their composite contribution is of the form kie

ðaþ joÞtþ
�kkie
ða�joÞt¼ 2 kij je

at cosðotþffkiÞ; an oscillation whose am-
plitude decays exponentially with time. (If some of the
natural frequencies have multiplicity greater than one,
their contribution to the time response will be more com-
plicated, with polynomials times exponentials in place of
exponentials, but can be handled by an extension of the
preceding analysis.)

The preceding discussion leads to the important con-
clusion that if all natural frequencies of a circuit lie in the
open left half-plane (i.e., if their real parts are less than 0),
then for any set of initial conditions the natural or zero-
input response of the circuit decays to zero as t-N. This
decay may be oscillatory, depending on the presence of
complex natural frequencies. A circuit is said to be as-
ymptotically stable or exponentially stable if all of its nat-
ural frequencies lie in the open left half-plane. If any
natural frequency lies in the open right half-plane, then
the initial conditions can cause certain currents and volt-
ages to grow exponentially with time, which is clearly un-
desirable. Obviously in a real circuit this growth cannot
continue indefinitely as the circuit elements will eventu-
ally cease to function, possibly in dramatic fashion. Also
obvious is the fact that this behavior cannot occur in a
circuit made up entirely of passive elements, since the ex-
ponential growth requires that energy be supplied to the
circuit by an active element such as a controlled source or
negative resistance.

While the natural frequencies determine the possible
natural modes of behavior of a circuit, the actual response
that will be observed in a circuit with zero input depends
on the values of the initial conditions. Certain sets of ini-
tial conditions will excite one mode only, which means that
all circuit variables will exhibit the same exponential or
oscillatory behavior, but for most sets the response will be
the combination of various modes. Also, not all modes can
be observed in any given circuit variable—it may be that
certain variables are not susceptible to the influence of one
or more natural frequencies.

Example 2. To find the natural frequencies of the circuit of
Fig. 17, the voltage source can be set to zero and the re-
sulting circuit analyzed by any of the usual methods. In
this case node voltage analysis is possible, yielding the
matrix equation

1

R1
þ sC1 0

�gm
1

R2
þ sC2

0
BB@

1
CCA

V1ðsÞ

V2ðsÞ

 !
¼

C1v1ð0
�Þ

C2v2ð0
�Þ

 !

The natural frequencies are the values of s for which the
determinant of the matrix in this equation is zero, and
therefore equal (� 1)/R1C1 and (� 1)/R2C2. Solving explic-
itly for V1(s) and V2(s), we find that

V1ðsÞ ¼
V1ð0

�Þ

sþ
1

R1C1

and V2ðsÞ¼

gm

C2
V1ð0

�Þþ
1

C1
V2ð0

�Þ

sþ
1

R1C1

� �
sþ

1

R2C2

� �

Thus the voltage v1 (natural or zero-input component) ex-
hibits only the behavior controlled by the natural frequency
at (� 1)/R1C1 and is unaffected by the natural frequency at
(� 1)/R2C2.

4.2. The Zero-State Response and Transfer Functions

The zero-state response of a circuit is its response to one or
more independent sources (inputs) with all initial capac-
itor voltages and inductor currents set to zero. It suffices to
consider the response to a single input, since superposi-
tion can then be applied to calculate the response due to
multiple inputs. Application of any of the standard fre-
quency-domain analysis techniques to a single-input zero-
state circuit will yield a matrix equation of the form

MðsÞXðsÞ¼UðsÞ

where M(s) is a matrix, each element of which is a poly-
nomial in s; X(s) is a vector containing some subset of the
unknown branch voltages, branch currents, node voltages,
and loop currents; and U(s) is a vector, each nonzero ele-
ment of which is a term involving the independent source,
say, Vs(s) (although the theory applies equally to the case
where the input is a current source). It follows from linear
algebra [2,3] that

XiðsÞ¼
nðsÞ

detðMðsÞÞ
VsðsÞ¼HðsÞVsðsÞ ð14Þ

where n(s) is a polynomial in s and det(M(s)) is nonzero, by
our standing assumption of unique solvability. Thus the
zero-state response to a source vs(t) is obtained by multi-
plying its Laplace transform Vs(s) by the appropriate func-
tion HðsÞ¼nðsÞ=detðMðsÞÞ and taking the inverse Laplace
transform to return to the time domain. This function is
known as a transfer function or network function. Note
that the poles of a transfer function are zeros of det(M(s))
and are therefore natural frequencies of the circuit.

Vs
R1

R2v1
+
−

+ +

− −

C1

C2

v2
gmv1

Figure 17. Circuit to be analyzed in Examples 2 and 3.
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However, not all natural frequencies need show up as
poles of a given transfer function, due to cancellations
with numerator terms.

Once again we see that the natural frequencies play a
crucial role in determining the response of the circuit—
even, as in this case, when the initial conditions are zero.
From (14) the poles of Xi(s) will be some subset (deter-
mined by numerator cancellations) of the poles of Vs(s) and
the natural frequencies. Therefore, xi(t) will in general,
contain terms related to the input together with exponen-
tial, constant, or oscillatory terms governed once again by
the natural frequencies. If the circuit is asymptotically
stable, the contributions governed by the natural frequen-
cies will die away, leaving only the component governed by
the input.

The simplest application of Eq. (14) occurs when
Vs(s)¼ 1, that is, when the independent source vs(t) is
the delta function or impulse function defined by (10). Al-
though this function is physically unrealizable, it proves
extremely useful in circuit and system analysis. When
vs(t)¼ d(t), then XiðsÞ¼HðsÞLfdðtÞg¼HðsÞ; and so the zero-
state response is xiðtÞ¼hðtÞ¼L�1

fHðsÞg: The zero-state re-
sponse to an impulse function is known as the impulse
response, and so we have found that the Laplace transform
of the impulse response equals the transfer function. The
expression

XiðsÞ¼HðsÞLfvsðtÞg

giving the frequency-domain response of the system with
transfer function H(s) to an input vs(t) can be expressed in
the time domain as

xiðtÞ¼hðtÞ 
 vsðtÞ¼

Z tþ

0�
hðt� tÞvsðtÞdt

where hðtÞ¼L�1
fHðsÞg is the impulse response and the

asterisk * is the convolution operator [3,6].
If the input is the unit step function U(t), which has

Laplace transform 1/s, that is, XiðsÞ¼HðsÞ .LfuðtÞg ¼
HðsÞ=s; and so the step response is xiðtÞ ¼L�1

fHðsÞ=sg: It
is easy to see that the impulse response is the derivative
of the step response.

Example 3. The transfer function V2(s)/Vs(s) of the circuit
of Fig. 17 is

HðsÞ¼

gm

C2
s

sþ
1

R1C1

� �
sþ

1

R2C2

� �

¼

gm

C2

R2C2 �R1C1

R2C2

sþ
1

R1C1

� �� R1C1

sþ
1

R2C2

� �

2

664

3

775

and so the impulse response is

hðtÞ¼
gmR2

R2C2 � R1C1
e�t=R1C1

�
gmR1C1=C2

R2C2 �R1C1
e�t=R2C2 for t�0

The step response is

L�1

gm

C2

sþ
1

R1C1

� �
sþ

1

R2C2

� �

8
>><

>>:

9
>>=

>>;

¼
gmR1C1R2

R2C2 � R1C1
�e�t=R1C1 þ e�t=R2C2

h i
for t�0

Note the exponential modes corresponding to the natural
frequencies in both the step response and the impulse re-
sponse. Note also that the impulse response is the deriv-
ative of the step response.

5. FOURIER TRANSFORM CIRCUIT ANALYSIS

The power of the Laplace transform in finding the tran-
sient and steady-state response of a circuit, the variety of
source waveforms that it can handle and its ability to ac-
commodate initial conditions make it the method of choice
in transient circuit analysis. Despite these advantages,
another transform, closely related to the Laplace trans-
form, is preferred in certain situations. This is the Fourier
transform [4–6], named after the French mathematician
Jean Baptiste Joseph Fourier (1768–1830). The close re-
lationship between the Fourier transform of a signal and
the frequency content of that signal make it particularly
useful in applications such as communications and signal
processing where this frequency content is of paramount
importance. However, the Fourier transform is defined for
a smaller class of source waveforms than the Laplace
transform, and it cannot handle initial conditions. The
latter condition in particular makes it poorly suited to
transient circuit analysis and so we will merely give a
brief discussion of its properties here, with the intention of
(1) explaining why it is unsuited to transient circuit anal-
ysis and (2) providing a link to other forms of transient
circuit analysis for circuits such as filters that are more
usually handled using Fourier analysis.

The Fourier transform is closely related to the Fourier
series [4–6], in which a periodic function with period T is
decomposed into the weighted sum of sinusoids whose an-
gular frequencies are integer multiples of 2p/T. By super-
position, the response of a circuit to a periodic function
could be obtained by decomposing the function into the
sum of sinusoids, finding the response to each of these
sinusoids via phasor analysis, and summing these respons-
es to find the overall response. The main disadvantage to
this Fourier series method of analysis is that many source
waveforms of interest are not periodic, and since the
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method is based on phasor analysis, it finds only
the steady-state component of the response. The funda-
mental idea underlying this method, however, namely,
the idea of a sum of input sinusoids being processed (i.e.,
altered in magnitude and phase) in different ways by
a circuit and then added to form the response, is a very
useful one and underlies the more general Fourier trans-
form analysis.

The Fourier transform is a generalization of the Fourier
series to accommodate nonperiodic functions. A nonperi-
odic function can be viewed as the limit of a periodic func-
tion as the period T tends to infinity. The Fourier series of
this periodic function consists of weighted sinusoids
spaced in frequency at integer multiples of 2p/T. As T
tends to infinity, the separation of these sinusoidal fre-
quency components tends to zero, and in the limit we have
the nonperiodic function represented by a continuum or
spectrum of sinusoidal components. This spectrum of si-
nusoidal components constitutes the Fourier transform of
the function. The Fourier transform of a signal f(t) is
found, as in the preceding discussion, by taking the limit
of the expression for the Fourier series of a periodic func-
tion as the period tends to infinity, which turns out to be

FðjoÞ¼Fff ðtÞg ¼

Z 1

�1

f ðtÞe�jotdt ð15Þ

and exists if the integral in (15) converges. Once again we
say that the Fourier transform converts a function from
the time domain into the frequency domain, with F(jo)
indicating the frequency content of the signal at frequency
o. If f(t)¼ 0 for to0 and the integral shown above con-
verges, the Fourier transform of f is just the Laplace trans-
form with jo substituted for s. Given F(jo), the function
f(t) such that FðjoÞ¼Fff ðtÞg is found by application of the
inverse Fourier transform

f ðtÞ¼F�1
fFðjoÞg¼

1

2p

Z 1

�1

FðjoÞejotdo

One important feature of the Fourier transform is the dif-
ferentiation property, which states that differentiation in
the time domain is equivalent to multiplication by jo in
the frequency domain. Thus the Fourier transform can,
like the Laplace transform, be used to transform a system
of differential equations in the time domain to a system of
algebraic equations in the frequency domain.

In Fourier transform analysis a circuit is transformed
into the frequency domain by replacing all independent
sources by their Fourier transforms, replacing each induc-
tor L by an impedance joL (and replacing any time-
domain coupling M between inductors by the frequency-
domain coupling joM), replacing each capacitor C by an
impedance 1/joC and leaving resistive components un-
changed. Note the lack of any initial condition genera-
tors—this is a consequence of the fact that the lower limit
of integration in the definition of the Fourier transform is
�N rather than 0� . Analysis in the frequency domain
proceeds as described in the article on frequency-domain
analysis or in Refs. 4 and 5, using the standard tools, and

the frequency-domain response is converted back to the
time domain by application of the inverse Fourier trans-
form. Once again there is a transfer function—in this case
a function of frequency H(jo)—relating input and output
in the frequency domain. Note that the response obtained
through Fourier transform analysis is the zero-state re-
sponse only, since the method contains no provision for
handling initial conditions.

Given a circuit with input sin(o0t) and transfer
function H(jo) [which is in general complex and, for
the circuits in which we are interested, has the property
that H(� jo) is the complex conjugate of H(jo)], the output
is obtained by taking the inverse Fourier transform
of HðjoÞ .F sinðo0tÞ

� �
; which turns out to be

Hðjo0Þ
�� �� sinðo0tþffHðjo0ÞÞ: In other words, the sinusoidal
input appears at the output as a sinusoid of the same fre-
quency, with amplitude multiplied by the magnitude of
the transfer function at that frequency and phase incre-
mented by the phase of the transfer function at that fre-
quency. If the input to the circuit is more general, it can be
viewed as the finite or infinite sum of sinusoids, which will
be altered in magnitude and phase by the action of the
circuit and then recombined to form the output of the cir-
cuit. The magnitude and phase of the transfer function
will generally vary with frequency, and when plotted
against frequency are called the amplitude (or magnitude)
response and phase response plots.

Frequency-selective circuits that pass certain ranges of
frequencies from input to output while blocking other
ranges are known as filters [7]. For example, an ideal low-
pass filter would pass to the output all frequency compo-
nents of its input up to a certain cutoff frequency, and pass
no higher frequency components. This ideal lowpass filter
cannot be realized and is therefore approximated by a va-
riety of functions such as the Butterworth and Chebyshev
approximations. Figure 18 plots the amplitude response of
the ideal lowpass filter with cutoff frequency at 1 rad/s,
together with the amplitude responses of the normalized
Butterworth filters of orders 2,3,4,5. The amplitude re-
sponse of each of these Butterworth filters is 0.7071 or
� 3 dB at o¼ 1 rad/s, which is to say that their 3 dB band-
width is 1 rad/s.

In a communication system designed to transmit
pulses, the step response of a filter is crucial. Too slow a
risetime leads to neighboring pulses in a pulsetrain being
smeared over one another, rendering them indistinguish-
able at the output. Too high an overshoot can drive circuit
elements into saturation. The step response of a filter can
be found by Fourier transform methods, by taking the in-
verse Fourier transform of the function HðjoÞF uðtÞ

� �
; but

there is in general no reason to prefer the Fourier trans-
form over the Laplace transform in this situation, and it is
usual to take instead the inverse Laplace transform of the
function HðsÞL uðtÞ

� �
: For example, the normalised third

order Butterworth lowpass filter has transfer function
H(s)¼ 1/(s3

þ 2s2
þ 2sþ 1), and so its step response is

L�1
f1=½sðs3þ 2s2þ 2sþ 1Þ�g; which can be found by the

partial fraction decomposition to be

1� e�t �
2ffiffiffi
3
p e�t=2 sin

ffiffiffi
3
p

2
t for t > 0
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Figure 19 plots the step response of the normalised But-
terworth filters of orders 2,3,4,5, as obtained by applica-
tion of the Laplace transform. It can be seen that as the
order increases (and the amplitude response more closely
approximates the ideal) the overshoot, settling time and
delay time of the filters all increase, but the risetime is
approximately constant.

The procedure outlined above can be used to find the
exact step response of a filter, allowing a designer to com-
pare the suitability of various filters in pulse transmission
applications. Designers should also have an intuitive un-
derstanding of the relationship between amplitude re-
sponse and transient response of a filter. A lowpass
filter allows low frequencies to pass to the output, but
blocks high frequencies. Thus when the input is a step

function, the output will preserve the steady-state con-
stant behavior of the input, but will act to block the high
frequencies involved in the transition from 0 to 1. This can
be seen in Fig. 19, where the high-order filters that are
most effective at blocking high frequencies are least effec-
tive in capturing the discontinuity in the input. We now
recognize the RC circuit of Fig. 4, with the output voltage
taken across the capacitor, as a lowpass filter. If the output
voltage were taken across the resistor, we would have a
highpass filter whose step response captures the initial
discontinuity in the step but then falls away to zero due to
its inability to pass DC. Readers interested in a more de-
tailed discussion of the relationship between frequency
response and transient response of filters are referred to
Refs. 1 and 7.

Frequency � (rad/s) 
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Figure 18. Amplitude response of the
ideal lowpass filter with cutoff frequency
at 1 rad/s, together with the amplitude
responses of the normalized Butter-
worth filters of orders n¼2, 3, 4, 5.
Note that the approximation more close-
ly matches the ideal as the order of the
filter increases.
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Figure 19. Step response of the normalized
Butterworth filters of orders n¼2, 3, 4, 5.
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1. HISTORICAL BACKGROUND

The transmission-line modeling or matrix method,
commonly referred by the acronym TLM, belongs to the
class of differential equation methods and it is best known
in its implementation in the time domain (TD-TLM).
Implementations in the frequency domain are also avail-
able, but the method is known primarily as a time-domain
method. It models electromagnetic field phenomena by
analogy to pulse propagation in networks of transmission
lines—hence its name. The idea of using circuits to model
fields is not a new one. The foundation work in this area
was done some time ago [1–3], but the difficulty at the
time of solving such large networks precluded any useful
implementation. This had to wait the advent of modern
digital computers and the work of John and Beurle in
1971 [4], which set the scene for the rapid development
of TLM into a versatile and general tool for EM simula-
tion. The first developments were for models in two
dimensions where an intuitive derivation of suitable
network topologies is straightforward. The first three-di-
mensional structure appeared in 1975 [5]. There followed
a period of development to obtain a circuit structure
with good accuracy, efficiency, and versatility as described
by Hoefer [6]. The circuit structure (TLM node), which
is the workhorse of TLM today, is described as the sym-
metric condensed node (SCN) and was developed in
1985 [7]. This marks the year when TLM entered its
period of maturity. Many developments followed thereaf-
ter both improving the basic SCN and introducing
complementary techniques that enhanced the power

of TLM. These are described in more detail in the follow-
ing sections. More details of the TLM technique may
be found in a large number of journal papers and in a
number of texts that may be consulted for a fuller expla-
nation of TLM and its applications [8–10]. The next
section introduces the basics of TLM in a manner that
should be accessible to all before more complex issues are
addressed.

2. BASIC CONCEPTS

A basic introduction to the idea of TLM can proceed from
an example of propagation in a transmission line and of
one-dimensional field propagation. For a typical transmis-
sion line, as shown by two segments in Fig. 1, the differ-
ential equation describing the evolution of the current in
space and in time is

@2i

@x2
¼

LC

ðDxÞ2
@2i

@t2
þ

GL

ðDxÞ2
@i

@t
ð1Þ

where L and C are the inductance and capacitance, re-
spectively, for a segment of the line of length Dx and G
represents line losses.

In a similar way one can derive an equation for the
current density j in one-dimensional field propagation

@2j

@x2
¼ me

@2j

@t2
þ ms

@j

@t
ð2Þ

where m, e, and s respectively are the magnetic perme-
ability, electric permittivity, and electrical conductivity of
the medium.

One can see that Eq. (1) for the circuit and (2) for the
field have the same structure. This isomorphism between
the two equations means that field behavior may be un-
derstood by reference to circuit behavior. All that needs to
be done is to establish appropriate circuit topologies in two
and three dimensions and a formal equivalence between
field and circuit quantities. This is possible to do. For the
case of the one-dimensional example shown here, the
equivalence is shown in Table 1.

Inspection of Eq. (2) shows that the two terms on the
right-hand side represent wavelike behavior and diffu-
sionlike behavior, respectively. By minimizing the wave
term relative to the diffusion term, the models described

L 

i 

v 
G 

C 

x+∆x x 

Figure 1. A simple one-dimensional transmission-line network
to illustrate circuit–field analogies.

5286 TRANSMISSION LINE MATRIX (TLM) METHOD



thus may be used to study diffusion phenomena such as
thermal conduction [9].

The lumped circuit shown in Fig. 1 can be replaced
by transmission-line (TL) segments. Hence, in essence,
in TLM models the field problem is reduced to lumped
circuit models (space discretization), which in turn are
reduced to TL models (time discretization). The art in
TLM modeling is to devise TL interconnect topologies,
in what are referred to as ‘‘nodes,’’ with each node describ-
ing a small block of space of dimensions Dx Dy Dz, such as
there is an exact equivalence between the voltages and
currents in each node and electric and magnetic fields.
The TLM node is the equivalent of the computational el-
ement or molecule in other methods much like the Yee cell
in FDTD.

A schematic arrangement in two dimensions is shown
in Fig. 2a. Here, a mesh of transmission lines is
shown, each line in the diagram representing a TL, name-
ly, a line and its return conductor (not shown). One node
is shown highlighted by a broken line. If a voltage pulse

of magnitude 1 V is incident as shown in Fig. 2b, then
this pulse will scatter at the node. If the TL characteristic
impedance is Z, then at the node the pulse encounters
three TLs in parallel (characteristic impedance Z/3)
and scatters at this discontinuity with a reflection coeffi-
cient �0.5 and a transmission coefficient 0.5. The
scattered pulses are as shown in Fig. 2c. The reflected
pulse of � 0.5 V combines with the incident pulse of 1 V
so that in total the pulse on this TL has a magnitude
of 0.5 V. As a result of the scattering, a secondary isotropic
wavefront is formed at the node in accordance with
Huygens’ principle [11]. TLM can thus be viewed as a dis-
crete implementation of the Huygens principle [12]. After
the initial scattering, pulses propagate to adjacent nodes
and the process repeats. The TLM algorithm consists of
the process of ‘‘scattering’’ at each node; ‘‘connection,’’ that
is, the exchange of pulses between nearest neighbors; fol-
lowed by another ‘‘scattering’’; and so on. Figure 3 illus-
trates the results of scattering and connection at the
first two timesteps following the isotropic excitation of
one node.

For TM modes the basic TLM node in two dimensions
(2D) is described as a ‘‘shunt’’ node and is shown in Fig. 4.
The dual of this node for TE modes is described as a ‘‘se-
ries’’ node. As an illustration, the scattering process in a
shunt node is described below:

In order to proceed for the node shown in Fig. 4, we
assume that four incident pulses travel toward the node at
timestep k. These are labeled as

kV i
j j¼ 1; 2; 3;4

where the superscript ‘‘i’’ stands for incident pulse (trav-
eling toward the center of the node). We also assume that
the characteristic impedance of each line segment is ZTL.
For each of the four line segments, a Thevenin equivalent
circuit is derived and therefore each node is now repre-
sented as in Fig. 5. The total voltage at the center of the
node can then be obtained directly:

kVz¼ 0:5ðkV i
1þ kV i

2þ kV i
3þ kV i

4Þ ð3Þ

The electric field component Ez and magnetic field com-
ponents Hx,Hy are then directly obtained:

kEz¼ � 0:5
ðkV i

1þ kV i
2þ kV i

3þ kV i
4Þ

Dz
ð4Þ

kHx¼
kV i

3 � kV i
1

ZTLDx
; kHy¼

kV i
2 � kV i

4

ZTLDx
ð5Þ

Scattering is directly implemented as follows

kVr
1¼ kVz � kV i

1¼ 0:5ð�kV i
1þ kV i

2þ kV i
3þ kV i

4Þ ð6Þ

and similarly for the other reflected components. These
expressions can be put into a matrix form

kVr
¼SkV i

ð7Þ

Table 1. Equivalence between Circuit and Field
Quantities

Circuit EM Field

I j
L/Dx m
C/Dx e
1/R Dx s

(a)

1 

(b) 

0.5
0.5

0.5

−0.5 

(c) 

Figure 2. Schematic of a 2D TLM mesh: (a) 2D mesh with one
node marked out; (b) impulse excitation at one port; (c) output
after the first scattering event.
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where S is the scattering matrix , which for the case of the
shunt node shown here is given by

S¼ 0:5

�1 1 1 1

1 �1 1 1

1 1 �1 1

1 1 1 �1

2

666664

3

777775
ð8Þ

Equations (7) and (8) show the process of scattering at
each node. Scattered pulses are passed on to the adjacent
ports of neighboring nodes to form the new incident volt-
ages at timestep kþ 1 in a process described as ‘‘connec-
tion.’’ This is expressed schematically as

kþ 1V i
¼CkVr

ð9Þ

where C is described as the ‘‘connection’’ matrix. The TLM
algorithm consists of the repetition at each timestep of the
processes of scattering and connection at each node with
appropriate modifications to account for initial and bound-
ary conditions. The same procedure applies to all TLM
schemes, including those in three dimensions, but the
form of the scattering matrix in (8) is different. It will
be seen from this basic description of TLM that it is a

V2 

V1 

V3 

V4 
ZTL 

Vz 

Figure 4. The shunt 2D TLM node for TM modes.

−1/4 

1/4 1/4
1/4

 

1/2

1/2
−1/2 

−1/2 

−1/2 

−1/2 

(c) 

(a)

1 

1 
1 

1 

(b) 

0.5
0.5 

0.5 
−0.5 

Figure 3. Scattering in a 2D TLM mesh: (a) sym-
metric excitation at one node; (b) output after the
first timestep; (c) output after the second timestep.

+2V1
i +2V2

i +2V3
i +2V4

i

ZTL

VZ

Figure 5. The Thevenin equivalent circuit of the shunt node.
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scattering algorithm—energy goes in at each node (inci-
dent pulses) and comes out (reflected pulses). The scatter-
ing process is lossless (S is unitary). Because we have an
exact solution of a passive network, unconditional stabil-
ity is ensured. Accuracy is good as long as at least 10 seg-
ments per wavelength are used.

Several modifications can be made to this basic scheme
to extend the applicability of the model in Fig. 4. Foremost
among them is the inclusion of stubs to allow for the mod-
eling of inhomogeneous lossy materials. A suitable node is
shown in Fig. 6, where two stubs are included: an infi-
nitely long stub (conductance Gs) and an open-circuit stub
(admittance Ys). This node can model TM propagation in a
medium of relative dielectric constant er and electrical
conductivity s. The choice of parameters is as follows:

uTL¼
Dx

Dt
¼

ffiffiffi
2
p 1

ffiffiffiffiffiffiffiffiffi
m0e0
p ; ZTL¼

ffiffiffi
2
p

ffiffiffiffiffi
m0

e0

r
ð10Þ

Ys¼4
ðer � 1Þ

ZTL
; Gs¼ sDx ð11Þ

In this case the scattering matrix is given by

S¼
1

ŶY

2� ŶY 2 2 2 2ŶYs

2 2� ŶY 2 2 2ŶYs

2 2 2� ŶY 2 2ŶYs

2 2 2 2� ŶY 2ŶYs

2 2 2 2 2ŶYs � ŶY

2
666666664

3
777777775

ð12Þ

where

ŶY ¼ 4þ ŶYsþ ĜGs; ŶYs¼YsZTL; ĜGs¼GsZTL ð13Þ

The inclusion of stubs permits the development of a model
where all linklines have the same (free-space) parameters,
hence ensuring the same timestep (synchronism) in the
entire mesh. Stubs add capacitance to account for the
presence of dielectric materials other than free space.
Similar procedures apply to the dual node (series node).
More detailed information may be found in the references
already cited.

3. TLM IN THREE DIMENSIONS

In the previous section the rudiments of TLM were pre-
sented with reference to simple two-dimensional struc-
tures so that the basic modeling philosophy could be
explained in simple physical terms. In this section the
model is extended to three dimensions (3Ds) by presenting
the symmetric condensed node (SCN), which is extensively
used in 3D TLM models.

The structure best suited to general 3D models is the
SCN described by Johns [7] and shown in Fig. 7. In
this figure the traditional labeling of each port is shown
(numbers 1–12) alongside an alternative labeling scheme
introduced latter. This node describes the properties
of EM propagation in a cuboidal block of space Dx Dy Dz.
In a regular SCN, Dx¼Dy¼Dz. But with the addition
of stubs, this restriction can be removed to form a
more flexible structure for general modeling. For simplic-
ity, the regular SCN is discussed first, which results in a
uniform mesh.

At each of the six faces of the cube there are two ports
polarized at 901 to each other to account for all possible
wave polarizations. In total, therefore, there are 12
ports and the scattering matrix is a 12� 12. It is a sparse
matrix, and its elements, which are nonzero, can be
identified by physical intuition or by formal methods.
The value of each element can be readily obtained by
enforcing circuital laws, charge, and energy conservation

V1 

V3 

V4 ZTL 

O/C 

V2 

V5 

Gs 

Ys

Figure 6. The shunt node with capacitive and lossy stubs added.
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Figure 7. The three-dimensional symmetric condensed node
(SCN).
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(the scattering matrix must be unitary). A detailed
discussion may be found in Refs. 7 and 9. For the stubless
SCN, S is given by

It will be seen from (this matrix) that the scattering
process is particularly simple, amounting to a simple
averaging of four incident voltage pulses to obtain each
scattered (reflected) pulse. There is no need for matrix
inversion or matrix manipulation of any kind. The 3D
TLM algorithm is then an implementation of the scheme
described for 2D format in connection with Eqs. (7) and
(9), where the scattering matrix is as given by (14). The
connection matrix C is again very simple, codifying in-
formation for each node and its nearest ports in each
coordinate direction. The correspondence between field
and circuit quantities is again, as in the case of the 2D
node, straightforward.

Fields may be calculated at the center of the node or at
the boundaries between nodes. As an illustration the
electric field component Ex at the center of the node is
associated with port generating voltages in the x direction
and is obtained as follows:

Ex¼ �
Vx

tax
¼ �

V i
1þV i

2þV i
9þV i

12

2tax
ð15Þ

Similarly, for the magnetic field component in the same
direction, we obtain

Hx¼
Ix

tax
¼

V i
4þV i

7 � V i
5 � V i

8

2Z tax
ð16Þ

Fields at the boundary between nodes are also easily
obtained as shown below for two field components at the
boundary between nodes (x,y,z) and (xþ 1,y,z):

Ey¼ �
V i

11ðx; y; zÞ þV i
3ðxþ 1; y; zÞ

tay

Hz¼
V i

3ðxþ 1; y; zÞ � V i
11ðx; y; zÞ

Z taz

ð17Þ

Current and charge density may be obtained directly from
the fields using Ampere and Gauss laws or with reference
to the analogies between field and circuit quantities.

Excitation of the mesh is achieved by launching appro-
priate voltage pulses on the TL of particular nodes. As an
illustration, to launch an electric field component Ex¼E0

at a particular node, the following voltage pulses must be
applied:

V i
1¼V i

2¼V i
9¼V i

12¼ �
E0 tax

2
ð18Þ

Perfectly conducting boundaries are easily imposed on the
mesh at the connection stage, at the boundaries between
nodes, by specifying that the reflection coefficient there is
equal to � 1. More complex boundaries (e.g., with fre-
quency-dependent properties) can also be specified as
explained in the following sections.

A variable mesh (DxaDyaDz), or a mesh describing an
inhomogeneous material, is established by adding stubs to
the standard SCN described above, to maintain synchron-
ism and account for values of permittivity and permeabil-
ity larger than one. In the most general case, open-circuit,
short-circuit, and infinitely long stubs are used to account
for e, m, s of the medium [7,9]. The structure thus obtained
is referred to as the stubbed SCN. However, this is not the
most efficient structure, and in most practical implemen-
tations of TLM the hybrid SCN is employed. In this node,
synchronism is maintained, but the condition that all link
lines have the same characteristic impedance is relaxed.
This allows all the required inductance (m in field terms) to
be modeled by the linklines, and stubs are needed only to
account for e [13]. This results in a reduction of the storage
required and in operating the mesh at a larger timestep
compared with a stubbed SCN. Alternatively, all the
required capacitance may be described by the linklines,
and stubs then account for extra inductance. A general
discussion of the properties of the hybrid SCN may be
found in a paper by Trenkic et al. [14]. For problems with

S¼ 0:5

0 1 1 0 0 0 0 0 1 0 �1 0

1 0 0 0 0 1 0 0 0 �1 0 1

1 0 0 1 0 0 0 1 0 0 0 �1

0 0 1 0 1 0 �1 0 0 0 1 0

0 0 0 1 0 1 0 �1 0 1 0 0

0 1 0 0 1 0 1 0 �1 0 0 0

0 0 0 �1 0 1 0 1 0 1 0 0

0 0 1 0 �1 0 1 0 0 0 1 0

1 0 0 0 0 �1 0 0 0 1 0 1

0 �1 0 0 1 0 1 0 1 0 0 0

�1 0 0 1 0 0 0 1 0 0 0 1

0 1 �1 0 0 0 0 0 1 0 1 0

2
666666666666666666666666666664

3
777777777777777777777777777775

ð14Þ
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cylindrical symmetry, non-Cartesian nodes are available
to facilitate modeling [15].

Developments to increase the efficiency of TLM compu-
tation are described in the literature. A particular techni-
que to speed up scattering is described in another paper by
Trenkic et al. [16]. For each coordinate direction, total
voltage and current are first calculated and the reflected
voltages are then obtained from

Vr
ynx¼Vx � ZIz � V i

ypx ð19Þ

Similar equations apply for the y and z directions. The
notation used to designate voltage pulses in (19) is as
follows: superscripts ‘‘i’’ or ‘‘r’’-indicate incident or re-
flected voltages, the first subscript indicates direction of
propagation (x, y, or z), the second subscript (‘‘n’’ or ‘‘p’’)
indicates line segment along the negative of positive axis,
and the third subscript indicates the polarization direction
of the pulse (x, y, or z).

4. THEORETICAL FOUNDATIONS OF TLM

In this section some of the general concepts that underpin
the foundation of TLM are discussed together with im-
portant features of the method such as dispersion and
accuracy.

4.1. The General SCN TLM Node

A number of TLM nodes are available, many of them
derivatives of the basic SCN, which appeared in the
literature over the years. These may be unified under a
general formulation described in Ref. 17. It accounts for a
general anisotropic materials represented by eri, mri, i¼
1,2,3 where the indices 1,2,3 refer to the coordinate
directions x,y,z. In this node, for the i-directed, j-polarized
link line, the capacitances and inductances per unit length
are Cij,Lij. The i-directed stubs represent capacitance and
inductance:

Ci
0; Li

s

The TLM constitutive equations are (Di is the node size in
i direction)

CkitakþCjitajþCi
0¼ epsilon0epsilonri

tajtak

tai

LjktajþLkjtakþLi
s¼ m0mri

tajtak

tai

ð20Þ

Synchronism requires that the same timestep prevail
throughout; therefore

tat¼ tai
ffiffiffiffiffiffiffiffiffiffiffiffi
CijLij

q
ð21Þ

Using all possible permutations of i,j,k A {x,y,z}, we obtain
six equations from (20) and another six from (21). There

are 18 unknown parameters

Cij;Lij;C
i
0;L

i
s

and therefore there remain 6 degrees of freedom. By
imposing additional restrictions on the linkline and stub
parameters, several TLM nodes may be derived. Accord-
ing to Trenkic et al. [17], a classification of 3D TLM
condensed nodes in the time domain is as follows:

* Stub-loaded nodes, which have the same character-
istic impedance for all linklines (constant L/C ratio
for all six lines giving the additional constraints).

* Hybrid nodes, which have either open- or short-
circuit stubs (thus supplying three additional condi-
tions), the other three conditions obtained by de-
manding that all the line impedances modeling the
same magnetic or electric field components are the
same.

* Supercondensed nodes, which have no stubs at all;
therefore six conditions are imposed by demanding
that all stub capacitances and inductances be equal
to zero. The supercondensed node is described in
Ref. 18.

* General nodes, which have a combination of linklines
and stubs.

According to the constitutive equations above, a gen-
eral symmetric condensed node (GSCN) may be derived
where material properties may be shared between link-
lines and stubs. The advantage of this option is that an
optimization is possible to achieve, for example, particular
dispersion characteristics. This in general results in a
node with six different characteristic impedances, six
stubs, and six lossy elements. The general theory of the
GSCN and its scattering properties may be found in Ref.
17.

4.2. Field-Theoretic Derivation of TLM

An elegant derivation of TLM SCN method is by applying
the method of moments (MoM) to Maxwell’s equations
[19,20]. The field components are expanded in a set of
subdomain basis functions, as shown below for the x
components,

Exð~xx; tÞ ¼
X

lim itsk;l;m;nkþð1=2ÞE
x
l;mþð1=2Þ;n Fx

l;mþð1=2Þ;nð~xxÞ Tkþð1=2ÞðtÞ

þ
X

lim itsk;l;m;nkþð1=2ÞE
x
l;m;nþð1=2Þ F

x
l;m;nþð1=2Þð~xxÞ Tkþð1=2ÞðtÞ

Hxð~xx; tÞ ¼
X

lim itsk;l;m;nkþð1=2ÞH
x
l;mþð1=2Þ;n Fx

l;mþð1=2Þ;nð~xxÞ Tkþð1=2ÞðtÞ

þ
X

lim itsk;l;m;nkþð1=2ÞH
x
l;m;nþð1=2Þ F

x
l;m;nþð1=2Þð~xxÞTkþð1=2ÞðtÞ

ð22Þ

where

kþ ð1=2ÞE
m
l;m;n; kþ ð1=2ÞH

m
l;m;n; m¼ x; y; z

are the expansion coefficients. The other components are
obtained by permutation of x,y,z and the corresponding
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discrete coordinates l,m,n. The basis functions in time are
defined as

Tk�ð1=2ÞðtÞ¼ g
t

tat
� k�

1

2

� �

where

gðxÞ¼ trix1� jxj; jxjo10; jxj � 1f

The spatial basis functions are defined as

Fm
l;m;nð~xxÞ¼HlðxÞFm�ð1=2Þ;nðpa; m; nÞ

where H is a rectangular pulse function and F is a two-
dimensional triangular basis function. This spatial basis
functions provides a step approximation in the m direction
and a piecewise linear approximation in the diagonal
directions of the plane perpendicular to the m direction.
Substituting these expansions into Maxwell’s equations,
sampling with delta functions and the derivatives of delta
functions, and combining the 12 resulting equations gives
the following form:

ðM1þTM2Þb¼ ðM3þTM4Þa ð23Þ

In this expression a and b are the incident and reflected
wave amplitudes, respectively. Introducing the normal
TLM choices for the timestep, one obtains, after some
manipulation [19]

b¼TSa ð24Þ

where S is the normal scattering matrix for the TLM SCN
node, thus demonstrating that the TLM scattering scheme
may be derived directly from MoM procedures. An inter-
esting development, which stems from the theoretical
foundation of TLM described above, is the derivation of
the alternating TLM (ATLM) scheme, which reduces
computational effort and removes spurious solutions at
the expense of more complicated boundary conditions [20].

4.3. Dispersion Properties of TLM

A mesh consisting of a lattice of SCN TLM nodes is
essentially a lowpass network, and therefore propagation
properties are dependent on both frequency and propaga-
tion angle. At the interface between areas of the mesh
with different spatial resolutions, waves encounter, effec-
tively, a numerical discontinuity. These features are gen-
erally described as ‘‘dispersion’’ and are common to all
numerical schemes such as FDTD. However, each parti-
cular scheme has its own unique dispersion characteris-
tics, and a basic understanding is useful in applications
where control of errors is important. A simple analysis of
the 3D SCN based on circuit concepts may be done in
certain cases [21], and results may be obtained using
numerical means [22]. For propagation along the diagonal,
the regular SCN exhibits no dispersion, but in other
directions there is dispersion that increases with fre-
quency. The best advice, which is common to all similar

numerical schemes, is to use a resolution of at least 10
segments per wavelength at the highest frequency of
interest. If this is done, dispersion errors of a few percent
under the worst circumstances should be expected. Study-
ing dispersion properties by deriving dispersion relations
in a closed analytical form is a much more demanding
task, but some significant progress has been reported
[23,24].

The problem of propagation behavior at the interface
between different meshes is a difficult one, and no general
analytical expressions are available that allow a rapid
assessment of prevailing errors. Most studies are based on
numerical work and the general advice is that abrupt
changes in resolution should be avoided. A study that
compares the behavior of TLM and FDTD for the same
grading ratios across interfaces may be found in Ref. 25.

4.4. A Modal View of TLM

Another interesting insight into TLM is to examine its
structure in terms of modal components.

At the surface of each mode there are 12 electric and 12
magnetic field components, which are related by an ad-
mittance operator Y:

H¼YE ð25Þ

Expressing field components in terms of incident and re-
flected voltages at the node gives

E¼V i
þVr; H¼ y0ðV

i
�Vr
Þ ð26Þ

where y0 is a scalar quantity. Combining these expres-
sions, one obtains the scattering equation for the TLM
node

fy0IþYgVr
¼fy0I � YgV i

ð27Þ

where I is the identity matrix. The best way to solve Eq.
(27) is to solve an eigenvalue problem

YUn¼ gnUn ð28Þ

where Un and gn are the eigenvectors and eigenvalues of
Y, respectively. Defining a matrix U with columns that are
the eigenvector of Y, the voltage components incident and
reflected at each node may be expressed in terms of modal
components:

V i
¼UX i; Vr

¼UXr
ð29Þ

Combining these expressions with (27) gives the following
equation, after some manipulation:

Xr
n¼

y0 � gn

y0þ gn

X i
n ð30Þ

This expression shows that, effectively, the admittance
seen into the node by each mode is the eigenvalue, as
shown schematically in Fig. 8.
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The structure of Y and its eigenvalues can be formally
derived or obtained from physical intuition in terms of 12
cylindrical harmonics (two TE and two TM modes per co-
ordinate direction). As an example for TM modes the field
components are

Ez;n¼
Jnðk0rÞ

Jnðk0DÞ
cosðnjÞ

Hj;n¼
1

jom
dJnðk0rÞ=dr

Jnðk0DÞ
cosðnjÞ

ð31Þ

where k0 is the wavenumber and the fields were normal-
ized at the edge of the node r¼D. The eigenvalues for this
mode are

gn¼
Hj;n

Ez;n
¼

1

jom
dJnðk0rÞ=dr

Jnðk0rÞ

����
r¼D

ð32Þ

Using a small argument expansion for the Bessel func-
tions, the eigenvalue for the n¼ 0 TMz0 mode is obtained:

g0¼ j
oeD

2
ð33Þ

Hence the reflection coefficient for the TMz0 mode is

G¼
y0 � g0

y0þ g0

’ e�jkD ð34Þ

This represents a simple phase shift on a lossless line seg-
ment. Similar expressions are obtained for the other
modes. TLM therefore may be interpreted as a procedure
for implementing in the time domain the process of anal-
ysis of total voltages into modes, the proper reflection of
each mode at the node, and the recombination of modes to
obtain total voltages for transmission to adjacent nodes.
These ideas are useful in implementing schemes for em-
bedding thin wires into TLM nodes. More details may be
found in Ref. 26.

5. FURTHER DEVELOPMENTS AND SELECTED
APPLICATIONS

5.1. Absorbing Boundary Conditions

All differential equation numerical techniques that are
based on a volumetric discretization require special
boundary conditions to deal with open-boundary prob-
lems.

Typically, at the extremities of the numerical mesh,
where an open boundary exists, a termination must be

placed that mimics, as far as possible, the open boundary
of the real physical problem. The simplest approach in
TLM has been to use the ‘‘matched boundary condition,’’
which effectively terminates the line segments at the open
boundary with the medium’s characteristic impedance.
This is an inexpensive absorbing boundary condition to
use and should be employed whenever possible. The re-
sulting small reflections are acceptable in all except the
most demanding problems.

In cases where a better absorbing boundary condition
is required, two approaches have emerged for use in a
TLM mesh. The first approach is based on the Johns
matrix concept and is particularly suitable for terminat-
ing waveguide problems [27]. In time-domain diakoptics
the impulse response of the TLM mesh at selected input
points is in effect a discrete Green function, which is
referred to as the ‘‘Johns matrix’’. If this response is
known, then the response to any excitation is obtained
by convolving the excitation with its Johns matrix. At
an interface marking an open boundary, the Johns matrix
is in effect a reflection coefficient matrix such as impulses
reflected at the interface are dependent on the impulses
not only at a given time but also at previous times. This
approach works well and efficiently on simple open bound-
aries such as those found in waveguide problems.

For terminating open boundaries in more general
configurations, the computational cost of the Johns ma-
trix approach is unacceptable and schemes based on
the ‘‘perfectly absorbing layer’’ [also known as ‘‘perfectly
matched layer’’ (PML)] are generally preferred. This
effectively introduces a fictitious material as an absorber
and is used extensively in FDTD schemes. An implemen-
tation of the PML boundary condition in TLM is described
in Ref. 28. It should be noted that the PML schemes
exhibit instabilities under certain conditions, notably
when terminating waveguides contain irises, and
hence in such cases the Johns matrix approach should
be preferred.

5.2. Multigrid Schemes

Mesh refinement is necessary whenever fine features such
as wires, wire looms, edges, and thin walls with perfora-
tions need to be described in the mesh. It would appear
that the simplest way and the one resulting in the best
accuracy is to use a finer mesh so that the finest feature
can be accommodated by the resolution of the mesh. This
would imply typically four sampling points per fine fea-
ture. The resulting size of the computation, however,
would be excessively large. An alternative is to use a fin-
er mesh only where it is required, thus resulting in a mul-
tigrid mesh.

Substantial effort has been expended in this area
over many years as reviewed in Ref. 29. There are
many difficulties to overcome, and it appears that an en-
tirely satisfactory scheme is not available. Two schemes,
that allow for a multigrid mesh in TLM are described in
Refs. 30,31. Multigrid schemes are available mainly
as research tools and should be used with caution and
only for small resolution ratios between fine and coarse
meshes.

γny0

Xn
i

Xn
r

Figure 8. Admittance seen by each mode incident on a TLM
node.
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5.3. The ADI TLM

Another development in TLM, which results in an implicit
algorithm, is the alternate-direction-implicit TLM (ADI-
TLM) or split-step TLM (SS-TLM) [32–34] scheme. These
algorithms split sampling in time into two steps. As an
example, for the x component of the electric field, two sub-
equations are obtained:

1

2
e
@Ex

@t
þ sEx

 �
¼
@Hz

@y

1

2
e
@Ex

@t
þ sEx

 �
¼ �

@Hy

@z

ð35Þ

The first step is implemented by approximating the first
equation in (35) between times ðn� 1

2ÞDt and n Dt and the
second equation between n Dt and ðnþ 1

2ÞDt. The second
step is similarly obtained by approximating the second
equation between ðnþ 1

2ÞDt and (nþ 1)Dt, and the first be-
tween (nþ 1)Dt and ðnþ 3

2ÞDt. This results in an implicit
algorithm, but a larger timestep can be employed com-
pared to nonsplit explicit TLM algorithms. The overall re-
sult is that in some circumstances a computational saving
is achieved. It is not clear at present whether these ben-
efits persist when dealing with general EM problems with
inhomogeneous materials, embedded wires, or similar.

5.4. Modeling of General Materials with Frequency-
Dependent Properties in the Time Domain

Simple materials with frequency independent properties
are easily modeled in TLM by adjusting node parameters
(dielectrics, losses) or reflection coefficients (perfect con-
ductors). For more general materials, which may involve
dependence on frequency, anisotropy, chirality, nonlinear-
ity, and other properties, special techniques need to be
developed for time-domain models. The simplest way to
visualize the procedures to be followed in the development
of such models, is to consider that in the frequency-domain
material properties represent in effect the transfer func-
tion of an analog filter. By deriving an equivalent digital
filter, which has the same frequency response as the an-
alog filter, a time-domain procedure is readily obtained
that can be directly embedded into the time-domain TLM
model.

A simple yet important example is of propagation in a
Debye material where

eðoÞ¼ e1þ
es � e1
1þ jot

ð36Þ

where es,ep,t, are the static permittivity, permittivity at
infinite frequencies, and relaxation time, respectively.
Limiting, for simplicity, the discussion to 1D propagation
in a Debye medium the calculation proceeds as follows.

The basic circuit equivalent for the problem is shown in
Fig. 9. The TLM equivalent of this circuit is shown in

Fig. 10, where all impedances are normalized to

Z0¼
1

Y0
¼

ffiffiffiffiffi
m0

e0

r
ð37Þ

The timestep and the following parameters are calculated
from

Dt¼
Dx

c

b¼ exp
�Dt

t

� �

a¼ ðes � e1Þð1� bÞ

g¼ sDxZ0

t¼
2

2e1 þgþ 2a

ts¼ 2tðe1þ a� 1Þ

tf ¼ tb

ð38Þ

v(x,t) 

i(x,t)

L/2 L/2 

Cs(t) G 

∆x 

Figure 9. A segment of a model to describe 1D propagation in a
Debye medium.

V0
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V 
g ys(t) 

1
1

Figure 10. The normalized equivalent circuit of the circuit in
Fig. 9, where lumped components were replaced by link and stub
lines.
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The total voltage is obtained from

kV¼ tðkV i
0þ kV i

1Þþ ts kV
i
sþ tf k�1u ð39Þ

The quantity u is obtained by the procedure shown in
Fig. 11. The reflected voltages are then calculated as fol-
lows:

kVr
0¼ kV � kV i

0

kVr
1¼ kV � kV i

1

kVr
s ¼ kV � kV i

s

ð40Þ

The algorithm requires one backstore variable. Similar
procedures are available to deal with material modeling in
three dimensions and with a range of material parameters
[35–39].

5.5. Multiscale Schemes

The problem of fine features in large computations and the
need to deal effectively and efficiently with multiscale
problems were already discussed [29]. Two examples are
given here for two important practical problems: the sim-
ulation of coupling to wires and the simulation of the
shielding effectiveness of cabinets.

For describing thin wires, the approach first described
by Holland and Simpson [40] has been used for some time.
It is based on the principle of calculating an in-cell capac-
itance to represent the wire and thus building an interface
between the wire and the rest of the TLM mesh. Calcula-
tion of the parameters of this interface is based on the
quasistatic assumption regarding the field around the
wire. Several papers discuss in detail the nature of this
interface for a wire placed between nodes [41], a wire
placed at the node center [42], and multiconductor looms
[43]. All these developments suffer from a number of as-
sumptions and limitations.

An alternative technique is based on taking into ac-
count more than one modes for the field around the wire
[modal expansion technique (MET)]. Because MET takes
more modes into account (some of which are asymmetric),
it is suited to placing the wire arbitrarily anywhere in the
node. It is also accurate and removes several other re-
strictions inherent in the conventional approach. MET is
based on the approach described in Section 4.4 for a node
without a wire, with the important modification that more
modes need now be taken into account, and, the imped-

ance seen by incoming pulses takes account of the
presence of the wire. The complete field solution for a
long wire is

Ezðr;jÞ¼
X1

n¼�1

Bnejnj Jnðk0rÞ �
Jðk0aÞ

Nnðk0aÞ
Nnðk0rÞ

 �

Hjðr;jÞ¼
1

jom0

@Ez

@r

ð41Þ

From this it can be seen that the static solution used in the
conventional approach based on Holland and Simpson is
only the first term in this expansion. Depending on the
degrees of freedom available, several modes may be used.
In two dimensions, where TLM nodes have four ports, four
modes are employed. In three dimensions, for a z-directed
wire, four modes (TE, TM, TEM odd, TEM even) and four
angular instances are selected, making a total of 16
modes. Wires that are offset from the center of the node
may also be described by exploiting as an example the ad-
dition theorems for Bessel functions. The approach of
working out the eigenvalues, the impedance seen by
each mode and for constructing suitable algorithms, may
be found in Ref. 26.

Another problem of importance in many applications is
the description of a thin wall with numerous perforations
that is part of a resonant box (e.g., equipment cabinet).
It is simply computationally far too expensive to generate
a mesh with the necessary resolution to describe all rel-
evant features. The simplest approach to this type of prob-
lem is to place the thin wall with perforations between
nodes and to account for its properties by a frequency-de-
pendent scattering matrix S(o) implemented during the
connection process in TLM. This technique is referred to
as a digital filter interface (DFI) since it reduces to a time-
domain algorithm as part of the connection process. Each
coefficient of the scattering matrix is put into standard
Padé form and then the frequency-domain Prony method
is used to find its poles and zeros. The resulting expression
is converted into the discrete time domain by application
of the bilinear transformation. The resulting equations in
state form relating incident and reflected voltages are of
the form

V i¼B0VrþB0X

X ¼ z�1A0Xþ z�110Vr
ð42Þ

In (42) the first equation is the output equation and the
second is the state equation, and the computational pro-
cedure is shown in Fig. 12. Details may be found in Ref. 44.
Using this approach, very substantial computational sav-
ings can be made. Moreover, the frequency-dependent
scattering matrix may be obtained by numerical simula-
tion, analytically or experimentally. The calculation of the
poles and zeros is a preprocessing task and therefore is not
an overhead on the main timestepping simulation.

   

 �
+

+ 

kVc k
u 

k−1u

� �

Figure 11. Signal flow diagram representing the algorithm for
implementing the model for Debye materials.
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5.6. Frequency-Domain TLM (FD-TLM)

TLM is mainly used as a time-domain method but can also
be implemented in the frequency domain. In FD-TLM
time-harmonic variations are used and therefore disc-
retization in space only is required. This considerably
simplifies the modeling of materials and other features.
However, the algorithm requires the inversion of a large
matrix.

Several schemes are available in which either the char-
acteristic impedance of each line is kept the same or phase
constants are kept the same. Details may be found in the
literature [45–48].
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TRANSMISSION LINE THEORY
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Corvallis, OR

A transmission line is a network that connects a generator
circuit to a load for the purpose of transmitting electric
energy or information from one point to another. Exam-
ples of transmission lines include cable connection be-
tween a service provider and your television set, telephone
wires, interconnection between a transmitter and an an-
tenna, and optic nerves and neural networks in human
brain. The list can go on and on with the same essential
purpose of transporting energy or information between

two points. In these examples, we can notice one impor-
tant difference for each scenario. The choice of transmis-
sion line is different and depends on the purpose
and application. For example, high-power transmission
lines that are used to transport megawatts of electric
energy need to be thicker and bulkier to accommodate
the large power-handling capability and minimize power
losses. On the other hand, a microminiaturized intercon-
nect in the 4 GHz central processor of your desktop or lap-
top needs to be precisely designed to transfer the
information in a densely packed circuit environment! In
electrical engineering applications, the choice of a suitable
transmission medium depends on a variety of factors in-
cluding the frequency of operation, power handling, and
the topology.

Many readers might be familiar with basic circuit
analysis techniques for low-frequency electric circuits,
which have been well developed over decades. At low
frequencies, the physical size of the circuit is much small-
er compared with the wavelength. This condition implies
that when a load is connected to a voltage source via
a length of transmission line, the voltage appears instan-
taneously at the load end without any time delay, which
also implies that lumped elements such as inductors, ca-
pacitors, and resistors will have much smaller sizes com-
pared with wavelength, and we can conveniently assume
that the voltage across an element on one side of the cir-
cuit was exactly in phase with the voltage on the other
side. Thus size or separation between elements was never
an issue in the low-frequency circuit design!

When the size of an element is a considerable fraction
of a wavelength or many wavelengths, the network be-
comes distributed in nature. In this case, aside from time
variation, voltages and currents can vary in magnitude
and phase as a function of distance. A transmission line
may no longer be considered as a simple interconnecting
mechanism between two points. It behaves like a distrib-
uted-parameter network, for which the transmission prop-
erties need to be considered as a part of the design process,
which leads to electromagnetic wave propagation on
transmission lines with possible standing wave forma-
tions.

1. PROPAGATION MODES

The orientation of electric and magnetic fields and their
interaction along a transmission line is essentially decided
by the geometry of the transmission line structure, which
is generally characterized by the mode supported by the
transmission line structure for the electromagnetic wave
propagation. Figure 1 shows several commonly used
transmission lines, which are broadly classified into three
main categories. The two-wire line, coaxial line, and strip-
line, shown Figs. 1a–1c, support transverse electromag-
netic (TEM) mode, where the electric and magnetic fields
are entirely transverse to the direction of propagation.
Many of the characteristics of wave propagation in
TEM supporting structures are the same as those for a
uniform plane wave propagating in an unbounded dielec-
tric medium.
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A microstrip line and a coplanar waveguide (Figs. 1d
and 1e) are two commonly used planar transmission lines
at microwave frequencies. As a result of the presence of
the air-dielectric interface, these structures are consid-
ered as inhomogeneous transmission lines. Here, the field
lines between the conducting strip and the ground lines
are not contained entirely in the substrate, and these
structures support quasiTEM mode of propagation. How-
ever, because the nontransverse field components are con-
siderably smaller compared with the transverse field
components, for most practical applications, they can be
included in the TEM class of transmission lines. A com-
mon feature among TEM and quasiTEM transmission line
structures is that they require at least two conductors to
support TEM mode and frequencies as low as DC can
propagate along these lines.

Several other transmission lines exist that do not sup-
port TEM or quasiTEM mode of propagation. These
include the rectangular and circular waveguides (Fig. 1f)
and slotlines (Fig. 1g). Depending on the configuration,
these structures support several higher order modes,
such as transverse electric (TE) and transverse magnetic
(TM), where the presence of a longitudinal field compo-
nent cannot be ignored. The minimum frequency
(also called the cutoff frequency) of the electromagnetic
wave that can be supported in these structures depends
on factors such as mode number and physical dimensions.
Further, the transmission properties will have a strong
frequency dependence. As transmission lines supporting
TEM/quasiTEM wave propagation are more commonly
used in practice, this article focuses on understanding

the wave propagation in the case of TEM supporting struc-
tures.

2. TRANSMISSION LINE EQUATIONS

As we have noticed in our earlier discussion, incorporating
the spatial dependence of fields is important while ad-
dressing the characteristics of the transmission lines at
high frequencies. For a given structural geometry, the
transmission line characteristics can be determined by
solving the Maxwell’s equations [1] in various regions.
This approach can provide a complete description of elec-
tric and magnetic fields at every point in the region. How-
ever, many times we are interested in terminal quantities
such as voltage, current, impedance, and power, for which
a discretized circuit representation of a distributed trans-
mission line may offer simpler, yet adequately accurate
solution.

Let us consider a transmission line connected to a
source at one end and a load at the other end, as shown
in Fig. 2a. If we choose a small section of the line with
differential length Dz, it can be modeled as a discrete cir-
cuit, as shown in Fig. 2b and described by the following
four basic parameters:

– R, resistance per unit length for both conductors,
in O/m

– L, inductance per unit length for both conductors,
in H/m

– G, conductance per unit length in S/m

– C, capacitance per unit length in F/m

The inductance L, represents the total series self in-
ductance in both the conductors and the capacitance C,
represents the capacitive coupling between the two con-
ductors, which depends on the proximity between the con-
ductors. R and G develop because of the conductor losses of
both conductors and dielectric losses that exist in the me-
dium between the conductors respectively. Thus R and G
are essentially the attenuation or loss parameters of the
transmission line. A finite length of transmission line can
be considered as a cascade of several sections of infinites-
imal length Dz, representing the distributed nature of
the line.

The quantities v(z, t) and i(z, t) represent the instanta-
neous voltage and current at the input of the differential
length section at node N. Similarly, v(zþDz, t) and
i(zþDz, t) represent the same quantities on the output
side at node Nþ 1. Applying Kirchhoff ’s voltage law, we
obtain

vðz; tÞ � RDziðz; tÞ � LDz
@iðz; tÞ

@t
� vðzþDz; tÞ¼ 0 ð1aÞ

Rearranging the terms in Eq. (1a) leads to

�
vðzþDz; tÞ � vðz; tÞ

Dz
¼Riðz; tÞþL

@iðz; tÞ

@t
ð1bÞ
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Figure 1. Commonly used transmission lines supporting differ-
ent propagation modes.
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Similarly, applying Kirchhoff ’s current law to node Nþ 1
in Fig. 2b leads to

iðz; tÞ �GDzvðzþDz; tÞ � CDz
@vðzþDz; tÞ

@t

� iðzþDz; tÞ¼ 0 ð2aÞ

Again, rearranging the terms in Eq. (2a), we have

�
iðzþDz; tÞ � iðz; tÞ

Dz
¼Gvðz; tÞþC

@vðz; tÞ

@t
ð2bÞ

In the limit, Dz-0, Eqs. (1b) and (2b) become

�
@vðz; tÞ

@z
¼Riðz; tÞþL

@iðz; tÞ

@t
ð3aÞ

�
@iðz; tÞ

@z
¼Gvðz; tÞþC

@vðz; tÞ

@t
ð3bÞ

The first-order partial differential equations given in
Eqs. (3) are the time-domain form of the transmission line
equations, which are also called the Telegrapher’s equa-
tions.

As we are primarily interested in sinusoidal steady-
state conditions, we can apply the phasor notation with
cosine reference to represent the time-domain equations
given in Eqs. (3) in frequency-domain. For this, we define

vðz; tÞ¼Re½VðzÞejot� ð4aÞ

iðz; tÞ¼Re½IðzÞejot� ð4bÞ

where, V(z) and I(z) are phasor quantities dependent on
space coordinate z only, and each of them could be real or

complex, and Re represents the real part of a complex
quantity. Substituting Eqs. (4a) and (4b) in Eqs. (3) yields
the following first-order ordinary differential equations in
frequency-domain:

�
dVðzÞ

dz
¼ ðRþ joLÞIðzÞ ð5aÞ

�
dIðzÞ

dz
¼ ðGþ joCÞVðzÞ ð5bÞ

Eqs. (5) are called the time-harmonic transmission line
equations.

3. WAVE PROPAGATION ON AN INFINITE
TRANSMISSION LINE

The two coupled first-order time-harmonic transmission
line equations given in Eqs. (5) can be combined to give
two second-order uncoupled differential equations in V(z)
and I(z) as

d2VðzÞ

dz2
� g2VðzÞ¼ 0 ð6aÞ

d2IðzÞ

dz2
� g2IðzÞ¼ 0 ð6bÞ

where

g¼ aþ jb¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ joLÞðGþ joCÞ

p
ðm�1Þ ð7Þ

is the complex propagation constant of the transmission
line, whose real and imaginary parts, a and b, represent

ZG
i (z, t ) IL(t )

VG(t) VL(t )v (z, t )

N N +1

ZL

+ +

∆z

−−

(a)

i (z, t )

v (z+∆z, t )v (z, t )

i (z+∆z, t )

+ L∆zR∆z
N

G∆z

∆z

C∆z

N +1

−−

(b)

+

Figure 2. Transmission line and lumped-ele-
ment representation for the purpose of deriv-
ing the Telegrapher’s equations. (a) Definition
of voltages and currents on a transmission line
connected between a source and a load.
(b) Lumped-element equivalent circuit for an
elemental length of transmission line.
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the attenuation constant (Np/m) and phase constant
(rad/m) of the line, respectively. For all passive transmis-
sion lines, a will be either zero or a positive quantity.

The wave equations given in Eqs. (6) have solutions of
the form

VðzÞ ¼V þ0 e�gzþV�0 egz ð8aÞ

IðzÞ¼ Iþ0 e�gzþ I�0 egz ð8bÞ

The terms e� gz and egz represent the wave propagation in
þ z and –z directions, respectively. V þ0 and Iþ0 are the
wave amplitudes in the þ z direction, and V�0 and I�0 are
the wave amplitudes in the -z direction. These amplitudes
are related via the expression

V þ0
Iþ0
¼ �

V�0
I�0
¼

Rþ joL

g
ð9Þ

The ratio of the forward wave amplitudes or the negative
of the backward wave amplitudes is also defined as char-
acteristic impedance, Zo, of the transmission line,

where

Zo¼
Rþ joL

g
¼

g
Gþ joC

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ joL

Gþ joC

s

ðOÞ ð10Þ

Note that the parameters g and Zo can be complex and
are independent of the length of the transmission line. As
seen in Eqs. (7) and (10), these characteristic properties of
the line are directly related to the line parameters R, L, G,
and C, which are real in nature. These parameters are
dependent on the geometry of the transmission line and
material properties of the conductors and the dielectric
medium. For example, the line parameters for coaxial line
and a two-wire transmission line are given in Table 1.

3.1. Special Cases

3.1.1. Lossless transmission line. The transmission line
equations derived in Section 3 are for a general transmis-
sion line taking the effect of finite conductivity of the con-
ductors and dielectric losses into account. However, in
many practical situations, transmission lines at radiofre-
quencies are designed to have conductors with high

conductivities and dielectric materials with small values
of loss tangent, tand, which would result in values of
R5oL and G5oC. Therefore, if we approximate R¼ 0¼
G in Eqs. (7) and (10), we get

g¼ aþ jb¼ jo
ffiffiffiffiffiffiffi
LC
p

ð11aÞ

a¼ 0 ð11bÞ

b¼o
ffiffiffiffiffiffiffi
LC
p

ð11cÞ

Zo¼

ffiffiffiffi
L

C

r
ð11dÞ

Thus, the propagation constant, g, for a lossless trans-
mission line becomes purely imaginary, reasserting the
fact that attenuation will be zero for ideal lines with no
dielectric and conductor losses. From Eq. (11d), it can be
seen that the characteristic impedance, Zo, becomes real
for a lossless line. Phase velocity vp, which is defined as
the velocity of propagation of an equiphase front on the
transmission line, is given as

vp¼
o
b
¼

1ffiffiffiffiffiffiffi
LC
p ð12Þ

From Eq. (12), it can be seen that the phase velocity is
independent of the frequency of the propagating wave. As
any arbitrary signal can be composed of a combination of
sinusoidal waves of different frequencies and amplitudes,
a constant phase velocity for all frequencies will ensure
that all these waves will travel with the same velocity
along a lossless line without suffering any attenuation,
thus preserving the shape of the signal. On the other
hand, for a general lossy transmission line, from Eq. (7), it
can be seen that the phase velocity, b, and attenuation, a,
are functions of frequency. As different frequency compo-
nents propagate with different velocities and attenuation
factors, the signal suffers dispersion and gets distorted as
it propagates along the line.

3.1.2. Distortionless line. The theory for distortionless
line was first proposed by Oliver Heaviside, whose contri-
butions to the electromagnetism were well described
in [2]. Consider a general lossy transmission line, which

Table 1.

Transmission line parameters

Structure R (O/m) L (H/m) G (S/m) C (F/m)

Two-wire Line (Fig. 1a)
Rs

pa

m
p

ln
d

2a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d

2a

� �2

�1

s0
@

1
A

ps

ln
d

2a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d

2a

� �2

�1

s0
@

1
A

pe

ln
d

2a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d

2a

� �2

�1

s0
@

1
A

Coaxial Line (Fig. 1b)
Rs

2p
1

a
þ

1

b

 �
m
2p

ln
b

a

� �
2ps

ln
b

a

� � 2pe

ln
b

a

� �

Notes:

a. m, e, and s are the material properties of the dielectric medium.

b. Rs is the surface resistance of the conductors, which is related to the frequency and material properties of the conductor.
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satisfies the condition

R

L
¼

G

C
ð13Þ

Substituting Eq. (13) in Eqs. (7) and (10), we get

g¼ aþ jb¼R

ffiffiffiffi
C

L

r
þ jo

ffiffiffiffiffiffiffi
LC
p

ð14Þ

Zo¼

ffiffiffiffi
L

C

r
ð15Þ

Phase velocity, vp, is given by,

vp¼
o
b
¼

1ffiffiffiffiffiffiffi
LC
p ð16Þ

Comparing Eqs. (14)–(16) with Eqs. (11) and (12), it can
be seen that, except for a nonzero value of attenuation
constant, the distortionless line has same characteristics
as that of a lossless line. Although the signal suffers at-
tenuation as it propagates along the line, because of the
constant phase velocity, waves of different frequency com-
ponents will travel with the same velocity, thus preserving
the shape of the signal, which is why it is called the dis-
tortionless line.

4. WAVE CHARACTERISTICS ON TERMINATED
TRANSMISSION LINE

As you may recall, the general solution for transmission
line wave equations given in Eqs. (8) consists of two types
of wave propagation—the wave traveling in forward (þ z)
direction and the wave traveling in the backward (� z)
direction. When a wave is incident at one end on an infi-
nitely long transmission line, it continues to propagate in
þ z or � z direction depending on the direction of the in-
cident wave. Thus, only one of the two terms consisting of
either e� gz or eþ gz exists. Let us now consider a transmis-
sion line of finite length l, terminated by an arbitrary load
impedance ZL, as shown in Fig. 3. It is assumed that the
load is at z¼ 0 and the source is connected at z¼ � l.

Using Eqs. (9) and (10), Eqs. (8a) and (8b) can be mod-
ified to contain only two unknown voltage amplitudes V þ0
and V�0 as

VðzÞ ¼V þ0 e�gzþV�0 egz ð17aÞ

IðzÞ¼
V þ0
Zo

e�gz �
V�0
Zo

egz ð17bÞ

At z¼ 0, Eqs. (17a) and (17b) become

VL¼Vðz¼ 0Þ¼V þ0 þV�0 ð18aÞ

IL¼ Iðz¼ 0Þ¼
V þ0
Zo
�

V�0
Zo

ð18bÞ

Also, VL and IL are related via the load impedance, ZL, as

ZL¼
VL

IL
ð19Þ

Using Eqs. (18a) and (18b) in Eq. (19) and rearranging
terms, we get

V�o ¼GV þo ð20aÞ

where

G¼ jGjejyG ¼
ZL � Zo

ZLþZo

� �
ð20bÞ

G, which is the ratio of the reflected wave amplitude and
the incident wave amplitude, is called the voltage reflec-
tion coefficient. As both Zo and ZL could be complex quan-
tities, G can also be complex in general. It may be seen
that, for all transmission lines, |G|r1.

Using Eq. (20a) in Eqs. (17a) and (17b), we get

VðzÞ¼V þ0 ðe
�gzþGegzÞ ð21aÞ

IðzÞ¼
V þ0
Zo
ðe�gz � GegzÞ ð21bÞ

The ratio of V(z) and I(z) is called the input impedance, Zin,
and is given by

ZinðzÞ¼
VðzÞ

IðzÞ
¼Zo

1þGe2gz

1� Ge2gz

 �
ðOÞ ð22Þ

At the input of the transmission line, the input impedance
can be written as

Zinð�lÞ¼Zo
1þGe�2gl

1� Ge�2gl

 �
ðOÞ ð23Þ

Substituting Eq. (20b) in Eq. (23) and rearranging the
terms, we get

Zinð�lÞ¼Zo
ZLþZo tanh gl
ZoþZL tanh gl

 �
ðOÞ ð24Þ

Thus, Zin is the impedance seen at the input of
the transmission line, when the line is terminated
with a load impedance ZL. From the generator standpoint,
the transmission line-load impedance combination can
be replaced by a simple impedance Zin, without
disturbing the input voltage and current amplitudes,
as shown in Fig. 3b. If the line is lossless, we can substi-
tute for g ¼ jb in Eq. (24) and get a modified expression for
Zin, as

Zinð�lÞ¼Zo
ZLþ jZo tan bl

Zoþ jZL tan bl

 �
ðOÞ ð25Þ

4.1. Standing Wave Ratio

Consider a lossless transmission line of characteristic im-
pedance Zo, which is terminated by an arbitrary load im-
pedance ZL. From Eqs. (21a) and (21b), the expressions for
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V(z) and I(z) for the lossy transmission line can be
written as

VðzÞ¼V þ0 ðe
�jbzþGejbzÞ ð26aÞ

IðzÞ¼
V þ0
Zo
ðe�jbz � GejbzÞ ð26bÞ

The magnitude of the voltage, |V(z)|, will be

jVðzÞj ¼ jV þ0 j . j1þ jGje
jðyG þ 2bzÞj ð27Þ

where, G¼ jGjejyG has been substituted.
Equation (27) shows that the voltage magnitude oscil-

lates as a function of z, as shown in Fig. 4, indicating the
standing wave formation. We can see that the voltage will
be maximum when ejðyG þ 2bzÞ ¼ 1, and is given by

Vmax¼ jV
þ
0 jð1þ jGjÞ ð28aÞ

Similarly, voltage will be minimum when ejðyG þ 2bzÞ ¼ � 1,
and is given by

Vmin¼ jV
þ
0 jð1� jGjÞ ð28bÞ

It may be noticed that when the load impedance is the
same as the characteristic impedance of the line, the re-
flection coefficient G¼0, from Eq. (27), and we can see that
jVðzÞj ¼ jV þ0 j, a constant value independent of z. As |G|
increases, the ratio of Vmax to Vmin increases, which leads
us to define voltage standing wave ratio (VSWR), or simply
standing wave ratio (SWR), as

SWR¼
Vmax

Vmin
¼

1þ jGj
1� jGj

ð29Þ

SWR is always a real number such that 1rSWRrN. For
a matched transmission line (when Zo¼ZL), SWR¼ 1. It
may also be noted that the distance between two succes-
sive voltage maxima (or minima) is l/2, where l is the
wavelength on the transmission line.

4.2. Special Cases of Terminated Lossless Transmission Lines

Often, we use lossless transmission lines with special ter-
minations to give interesting characteristics. For example,
in impedance tuning networks and microwave filter de-
sign we commonly use stubs (open- or short-circuited
transmission lines) in series or shunt configuration as
part of the design. Also, at microwave frequencies, the

ZG

Z inVi
VG

ZG

z = − l z = 0

ILIi

VL
ZLZ0 , �Vi

Zin

+ +

−−

(a)

(b)

+

−

+

−

VG

Figure 3. (a) A finite length transmission
line terminated with a load impedance, ZL.
(b) Equivalent representation in terms of the
input impedance, Zin.

Distance from the load, z

 |V(z)|

Vmin

Vmax

−� −3� /4 −� /2 −� /4 0

Figure 4. Standing wave formation on a lossless transmission
line.
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open- and short-circuited stubs can be used to replace
lumped capacitors and inductors, which are otherwise im-
practical to realize. Similarly, we use lines with quarter
wavelength for impedance transformation. Section 4.2.1
briefly describes the special properties of some of the loss-
less lines.

4.2.1. Open-Circuited Line. When a transmission line is
open-circuited at one end, as shown in Fig. 5a, it sees an
infinite load impedance (ZL ¼ N). From Eq. (20b), we can
see that the voltage reflection coefficient G ¼ 1, which
means that the SWR becomes N. From Eqs. (26a) and
(26b), the voltage and current on an open-circuited loss-

less transmission line are given by

VocðzÞ¼V þ0 ðe
�jbzþ ejbzÞ¼ 2V þo cos bz ð30aÞ

IocðzÞ¼
V þ0
Zo
ðe�jbz � ejbzÞ¼

�2jV þo
Zo

sin bz ð30bÞ

Both voltage and current are plotted as a function of
the distance from the load location in Figs. 5b and 5c, re-
spectively. As a result of the sinusoidal nature, both the
quantities are periodic and repeat for multiples of l.

Substituting ZL¼N in Eq. (25) for the expression for
input impedance, we get

Zoc¼Zin¼ � jZo cot bz ðOÞ ð31Þ

We can see from Eq. (30) that the input impedance Zoc

for the open-circuited line is always purely imaginary ir-
respective of length z. The variation of open-circuit reac-
tance (imaginary part of Zoc) is plotted as a function of z in
Fig. 5d. The plot is again periodic and repeats for multi-
ples of l/2. The behavior varies between being inductive
and capacitive as the length z is varied.

4.2.2. Short-circuited line. A lossless transmission line
short circuited at the load end (ZL¼ 0) is shown in Fig. 6a.
Here, G¼ � 1 and SWR¼N. The voltage and current
along the line can be given by

VscðzÞ¼V þ0 ðe
�jbz � ejbzÞ¼ � 2jV þo sin bz ð32aÞ

IscðzÞ¼
V þ0
Zo
ðe�jbzþ ejbzÞ ¼

2V þo
Zo

cos bz ð32bÞ

From Eq. (25), the input impedance for a short-circuited
line can be given as

Zsc¼ jZo tan bz ðOÞ ð33Þ

The voltage, current, and the input reactance are plot-
ted in Figs. 6b–6d as a function of the distance, z. As it can
be seen, the input reactance for a shorted transmission
line is also purely imaginary irrespective of the value of z.
Comparing Figs. 5 and 6, we can see that in the range
where Xoc is inductive, Xsc is capacitive, and vice versa.
The input reactances of the short-circuited and open-
circuited lossless transmission lines are essentially the
same if their lengths differ by an odd multiple of l/4.

Consider an open-circuited transmission line of length
much smaller compared with a wavelength. As the elec-
trical length of the line bl51; we can make the approxi-
mation that tan blffi bl. From Eq. (31), at the input of the
line, we have

Zoc ffi
Zo

jbl
¼

ffiffiffiffiffiffiffiffiffiffi
L=C

p

o
ffiffiffiffiffiffiffi
LC
p

l
¼

1

joCl
ð34Þ

This equation implies that an open-circuited lossless
transmission line with a very short length will behave as a
capacitance of Cl farads as shown in Fig. 7a. Similarly,

−� −3�/4 −�/2 −�/4 0 z

−5�/4

−5�/4

−� −3�/4 −�/2 −�/4 0 z

z−5� /4

Zo,�

l

ZL= ∞

Voc(z)

2 jVo
+

Zin = − j Zocot�l

−� −3�/4 −�/2 −�/4 0

(a)

(b)

(c)

(d)

Ioc(z)Zo

2 Vo
+

Xoc

−1

1

1

−1

Figure 5. A lossless transmission line terminated with an
(a) open circuit, (b) voltage distribution, (c) current distribution,
and (d) input reactance as a function of the distance from the
termination.
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consider a short-circuited transmission line of small
length. From Eq. (33), we get

Zsc ffi Zo . jbl¼
ffiffiffiffiffiffiffiffiffiffi
L=C

p
. jo

ffiffiffiffiffiffiffi
LC
p

l¼ joLl ð35Þ

Thus a short-circuited lossless transmission line with a
short length can behave as an inductance of Ll henries, as
shown in Fig. 7b.

This property of open- or short-circuited transmission
lines behaving as lumped inductors or capacitors will
be a useful feature at microwave frequencies, where
discrete capacitor or inductor realization will be very dif-
ficult because of the parasitics associated with the struc-
ture. By proper choice, an open-circuited or short-circuited

line can replace the lumped elements during circuit
design.

4.2.3. Quarter-wave line. When the length of a trans-
mission line is an odd multiple of l/4, (l¼ (2n� 1)l/4, n is a
nonzero positive integer),

bl¼
2p
l
ð2n� 1Þ

l
4
¼ ð2n� 1Þ

p
2
) tan bl!�1

and Eq. (25) becomes

Zin¼
Z2

o

ZL
ð36Þ

Hence, the load impedance connected at one end of a
quarter-wave transmission line appears to be inverted at
the other end. Thus, an open-circuited quarter-wave line
appears to be short circuited at the input terminals and
vice versa. This impedance inverting feature is used in
many circuit design applications such as filters and im-
pedance transformers.

4.2.4. Half-wave line. When the length of a lossless line
is an integral multiple of l/2 (l¼nl/2, n is a nonzero pos-
itive integer),

bl¼
2p
l

.
nl
2
¼np; ) tan bl! 0

and Eq. (25) reduces to

Zin¼ZL ð37Þ

which implies that a load impedance connected to a half-
wave lossless transmission line appears to be the same
without any change at the input terminals.

−5�/4

Zo, �

l

ZL= 0

Vsc(z)

2 jVo
+

Zin= jZotan�l

−� −3�/4 −�/2 −�/4 0

(a)

(b)

(d)

1

1

−5�/4 −� −3�/4 −�/2 −�/4 0

0

z

z

z

(c)

Isc(z)Zo

2 Vo
+

−1

−1

−5�/4 −� −3�/4 −�/2 −�/4

Xsc

Figure 6. A lossless transmission line terminated with a
(a) short circuit, (b) voltage distribution, (c) current distribution,
and (d) input reactance as a function of the distance from the
termination.

l

l

Zo

Zo,

ZL= ∞ �l   1 Cl

Ll

1Zin � j�Cl

1Zin = j�Cl

Zin = j�LlZin � j�Ll

(b) Shortcircuited line

(a) Opencircuited line

� �

�l   1� �

Figure 7. Transmission lines as circuit elements.
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4.3. Transmission Line Characterization from Open- and
Short-Circuit Measurements

A microwave network analyzer is an instrument, which
can be used to measure the input impedance of any device
connected to its input terminal. We can determine the
characteristics of an unknown lossy transmission line of
length less than or equal to l/2, by measuring the input
impedance under open-circuit and short-circuit condi-
tions.

From Eq. (24), when ZL¼N,

Zoc¼Zo coth gl ðopen�circuited lineÞ ð38Þ

when ZL¼ 0,

Zsc¼Zo tanh gl ðshort�circuited lineÞ ð39Þ

From Eqs. (38) and (39), we have

Zo¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZocZsc

p
ðOÞ ð40Þ

and

g¼
1

l
tanh�1

ffiffiffiffiffiffiffi
Zsc

Zoc

s

ðm�1Þ ð41Þ

where Zo and g are the characteristic impedance and prop-
agation constant of the lossy line, respectively.

Example 1. A lossless transmission line of characteristic
impedance of 50 ohms is connected to a load impedance of
60 +601 O. What is the load reflection coefficient? Find the
input impedance and voltage reflection coefficient at
l¼ l/8 and 3l/8. Also, calculate the standing wave ratio
of the line.

Solution: A simple schematic indicating input impedances
at different locations is shown in Fig. 8a.

Load reflection coefficient,

GL¼
ZL � Zo

ZLþZo

� �
¼

30þ j51:96� 50

30þ j51:96þ 50

� �

¼ 0:1279þ j0:571¼ 0:5837ff78�

From Eq. (25), we have,

Zin¼Zo
ZLþ jZo tan bl

Zoþ jZL tan bl

 �

Case (i) l¼ l/8

bl¼
2p
l

.
l
8
¼

p
4
) tan bl¼ 1

ðZinÞl=8¼ 50
30þ j51:96þ j50

50þ jð30þ j51:96Þ

 �

¼ 165:96� j60:85 O

Gl=8¼
165:96� j60:85� 50

165:96þ j60:85þ 50

� �

¼ 0:571� j0:121¼ 0:5837ff� 12�

Case (ii) l¼ 3l/8

bl¼
2p
l

.
3l
8
¼

3p
4
) tan bl¼ � 1

ðZinÞ3l=8¼ 50
30þ j51:96� j50

50� jð30þ j51:96Þ

 �

¼ 13:28þ j4:87 O

The input impedance Zin at 3l/8 can also be determined
using a different procedure. Once we have calculated the
input impedance at l/8, that length of line terminated
with the load can be replaced by the calculated input im-
pedance at l/8, as shown in Fig. 8b, which leaves with a
line with length 3l/8� l/8¼ l/4. Thus, we have a quarter-

(Zin)3� /8

(Zin)�/8

(Zin )�/8

�/8

3�/8

(Zin)3� /8

Zo

Zo ZL

�/4

(a)

(b)

Figure 8. Transmission line problem in Example 1.
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wave line of characteristic impedance 50O, terminated
with a new load ðZinÞl=8¼ 165:96� j60:85O. From Eq. (36),
we can calculate ðZinÞ3l=8 as

ðZinÞ3l=8¼
Z2

o

ðZinÞl=8
¼

502

165:96� j60:85

¼ 13:28þ j4:87 O

The reflection coefficient at 3l/8 can be calculated as

G3l=8¼
13:28þ j4:87� 50

13:28þ j4:87þ 50

� �
¼ � 0:571þ j0:121

¼ 0:5837ff168�

We can see that the magnitude of reflection coefficient at
different locations is the same, and only the angle changes
depending on the distance from the load.

The SWR for the line is

SWR¼
1þ jGj
1� jGj

¼
1þ 0:5837

1� 0:5837
¼ 3:804

5. SMITH CHART

Transmission line calculations, such as determination of
input impedance and reflection coefficient, often involve
manipulations with complex quantities making it tedious
compared with dealing with real numbers. The Smith
chart, which was developed by P.H. Smith [3,4], is consid-
ered to be the most widely used graphical technique for
the analysis and design of transmission line circuits. Some
readers may feel that in today’s world of powerful com-
puters and modern scientific calculators, graphical ways
of solving engineering problems may seem out of the or-
dinary. More than just being a graphical tool, the Smith
chart provides a powerful way of visualizing the trans-
mission line phenomenon, which is why many commer-
cially available popular CAD software used for RF and
microwave circuit design have integrated Smith chart cal-
culations into the design stream.

The most common form of the Smith chart is shown in
Fig. 9. First, it is important to understand that a Smith
chart is essentially a polar plot of the voltage reflection
coefficient, G. Therefore, we begin with expressing G as a
complex quantity

G¼ jGjejyG ¼Grþ jGi ð42Þ

The right-hand side of the horizontal diameter in the
chart represents the Gr axis, and the top side of the ver-
tical diameter represents the Gi axis. |G| is plotted as a
radius (|G|r1) from the center of the chart. The angle, yG
(� 1801ryGr1801) is measured from the Gr axis. We can
also relate G to the load impedance as

G¼
ZL � Zo

ZLþZo

� �
¼

ZL=Zo � 1

ZL=Zoþ 1

� �
¼

zL � 1

zLþ 1

� �
ð43Þ

where

zL¼ rþ jx¼
ZL

Zo

zL is the normalized load impedance. In fact, all imped-
ances we plot on the chart are normalized with respect to
the characteristic impedance, Zo.

From Eq. (43), we can write zL in terms of G as

zL¼
1þG
1� G

� �
ð44Þ

Thus, we can write

zL¼ rþ jx¼
1þGrþ jGi

1� Gr � jGi

� �
ð45Þ

The real and imaginary parts of this equation are

r¼
1� G2

r � G2
i

ð1� GrÞ
2
þG2

i

ð46aÞ

x¼
2Gi

ð1� GrÞ
2
þG2

i

ð46bÞ

Eqs. (46a) and (46b) can be rearranged as

Gr �
r

1þ r

� �2

þG2
i ¼

1

1þ r

� �2

ð47Þ

Gr � 1ð Þ
2
þ Gi �

1

x

� �2

¼
1

x

� �2

ð48Þ

Equation (47) describes a family of circles called the
resistance circles, where each circle is associated with
a specific value of resistance, r. The resistance circles
for different values of r are shown on the chart. We
can notice that the centers of all r-circles lie on the
horizontal axis. All circles pass through the (Gr¼ 1, Gi¼

0) point. The largest r-circle is the r¼ 0 circle with a unity
radius.

Equation (48) represents the other family of circles
called the reactance circles, which are also shown on
the chart. Different values of x lead to circles of different
radii with centers at different positions on the Gr¼ 1 line.
These circles are always orthogonal to the resistance
circles. Reactance circles with positive reactance (x40)
lie in the upper half of the chart and those with xo0 lie
in the lower half. Intersection of a resistance and
reactance circle represents the normalized load imped-
ance, zL.

One of the main advantages of the Smith chart is that it
can be used directly to read the reflection coefficient for a
given normalized load impedance and vice versa without
having to calculate them. Another useful feature is that
the value of the resistance passing through the intersec-
tion of the |G| circle and the Gr axis (positive real axis)
directly equals the standing wave ratio, SWR. Perhaps the
most important feature of the Smith chart is that the an-
gular motion on a constant |G| circle in a clockwise or
counterclockwise direction represents a corresponding
movement on a terminated transmission line toward the
generator or the load, respectively. Thus, a movement of
half a wavelength in the line length on the transmission
line corresponds to a complete 3601 revolution on the |G|
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circle reaching the same normalized impedance (or reflec-
tion coefficient) point, which reasserts the fact we have
seen earlier in the case of a half-wave line, where the in-
put impedance is same as the load impedance. Thus the
Smith chart takes into account the periodic behavior of the
transmission line.

Example 2. Calculate the input impedance and reflection
coefficient for the problem given in Example 1 at l/8 and
3l/8 using the Smith chart. Also, find the SWR of the line.

Solution: The procedure for calculating the above param-
eters using the Smith chart is described in steps as
shown below:

1. Calculate normalized zL¼ZL/Zo¼ 0.6þ j1.039 and
mark the same on the Smith chart as point A in Fig. 10.

2. With OA as the radius, draw a circle. Measure the
radius and normalize it with respect to the radius of
the largest r circle (r¼ 0 circle). Read |G|¼ 0.58.

3. Extend OA to intersect the angular scale given on the
Smith chart for reflection coefficient. Mark the read-
ing. This gives the angle of G in degrees. yG¼781.

4. Mark the reading where the |G| circle intersects
the positive real axis. This gives SWR¼ 3.8.

5. From point A, move 0.125 l toward the generator
to reach point B. Mark the reading on the angular
scale of reflection coefficient. This gives angle of G at

Figure 9. The Smith chart.
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l¼ l/8. The magnitude of G remains the same. Mea-
sure (yG)l/8 as � 121.

6. Mark the normalized impedance value by observing
r and x values at B, where G¼ 0.58+� 121. We get

r¼3:3 and x¼ � 1:21

‘ðZinÞl=8¼ 50:ðzinÞl=8¼ 50:ð3:3� j1:21Þ

¼ 165� j60:5O

7. From B, move l/4 toward the generator to reach
point C. Join OC and extend it to intersect the

angular scale for G at 1681. This gives (G)3l/8¼

0.58+1681.

ðzinÞ3l=8¼ rþ jx¼ 0:265þ j0:1

ðZinÞ3l=8¼ 50:ðzinÞl=8¼ 50:ð0:265þ j0:1Þ

¼ 13:25þ j5O

6. NETWORK PARAMETERS OF A GENERAL LOSSY
TRANSMISSION LINE

Transmission lines are used in every microwave network
system design. When we look at various blocks of a

Figure 10. The Smith chart solution for Example 2.
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microwave system, such as a transceiver, we see compo-
nents such as amplifiers, mixers, oscillators, and filters
interconnected using transmission lines of different char-
acteristic impedances, propagation constants, and lengths.
Depending on the overall system requirement, these trans-
mission lines could be realized in different configurations
such as a microstrip line, coplanar waveguide, stripline,
or waveguide among several variations. For a given physi-
cal geometry, the electrical characteristics, Zo and g for
these transmission lines, can be obtained based on the
available analytical/numerical approaches from the litera-
ture. Interested readers are encouraged to refer to [5–7].

A common approach in microwave network analysis is
to represent each component as a two-port or multiport
network and use the network analysis principles to calcu-
late the overall characteristics of the larger network
formed by interconnecting various components. In this
procedure, each component is associated with a set of net-
work parameters, such as impedance (Z), admittance (Y),
transmission (ABCD) or scattering (S) parameters, and
the voltage/current or wave amplitudes are interrelated at
various junctions/interconnections to obtain the overall
characteristics of the system. As with other components,
transmission lines can also be treated as microwave net-
works, and the knowledge of network parameters will
often be useful when they are used in a system.

Table 2 presents various commonly used network pa-
rameters of a general lossy transmission line. The line is
assumed to have a characteristic impedance of ZC, prop-
agation constant, g, and length l. The expressions for the
scattering (S) parameters assume that the reference port
impedance is considered to be Zo, which is different from
the characteristic impedance ZC. The expressions for a
lossless transmission line can be directly obtained from
Table 2 by replacing g with jb. In the case of scattering

parameters, when ZC¼Zo, the line becomes a matched
lossy transmission line of length l and the scattering ma-
trix reduces to

S¼
0 e�gl

e�gl 0

" #
ð49Þ
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Table 2.

Zo

Zo

ZC ,�

l

.

Type Two-port Parameters

ABCD A¼ cosh(gl) B¼ZC sinh(gl)
C¼YC sinh(gl) D¼ cosh(gl)

Z Z11¼ZC coth(gl) Z21¼ZC cosech(gl)
Z12¼Z21 Z22¼Z11

Y Y11¼YC coth(gl) Y21¼ �YC cosech(gl)
Y12¼Y21 Y22¼Y11

S S11¼
Z2

C � Z2
o

2ZCZo coth glþZ2
CþZ2

o

S21¼
2ZCZo

2ZCZo cosh glþðZ2
CþZ2

oÞ sinh gl

S12¼S21 S22¼S11
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1. INTRODUCTION

In electromagnetic theory, the term transmission line usu-
ally refers to a structure that can guide TEM waves, such
as parallel-plate waveguides or coaxial cables [1–3]. To
support TEM waves, at least two conductors and a homo-
geneous medium in the propagation region are required
[4]. Transmission lines are a special class of general elec-
tromagnetic waveguides, such as rectangular waveguides
and dielectric waveguides. One of the most important
properties of a TEM mode on transmission lines is that
its voltage, current, and characteristic impedance can be
uniquely defined by using the electromagnetic fields. In
addition, transmission-line parameters, such as induc-
tance per unit length and capacitance per unit length,
can also be uniquely determined using electromagnetic
field analyses. Hence transmission line theory bridges the
specialized lumped-element electric circuits principles
with the general and fundamental approach of electro-
magnetic theory [2,3,5].

For a TEM mode, only transverse electromagnetic
components exist, and therefore electric and magnetic
components can be obtained by solving two-dimensional
Laplace’s equations in the cross section [2]. This approach
is very similar to solving an electrostatic problem. For
the simplest transmission line, which is a parallel-plate
waveguide, solving Laplace’s equations is very straight-
forward. However, it is rather difficult to solve Laplace’s
equations for transmission lines with more complex cross
sections. Conformal transformation methods [6] are
usually adopted to transform the complicated cross
sections to simpler cases, such as a cross section of paral-
lel-plate waveguides [1,7–14] whose analytical solutions
are available. However, for some transmission-line struc-
tures, such as striplines, the procedure and results
of the conformal transformation approach could be cum-
bersome [15]. In addition, for transmission lines with
inhomogeneous media, such as microstrip lines,
analytical solutions are impossible without approxima-
tions [16]. To obtain such a solution, quasi-TEM approx-
imations [17–21] are often used. However, as the operating
frequency increases due to the dispersive nature as well as
the fringe effects, rigorous full-wave analyses, such as
the spectral-domain approach [22,23], the integral equa-
tion method [24], and the method of lines [25], have to be
considered.

This article starts with the derivation of the ‘‘telegra-
pher’s equations’’ by using the lumped-element circuit
model. The transmission-line parameters will be defined
and introduced during the derivation. Field analysis
is then used to determine those parameters when a
particular transmission line is introduced. Five typical
transmission-line structures—parallel-plate waveguides,

coaxial cables, two-wire transmission lines, striplines, and
microstrip lines—are studied, and their transmission-line
parameters are derived on the basis of the
results of field analysis. Finally, the transmission-line
structures for the IC-level interconnects are introduced,
and the challenges for future micro- and nanoscale
transmission-line parameter extraction are discussed.

2. TELEGRAPHER’S EQUATIONS

Circuit analysis is the preferred technique when the phys-
ical dimensions of a network are much smaller than the
wavelength of an electrical signal. However, at radiofre-
quency (RF) or microwave frequencies, the transmission-
line dimension is usually comparable to or even greater
than the electrical signal wavelength. The lumped-
element circuit model is no longer valid for these types
of applications. Under these circumstances, rigorous elec-
tromagnetic field analyses are required. To bridge the gap
between the rigorous electromagnetic analysis and the
circuit theory, a transmission line is modeled as a distribu-
ted-parameter network and the transmission-line theory
is developed.

The theory starts with dividing the electrically long
transmission line into many electrically small pieces, with
a segment length Dz, within which region the lumped-cir-
cuit model can be applied. A segment of such a division is
shown in Fig. 1, where L represents the inductance per
unit length, C stands for the capacitance per unit length,
R corresponds to the resistance per unit length due to the
finite conductivity of the conductors, and G is the conduc-
tance per unit length due to the dielectric loss in the ma-
terial between the two conductors. Both current and
voltage are functions of position z and time t, as shown
in the figure.

Applying Kirchhoff ’s voltage law within each segment,
we obtain

vðz; tÞ¼ vðzþDz; tÞþ iðz; tÞRDzþLDz
@iðzþDz; tÞ

@t
ð1Þ

Similarly, applying Kirchhoff ’s current law within each
segment, we have

iðz; tÞ¼ iðzþDz; tÞþ vðzþDz; tÞGDzþCDz
@vðzþDz; tÞ

@t
ð2Þ

v(z+ �z, t)

i(z+ �z, t)

C �zG �z

�z

L �zR �z

v(z, t)

i(z, t)

+

−

+

−

Figure 1. A segment of the divided transmission line.
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Rewriting Eqs. (1) and (2) and letting Dz-0 yield the
telegrapher’s equations, we obtain

@v

@z
¼ �Ri� L

@i

@t
ð3Þ

and

@i

@z
¼ �Gv� C

@v

@t
ð4Þ

Then, combining (3) and (4) yields

@2v

@z2
�RGv� ðRCþLGÞ

@v

@t
� LC

@2v

@t2
¼ 0 ð5Þ

A similar differential equation can also be derived for the
current. For time-harmonic cases, v(z, t)¼V(z)ejot, (5) can
be simplified as

d2V

dz2
� g2V ¼ 0 ð6Þ

where

g¼ aþ jb¼
ffiffiffiffiffiffiffi
ZY
p

ð7Þ

In (7), g is the complex propagation constant. Z and Y are
series impedance and shunt admittance per unit length,
written as

Z¼Rþ joL ð8Þ

and

Y ¼Gþ joC ð9Þ

The general solution of (6) is

VðzÞ ¼V þ0 e�gzþV�0 egz ð10Þ

Similarly, the general solution for the current distribution
along the transmission can be written as

IðzÞ¼ Iþ0 e�gzþ I�0 egz ð11Þ

In (10) and (11), the superscriptþdenotes the voltage/cur-
rent that propagates along the þ z direction and the su-
perscript – denotes the voltage/current that propagates
along the � z direction. The characteristic impedance of
such transmission line is then defined as

Z0¼
V þ0
Iþ0
¼ �

V�0
I�0
¼

ffiffiffiffi
Z

Y

r
ð12Þ

For lossless cases, the transmission-line characteristic im-
pedance can be simplified as follows:

Z0¼

ffiffiffiffi
L

C

r
ð13Þ

Another important parameter of the wave propagation
along transmission lines is the phase velocity:

vp¼
o
b

ð14Þ

A lossless transmission line, can be expressed as follows:

vp¼
1ffiffiffiffiffiffiffi
LC
p ð15Þ

The phase velocity is the quantity that describes the prop-
agation speed of the constant wave front along the trans-
mission line.

3. TRANSMISSION-LINE PARAMETERS

As shown in the previous section, an electrically long
transmission line can be divided into many electrically
small sections. Those small sections can be represented by
lumped-circuit elements that are related to the per
unit length transmission-line resistance, inductance, ca-
pacitance, and conductance. To accurately evaluate those
parameters, rigorous electromagnetic analysis has
to be used. Fortunately, the transmission-line theory dis-
cussed here is limited only to the TEM wave. Hence,
the inductance, capacitance, and conductance per unit
length can be determined from a static solution to a
2D Laplace equation in the cross section of transmission-
line structures. The resistance per unit length can be ob-
tained from electromagnetic field distribution inside the
conductors.

The inductance per unit length is associated with the
time-average stored magnetic energy for a 1-m section
of the transmission line. If the transmission line structure
is embedded in a homogeneous medium characterized
by a permittivity of e, a permeability of m, and a loss tan-
gent of tan d, the inductance per unit length can be eval-
uated by [2]

L¼
4Wm

jI0j
2
¼

m
jI0j

2

Z

S

~HH� ~HH
 ds ð16Þ

where the integration is carried out on the surface
of a cross section S of the transmission line, Wm is the
time-average stored magnetic energy, and I0 is the total
current on one of the conductors. The capacitance per unit
length is related to the time-average stored electric energy
for a 1-m section of the transmission line, which can be
expressed as [2]

C¼
4We

jV0j
2
¼

e
jV0j

2

Z

S

~EE � ~EE
 ds ð17Þ

where We is the time-average stored electric energy
and V0 is the potential difference between the two con-
ductors. The conductance per unit length is related to the
time-average power dissipated per unit length in the lossy
dielectric medium. The per unit length conductance is
given by [2]

G¼
2Pd

jV0j
2
¼

oe tan d
jV0j

2

Z

S

~EE � ~EE
 ds ð18Þ
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where Pd is time-average power dissipated per unit
length. Similarly, the resistance per unit length is relat-
ed to the power loss per unit length due to the finite metal
conductivity. For a good conductor with a conductivity of s,
the resistance per unit length is given by [2]

R¼
2Pc

jI0j
2
¼

Rs

jI0j
2

Z

C1 þC2

~HH � ~HH
 dl ð19Þ

where Pc is power loss per unit length due to the finite
metal conductivity, Rs¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om=2s

p
is the surface resistance

of the conductors, and C1 and C2 represent integral paths
over the conductor boundaries.

With the parameters defined above, in the remainder of
this section we discuss five typical transmission-line
structures and derive their corresponding parameters.

3.1. Parallel-Plate Waveguide

A parallel-plate waveguide, shown in Fig. 2, is probably
the simplest type of transmission-line structure that sup-
ports a TEM wave. It has two parallel metal plates with a
width W and a separation h. A homogeneous medium
characterized by a dielectric constant e and a loss tangent
tan d is filled in between. The strip width W is usually
much greater than the separation h, so that fringing fields
and field variations in the x direction can be ignored.

Assuming that the potential difference between the two
plates is V0, the electric field can be obtained by solving
Laplace’s equations; hence

~EE¼ � ŷy
V0

h
e�jkz ð20Þ

where k is the propagation constant along the z direction.
The magnetic field is given by

~HH¼
1

Z
ẑz� ~EE¼ x̂x

V0

Zh
e�jkz ð21Þ

where Z¼
ffiffiffiffiffiffiffi
m=e

p
is the intrinsic impedance in the medium.

The total current on either the top or bottom plate can
be found from the surface current density:

I0¼

Z W

x¼ 0

~JJs � ẑz dx¼

Z W

x¼ 0
ð�ŷy� ~HHÞ � ẑz dx¼

WV0

Zh
ð22Þ

Substituting (21) and (22) into (16), we can obtain the in-
ductance per unit length of a parallel-plate waveguide as
follows:

L¼
m
jI0j

2

Z h

0

Z W

0

jV0j
2

Z2h2
dx dy¼

mh

W
ð23Þ

Similarly, substituting (20) into (17), (20) into (18), and
(21) and (22) into (19), we can obtain the capacitance, con-
ductance, and resistance per unit length as

C¼
e
jV0j

2

Z h

0

Z W

0

jV0j
2

h2
dx dy¼

We
h

ð24Þ

G¼
oe tan d
jV0j

2

Z h

0

Z W

0

jV0j
2

h2
dx dy¼

oe tan dW

h
ð25Þ

and

R¼
2Rs

jI0j
2

Z W

0

jV0j
2

Z2h2
dx¼

2Rs

W
ð26Þ

Usually the conducting loss or the dielectric loss is neg-
ligible when we evaluate the characteristic impedance [2].
Hence, the characteristic impedance of a parallel-plate
waveguide is given by [2]

Z0¼

ffiffiffiffi
L

C

r
¼

Zh

W
ð27Þ

3.2. Coaxial Cable

When the upper and lower conductors of a parallel-plate
waveguide are folded into two concentric circles, a coaxial
cable waveguide is formed. Coaxial cable transmission
lines are widely used in many applications ranging from
high-precision radiofrequency (RF) signal measurement
to low-cost TV signal delivery. A typical cross section of a
coaxial cable is shown in Fig. 3. It has an inner conductor
with a radius a and an outer conductor with a radius b. A
homogeneous medium, with a dielectric constant e and a
loss tangent tan d, is filled between these two conductors.

The magnetic field between the inner and outer con-
ductors can be derived by using Ampere’s law:

~HHðrÞ¼
I0

2pr
ĵj ð28Þ

Substituting (28) into (16), we can obtain the inductance
per unit length as follows:

L¼
m
jI0j

2

Z b

a

Z 2p

0

jI0j
2

ð2prÞ2
djrdr¼

m
2p

ln
b

a
ð29Þ

y

x

z

h

W

Figure 2. Geometry of a parallel-plate waveguide.
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Also, applying Gauss’ law in the region arrrb results in

Er¼
rl

2per
ð30Þ

where rl is the charge density per unit length. Integrating
the electric field from the inner conductor to the outer
conductor gives the voltage potential difference as

V0¼ �

Z a

b

Er dr¼
rl

2pe
ln

b

a

� �
ð31Þ

Substituting (30) and (31) into (17), we can obtain the ca-
pacitance per unit length:

C¼
2pe

lnðb=aÞ
ð32Þ

The conductance and resistance per unit length can be
derived by substituting corresponding electric and mag-
netic fields into (18) and (19):

G¼
2poe tan d

lnðb=aÞ
ð33Þ

R¼
Rs

2p
1

a
þ

1

b

� �
ð34Þ

Neglecting the dielectric and conducting loss, we can ob-
tain the characteristic impedance of a coaxial cable as

Z0¼ Z
1

2p
ln

b

a

� �
ð35Þ

Alternatively, the parameters L, C, and G can also be
obtained by using a conformal transformation, w¼ ln z.
After the transformation, the coaxial cable structure in
the original complex plane z can be transformed to a par-
allel-plate waveguide in plane w, with a width 2p and a
thickness ln(b/a), as shown in Fig. 4. Substituting the cor-
responding width and thickness into (23), (24), and (25),
we can find that the parameters of L, C, and G are iden-
tical to those obtained from the direct electromagnetic
analysis. However, the resistance per unit length cannot
be derived from conformal transformation since this pa-
rameter depends on the electromagnetic field distribution
inside the conductors rather than the electromagnetic
fields between the conductors.

3.3. Two-Wire Transmission Line

Another kind of frequently used transmission-line struc-
ture is the two-wire transmission line. It is also referred to
as a twin-line structure. This type of line is mostly used for
powerlines, rural telephone lines, and telegraph lines. A
cross section of a two-wire transmission-line structure is
shown in Fig. 5. Both wires have a radius a, and the sep-
aration between these two wires is D. In general terms, we
assume that the two-wire transmission line is embedded in
a medium with a dielectric constant e and a loss tangent tan
d. The effect of the wire conductivity can be represented by
surface resistance Rs.

Since the electric and magnetic field solutions in the
two-wire system have a more complex distribution than
does either the parallel-plate waveguide or the coaxial ca-
ble structure, it is rather difficult to evaluate the trans-
mission line parameters by simply integrating the electric
or magnetic fields. However, by choosing an appropriate
conformal mapping, we can transform the two-wire trans-
mission line to a parallel-plate waveguide and hence the

y

b

a

	

x

Figure 3. A cross section of a coaxial cable.

y

x ln(a) ln(b) u




�

−�

a
b

Figure 4. Conformal mapping from a cross section of coaxial ca-
ble to a cross section of a parallel-plate waveguide.

a

D

a

Figure 5. A cross section of a two-wire transmission line.
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capacitance, inductance and conductance per unit length
can be easily derived.

Using the conformal transformation, w¼ 1
2 ln½ð1þ zÞ=

ð1� zÞ�, we can map the cross section of a two-wire trans-
mission line in the complex z plane to the cross section of a
parallel-plate waveguide in the complex w plane, as shown
in Fig. 6. The parallel-plate waveguide has a width of p
and a separation distance of cosh�1 (D/2a). Hence substi-
tuting W¼ p and h¼ cosh� 1 (D/2a) into (23), (24) and (25),
we have

L¼
m
p

cosh�1 D

2a

� �
ð36Þ

C¼
pe

cosh�1
ðD=2aÞ

ð37Þ

and

G¼
poe tan d

cosh�1
ðD=2aÞ

ð38Þ

Typically, the spacing between wires D is much larger
than the wire radius a, so that proximity effects can be
neglected [10]. For the same reason, the induced magnetic
field on one wire due to the current on the other wire can
be ignored. As a result, the resistance per unit length can
be obtained from (19)

R¼
2Rs

jI0j
2

Z 2p

0

jI0j
2

4p2a2
a dj¼

Rs

pa
ð39Þ

Neglecting the dielectric and conductor loss, the
characteristic impedance of a two-wire transmission line
is given by

Z0¼ Z
cosh�1

ðD=2aÞ

p
ð40Þ

3.4. Striplines

Striplines are often used in wideband networks and de-
vices because of their low radiation, dispersion and loss.
The cross section of a strip line is shown in Fig. 7. It has
two parallel outer conductors with a separation b and also

a thin conducting strip with a width W, which is centered
in between two conductors. The inner conductor is em-
bedded in a homogeneous and isotropic dielectric with a
relative dielectric constant er and a loss tangent tan d.
Since a strip line structure has more than two conductors
and a homogeneous dielectric, a TEM wave can be sup-
ported.

As in similar previous cases, we can apply the confor-
mal transformation to map this complex structure into a
parallel-plate waveguide [1]. Here, the Schwarz–Christ-
offel transformation needs to be applied twice. First, the
cross section of a strip line in w plane is mapped to the real
axis in z plane. Then another Schwarz–Christoffel trans-
formation is used to map the real axis in the z plane to a
cross section of the parallel-plate waveguide in the w0

plane.
Due to the symmetry, we only need to consider a quar-

ter of the structure, as shown in Fig. 8. Using a mapping
function

w¼ �
b

p
ln z

1
2þ ðzþ 1Þ

1
2

h i
þ j

b

2
; ð41Þ

the structure in the w plane can be transformed to two flat
strips in the z plane, as shown in Fig. 8. Note that five
points, w0¼ �W/2, w1-�N, w2¼ 0, w3¼ jb/2 and w4-
�Nþ jb/2 in the w plane are mapped to the points, � x0,
x1-�N, x2¼ � 1, x3¼0 and x4-N in the z plane cor-
respondingly. As a result, the center strip and the ground
plane in the w plane correspond to the short strip in the
left half space and the half infinite strip in the z plane. The
value of x0 is

x0¼ cosh2 pW

2b

� �
ð42Þ

The new structure is still difficult to analyze. Therefore,
a second Schwarz–Christoffel transformation is used to

a

y

D

a
x




�/2

−�/2

u

cosh−1 (D/2a)

Figure 6. Conformal mapping of the cross section of a two-wire
transmission line to the cross section of a parallel-plate wave-
guide.

Ground plane

Ground plane

W

b

Figure 7. The cross section of a strip line transmission line.

w4

w1 w2 uw0 = −W/2

w3




x1 x3

−x0 x2 = −1

−∞ x4

x

y

∞

w plane z plane

Figure 8. Conformal mapping for a symmetric stripline.
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map the structure in the complex z plane to a parallel-
plate waveguide in the w0 plane, as shown in Fig. 9.
Through the second transformation, the points � x0, x2,
x3, and x4 in the z plane are mapped to the points
w00¼ 0; w02¼ 1; w03¼ 1þ jv0, and w04¼ jv0 in the w0 plane,
respectively. Therefore the center strip and the ground
plane in the w plane correspond to the bottom and top
plates in the w0 plane.

The transformation function of this second mapping is
given by

w0 ¼A0Sn�1
½ð�zÞ1=2; xð1=2Þ0 � þB0 ð43Þ

where A0¼ � jv0/{Sn�1[1, x0
(1/2)]}, B0¼ 1þ jv0, and

Sn�1
ðx; kÞ¼

Z x

0

dl

½ð1� l2
Þð1� k2l2

Þ�1=2

Also Sn�1 (x, k) is called an inverse elliptic function, and
the separation between the parallel plates is given by

v0¼
jSn�1

ð1; xð1=2Þ0 Þ

Sn�1
ð1; xð1=2Þ0 Þ � Sn�1

ðx
ð1=2Þ
0 ; xð1=2Þ0 Þ

ð44Þ

Obviously, the capacitance per unit length of the stripline
is 4 times that of the mapping of one-quarter section in the
w0 plane; therefore it is given by

C¼
4e
v0

ð45Þ

Furthermore, the characteristic impedance can be ob-
tained as

Z0¼

ffiffiffiffiffi
em
p

C
ð46Þ

Simpler forms have been developed based on the curve
fitting of the exact solutions developed above [15,23]. For
example, for the characteristics impedance, it can be

approximated by [2]

Z0¼
30p
ffiffiffiffi
er
p

b

Weþ 0:441b
ð47Þ

where We is the effective width of the center conductor
given by

We

b
¼

W

b
�

0 for W=b > 0:35

ð0:35�W=bÞ2 for W=bo0:35

(
ð48Þ

The inductance per unit length can be obtained by

L¼Z2
0C ð49Þ

For this particular structure, the attenuation constant is
often used to characterize the dielectric loss. The attenu-
ation constant due to the dielectric loss is given by [2]

ad¼
k tan d

2
ð50Þ

and the attenuation constant due to the conductor loss can
be found by the perturbation method or Wheeler’s incre-
mental inductance rule. An approximate result is [2]

ac¼

2:7� 10�3RserZ0

30pðb� tÞ
A for

ffiffiffiffi
er
p

Z0o120

0:16Rs

Z0b
B for

ffiffiffiffi
er
p

Z0 > 120

8
>>><

>>>:
ð51Þ

with

A¼ 1þ
2W

b� t
þ

1

p
bþ t

b� t
ln

2b� t

t

� �
ð52Þ

B¼1þ
b

ð0:5Wþ 0:7tÞ
0:5þ

0:414t

W
þ

1

2p
ln

4pW

t

� �
ð53Þ

where t is the thickness of the strip.

3.5. Microstrip Lines

The microstrip line is the most popular planar transmis-
sion line in microwave integrated circuits (MIC).
Figure 10 shows a typical microstrip-line configuration.
It has a conducting strip, with a width W, residing on the
top of a dielectric slab that has a thickness of h and a di-
electric constant of er. The microstrip configuration is not
capable of supporting a pure TEM wave [2]. The propaga-
tion modes on microstrip lines need to be accurately char-
acterized by hybrid transverse magnetic (TM)–transverse
electric (TE) modes. However, the hybrid modes cannot be
fully described in terms of static capacitances and induc-
tances, like the previous transmission lines. Fortunately,
the substrate thickness is usually electrically thin, and
hence a quasi-TEM-mode assumption can be made.

In the quasi-TEM approximation, an artificial homoge-
neous dielectric, which has an effective dielectric constant
ee, is assumed to fill the entire upper half-space above the

w ′3 = 1+j
0

w ′2 = 1 u ′

w ′ planej
′

4w ′

0
w ′

Figure 9. Conformal mapping from z plane to w0 plane.
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ground plane. The effective dielectric constant and char-
acteristic impedance can be obtained using curve-fitting
approximations from rigorous quasistatic solutions as de-
scribed in Refs. 2 and 16. The effective dielectric constant
of a microstrip line is given by

ee¼
erþ 1

2
þ

er � 1

2

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 12h=W

p ð54Þ

The characteristic impedance is given by

Z0¼

60
ffiffiffiffi
ee
p ln

8h

W
þ

W

4d

� �
for

h

d
� 1

120p
ffiffiffiffi
ee
p
½W=hþ1:393þ0:667 lnðW=hþ1:444Þ�

for
h

d
� 1

8
>>><

>>>:

ð55Þ

The capacitance per unit length is given by

C¼

ffiffiffiffi
ee
p

cZ0
ð56Þ

where c is the speed of light in free space. The inductance
per unit length is given by

L¼Z2
0C ð57Þ

The attenuation constant due to the dielectric loss is

ad¼
k0erðee � 1Þ tan d

2
ffiffiffiffi
ee
p
ðer � 1Þ

ð58Þ

The attenuation constant due to the conductor loss is

ac¼
Rs

Z0W
ð59Þ

where Rs¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
om0=2s

p
is the surface resistivity of the con-

ductor.
In this section, we have derived the parameters of five

commonly used transmission-line structures for RF
and microwave applications. Driven by future system-on-
chip (SoC) and system-on-packaging (SoP) applications,

transmission-line structures have been extended to the
IC level [26].

4. TRANSMISSION LINE AT IC LEVEL

For SoC/SoP applications, RF circuits and GHz digital cir-
cuits often reside on the same substrate at very close
spacing. The undesired interaction between transmission-
line pairs plays a significant role in determining circuit
performance [27–30]. To reduce the crosstalk between dif-
ferent transmission-line pairs, a dedicated return ground
is often required. As a result of the manufacturing process,
it is difficult to fabricate a dedicated global ground for all
transmission-line structures. To guarantee the quality of
signal transmission at the IC level, the often used trans-
mission-line structure is the coplanar waveguide (CPW).
Similar to microstrip-line structures, the CPW structure
also cannot support a pure TEM mode. A quasistatic ap-
proximation must be made in order to apply the trans-
mission-line theory to analyze this structure.

A CPW structure at the IC level is shown in Fig. 11 [26].
The center conductor is the signal trace while two neigh-
boring traces are considered as the ground. In general,
due to the conductor skin effect, the width-to-height ratio
of the conductor, the high conductive loss in the substrate,
and the strong dispersive effects, it is very difficult to ex-
tract the transmission-line parameters using analytical
approaches [26,29]. Numerical techniques, such as the
method of moments (MoM), the partial-element equiva-
lent circuit (PEEC), the finite-different time-domain
(FDTD) method, or the finite-element method (FEM) are
often required to extract these transmission-line parame-
ters. Each numerical method has its advantages and dis-
advantages for different IC applications. For example, the
PEEC method is very efficient when it is applied to model
the transmission-line conductors, while the FDTD and
FEM methods have their advantages if the effects of the IC
substrate profile must be included. How to efficiently ex-
tract the parameters for multi-layered transmission line
at the IC level is still an ongoing research topic [31,32].

5. CONCLUSIONS

The transmission line is one of the key devices in RF cir-
cuits, microwave circuits, and high-speed digital circuits.

�rh

z

x

Wy

Microstrip line

Ground plane

Figure 10. Configuration of a microstrip line.

5u

1.9u

�r�

5u 5u
5u 5u

Figure 11. A common ground–signal ground (GSG) transmis-
sion-line structure at IC level.
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It is used to deliver signal or power from one device
to other devices. Signal propagation behaviors on
the transmissions lines can be modeled using the telegra-
pher’s equations. The electrical characteristics of different
types of transmission lines can be described by using
transmission-line parameters, such as the capacitance
and the inductance per unit length for a lossless trans-
mission line. If the conductor loss and the dielectric
loss are considered, two more parameters, the resistance
and the conductance per unit length, also need to be
considered. This article starts with the derivation of the
telegrapher’s equations. Five commonly used transmis-
sion lines—parallel-plate waveguides, coaxial cables, two-
wire transmission lines, striplines, and microstrip lines—
are introduced and their transmission line parameters are
derived. For the first three kinds of transmission line
structures, four parameters, R, L, C, and G, as well as
the characteristic impedance Z0, are derived from direct
field analysis or conformal transformations. For stripline
structures, a simple curve-fitting formula was developed
for the capacitance per unit length. Then the inductance
per unit length and the characteristic impedance were de-
rived. The loss terms were described by the conductor loss
constant and the dielectric loss constant, as shown earlier
in the article. For microstrip lines, a quasi-TEM wave as-
sumption was made to extract the transmission-line pa-
rameters Z0, C, and L. Similar to the striplines, the
conductor loss constant and the dielectric loss constant
were introduced.

As current technology allows us to develop transmis-
sion-line structures on ICs at high density, how to effi-
ciently extract these transmission line parameters is still
an ongoing research. As an example, an IC level CPW was
discussed. With the development of new transmission-line
structures at micrometer and nanometer scales, both the
design of novel transmission-line structures and the tech-
niques for their parameter extraction are topics currently
being researched.
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TRANSMITTERS FOR ANALOG TELEVISION

GERALD W. COLLINS

GW Collins Consulting,
Quincy, Illinois

Significant advances continue to be made in television
(TV) transmitter technology. New technology has been in-
troduced to provide high-quality TV signal transmission
while improving reliability, reducing maintenance, and
lowering overall cost of ownership. These new technolo-
gies include solid-state, high-power amplifiers and im-
provements in UHF tube transmitters. The FCC
continues its policy of technical deregulation, which al-
lows more flexibility in transmitter design and system op-
eration. This article discusses the relevant technology and
provides the information needed to understand the oper-
ation, design criteria, and some of the future develop-
ments of TV transmitters. Although this information is
presented from the viewpoint of equipment used in the
United States, the principles apply to analog TV broad-
casting worldwide. Specific details and numerical con-
stants may differ in other systems, but the fundamental
principles are the same.

TV transmitters are composed of two essential
components: the exciter and the RF power amplifier
(PA). The exciter provides the signal processing functions
to convert a baseband TV signal into a modulated RF
signal on the assigned channel. These functions include
baseband signal processing, modulation, precorrection,
equalization, upconversion, bandlimiting, and amplifica-
tion to a relatively low-power RF signal. Although
different methods are used for different types of signals,
all functions must be performed regardless of whether
the baseband signal is video or audio. Because the
output of the exciter is a modulated RF signal, most com-
mercially available exciters are considered low-power
transmitters.

The basic block diagram of a television transmitter that
provides separate amplification of visual and aural signals
is shown in Fig. 1. The visual portion of the exciter re-
ceives a video baseband signal, processes it, and converts
it to a fully modulated vestigial sideband signal. Because
intermediate-frequency (IF) modulation is used in all
modern TV transmitters, most of the signal processing oc-
curs in the video and IF stages. Similarly, the aural por-

tion of the exciter receives the audio baseband signal,
processes it, and converts it to a frequency-modulated sig-
nal. The exciter includes all blocks through the upcon-
verter.

For transparent transmission of video, it is important
to optimize the incoming signal, which is done in the
video processing section of the exciter. The following
are the main functions of the exciter video processing cir-
cuitry:

* Assurance of proper sync:video ratio
* Removal of common mode signals
* Provision for overall video-level control
* DC restoration
* Prevention of overmodulation
* Frequency response correction

In nearly all IF-modulated transmitters, the visual
modulator is a broadband, balanced, diode mixer. It is
configured for maximum rejection of the local-oscillator
signal and biased to provide excellent linearity, low noise,
and capability to achieve carrier cutoff. The video signal is
DC-offset to provide the proper modulation level. Peak of
sync corresponds to maximum IF envelope output, and
white corresponds to minimum IF output. The output sig-
nal of the modulator is a double-sideband AM signal that
has a modulation depth of 12.5%. A surface acoustic wave
(SAW) filter removes the lower sideband and produces
vestigial sideband (VSB) modulation. This filter also band-
limits the upper sideband to within 4.75 MHz of the visual
carrier.

In its most basic form, the aural exciter consists of an
audio processor, a frequency-modulated IF oscillator, and
an upconverter. To ensure that the transmitter is not the
limiting factor in monaural and stereo audio reproduction,
the transmitter must add as little distortion as possible to
the incoming signal. Baseband audio of the BTSC multi-
channel television sound (MTS) system may include
monophonic or stereo, a second audio program (SAP),
and professional channels. These signals may include fre-
quency components out to 105 kHz. To achieve good stereo
separation and minimum crosstalk between the stereo
and the SAP channels, it is necessary to achieve good
phase linearity, low distortion, and reduced amplitude
ripples and rolloff over the stereo passband. Errors in
phase linearity and amplitude response within the audio

Video
input

Audio
input

Video
processor

Diplexer
RF system

Audio
processor

RF
output

Visual
modulator

Aural
modulator

Upconverter

Upconverter

PA

PA

Power
supply

Figure 1. Block diagram of a basic television
transmitter.
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circuitry contribute to stereo separation degradation. As a
general rule, amplitude rolloff should be less than 0.1 dB,
and departure from phase linearity should be less than 11
for quality stereo.

Transmitters employing IF modulation generate visual
IF, aural IF, and master oscillator signals for translating
visual and aural IF to the final carrier frequencies. These
signals are implemented with either digital synthesizers
or crystal oscillators. An advantage of the synthesizer is
that only one crystal is needed at a single standard fre-
quency for all TV channels. Synthesized sources should be
tested for spurious frequencies that may appear as FM
noise. The crystal oscillator usually involves simpler
circuitry.

The PA provides the ‘‘muscle’’ to amplify the modulated
RF signal to the desired level for transmission. The type of
power amplifier technology used to perform this function
is key. Both solid-state and tube devices are available in
commercial equipment. For VHF channels, solid-state de-
vices predominate. For UHF, both solid-state and tube de-
vices are used. TV transmitters are unique in that no
other application requires such high levels of linear RF
power generation while operating virtually uninterrupt-
edly. This has led to the development of specialized tech-
niques to assure highly efficient and reliable operation.
The need for high efficiency has led to the near-universal
use of partially saturated class AB final power amplifiers.
This, in turn, has resulted in the development of precor-
rection and equalization techniques to compensate for re-
sidual nonlinearity inherent in this class of operation. To
achieve the levels of reliability required, redundant sys-
tem architectures that minimize single points of failure
are used.

Traditionally, TV transmitters have used separate
RF amplifier chains for the visual and aural signal paths.
This is generally the most cost-effective approach for
high-power, solid-state transmitters for both VHF
and UHF. Many broadcast engineers believe that
separate amplification provides the highest-quality trans-
mitted video. With the introduction of inductive output
tubes (IOTs) as final high-power UHF amplifiers, it has
become popular to combine the visual and aural signals in
the exciter and amplify them together in the stages that
follow.

For visual signals in separate amplification and com-
bined aural and visual signals in common amplification,
it is important that the power amplifier have a linear
transfer characteristic in amplitude and phase and
flat, symmetric frequency response and minimum
group delay variation across the modulation passband.
For visual-only signals, the required bandwidth is
4.5 MHz. For common amplification and digital signals,
6 MHz is required.

Even though linear class AB amplifiers are used, some
residual nonlinearity remains. With combined amplifica-
tion, the visual, color subcarrier, and aural signals are
mixed to produce in-band as well as the out-of-band in-
termodulation (IMD) and cross-modulation products. The
out-of-band products sufficiently removed from the chan-
nel of operation may be eliminated by a high-level filter.
However, in-band products can be reduced to acceptable

levels only by making the transmitter sufficiently linear.
This requires highly effective precorrection circuits in the
IF and/or RF signal paths. For example, the IMD within
7920 kHz of the visual carrier can be precorrected by low-
level IF circuitry.

For optimum stereo performance a nonlinear class C
amplifier with flat response and group delay across the
modulation passband may be used. Because frequency
modulation and demodulation constitute a nonlinear pro-
cess, there is no one-to-one correspondence between RF
amplitude and phase response and baseband stereo sepa-
ration and crosstalk. Generally, a 3 dB bandwidth of
1.5 MHz provides excellent stereo and SAP performance.

Other key functions in the PA, common to all amplifier
technologies, include cooling and AC-to-DC power conver-
sion. Proper cooling of the power amplifier, whether
solid-state or tube is important for safe operation and
high reliability. For example, it is generally acknowledged
that the service life of a transistor doubles approximately
for every 101C reduction in junction temperature. Power
amplifier cooling may employ either liquids or air. Dis-
tributed air-cooling systems using more than one fan offer
good redundancy for solid-state amplifiers. Motor and fan
technology has matured to the point where a single, large,
direct drive fan is as reliable as many smaller fans. Be-
cause many RF power amplifiers modules may be em-
ployed in a solid-state transmitter, a large volume of air is
needed to cool the heatsinks adequately. Low-pressure
fans or blowers may be used if heatsink fin density is not
high. This aids in reducing audible noise. The heat is dis-
tributed over a large volume of air, and the temperature
rise is relatively low.

Cooling of most tube amplifiers requires large volumes
of liquid. For example, cooling a 60-kW IOT, typically used
for high-power UHF applications, requires about 25 gal-
lons per minute of liquid for the collector under maximum
ambient temperature conditions. The body of the tube is
also liquid-cooled. A 50 : 50 water/glycol solution is typi-
cally used in cold climates without any special water pu-
rification. Input and output cavities are air-cooled. Lower-
power IOTs may be air-cooled. Air cooling is also used to
cool other transmitter components, such as the interme-
diate power amplifier (IPA).

Power supply design is critical to the performance and
reliability of television transmitter power amplifiers,
whether solid-state or tube. Because FET and bipolar de-
vices are low-voltage devices, the power supplies that
serve solid-state transmitters must provide low voltage
and high current. High-reliability connections must be
guaranteed in the DC distribution. Because the available
power output from any amplifier varies with the square of
the DC voltage applied, it is desirable that the supply re-
main very tightly controlled over incoming AC line vari-
ation. The amplifier current also changes with
modulation, thus requiring videofrequency currents from
the power supply. The supply must provide excellent reg-
ulation from no load (white picture) to full load (peak sync
output) and a low source impedance for all videofrequen-
cies. The efficiency of the power supply is important be-
cause dissipated power results in heat and unnecessarily
high utility costs. Any voltage or current transients or
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voltage sags at the AC input should be suppressed before
reaching any solid-state device.

Television transmitters that employ separate amplifi-
cation and use a common antenna and transmission line
for visual and aural require a high level diplexer to com-
bine the visual and aural signals before transmission.
Other components required in the output RF system in-
clude harmonic filters and a color notch filter. If multiple
transmitters or PA cabinets are combined, power combi-
ners and RF switching devices are also required.

1. KEY PERFORMANCE FACTORS AND
OPERATIONAL CONSIDERATIONS

The key performance factors for the visual portion of a
television transmitter include power output, linearity, ef-
ficiency, and reliability. These factors are also important
for the aural section except that linearity in separate am-
plification aural amplifiers is not needed.

The geographic separation and effective radiated power
(ERP) of television stations are carefully specified by the
FCC to assure reliable service within the coverage area
and to avoid interference between stations operating on
the same frequency, that is, cochannel interference. The
visual transmitter power output (TPO) is determined from
the ERP by using the antenna gain [1] g and the trans-
mission-line efficiency Z. Stated mathematically

TPO¼
ERP

gZ

ERP is given in kilowatts (kW) of power at the peak of the
synchronizing (sync) pulse so that the TPO is also in kW at
the peak of sync. Table 1 relates TPO and ERP for typical
lowband VHF, highband VHF, and UHF stations using the
maximum allowable ERP for each band.

The transmission line efficiency varies depending on
tower height and the type and size of line selected. The
minimum line size is determined by the TPO and desired
line efficiency.

Aural power may range from 5 to 20% of the visual
peak sync value. Most stations transmit aural at 10%,
although some UHF stations using common amplification
reduce the aural power to as low as 5% to reduce IMD
products.

Calibration of transmitter power is vitally important.
ERP is specified by the FCC. Thus, maintaining TPO
within tolerance assures that the ERP is in accordance
with the allocation. If the power output is not accurately
known, the amplifier dissipation and efficiency are equally

unknown, and power amplifier device life may be short-
ened. In addition, linearity precorrection circuits must be
set up at a known, stable power level to assure that system
linearity is maintained. Calibration of power level is best
done by using a calorimeter, especially for higher-power
transmitters. In a calorimeter, the temperature rise of a
known volume of water caused by the heat generated in a
water-cooled load is used to determine the average power
output. For the visual transmitter, this measurement is
done with modulation at blanking level, or 75% of peak
sync. The measured average power is converted to peak
sync power by multiplying by the peak:average ratio
(1.68). The formula for the power calculation is

Po¼ ð1:68Þð0:264ÞðTo � TiÞRf

where To the temperature of the water exiting the load in
degrees Celsius, Ti is the temperature of the water enter-
ing the load, and Rf is the flow rate in gallons per minute.
The numeric factor 0.264 is the specific heat of water.

For aural output, the measurement technique may be
similar. However, because the peak and average power for
a frequency-modulated signal are the same, the peak:av-
erage factor is unity. Alternatively, the aural power may
be set by observing the relative levels of the visual and
aural signals on a spectrum analyzer. This is especially
useful for measurements made after the signals are com-
bined, as in common amplification.

Accurately calibrated couplers and low-level power me-
ters located at the output of the transmitter RF system are
also widely used for power measurement. Because the
coupling factor is known, the reading of the power meter
may be calibrated to the actual power output.

1.1. Efficiency

Because of environmental concerns and the high cost of
electricity, TV transmitters must operate efficiently. Al-
though efficient power conversion is important at VHF, it
is unusually important for UHF transmitters because the
transmitted power is almost always much higher and con-
sequently much more expensive to generate. When con-
sidering the efficiency of TV transmitters, several factors
must be understood. To determine total power consumed,
the AC-to-RF conversion efficiency is the parameter of in-
terest. For systems with unity power factor, determining
the AC input power is relatively straightforward. For pow-
er factors less than unity, the relative phase of the AC
fundamental voltage and current must be determined. In
addition, in systems generating significant line harmon-
ics, the relative level of these harmonics must be known
[2]. Power factor is expressed either as displacement pow-
er factor or total power factor. The displacement power
factor (DPF) is the cosine of the phase between the voltage
and current at the fundamental frequency:

DPF¼ cosðfv � fiÞ

The displacement power factor is equal to the total
power factor only for undistorted sinusoidal voltage and
current waveforms.

Table 1. Typical Transmitter Power Output (TPO) for VHS
and UHF

Band
ERP
(kW)

Antenna
Gain

Line Efficiency
(%)

TPO
(kW)

Low VHF 100 6 85 19.6
High VHF 316 12 80 32.9
UHF 5000 30 76 219.3
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Total power factor is the ratio of total AC power input Pi

to the apparent power VI:

PF¼
Pi

VI

Determining input power is simplified by considering
only the DC-to-RF conversion process. In this case it is
necessary to determine only the voltage and current pro-
vided by the power supply to the final amplifying devices.
Although this is a useful tool for evaluating power ampli-
fier performance, it has the disadvantage of ignoring the
power consumed elsewhere in the transmitter, such as
power supplies for drive stages, cooling systems, filament
power, magnet power, and control system power. If these
items are to be included in the efficiency calculation, they
must be determined separately.

Determining output power for efficiency calculation is
equally complex. As we have seen, transmitters are rated
in terms of peak sync visual power. Exclusive use of this
number neglects the aural output. Some amplifier tech-
nologies exhibit apparent efficiencies greater than 100% if
visual peak power is used as the measure of output power.
This has given rise to the use of a figure of merit (FoM)
defined as

FoM¼
Po

PDC

where Po is the visual peak sync output power and PDC is
the DC input power at 50% average picture level (APL).
This definition is valid for transmitters using separate
amplification. For common amplification, the aural input
and output power must be added to the denominator and
numerator, respectively. Typical values of the figure of
merit for several tube amplifiers operating in separate
amplification are shown in Table 2 [3].

The DC input power for a typical visual-only power
amplifier is given by

Pi¼VbðIsDFsþ IvDFvÞ

where Vb is the beam voltage, Is is the beam current at
peak sync, DFs is the duty factor of the sync pulse (0.08), Iv

is the beam current during video, and DFv is the duty fac-
tor of the video (0.92). For a 60-kW-pulsed klystron, typ-
ical values are Vb¼ 24 kV, Is¼ 5.5 A, and Iv¼ 3.7 A, so that

Pi¼ 24½ð5:5� 0:08Þ þ ð3:7�0:92Þ� ¼ 92:2 kW

and

FoM¼
60

92:2
¼ 0:65

Other important efficiency factors to consider include
the power lost in the RF system and antenna transmission
line. These losses can be considerable and represent added
cost of operation after the full cost of generating the trans-
mitter output power has been spent. Thus it is extremely
important to minimize these losses. If losses are to be
minimized, the largest coaxial transmission line or wave-
guide should be used consistent with avoiding higher-or-
der modes and within the wind load capability of the
transmission tower. At UHF, the choice is usually between
61

8 or 8 3
16 in. coaxial line or rectangular or circular wave-

guide. The larger the coaxial line, the lower the loss. How-
ever, at the higher UHF channels, 8 3

16-inch line supports
an evanescent waveguide mode. Rectangular and circular
waveguides provide lower loss but are larger in cross sec-
tion than coaxial lines. The larger the physical size of the
line, the higher the wind load. Because of its cross-section,
circular waveguide offers lower wind load than rectangu-
lar. Thus many factors must be considered when selecting
transmission line type and size. The larger size coaxial
lines and waveguides are more expensive to purchase and
install. However, this is a one-time cost that should be
carefully weighed against the long-term reduction in
transmitter plant efficiency resulting from the use of a
line with excessive loss.

1.2. Reliability

Many stations operate continuously unattended, making
reliability a key requirement. There are many factors that
affect the reliability of a TV transmitter. Overall design
philosophy, device technology, module design, control ar-
chitecture, power supplies, cooling, and cabinet design are
critical areas, all of which must be considered. Consider a
transmitter design that uses subsystems in series with no
system redundancy. If one device fails, the entire trans-
mitter fails; that is, each subsystem represents a critical
point in the event of failure. This is illustrated in Fig. 2,
which shows a system of three subsystems in series with
no redundancy. This might represent a tube-type trans-
mitter with a single exciter and IPA. If each device (a,b,c)
has a reliability or probability of functioning until time t,
the reliability of the system Rs(t) is given by the product of
each subsystem reliability:

RsðtÞ¼RaRbRc

If three identical subsystems are operated in parallel, as
in Fig. 3, and only one is required for on-air operation,
there are no single points that may cause system failure.
This represents a parallel arrangement of identical PAs,

Table 2. Figures of Merit for Commonly Used Tube
Amplifiers

Amplifier Device Figure of Merit

Tetrode 0.9–1.0
Integral cavity klystron 0.65–0.75
External cavity klystron 0.65–0.75
Klystrode or IOT 1.1–1.3
Depressed collector klystron 1.2–1.3

A B C

Figure 2. Subsystems in series.
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each with their own IPA. In this case, the overall system
reliability is given by

RsðtÞ¼RaþRbþRc � RaRb � RaRc � RbRcþRaRbRc

To illustrate, assume that each subsystem has a reliability
of 0.5. In the series case, the system reliability is only
0.125. In the parallel case, the reliability is 0.875, an im-
provement by 8 times.

The reliability is related to failure rate l as follows:

RðtÞ¼ e�lt

The mean time between failures (MTBF) is the reciprocal
of the failure rate:

MTBF¼
1

l

On-air availability is related to reliability but perhaps
even more important. On-air availability is the percentage
of time the transmitter is available for service, defined by
the following equation

Availability¼
MTBF

ðMTBFþMTTRþMPMTÞ
�100%

where MTTR is the mean time to repair and MPMT is the
mean preventive-maintenance time. All quantities are
stated in hours (or other consistent time units).

There is little point in designing a transmitter that has
a high MTBF figure if, because of poor design and me-
chanical packaging, it takes an inordinate length of time
to make repairs, or if the transmitter has to be shut down
frequently for routine preventive maintenance.

Many stations have very short signoff windows or op-
erate 24 h a day. This often results in a less than optimum
maintenance schedule, which can lead to premature fail-
ure or out-of-tolerance operation. One way to reduce the
amount of off-air maintenance time is by making provi-
sions for on-air maintenance or to have redundant trans-
mitters. This significantly reduces the MPMT.

Several design factors should be considered for opti-
mum on-air availability. These include high reliability of
the fundamental circuits and provision for fast, easy ac-
cess to all subassemblies. A subassembly, which can be
readily removed, can be repaired by station personnel or
returned to the manufacturer for exchange. Another

factor contributing to availability is the maximum use of
common parts and subassemblies. If fewer items are need-
ed, it is more economical for the station to maintain a full
inventory of spares. If spares are on hand, the repair time
may be much shorter.

1.3. Linearity

This parameter refers to the degree with which the trans-
mitter output signal is directly proportional to the input.
Common terms used to quantify the degree of transmitter
nonlinearity include low frequency or luminance nonlin-
earity, differential gain, and AM-to-AM conversion. Out-
put phase may also be a function of input level.
The deviation from linear phase is often quantified as in-
cidental-carrier phase modulation (ICPM), differential
phase, and AM-to-PM conversion. These deviations from
linearity are called nonlinear distortions, that is, distor-
tions to the transmitted signal introduced by nonlinear
components in the transmission path. A nonlinear com-
ponent is any device whose complex output voltage is not
directly proportional to input voltage. Power amplifiers
operating near compression and intermediate power am-
plifiers (IPAs) are major contributors to nonlinear ampli-
tude distortion. This process creates the frequency spectra
of the lower sideband, usually called lower-sideband
reinsertion. Filters are commonly used to reduce sideband
spectral components, but these introduce phase distor-
tions.

Differential gain is nonlinear chroma gain as a function
of luminance level. A change in the picture color satura-
tion results from differential gain. Differential phase is
nonlinear chroma phase as a function of luminance level.
A change in picture hue results from differential phase.
Low-frequency or luminance nonlinearity is the change in
luminance gain as a function of picture brightness level.

Precorrection is a technique to compensate for non-
linear distortion. The objective of precorrection is to pro-
vide a complementary transfer function that when oper-
ating on the nonlinear transfer function of the power
amplifier, minimizes total system nonlinear distortion.
Precorrection may be introduced in the baseband, IF or
RF sections of the system and may be manually or adap-
tively adjusted.

IF linearity precorrection provides the correction for
nonlinear distortions in the intermediate-frequency (IF)
sections of the exciter. There are important advantages to
correcting at IF. Because most distortions are caused in
the high-power RF amplifiers after vestigial sideband
(VSB) filter, a precorrector placed after the VSB filter
can most accurately precorrect the modulated signal. In-
termodulation products are caused by the nonlinear trans-
fer function of the IPA and PA. As the power output
increases toward saturation, amplitude compression and
phase lag occur. The nonlinear transfer function gives rise
to mixing products that occur at sum and difference fre-
quencies around the visual carrier. Precorrection spectra
generated at IF after the VSB filter produce energy com-
ponents that can cancel intermodulation products gener-
ated in the amplifier stages. This is particularly important
for pulsed klystron or common amplification transmitters.

A

B

C

Figure 3. Subsystems in parallel.
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An example of a basic gain expansion circuit used for
precorrection is shown in Fig. 4. The signal is normally
attenuated a fixed amount by using a resistive L-pad, R1

and R2. The diodes, D1 and D2, are normally reverse bi-
ased by equal but opposite DC voltages. Reducing the DC
voltage permits the diodes to conduct on the signal peaks,
inserting additional resistance in parallel with the series
arm of the L-pad attenuator, thereby decreasing the at-
tenuation. Varying the resistance in series with the diodes
provides variable-gain expansion.

1.4. Incidental-Carrier Phase Modulation

Nonlinear phase distortions in high power amplifiers pro-
duce incidental-carrier phase modulation (ICPM) or spec-
tral components in quadrature with the modulated signal.
Fast video amplitude changes, such as a step or pulse,
cause larger incidental-phase spectral components than
slow changes. Receivers make this condition worse by at-
tenuating the lower sidebands below 0.75 MHz. The re-
ceiver responds to the extra sidebands created by the
phase modulation as if they were amplitude-modulated
single sidebands, producing spikes. The faster the rise
time of the signal, the more high-frequency energy is
present, resulting in edge distortions in the picture.

The picture impairment due to ICPM is similar to si-
multaneous group delay and differential-phase errors in
that edges are less sharp and the color hue changes with
brightness. On a waveform monitor, overshoots are visible
on trailing edges and as rounding of leading edges. These
overshoots vary in severity depending on how far into sat-
uration the power amplifier is driven.

Audio impairment is produced by ICPM in receivers
employing intercarrier conversion. Intercarrier receivers
use an AM or synchronous detector to produce a 4.5-HMz
aural IF from the composite video IF. Any phase

modulation on the visual carrier is transferred to the au-
ral carrier. For monoaural baseband audio, the effect of
increasing amplitude versus frequency of ICPM is nulli-
fied to some degree by receiver deemphasis. With multi-
channel sound, however, there is no deemphasis applied to
the baseband stereo signal, and the distortion is more pro-
nounced at the stereo subchannel and pilot frequencies.
Audio companding is employed to counteract the effects of
ICPM and other noise sources on the stereo subchannel.
Although the audio companding process reduces some of
the effects of ICPM, precorrection is essential for deliver-
ing clear, low-noise audio to intercarrier receivers.

There is no defined level of ICPM for a given stereo
performance level because the signal-to-buzz ratio is high-
ly dependent on the picture spectral components. Refer to
the EIA recommended practices [4] for recommendations
on ICPM limits.

ICPM precorrectors are grouped into two types: those
using a phase modulator and those inserting a fixed phase
directly on the signal. The phase modulator uses video to
modulate the IF or a master oscillator with a phase char-
acteristic opposite that of the nonlinear amplifier. A phase
modulator can also operate directly on the IF signal using
a video signal to set the amount of modulation. A block
diagram of a master oscillator phase modulator is shown
in Fig. 5.

ICPM precorrectors operating directly on the IF signal
are implemented in several ways. Direct precorrection at
IF is similar in concept to baseband differential phase pre-
correction. In both cases, the visual signal is split into two-
phase quadrature paths, as shown in Fig. 6. In the IF cor-
rector, the full video bandwidth is processed, whereas in
the video precorrector only the chroma signal is affected.
One method of implementation is to modify the quad-
rature signal gain function with level-dependent diode

V

R1

in V out

+dc –dc

+dc

–dc

D2

D1

R2

OV

Figure 4. Basic gain expansion circuit.
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Figure 5. Block diagram of master oscillator phase modulator.
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expansion or compression circuits. This can be done by the
same techniques as in the linearity corrector.

The vector diagram shown in Fig. 7 illustrates the op-
erating principles of the ICPM and linearity correctors.
The input signal is represented by the vector on the left.
Because of nonlinear distortions in the transmitter,
the output signal is shifted in phase and compressed, pro-
ducing the resultant distorted signal. To produce the
correct output signal, it is necessary first to expand the
in-phase signal and introduce an equal and opposite quad-
rature signal. When the resultant signal is amplified, the
output signal is restored to the undistorted TV signal.

1.5. Linear Distortions

These are distortions to the transmitted signal that are
not level-dependent. Unlike nonlinear distortions, linear
distortions can be introduced by linear (as well as nonlin-
ear) components in the transmission path. These compo-
nents include any device with a nonconstant frequency
response, such as matching networks, cavities, filters,
diplexers, and other tuned circuits. Variations in both am-
plitude and phase are produced, that is, variations in both
in-band amplitude response and group delay (GD) produce
linear distortions.

Group or envelope delay is the nonuniform delay of
different frequencies over the signal bandwidth, that is,

the first derivative of phase with respect to frequency:

GD¼
df
do

Group delay is caused by nonlinear phase as a function of
frequency inherent in RF amplifiers, filters, combiners,
and other devices. In general, the closer the amplitude
rolloff is to the passband of a tuned circuit, the higher the
group delay distortion.

Equalization is the technique used to compensate for
linear distortions. The objective is to provide a comple-
mentary transfer function that when operating on the fre-
quency response function, minimizes linear distortion.
Equalization may be introduced in the baseband, IF, or
RF sections of the system and may be manually or adap-
tively adjusted.

Group delay equalization of the aural transmitter
introduces group delay equalization in the IF section
of the aural modulator, effectively correcting the group
delay in the diplexer. The result is improved TV stereo
separation. The notch diplexer is a passive device, but
it can introduce significant linear distortions that degrade
stereo separation because the FM stereo signal is
most sensitive to the notch diplexer group delay and am-
plitude response over the occupied bandwidth of the
FM signal. The group delay and amplitude response of a
single-cavity diplexer optimized for minimum aural reject
power is shown in Fig. 8. The bandpass is somewhat nar-
row, and the group delay is steep. Fortunately, the re-
sponse curves have a high degree of symmetry, which
makes equalization possible. Equalization of the FM band-
pass allows using a lower cost, single-cavity notch dip-
lexer. A stagger-tuned, dual-cavity, notch diplexer might
be used to provide more bandwidth. However, a dual-
cavity, notch diplexer introduces more group delay in the
visual path and is more expensive than a single-cavity
diplexer.
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Figure 7. Vector representation of precorrection.
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1.6. Transmitter Control Systems

The transmitter control system provides the interface to
the user. It provides control, monitoring, and protection
for the transmitter. Essential control features include
transmitter ON and OFF states, output power raising and
lowering, remote or local control selection, and automatic
gain or level control. Other automatic control features,
such as VSWR foldback, are desirable. VSWR foldback re-
duces forward power when reflected power is high, such as
in antenna icing, and restores RF power to normal when
the reflected power returns to normal.

Easy-to-read status indicators are essential for quick
fault diagnosis. Typical status conditions displayed in-
clude exciter fault, VSWR fault, VSWR foldback status,
power supply fault, controller fault, loss of cooling air, door
open, failsafe interlock open, AC phase loss, RF power
module fault, visual drive fault, aural drive fault, and ex-
ternal interlock open.

If individual RF amplifier modules and power supplies
are self-protecting, the system control and monitoring
functions are relatively simple and straightforward. A
most effective approach is to distribute the control system
throughout the transmitter, as shown in Fig. 9. In the
distributed control system, the failure of any individual
controller component does not affect the operation of the
others. For example, failure of any single cabinet control-
ler would not affect the operation of the other cabinet con-
trollers or the main controller. Failure of the main
controller would not cause an off-air condition if the cab-
inet controllers operate independently of the main con-
troller. Failure of monitoring and metering should not
cause an off-air condition. It is also important that the
controller have backup memory to restore the transmitter
operating condition after AC power failure.

2. TRENDS IN TV TRANSMITTER DESIGN

Television broadcasting is a mature technology. In the half-
century or so since the adoption of the color standard, there
has been steady progress in transmission technology.
The prospect is for improvements to continue. Many of

these will occur simply because TV transmitters involve
such a wide range of electronics technology. Others will be
driven by the implementation of digital television [8]. It
may be expected that the analog transmission will benefit
from many of the improvements created by the digital
revolution. Improvements that reduce the cost of owner-
ship, improve the human to transmitter interface, and
simplify operation and maintenance are the areas in
which the most progress can be expected. These will in-
clude steady improvements in high-power, solid-state de-
vices and high-power UHF tubes, advances in digital
signal processing and in microprocessor-based controls,
and improved displays for monitoring functions. The per-
vasive use of digital technology will allow more and more
functions that have traditionally been defined by the hard-
ware design to be part of software.

3. SOLID-STATE DEVELOPMENTS

Technological advances in bipolar and field-effect transis-
tors (FETs) have made the development of solid-state,
high-power, linear amplifier modules for TV applications
both practical and cost-effective. By combining RF mod-
ules, it is practical to create transmitters at any power
range up to 75 kW. This is especially true for the VHF
bands and is becoming increasingly true for UHF. The
trend in solid-state technology is toward devices that pro-
duce higher power at higher frequencies and lower cost.
As costs are reduced, the feasibility of higher power trans-
mitters at UHF is enhanced. Solid-state power amplifiers
are operated in class AB for the best tradeoff of efficiency,
linearity, reliability, and cost. Driver stages usually con-
tain class A amplifiers.

There are several advantages to high-power, solid-state
technology. Solid-state transmitters maintain their per-
formance over extended periods of time because of the ab-
sence of tuning controls and degradation of filament
emissions. No warmup time is required. Solid-state trans-
mitters produce full-rated power within seconds of activa-
tion. Solid-state transmitters most often are air-cooled.
This has the advantage of eliminating any chance of cool-
ant spills and concern for cooling system freeze up in cold
climates. There have been some attempts to develop liq-
uid-cooled solid-state transmitters. The advantages of liq-
uid cooling include somewhat quieter operation and
improved cooling efficiency. Safety is also enhanced in sol-
id-state systems. Operating voltages are usually 65 V or
lower compared to tens of kilovolts for tube amplifiers.
There is no need for crowbars to protect solid-state devices
in the event of a short circuit. However, protection against
lightning and static-induced transients is required. Main-
tenance is also eased. Solid-state transmitters employ
modular architectures in which a large number of RF
and power supplies modules operate in parallel. Failure of
any one of these units has only a minor effect on TPO.
Thus immediate corrective action is not as critical as in
tube transmitters in which there may be only a single
output tube. Simple diagnostic displays make the identi-
fication of the failed unit easy. Hot pluggable designs and a
minimum of spare modules make it possible to remove and
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Figure 9. Distributed control and monitoring.
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replace the failed unit while the transmitter remains on
air. Repair of the failed unit may be done offline.

Both bipolar and field effect transistors (FETs) are used
today as RF amplification devices. Vertical metal oxide
silicon field-effect transistors (MOSFETs) are the devices
of choice for VHF transmitters. Both bipolar transistors
and MOSFETs have been available for UHF. However,
UHF vertical MOSFETs are not as linear and therefore
not as cost-effective as bipolar devices. Recently, laterally
diffused metal oxide silicon field effect transistors
(LDMOSFETs) have developed cost-effective linear power
for UHF. This has enabled producing cost-effective, solid-
state transmitters for UHF. Although both bipolar tran-
sistors and FETs have merit, FETs have some advantages
over bipolar devices. FETs have an amplification factor
higher than that in bipolar transistors, reducing the num-
ber of driver stages required. The fewer the drive stages,
the lower the manufacturing cost, and the better the lin-
earity because there are fewer parts contributing to cost
and nonlinearity. The higher power supply voltage re-
quired by FETs reduces the current rating required for the
power supply. Power supply cost is driven by current rat-
ing. Simple bias circuitry for FETs minimizes parts count
and amplifier production cost.

New developments in high-power, solid-state devices
are ahead. Silicon carbide (SiC) materials make it possible
to produce a variety of devices. In addition to blue light-
emitting diodes (LEDs) and switching transistors, linear
high-power UHF transistors are under development [6].
These transistors promise to operate at voltages and tem-
peratures higher than ordinary silicon devices, thereby
increasing available power output, system efficiency, and
cooling effectiveness while lowering transmitter system
cost.

4. TRANSMITTER TUBES

Because higher transmitter power is needed, power con-
sumption and efficiency are of utmost importance for UHF
transmitters. Although solid-state transmitters offer
many advantages to the broadcaster, many UHF stations
find that the most cost-effective transmitter design is
based on tube technology. Many of the advantages of
solid-state transmitters may be adapted to tube-based
designs. For the highest power multiple output tubes,
each with its own drive chain, provide a minimum
level of redundancy and the benefits of a soft-fail archi-
tecture. The high beam voltage required by tubes mini-
mizes power supply cost. Liquid cooling for high-power
tubes results in low acoustic noise within the transmitter
plant. Some of the lower power and more efficient tubes
are air-cooled. High-power tube designers have shown
great ingenuity in improving operating efficiency and
bandwidth, so that tubes remain a viable alternative for
UHF transmitters [7].

A variety of tube technologies are available to address
UHF requirements. These technologies include tetrodes,
klystrons, multiple-stage depressed collector (MSDC)
klystrons, and inductive output tubes (IOTs). Some are
most suited for lower-power transmitter designs, and

others are more appropriate for the highest power require-
ments. Work has been reported on a constant-efficiency
amplifier (CEA) that promises dramatic improvements in
UHF transmitter efficiency. This tube combines the design
of the IOT and the MSDC to achieve near-constant and
high efficiency independent of drive level.

5. TETRODES

Tetrodes are a generic category of four-element tubes suit-
able for the linear amplification of RF signals [5]. The an-
ode and screen grid are cooled with distilled water. Typical
peak sync power ratings are up to 30 kW, although a ‘‘dual
tetrode’’ design boasts a 60 kW rating. Tetrodes are biased
for class AB operation and therefore, are more efficient
than the class A klystron. The tetrode beam voltage is
much lower than that of the klystron or inductive output
tube. Tetrodes exhibit excellent linearity. The tradeoff for
performance in these areas is power gain lower than most
other amplifiers. The gain of a tetrode is only about 15 dB.
Tetrode filament currents are high to minimize cathode
current modulation of the cathode temperature. ‘‘Black
heat’’ is used to reduce the time to on-air. This feature
provides a lower than normal filament voltage and current
to keep the filament warm when the transmitter is off-air.
This reduces the thermal stress on the filament when go-
ing quickly to full power.

UHF power tetrodes combine visual and aural ampli-
fication. Ten percent aural power is the norm, and tubes
are rated according to peak sync power with the aural
carrier. For example, a typical UHF tetrode may be rated
at 30 kW peak sync. With 10% aural power, the peak en-
velope power (PEP) is 52 kW.

6. KLYSTRONS

For a discussion of klystrons, refer to the article on this
subject. See also Ref. 3.

7. INDUCTIVE OUTPUT TUBES (IOTS)

The IOT combines features of a tetrode and a klystron. The
electron beam is constrained similarly to that of a klystron
by using electromagnets. The mode of operation of the IOT
is similar to that of a tetrode. However, there are significant
differences because of differing geometry. An IOT, shown
schematically in Fig. 10, is composed of an electron gun
very similar to a klystron, a control grid, an input cavity,
accelerating anode, drift tube, output cavity, and collector.
The electrodes are arranged linearly unlike the concentric
configuration of a tetrode. An IOT is physically smaller
than a klystron. The electron beam is formed at the cath-
ode. It is density-modulated by the input signal applied to
the control grid via a resonant cavity and then accelerated
through the anode aperture. The grid is biased negatively
near cutoff. The first part of the tube may be thought of
as a triode with a perforated anode through which the elec-
tron beam is guided by electric and magnetic fields. The
beam is bunched at the radiofrequency and is accelerated
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by the high anode potential. In its bunched form, the beam
drifts through a field-free region (the anode extension cyl-
inder, which is an electrostatic shield). Then the beam in-
teracts with the RF field at the drift-tube gap in the output
cavity. Power is extracted from the beam in the output cav-
ity in the same manner as a klystron. The spent beam is
dissipated in the collector, which is separate from the out-
put RF interaction circuit. The grid may intercept some
electrons, causing a small amount of grid current. This in-
creases markedly if the tube is overdriven.

The fundamental benefit of the IOT is that it operates
as a class AB amplifier, resulting in high efficiency. Thus
the beam current Ib is proportional to the RF drive signal
Vg and follows the modulation envelope according to the
three-halves law

Ib¼KðmVgþVaÞ
3=2

where m is the amplification factor. The perveance K is
proportional to the cathode area and inversely proportion-
al to the square of the grid-to-cathode spacing. The drive
voltage is not normally high enough to make the instan-
taneous grid voltage-positive.

In aural service, the IOT is tuned the same as for visual
service. A single tube covers the entire UHF operating
band, although two slightly different input cavities are
required. Power gain in either visual or aural service is
about 21 dB. Thus, drive power is about 500 W for the vi-
sual and 50 W for the aural, assuming 10% nominal aural
power.
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TRANSMITTERS FOR DIGITAL TELEVISION
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Quincy, Illinois

The television industry in the United States began the
search to improve the quality of television images and
sound as early as the 1970s, and the Federal Communi-
cation Commission (FCC) sought more spectrum in the
1990s. These two paths ultimately led to digital television
(DTV). The desire was to put improved television (TV) in
the same frequency bands allocated for existing TV chan-
nels. These frequencies are low VHF (55–88 MHz) chan-
nels 2–6, high VHF (176–225 MHz) channels 7–13, and
UHF (476–860 MHz) channels 14–69. The DTV Standard
(1998) allocated another complete set of digital TV sta-
tions that are frequency-compatible with the existing an-
alog NTSC (National Television Systems Committee) TV
channels. This requires that the new DTV channels be al-
located between current channels and that neither service
interfere with each other. As we shall see, this in-between
(including adjacent) channel operation tightly restricts
digital TV transmitters.

Paralleling the early development of DTV in the United
States, other digital TV systems were being implemented
worldwide. Nation after nation has adopted digital TV as a
way of delivering more programming content with less
spectrum. Better use of the spectrum is one driving force
being development of digital RF technology. Digital has
proved effective in cellular telephones, microwave tele-
communication, and digital TV. Spectrum efficiency is not
the only motivation for the use of digital RF means. Use of
digital implies a possibility for multiple uses of the trans-
mitted bit stream and thus the potential of serving more
demands.

The design for practical digital television transmission
systems began in the 1980s. These digital systems re-
quired a new approach to high-power over-the-air (OTA)
TV broadcast. The television industry began to consider
the use of OTA transmission of TV of such quality and
function that new modulation and RF power schemes
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evolved. The goal for producing significant digital TV sig-
nal power is to

* Create a digitally modulated RF signal (called the
modulator or exciter)

* Reproduce the idealized signal suitable for demodu-
lation (controllable linearity)

* Provide the highest efficiency (power out vs. power
used)

* Deliver an RF signal that is reliable, practical, and
thus useful

Over-the-air terrestrial digital TV requires high RF
power, typically a few kilowatts to 100 kW. Compared
with cable, wireless cable, or satellites, this is substan-
tially different and deserves special attention. Whether
the digital TV transmitter is used for the system in the
United States or another digital system, as will be
explained, the requirements are similar.

1. DIGITAL TV MODULATION

Currently analog systems use two separate signals to
carry the TV signals. The visual information is carried
by AM means, while the aural information is carried by
FM means. When using two separate transmitters, class
AB linear amplifiers amplify the visual RF carrier and
class C nonlinear amplifiers typically provide the aural RF
carrier. These two different carriers are combined and
transmitted to form the RF TV signal.

Two digital modulation systems have been approved for
use in terrestrial broadcast:

* Eight-level Vestigial Sideband (8VSB), often referred
to as the Advanced Television System Committee
(ATSC) standard. This system has been also termed
digital television (DTV).

* Coded orthogonal frequency division multiplex (CO-
FDM), which is also referred to as digital videobroad-
casting—terrestrial (DVB-T).

8VSB uses a single modulated RF carrier to transport
the digital information. 8VSB is 64 QAM with most of the
lower sideband removed (vestigial). COFDM uses many
RF carriers (thousands), each modulated with a portion of
the digital information. These thousands of carriers are
combined to create the transmitted digital RF signal. Both
of these schemes (8VSB and OFDM) are required to reside
compatibly within the RF channel allocated for analog.

Surprisingly, both 8VSB and COFDM exhibit similar
spectra and time-varying waveforms. Both spectra are
noiselike, while the time plots appear random in ampli-
tude and duration (see Figs. 1 and 2).

The digital RF signals used for over-the-air (OTA) TV
broadcast are a vector-modulated signal, thus containing
amplitude modulation (AM) and phase modulation (PM).
The RF digital signal is modulated with a bitstream of
typically 30 Mbps (megabits per second). This results in a

high bit/per hertz efficient scheme (B30 Mbps within
6 MHz bandwidth or 5 bits/Hz).

Many other digital modulation techniques are used in
television services, and other types of digital modulation
are in use. Television delivery such as cable TV (CATV),
satellite direct to home, wireless cable, or the PC (personal
computer) telephone modem may use a scheme different to
optimize delivery versus transmission path characteris-
tics and digital payload. But transmitters for terrestrial
broadcast are the subjects of this article.

It is significant to note that digital terrestrial TV
modulation is generally thought of in terms of AM.
This is a result of the fact that the signal does go to zero
at some time. However, it is similar to PM/FM in that the
signal has no low-rate time-varying component. Compar-
isons of terrestrial analog TV and digital TV at RF are
enlightening:

Analog TV at RF Digital TV at RF

Peak to average varies
RF never goes to zero
Power changes with

picture content
In-channel noise corrupts

picture
Two RF carriers

Peak to average constant
RF goes to zero
Power constant for any

picture content
Noise below threshold does

not corrupt
One RF carrier

These differences require approaches to digital power
amplifiers that may be compared to conventional analog

Figure 1. Time-domain capture of 8VSB. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 2. Spectrum capture of 8VSB. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/erfme.)
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(NTSC/PAL/SECAM) RF amplifiers. As we shall see, the
requirements for digital transmitters are sufficiently dif-
ferent enough to warrant specific considerations.

2. DIGITAL TV MODULATOR OR EXCITER

Generation of an 8VSB or COFDM RF signal can be best
understood with the aid of block diagrams. A typical im-
plementation for 8VSB is shown in Fig. 3.

3. DIGITAL RF MODULATION

Terrestrial digital TV such as 8VSB and COFDM signals
are not symmetric and have both AM and PM components.
Both system designs results in a signal that occupies the
bandwidth with a noiselike signal. This noiselike charac-
teristic requires the use of linear amplifiers for practical
transmitter implementations.

3.1. Amplification of Digitally Modulated Signals

The most common way to increase the power of an RF
signal is simple amplification. This is generally straight-
forward for signals of a few watts but becomes increasing-
ly complicated as the power extends above several
kilowatts. Cost is excessive to execute a linear amplifier
at even a kilowatt. At high power the amplitude and phase
linearity plus IMD (intermodulation distortion) of the am-
plifying chain dominate the details. Nonlinearity gives
rise to bit error rates (BERs) that excessively degrade the
digital signal.

3.2. Modulated Single-Carrier Systems: QAM, and 8VSB

The ATSC system is a modified quadrature amplitude-
modulated (QAM) system generated by amplitude-modu-
lating an RF carrier (sin ot) and summing it with the same
RF carrier 901 phase shifted [sin (otþ 901)] that is modu-
lated differently. By modulating these two carriers with
multilevel digital signals, multilevel QAM is generated.

To create 8VSB, a 64-QAM signal can be generated and
then filtered with a surface acoustic wave (SAW) to elim-
inate the lower sideband. In practice, 8VSB may be gen-
erated by all digital means using a combination of
software and hardware.

3.3. Modulated Multicarrier Systems: DVB-T

To meet the needs of the European market, another digital
modulation method was developed. European needs are
different from those in the United States: multiple lan-
guages, more mountainous terrain, denser population,
and single program coverage nationally, to name only a
few. Today’s European analog systems, PAL (Phase Alter-
nation Line) and SECAM (Sequential Couleur Avec Me-
moire), use lower-powered transmitters than in the
United States. The system chosen for Europe, DVB-T or
COFDM, uses many carriers (thousands), each digitally
modulated and contained in a single TV channel (8-MHz
in Europe vs 6 MHz in the United States). The carriers are
each modulated with a portion of the digital information
and thus spread the digital data across the 8 MHz spec-
trum. Spreading data across the spectrum improves the
likelihood of lessened interference resulting from multi-
path propagation.

COFDM development has its roots in Europe but has
spread worldwide. Many nations around the world have
adopted the DVB standards for digital TV.

4. POWER AMPLIFIERS FOR TV

Power amplifiers are the last active element in the RF
path before the antenna system. The power amplifier final
amplifying stage is the most critical. This final stage de-
termines several critical characteristics of the broadcast
signal:

* Average power
* Peak power
* Distortion (intermodulation and harmonic)
* AC power (efficiency)
* Frequency response (bandlimiting and/or tilting)
* Signal quality (SNR, BER)
* Spectrum mask (compliance with standards, e.g.,

FCC)

The power of a digital transmitter is rated by its aver-
age power output. But digital TV signals have high peak-
to-average time-varying envelopes. 8VSB exhibits a typi-
cal 7 dB peak-to-average values while DVB-T is closer to
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Figure 3. Block diagram of 8VSB exciter.
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9 dB. Thus the peak power handling power and average
power output are important factors for final PAs.

Power amplifiers are generally nonlinear and band-
limiting, thus creating distortions of the input RF signal
at the output. Power amplifier nonlinearity creates both
in-band and out-of-band intermodulation distortion prod-
ucts within the amplifier. In-band products are important
because the received bit error rate (BER) is affected and
decoding errors will be produced if the intermodulation
products (IPs) are too high.

Out-of-band nonlinearity (spectrum shoulders)
must also be minimized to prevent interference with
adjacent analog or digital services. In most transmitters,
correction signals for amplitude and phase nonlinearities
are applied to the input signal of the digital amplifier
(feedforward), correcting both the in-band and out-of-band
intermodulation distortions at the same time. Therefore,
reductions in both the in-band and out-of-band IPs
coincide. The only exception to this is when frequency
response or group delay errors are present in the
amplifier.

5. VACUUM-TUBE POWER DEVICES

Tubes have a unique place in high-frequency amplifica-
tion; with a single device, they can amplify a signal to tens
of kilowatts over a band from a few hundred megahertz to
several gigahertz. Gridded tubes such as triodes, tetrodes,
or pentodes modulate the electron beam with a small ap-
plied RF voltage to the grid. Other tubes such as klystrons
use an applied RF voltage to bunch electrons generated
from a gun, and these bunched electrons drift through
additional cavities, creating additional bunching until
reaching a final cavity that extracts energy from the
formed beam.

Tube amplifiers usually are limited to 1–5% bandwidth.
This is determined by the number of resonant circuits
(usually cavities) and their loading (Q). This limited band-
width is helpful to reduce IPs in adjacent channels but
also causes group delay distortions at the channel band
edges.

Other varieties of vacuum devices use a grid, a drift
region, and an output cavity to form a tube called the kly-
strode or inductive output tube (IOT). The IOT (Fig. 4),
which found favor with digital TV by providing peak pow-
ers in excess of 100 kW at a gain of over 20 dB with good
linearity. Efficiencies of IOTs reach 30%.

The IOT has been integrated with a new collector: the
depressed-voltage collector. This depressed collector IOT
has many of the same characteristics of the IOT, except its
efficiency can exceed 50%.

6. SOLID-STATE POWER DEVICES

The use of solid-state devices for amplifiers has an obvious
attraction but comes with some limitations. Growth of sol-
id-state devices has led to improvements and reduction in
vacuum device usage. However, concentrated power (volts
and amperes) and power density of RF transistors have

limited the usage of transistors to combined configura-
tions (Fig. 5). The RF transistors are frequently multicel-
led and multichip devices in a single package to reach a
typical of 150 W peak power.

Figure 4. Inductive output tube.

Figure 5. RF amplifier module.
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6.1. Bipolar Transistors

Bipolar transistors are minority-carrier devices and as
such exhibit several distinguishing characteristics. Bipo-
lar transistors have moderate gain and reasonable linear-
ity but suffer from thermal runaway.

6.2. Field-Effect Transistors

Generally, field–effect transistors (FETs) are majority car-
rier devices and can be characterized by properties inher-
ent with this class of devices. FETs have higher gain and
improved linearity and are tolerant of poor load VSWR
without catastrophe.

6.3. Other Devices

Clearly, the FET and bipolar transistors are the most
widely used semiconductor devices for power amplifica-
tion. Other semiconductor technologies used for power
generation include MOSFETs, lateral diffused MOSFETs
(LDMOSFETs), HEMPT, and GaAs.

6.4. The Solid-State Amplifier

Transistors have one fundamental limit-they don’t come
with kilowatt power ratings at terrestrially delivered TV
frequencies. Kilowatts (sometimes tens of kilowatts) of RF
power are necessary for digital TV transmitters. To cover a
substantial area with an antenna at a reasonable height,
several tens of kilowatts of RF power may be required. A
typical analog (NTSC) station has a coverage circle with
radius of typically 55 mi. To duplicate this coverage with
digital transmissions may take tens of kilowatts or even
100 kW of RF power radiated from an antenna placed 1000
ft or more in the air. Transistors cannot do this with one
transistor in the final PA as can be done with a vacuum
device.

A single large transistor can typically produce 150 W of
peak power. This means that many transistors must be
combined to generate a multikilowatt RF signal. The sol-
id-state amplifier does exhibit a wider bandwidth than a
tube version, thus reducing some degradation created by
band limiting.

A single IOT can produce 25 kW average digital
RF power (125 kW peak). To amplifiy equivalently
to 25 kW with transistors would require almost 2000 tran-
sistors.

6.5. Amplifier Class of Operation

To amplify a signal with least distortion, current conduc-
tion over the 3601 RF cycle (class A) is used. Class A op-
eration is lowest in efficiency (same power supply draw
regardless of amplifier power output) and thus preferred
in lower-power stages where efficiency and dissipation are
not of great concern. Class A may be either a small or large
signal amplifier, depending on the scale of the design. Ef-
ficiency is limited to a theoretical maximum of 50% using
class A. Generally this is optimistic, and efficiencies
of 10–25% are far more typical.

Class B operation (1801Conduction) is ideally a linear
mode of operation, but practically it is not used at high

frequencies because of saturation and crossover distor-
tions. Even with its more efficient operation, class B finds
little use because of these limitations. Of more interest
and practical use is class AB. Class AB biases the device
(transistor or vacuum tube) with some idle current with-
out RF drive and thus minimizes crossover distortions, but
it retains the efficiency of class B at higher output power.
Efficiency is limited to 78% for the class B amplifier. The
class AB mode efficiency depends on bias conditions and
thus can be bracketed somewhere between the class A and
class B efficiencies.

Class C (less than 1801Conduction) and class D (switch-
ing or saturation mode) operation exhibit higher efficien-
cies but exhibit no linear amplification properties. Useful
for FM or power supply modulated applications, class C
amplifiers are rarely considered. Efficiency can theoreti-
cally approach 100% with class C or D. This efficiency is
shown in Table 1.

6.6. Push–Pull Pairs

RF power amplification frequently employs the use of
transistors in a push-pull configuration (Fig. 6). In a
push-pull configuration, two parallel-driven transistors
conduct on alternate halves of the RF cycle and then are
summed. This approach simplifies the transistor combin-
ing, bias, and required circuit area.

7. THE FINAL POWER AMPLIFIER

Digital television transmitters for either DTV or DVB-T
have only been in use since the mid-1990s. Digital TV

Table 1. Efficiency for Various Classes of Operation

Class of Operation Ideal Maximum Efficiency (%)

A 12.5
B 78
A/B 12–78
C 100
D 100
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Figure 6. Simplified push–pull RF power amplifier.
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transmitter characteristics aren’t known as completely as
those of other mature power amplifiers. Although the
8VSB and OFMD modulation schemes are very different,
they have high peak-to-average ratios. The probability of
peaks occurring varies as the difference between the av-
erage level and peak observed level increases. As may be
expected, as the difference between the two increases, the
probability of a peak reaching that amplitude decreases.
With an 8000-carrier OFDM signal, the maximum theo-
retical peak level can be as high as 38 dB, but the proba-
bility of this occurring is very small. With both systems,
the method of signal generation normally limits the peak-
to-average ratio to 8 dB for 8VSB and 12 dB for OFMD
without degrading performance (Fig. 7).

To amplify these signals transparently would require a
perfectly linear amplifier with a power capability of
8–12 dB higher than the average power output. For exam-
ple, to produce an average 1 kW output would require an
amplifier of 6–16 kW peak.

7.1. Combiners

Power amplifiers, even those using vacuum devices of
100 kW or more, must sometimes be combined (external
to the basic circuit power amplifier design). Various com-
biners of the following types are widely used:

* In-phase or star (impedance transformed to a single
common point)

* Quadrature two-way [901, hybrid, magic tee (also
known as ‘‘magic T’’)]

* Multiple input (bandwidth-limited)
* Isolated or nonisolated input ports (reject loads used

or not)
* Constant impedance (independent of sources)
* Nonreciprocal (circulator/isolator used)

The choice of combiner is usually determined by min-
imum insertion loss and the need for isolation from other
circuits or surroundings. At high power, it is wise to not
waste precious RF watts generated in power amplifiers as

losses in combiners. Conductor losses prevail at
higher powers, and thus air dielectric coax (coaxial ca-
ble)/stripline and waveguide are widely used to minimize
losses.

By alternating both in-phase and quadrature combin-
ers, arrangements that cancel certain intermodulation
products can be made. This technique can be also used
to divert RF that is intercepted by the antenna.

7.2. Control and Monitoring: Protection of the PA

High-power amplifiers need various controls and subse-
quent monitoring. Typically the monitor and control are
focused on three broad areas:

1. RF path
* Drive power
* Output power
* Load VSWR
* RF signal phase

2. Power supply(ies)
* Voltage
* Current
* Sequencing of supply turn on/off

3. Auxiliary
* Dissipation
* Temperature
* Air/coolant flow
* Arcing

The speed for the protection circuits in the power amplifier
will depend on the robustness of the device. Very-high-
power amplifiers will be operated near limits of perfor-
mance, thus requiring fast and tight limit-setting circuits.
Headroom in the PA is costly, and thus less costly protec-
tion circuits are preferred.

7.3. Peak and Average Power

RF power amplifiers are limited by several factors, but
dynamic range of the RF signal governs much of the lim-
itation. Generally, peak power determines the highest
voltage/currents, whereas average power determines dis-
sipation limit. The idealized digital signal has a higher
peak-to-average ratio than is generally provided by many
high-power PAs. If the highest peak were preserved, then
the penalty would be an inefficient PA. By permitting some
saturation and attendant nonlinearities, a nonideal but
practical signal can be transmitted with reasonable cost
and efficiency.

The 8VSB DTV signal has a peak-to-average ratio in
excess of 8 dB. To observe the high state, peak cannot be
captured and measured easily. To reach this peak may
take a long time. Instrumentation used to measure ordi-
nary highly repetitive signals will mislead the unin-
formed. This unusual phenomenon is caused by the
number of combinations of digital states and the sequenc-
es that are possible. Finding that combination may take
hours. As a result, the data lost by distorting these occa-Figure 7. The DTV RF waveform.
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sional symbols can be corrected by the forward error
correction (FEC) codes. Tests indicate that a transmitted
signal limited to 6–7 dB peak-to-average power ratio
(Fig. 8) does not generate excessively uncorrectable
IPs, and the receiver FEC can correct these errors. Sim-
ilarly, OFDM has an even higher peak-to-average ratio.
Two varieties of OFDM systems employ either 2000
or 8000 carriers. On average, half of the carriers would
be turned on, whereas the peak would be all carriers
turned on. The dynamic range extends from all carriers
on to all carriers turned off. This very wide dynamic
RF range and high peak-to-average ratio can be improved
by not allowing certain states to exist to give high peaks
and to let the FEC handle those occasional peaks that get
clipped.

7.4. Efficiency and Dissipation

Knowing the average power output and efficiency of
a PA, one can compute the dissipation. This dissipation
may be limited by the power output, the cooling mecha-
nism, the device, or the peak-to-average ratio. Efficiency
has been measured for both class AB vacuum and
solid-state amplifiers (Table 2). Efficiency is typically
25–35% of average output power. (Note: Higher efficien-
cies have been measured but at intolerable distortions.)
This means that as much as 3 times as much power
may be dissipated in the power amplifier as is delivered

to the load. Misleading is the high peak-to-average power
ratio, perhaps leading one to quickly predict a low dissi-
pation. One view is to consider that the class AB amplifier
signal dwells in the low-efficiency class A most of the
time, thus creating the lowered efficiency; where the
signal dwells briefly at the higher-efficiency, class B
peaks.

8. PRECORRECTION CIRCUITS

Powerful amplifiers characteristically modify the input
signal in undesirable ways. High-power stages with little
effect on the RF signal can be built, but they are not prac-
tical in terms of cost or efficiency. By choosing the design of
a PA with limited but known distortion characteristics,
one can use a number of ways to precorrect or correct
these problems.

8.1. Frequency

The PA may exhibit ripple, passband tilt, or band edge
problems. This is most notable in tube amplifiers using
tuned cavities to extract the RF beam energy. This is often
corrected by complementary tuning in the low-power
drive. As the power amplifier reaches saturation, the fre-
quency response often changes, thus complicating the cor-
rection process.

Table 2. DTV Transmitter Comparisons

IOT (UHF) FET (UHF) FET (VHF)

Average DTV power 25 kW 5.5 kW 5.0 kW
Main supply (V) 37 kW 32 VDC 50 VDC
Main supply (I) 1.9 A 560 A 490 A
Signal-to-noise ratio (SNR) 25 dB 25 dB 26 dB
Error vector magnitude (EVM) 5% 5% 4%
Power consumption 70.3 kW at 25 kW 25 kW at 5.5 kW 32 kW at 5.0 kW
Power amplifier efficiency 35% 31% 22%
Transmitter efficiency 27% 22% 15%
Cooling Air and liquid Air Air
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8.2. Amplitude

A PA can have multiple sources of deviations from linear
(power in versus power out). These nonlinearities can in-
clude saturation compression, class B crossover distortion,
or feedback/neutralization. These problems may be cor-
rected with complementary circuits using diodes with
multiple amplitude breakpoints. These circuits are imple-
mented at lower powers ahead of the PA.

8.3. Phase or Group Delay

Power amplifier characterizations that focus only on am-
plitude come up short. Digital TV is both amplitude- and
phase-modulated, and thus PA phase distortions limit per-
formance, too. Phase problems are corrected by using all
pass networks that exhibit tunable delay variations with-
out amplitude variations. Usually, several of these net-
works are inserted at IF and have tunable characteristics
over the RF band.

8.4. Analog Feedback

One of the oldest forms of distortion reduction is feedback.
By sampling the amplified output, inverting it, and ap-
plying it to the input, linearity can be improved. The most
common feedback in solid-state amplifiers is to leave some
unbypassed resistance in the emitter (or drain). This may
be done inside the transistor package. Similar feedback
may be done with vacuum tubes, but some reduction in
gain is required with each analog feedback scheme. It is
also possible to neutralize the reactive feedback mecha-
nism to improve the linearity characteristics. These tech-
niques call for identifying the feedback path element and
determining the best way to compensate this element
reactively.

8.5. Feedforward

Feedforward has become highly developed. This technique
is widely used in smaller amplifiers where very high
linearity is required. Widely used is a method of distor-
tion reduction using feedforward. There are many
novel ways to accomplish feedforward, depending on the
performance required. The simple form of feedforward
takes a sample of the output signal from the PA, subtracts
a sample of the input signal, linearly amplifies the
result, and reinserts this correction into the delayed
output (Fig. 9). The result is a highly corrected, linear
RF output but with a lower power than the original capa-
bility of the PA.

8.6. Digital Feedback

Digital feedback can be used if the output signal can be
compared to the internally generated modulator signal
and an error signal can be derived. This error signal is
digitized and is then used to distort or precorrect the dig-
ital signal in a manner that linearizes the transmitter.
Two general classes of errors are linear and nonlinear.
Linear errors are those that do not vary with signal
strength. The linear errors are frequency response
and group delay. Nonlinear errors are those caused by

the internal mixing action of nonlinear Vi/Vo response am-
plifiers.

Linear errors cause the digital constellation to be less
defined, and hence demodulation uncertainties give rise to
bit errors. This is shown in Fig. 10 for 8VSB.

* Phase shift (group delay) across the channel band-
width and amplitude compression are common char-
acteristics of power amplifiers. Similarly, filters with
in-channel ripple responses and sharp cutoffs affect
group delay, giving rise to linear errors.
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* Nonlinear errors are typically caused by amplifiers
with gain compression and crossover distortion.
Response such as that shown in Fig. 11 are what
may be present in a typical efficient power amplifier.

* These nonlinear errors generate IPs that may either
degrade the desired signal or create interference with
an adjacent service.

9. OUTPUT FILTER

The high-power amplifiers all generate significant IP lev-
els that are both in and out of band. The in-band IPs act as
noise to degrade the SNR of the system. The IPs that are
adjacent to the occupied band interfere with other services
such as other TV channels. To minimize out-of-band IPs
and other interference problems, using an output band-
pass filter can improve the IPs. These filters degrade
the digital TV signal by adding amplitude and group
delay distortions. These filters are generally sharp-
skirted filters to effect the IPs within 1 MHz of the chan-
nel edge. These sharp skirts have more of an impact
on group delay than amplitude, and thus additional
precorrection must be added for this high-power bandpass
filter.

To achieve the needed response, a many-pole filter
must be used. A demanding filter may have a response
as shown in Fig. 12.

The need and use of these types of filters are shown in
Fig. 13. Here the amplifier is solid-state and has
little bandwidth narrowing at the output. Placing a filter
(not that of Fig. 12) can limit adjacent channel IPs signi-
ficantly.

10. PUTTING IT ALL TOGETHER

Digital television transmitters are generally linear ampli-
fiers using frequencies that terrestrial analog TV uses to-
day. Thus the transmission layer is used to deliver the

transport layer digital payload, MPEG2. After generating
the RF signal (8VSB or OFDM) at some low power, it is
necessary to provide linear amplification. Examples of this
are the IOT PA and the solid-state PA. Results of 8VSB
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generation, precorrection, and filtering are shown in
Figs. 14 and 15.

11. SUMMARY

Digital television has revolutionized our thinking about
TV services to the home. Terrestrial digital TV delivery
will be by means similar to analog TV, that is, by linearly
amplifying a digital RF signal and then directing this
power by antenna systems typically located 1000 ft above
the served community. The purpose of the digital trans-
mitter (power amplifiers and exciters) is to produce a dig-
ital signal faithfully and within the limits of broadcasters’
financial means.
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TRANSMITTERS FOR FM BROADCASTING

GEOFFREY N. MENDENHALL

P. E. Richard J. FRY

Harris Corporation

1. THE FM BROADCAST TRANSMITTER

The purpose of the FM transmitter is to convert one or
more audiofrequency (composite baseband) input signal or
an AES3 serial digital audio data bit stream into a fre-
quency-modulated, radiofrequency (RF) signal at the de-
sired power output level to feed into the radiating antenna
system. In its simplest form, the FM broadcast transmit-
ter can be considered an FM modulator and an RF power
amplifier packaged in one unit.

Actually the FM transmitter consists of a series of in-
dividual subsystems each having a specific function:

1. The FM exciter converts the analog audio baseband
or serial digital audio data into frequency-modulat-
ed RF and determines the key qualities of the signal.

2. The intermediate power amplifier (IPA) is required
in some transmitters to boost the RF power level up
to a level sufficient to drive the final stage.

3. The final power amplifier further increases the sig-
nal level to the final value required to drive the an-
tenna system.

4. The power supplies convert the input power from
the ac line into the various dc or ac voltages and
currents needed by each of these subsystems.

5. The transmitter control system monitors, protects,
and provides commands to each of these subsystems
so that they work together to provide the desired
result.

6. The RF low-pass filter removes undesired harmonic
frequencies from the transmitter’s output, leaving
only the fundamental output frequency.

7. The directional coupler provides an indication of the
power being delivered to and reflected from the an-
tenna system.

Figure 1 shows a simplified block diagram of a typical FM
transmitter.

2. FM BROADCAST TRANSMITTER POWER
OUTPUT REQUIREMENTS

The FCC regulates the power of FM broadcast stations in
terms of effective radiated power (ERP), which is deter-
mined by the class of station and the antenna height above
the average terrain. The authorized ERP applies only to
the horizontally polarized component of radiation. Ellip-
tical or circular polarization is also permitted where the
ERP of the vertically polarized component may be as great
as the authorized horizontal component. This means that
twice as much total power is radiated and twice as much
transmitter power is required.

The transmitter power requirement is reduced by in-
creasing the gain of the antenna. There is, of course, an
economic tradeoff between the cost of a higher gain an-
tenna versus the cost of a larger transmitter and the add-
ed primary power costs. For a high ERP, it is common to
use antennas with up to 12 elements that provide a power
gain of about 12.6 (or 6.3 in each polarization).

The long transmission lines associated with the tall
towers commonly used are a source of considerable power
loss. For example, the efficiency of 2000 ft of 31

8 in. rigid
coax at 100 MHz is only about 62%.

The required ERP is first determined. Then the trans-
mitter power output (TPO) can be calculated taking into
account the transmission line losses and the antenna ar-
ray gain. Depending on the particular situation, the TPO
could vary from as little as 50 W to as much as 70 kW.

FM transmitters are designed to operate over a wide
range of power outputs so that any required power output
can be furnished with a few basic sizes. Popular maximum
ratings range from 250 W to 70 kW. Most installations use
a maximum TPO of 30 kW or less because it is more

Audio
baseband

input

Intermediate
power

amplifier
(IPA)

Transmitter
control system

Final
power

amplifier
(PA)

Low-pass
filter

Directional
coupler

Antenna

RF
output

FM
exciter

Power supplies
Primary

AC power
input

Figure 1. Simplified block diagram of an FM broadcast transmitter.
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economical to achieve the maximum 100 kW of ERP with
circular polarization by sufficient antenna gain.

2.1. FM exciters

The heart of an FM broadcast transmitter is its exciter.
The function of the exciter is to generate and modulate the
carrier wave with one or more inputs (mono, stereo, SCA)
in accordance with the FCC standards. Then the FM car-
rier is amplified by a wideband amplifier to the level
required by the transmitter’s following stage.

Stereo transmission places the most stringent perfor-
mance requirements on the exciter. Because the exciter is
the origin of the transmitter’s signal, it determines most of
the signal’s technical characteristics, including signal-to-
noise-ratio (SNR), distortion, amplitude response, phase
response, and frequency stability. Waveform linearity,
amplitude bandwidth, and phase linearity must be main-
tained within acceptable limits throughout the analog
baseband chain from the stereo and subcarrier generators
to the analog FM exciter’s modulated oscillator [1].
Figure 2 shows the frequency spectrum of the modulating
baseband signal, including monaural, stereo pilot, stereo
subchannel, and one SCA subcarrier. The recent introduc-
tion of AES3 (Audio Engineering Society Digital Audio
Transport Standard) digital audio transport and all-digital

FM modulation techniques like direct digital synthesis
(DDS) eliminate the distortions introduced by analog cir-
cuits. In a digital FM exciter, the left and right audio data
are converted into a digital representation of stereo base-
band by digital signal processing (DSP). Then these data
are further converted into a frequency-modulated carrier
by a DDS numerically controlled oscillator (NCO). From
here, the FM carrier is usually amplified in a series of class
C nonlinear power amplifiers, where any amplitude vari-
ation is removed. The amplitude and phase responses of all
RF networks that follow the exciter must also be controlled
to minimize degradation of the signal quality.

2.2. Direct FM

Direct FM is a modulation technique where the frequency
of an oscillator can be made to change in proportion to an
applied voltage. Such an oscillator, called a voltage tuned
oscilator (VTO), was made possible by the development of
varactor tuning diodes that change capacitance as their
reverse bias voltage is varied (also known as a voltage-
controlled oscillator or VCO).

If the composite baseband signal is applied to the tun-
ing terminal of a VTO, the result is a direct FM modulated
oscillator. Figure 3 is a block diagram that describes most
of the modern direct FM exciters on the market.

100% = 0dB

−10
−20

−30

−40

−50

−60

−70

−80
0 5 15 19 33 33 4338

Frequency (kHz)

L or R only modulated 100% @ 5 kHz. Unmodulated SCA @ 10% injection

53 67 76

10% Injection
−20dB

−12dB(L − R)
−6dB(L + R)

(P
ilo

t)

Figure 2. Stereo composite baseband with
SCA subcarrier.

Metering
Metering
samples

Audio
composite

control
Interlock

monitoring

Led display

DC

DC error

Modulation

Audio input
linearization

circuitry
Modulated
oscillator

Control circuit

RF power 
amplifier

Automatic
frequency

control
10 MHZ

ref

RF
sample

+V REG

RFRF LPF

T
em

p
F

W
D

 P
ow

er
  

R
F

L 
P

ow
er

 

50W
RF

output

EMI
filter

AC
EMI
filter
and 
fuse

AC line Power
supply

Figure 3. Analog FM exciter block diagram.

5338 TRANSMITTERS FOR FM BROADCASTING



2.3. Automatic Frequency Control

The frequency stability of direct FM oscillators is not good
enough to meet the FCC frequency tolerance of 72000 Hz.
This requires an automatic frequency control system
(AFC) that uses a stable crystal oscillator as the reference
frequency.

The modulated oscillator need not have good long-term
stability because the AFC feedback loop will correct for
long-term drift to keep the average carrier frequency with-
in limits. The modulated oscillator does need excellent
short-term stability (less than 1 s) because the control-loop
time constant must be long enough so that the AFC circuit
does not try to remove desired low-frequency audio mod-
ulation. This means that the oscillator is essentially run-
ning open-loop at frequencies above a few hertz so that the
noise performance of the modulator will also be deter-
mined by the short-term stability characteristics of the
oscillator.

2.4. Phase-Locked-Loop Automatic Frequency Control

Phase-locked-loop (PLL) technology has provided a means
of precisely controlling the carrier’s average frequency
while permitting wide deviation of the carrier frequency
at baseband modulating frequencies. This implies that a
PLL system behaves like an audio high-pass filter where
higher modulating frequencies are ignored by the control
loop, whereas lower frequencies are considered errors in
the average frequency and are tracked out by the loop. An
added advantage of the PLL is the ability to synthesize the
desired frequency from a single reference oscillator, there-
by eliminating the need to change crystals when changing
the frequency of the exciter.

The block diagram shown in Fig. 4 includes the key el-
ements in the PLL. The output of the modulated oscillator
operating at the carrier frequency is digitally divided
down to a frequency of a few kilohertz or even less, called
the comparison frequency. Likewise, the reference crystal

oscillator is also digitally divided down to the reference
frequency. The two frequencies are compared in a digital
phase/frequency detector to develop an error voltage that
corrects the carrier frequency of the modulated oscillator.
The reason for dividing the modulated oscillator frequency
so many times is to reduce the modulation index enough to
limit the peak phase deviation at the reference frequency
to a value that will not exceed the linear range of the
phase/frequency detector. If the linear range is exceeded,
the loop will lose lock. This is why some exciters may lose
AFC lock in the presence of low-frequency modulation
components [2].

The phase detector output is integrated and lowpass
filtered to remove the comparison frequency and all other
frequency components above a few hertz so that the AFC
circuit does not try to track out low-frequency modulation.
Some FM exciters use a dual-speed PLL to keep the loop-
turnover frequency low enough to maintain good ampli-
tude and phase response at 30 Hz, while also providing
quick lock-up time. The PLL error correction circuitry
must respond quickly during the initial frequency scan of
the FM band to achieve lock-up to the precision reference
oscillator in a few seconds. The loop bandwidth is wide
during acquisition and lock-up. After lock is achieved, the
bandwidth is reduced to provide the optimum modulation
characteristic.

The reference oscillator is usually temperature
compensated and requires no warm-up to maintain
73 PPM or better accuracy over the operating tempera-
ture range. A reference frequency of 10 MHz is often se-
lected for convenient comparison with international
frequency standards.

2.5. Digital FM Exciter using Direct Digital Synthesis

A new technology called direct digital synthesis (DDS)
eliminates the need for a PLL in the FM modulation
process by directly synthesizing the carrier frequency,
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including FM modulation, from a sine wave look-up table
in a programmable read-only memory device (PROM) op-
erating in conjunction with a digital phase accumulator
and a fast digital-to-analog converter (DAC). When
this technique is combined with digital signal processing
(DSP) technology, the entire process of generating stereo
baseband with SCAs (Subsidiary Communications Autho-
rization) and FM modulating this baseband information
onto the RF carrier can be done entirely in the digital
domain. The cost-to-performance ratio of DDS/DSP
technology has made it competitive with the analog tech-
nology in present exciters [3]. The full benefit of DDS/DSP
technology requires digital transmission of audio informa-
tion as an uncompressed, digital, bit stream all
the way from the digital audio source through a
digital console, digital audio processing, and an uncom-
pressed, digital, studio-to-transmitter link (STL) to
the AES3 digital input port of the DSP/DDS exciter
[4]. This same technology is used in the fully digital
audio broadcast (DAB) services with the European
Eureka 147 (EU-147) transmission standard and other
technical standards presently implemented world-
wide [5].

2.6. Direct Digital Synthesis of the FM Waveform

Direct digital synthesis (DDS) is a technique in which the
completely modulated FM waveform is generated totally
in the digital domain. As digital modulation is an inher-
ently linear process, no predistortion is required. The FM
signal generated by a DDS device has extremely low noise
and distortion, for true 16-bit digital audio quality
(� 96 dB FM signal-to-noise ratio and 0.0016% harmonic
distortion for 775 kHz deviation and 75 ms preemphasis/
deemphasis).

The current generation of DDS exciters use a 32-bit
numerically controlled oscillator (NCO). The basic resting
frequency of the NCO is set by a 32-bit tuning word. Fre-
quency modulation occurs when modulation data varies
the structure of the tuning word data within the phase
accumulator section of the NCO. The modulated output of
the NCO is converted to analog FM, upconverted, filtered,
and amplified to become the RF excitation for a conven-

tional FM broadcast transmitter RF amplifier chain.
A block diagram of a DDS digital FM exciter is shown in
Fig. 5.

DDS FM exciters also eliminate several basic limita-
tions found in analog exciters using direct FM via
the modulation of a voltage-controlled oscillator (VCO).
Very low audiofrequencies must be filtered from program
signals to avoid affecting the automatic frequency control
(AFC) circuits of the analog exciter, which see very low
modulating frequencies as an off-frequency condition that
needs correction. A DDS-based FM exciter has no such
limitation, and modulation response extends virtually to
dc (zero hertz). These lower octaves of program material
are important for sonic realism and to preserve the phase
correlation existing in the original program.

2.7. Digital Modulator

The digital modulator, which is the heart of a digital
exciter, utilizes a 32-bit NCO to digitally generate
the completely modulated FM waveform. Other support-
ing circuitry including a digital peak detector drives the
front panel modulation display. The block diagram in
Fig. 6 shows the functional subsystems of a digital
modulator.

The input to the digital modulator is fed modulation
data in the format and at the clock rate required. These
data represent the stereo baseband created in the digital
input module, which contains the DSP digital stereo gen-
erator and subcarrier input circuitry.

The digital modulator module includes a precise,
digital peak detector to provide the drive for a peak
modulation display. This circuit is driven by the
same data as the NCO modulator. Therefore, the modula-
tion indication on the front panel of the digital exciter
has very high accuracy to within 0.25% of the true
FM deviation value at any modulation index or
frequency.

The output of the NCO is D/A converted to a precise,
conventional FM signal at an intermediate frequency and
bandpass filtered to remove the images produced in the
DDS process [6].
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2.8. Digital Input and DSP Stereo Generator

DDS techniques are compatible with standard AES3 dig-
ital audio and provide the last link in maintaining a 100%
digital audio path from the program source through the
generation of the FM carrier with no intervening A/D or
D/A conversions to add noise and distortion. The DDS ex-
citer includes a built-in DSP stereo generator to convert
the incoming AES3 digital stereo into the digital stereo
modulation data needed for the NCO to generate FM
stereo. Most DDS exciters also offer as an option a high-
quality A/D converter that will convert the analog base-
band output of an analog stereo generator into the digital
data format needed by the NCO.

Auxiliary signals, such as SCA and RBDS/RDS (Radio
Broadcast Data Service), are accepted as modulated ana-
log waveforms from external devices, then A/D converted
to digital data and applied to the NCO for simultaneous

transmission with normal stereo program material.
Figure 7 shows the major signal blocks in the digital
input module [7].

The digital input module provides the interface, mon-
itoring, and control circuitry for these functions:

1. Accepts standard AES3 stereo digital data at any
rate from 20.8 kHz to 56 kHz, normally 32 kHz. Rate
conversion is automatic (self-clocking).

2. Accepts analog subcarriers in the range of 57 kHz to
92 KHz.

3. Converts all input signals to the composite digital
format needed by the digital modulator.

4. Provides a 19 kHz output to synchronize an external
RBDS/RDS generator.

5. Supplies digital composite limiting using look ahead
digital technology.
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6. Provides gain adjustment for SCA, overall deviation,
limiting level, and pilot level.

7. Provides a switchable LED display showing either
total peak deviation or limiting level.

8. Allows user selection of program channel mode
(AES3/EBU or analog) (Audio Engineering Society/
European Broadcast Union Digital Audio Transport
Standard), preemphasis ON/OFF/time-constant, mono
ON/OFF, and data error detection mode.

2.9. Exciter Metering

Metering of important operating parameters can be
provided by a combination of analog metering and a dig-
ital LED display. Steady-state parameters are usually se-
lected by a multi-position switch and displayed on
an analog or LCD multimeter. Typical steady-state func-
tions include regulated, preregulated, and unregulated
supply voltages; the AFC control voltage; RF power am-
plifier collector voltage and current; forward output
power; and reflected power.

A color-coded peak reading display is usually provided
to constantly monitor the peak FM deviation. A high-
speed peak detector gives accurate peak readings on sig-
nals from dc to 100 kHz. A one-shot multivibrator circuit
provides a clear indication of short transient peaks ex-
ceeding 100% modulation. Digital exciters directly read
the peak values of the modulation data producing the FM
deviation in the NCO.

2.10. Exciter Output Stage

The broad-band RF amplifier in the exciter amplifies the
output of the modulated oscillator from a power level of a
few milliwatts up to an output level in the range of 5 W to
50 W. The output stage is usually protected against dam-
age by an infinite VSWR at any phase angle.

The typical RF amplifier is designed to have a band-
width of at least 20 MHz, using successive broadband im-
pedance matching sections for each stage. Each group of
matching sections consists of microstrip or lumped
elements.

The broad-band performance of the RF amplifier elim-
inates the need for adjustments to any particular frequen-
cy within the FM band. The exciter output is transparent
to the signal generated by the modulated oscillator, and
the amplifier stability is enhanced under varying load
conditions.

A microstrip directional coupler is often incorporated
in the RF amplifier output network. This coupler supplies
information to the exciter control circuitry that provides
automatic control of power output level and provides
protection against operation under high VSWR
conditions.

All current generation FM exciters will produce at
least 50 W of RF output so they can be used as complete
transmitters for educational stations with the addition
of a harmonic filter to the output. For higher power
levels, the exciter is used to drive an external power
amplifier.

3. RF POWER AMPLIFIERS

The remainder of the FM transmitter consists of a chain of
power amplifiers, each having from 8 dB to 20 dB of power
gain. Ideally, the transmitter should have as wide a band-
width as practical with a minimum of tuned stages. Broad-
band solid-state amplifiers are preferred to eliminate
tuned networks in the RF path. Higher powered trans-
mitters in the multikilowatt range may use multiple tube
stages, each with fairly low gain, such as in the grounded-
grid configuration or a single grid-driven PA stage with
high gain and efficiency. The cost, redundancy, and wide
bandwidth benefits of solid-state transmitters have made
them attractive at power levels up to 20 kW. At higher
power levels beyond 20 kW, the lower cost per watt of high-
power, single-tube transmitters still make them attractive
even though the modulation performance and reliability
are less than those of a solid-state transmitter. Design
improvements in tube-type power amplifiers have concen-
trated on improving bandwidth, reliability, and cost effec-
tiveness, whereas design improvements in solid state
amplifiers have focused on continuous cost reduction to
make them competitive with tube technology at ever in-
creasing power levels [8].

3.1. RF Power Amplifier Performance Requirements

The basic function of the power amplifier is to amplify the
exciter output to the authorized transmitter power output
level. Most of the overall performance characteristics of
the transmitter are determined by the exciter, but a few
are established or affected by the power amplifier charac-
teristics:

1. The RF output level at harmonics of the carrier fre-
quency is almost completely a function of the atten-
uation provided by the output matching circuit and
output lowpass/notch filters. The FCC limit in deci-
bels is [43 dBþ 10(log watts) dB] or 80 dB whichever
is less (73 dB for 1 kW output or 80 dB for 5 kW and
higher).

2. The major source of asynchronous AM noise usually
originates in the last power amplifier stage. The
FCC limit is 50 dB below 100% equivalent AM.

3. The RF power output control system that must
keep the output within þ 5% and � 10% of autho-
rized output is usually achieved in the final power
amplifier.

4. Inadequate power amplifier RF bandwidth, particu-
larly with respect to phase linearity (constant time
delay) across the signal bandwidth, can reduce ste-
reo separation and cause SCA crosstalk.

5. The presence of standing waves on the transmission
line to the antenna may also interact with the power
amplifier to cause degraded stereo separation and
SCA crosstalk.

The power amplifier should provide trouble-free service
and be easy to maintain and repair. Good overall efficiency
is also desirable to reduce the primary power consumption
and heat load released into the transmitter room.
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3.2. Power Amplifier Bandwidth Considerations

As mentioned earlier, the FM signal theoretically occupies
infinite bandwidth. In practice, however, truncation of the
insignificant sidebands (typically less than 1% of the car-
rier) makes the system practical by accepting a certain
degree of signal degradation. The transmitter power am-
plifier bandwidth affects the modulation performance.
Available bandwidth determines the amplitude response
and group delay response. There is a tradeoff involved
among the bandwidth, gain, and efficiency in the design of
a power amplifier [9,10].

The bandwidth of an amplifier is determined by the
load resistance across the tuned circuit and the output or
input capacitance of the amplifier. For a single-tuned cir-
cuit, the bandwidth is proportional to the ratio of capac-
itive reactance to resistance:

BW /
K

2pf RLC
¼

K XC

RL
ð1Þ

where:

BW¼ bandwidth between half-power points (BW3)
K ¼proportionality constant

RL ¼ load resistance (appearing across tuned circuit)
C ¼ total capacitance of tuned circuit (includes stray

capacitances and output or input capacitances of
the tube)

XC ¼ capacitive reactance of C
f ¼ carrier frequency [11]

The load resistance is directly related to the RF voltage
swing on the tube element. For the same power and effi-
ciency, the bandwidth can be increased if the capacitance
is reduced.

4. EFFECTS OF CIRCUIT TOPOLOGY AND TUNING ON FM
MODULATION PERFORMANCE

FM broadcast transmitter RF power amplifiers are typi-
cally adjusted for minimum synchronous AM (incidental
amplitude modulation with FM), which results in sym-
metrical amplitude response. This will assure that the
transmitter’s amplitude passband is properly centered on
the FM channel. The upper and lower sidebands will be
attenuated equally or symmetrically, which is assumed to
result in optimum FM performance. This will be true if the
RF power amplifier circuit topology results in simulta-
neous symmetry of amplitude and group delay responses.

Actually, symmetry of the group delay response has a
much greater effect on FM distortion than has the ampli-
tude response. Tuning for symmetrical group delay will
cause the phase/time delay errors to affect the upper and
lower sidebands equally or symmetrically. The group de-
lay response is constant if the phase shift versus frequen-
cy is linear. All components of the signal are delayed
equally in time, but no phase distortion occurs.

The tuning points for symmetrical amplitude response
and symmetrical group delay response usually do not

coincide, depending on the circuit topology. Therefore,
simply tuning for minimum synchronous AM (symmetri-
cal amplitude response) does not necessarily result in the
best FM performance [12].

Measurements taken on typical FM transmitters as
well as computer simulations show that tuning the RF
power amplifier for symmetrical group delay response re-
sults in minimum distortion and crosstalk. Group delay
response asymmetry causes higher FM distortion and
crosstalk than amplitude response asymmetry. The trans-
mitter should be tuned for symmetrical group delay re-
sponse, which results in the best FM performance, rather
than for symmetrical amplitude response, which results in
minimum synchronous AM [13].

4.1. Power Amplifier Output Source Impedance

At the milliwatt levels used in RF test equipment, it is
customary to provide 50O source and load impedances at
both ends of a coaxial transmission line. This approach
minimizes any reflections on the line because both the
transmitter (source) and the termination (load) absorb re-
flected energy. A 50O source impedance is usually provid-
ed by placing a 50O build-out resistor in series with a low-
impedance voltage source (Thevenin equivalent). The
closed-circuit voltage with this configuration is exactly
one half of the open-circuit voltage, meaning that half of
the total available RF power is dissipated in the source
resistance. The best possible efficiency for this system is
50% assuming that the voltage source is 100% efficient
without the source resistance.

It becomes obvious that, although an FM transmitter is
designed to drive a 50O load, it does not have an output
source impedance of 50O. To achieve high efficiency, the
transmitter must have a very low output source imped-
ance so that nearly all of the power is delivered to the load.
The plate dissipation indirectly represents some of the
power lost within the low source resistance. Because the
low source impedance of the transmitter provides a mis-
match to reflected power from the load, this power is al-
most totally reflected back from the transmitter output
stage toward the load again.

4.2. Intermediate Power Amplifiers

The intermediate power amplifier (IPA) is located between
the exciter and the final amplifier in higher power trans-
mitters that require more than about 50 W of drive to the
final amplifier. The IPA may consist of one or more tubes
or solid-state amplifier modules.

Most of the newer design, high-power transmitters
with a tube in the final amplifier require between 150 W
and 600 W of drive. This permits the use of solid-state,
wideband, power amplifier modules to boost the exciter’s
power up to the level required to drive the grid of the final
tube.

4.3. Interstage Coupling Circuits

The separate IPA output circuit and the final amplifier
input circuit are often coupled together by a coaxial
transmission line. Impedance matching is usually
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accomplished at either end by one of the configurations
shown in Fig. 8.

The interconnecting transmission line between the cou-
pling circuits should be properly matched to avoid a high
VSWR. Directional wattmeters are normally placed in the
line to measure forward and reflected power from which a
standing wave ratio can be established. The VSWR is es-
tablished by the match at the load end of the transmission
line.

Solid-state RF power devices possess a very low load
impedance at the device output terminal, so that an im-
pedance transformation that goes through the 50O inter-
mediate impedance level is required to couple these
devices into the relatively high impedance of the final am-
plifier grid circuit. Therefore, virtually all solid-state IPA
systems have a 50O impedance point within the system
that can be used to feed the antenna in an emergency.

4.4. Solid-State RF Power Amplifier Systems

A solid-state RF power amplifier almost always consists of
a system of individual amplifier modules combined to pro-
vide the desired power output. Following are the advan-
tages of using several lower power modules instead of a
single high-power amplifier:

1. Redundancy is provided by isolating the input and
output of each module, permitting uninterrupted

operation at reduced power if one or more of the
modules fails.

2. The ability to repair or replace failed modules with-
out having to go ‘‘off the air.’’

3. More effective cooling of each power device junction
by splitting the concentration of heat to be dissipated
into several areas instead of one small area.

4. Better isolation between the amplifier modules and
the input circuit of the final power amplifier or
antenna is provided by the combiner/isolator.

5. Redundant power supplies and air cooling systems
for each module improve overall reliability.

Each RF power amplifier module consists of one or
more solid-state devices with broad-band impedance
transformation networks for input and output matching.
A new generation of class ‘‘C’’ MOSFET devices permits
the design of broad-band amplifier stages with both high
efficiency and the wide bandwidth necessary to cover the
FM broadcast band.

The input impedance to the solid-state device is always
lower than the desired 50O input impedance, so a broad-
band impedance transformation scheme is required. This
is usually accomplished by a combination of coaxial baluns
and push–pull coaxial line sections cross-coupled to pro-
vide 4:1 or higher transformation ratios over the FM band.

By operating two devices in push–pull, the input im-
pedance (differential) is double that of a single-ended cir-
cuit, and the suppression of even order harmonics is
enhanced. Two devices fed in this manner also provide
some degree of redundancy within the module because
partial RF output may be obtained when one device fails.
Similarly, the low output impedance of these solid-state
devices can be transformed up to the desired 50O module
output impedance where combining occurs. Figure 9(a) il-
lustrates a simplified schematic of a broad-band, 350 W,
MOSFET, RF amplifier module using the push–pull con-
figuration. Figure 9(b) is a photograph of this RF amplifier
module [14].

4.5. Solid-State Amplifier Splitting and Combining

The following are two frequently used types of splitting/
combining schemes:

1. A 901 hybrid splitter or combiner (N� 1 hybrids are
required to split or combine N inputs) (see section on
transmitter output combining).

2. A Wilkinson N-way in-phase splitter or combiner.

Either type of splitter/combiner must provide isolation
between the individual power amplifier modules and
low-loss splitting or combining of the total power.

The cascaded 901 hybrid system shown in Fig. 10 pro-
vides double isolation between the power amplifiers and
the load by first combining the two pairs of amplifiers and
then combining the outputs of the first two combiners. A
portion of the reflected power, caused by a mismatch at the
output, will be dissipated in the reject loads so that the
power amplifier modules will operate into a lower VSWR
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Figure 8. Interstage RF coupling circuits.
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than exists at the output. The unbalanced 50O reject loads
are accessible for monitoring of reject load power, which is
useful in determining the balance of the system.

The Wilkinson system shown in Fig. 11 is a simple and
effective way to split and combine modules operating in-
phase but usually requires a balanced reject load that
makes reject power measurements more difficult. By add-
ing additional coaxial balun sections to the Wilkinson, it is

possible to use unbalanced reject loads [15]. This configu-
ration is called Wilkinson–Gysel.

5. ADAPTIVE CONTROL OF THE COMBINER
CONFIGURATION

Both the 901 hybrid and the Wilkinson combining systems
require resistive RF power reject loads to provide isolation

C31

C8

C9
C27

C18 L4 R4 C7

R2

R7

C28 C25

R8 R5

CR1 C22 C4

R6

JP3

L5

C32T2

L1

C19
C20

VD

VD

C17

C6L3

C26

C3

R1

R3

Q1

Q2

(a)

(b)

RF
input

RF
output

VG

TL1 T1C1

C23

C11 C16 

Figure 9. (a) Schematic of broad-band, 350 W,
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between the amplifier modules in the event that one or
more of the modules fail. A portion of the RF power from
the remaining modules is wasted in the reject loads in-
stead of being delivered to the output. Recent develop-
ments have made it possible for a microcomputer to
monitor the degree of imbalance in the system and adap-
tively change the configuration of the combiner to loss-
lessly compensate for the failure of one or more power
amplifier modules. This is accomplished by having the
microcomputer substitute the appropriate reactances in
place of the resistive reject loads to maintain enough iso-
lation for the remaining power amplifiers to work effi-
ciently. This technique is used in the Harris ‘‘Z’’ plane
combiner.

Because most splitter/combiner systems are designed
around a 50O input and output impedance level, these
systems can be easily used as low-power standby trans-
mitters by routing the output to the antenna system. An
RF lowpass filter (LPF) is required only when directly
feeding the antenna system. The harmonic suppression of
the IPA is not as critical when driving a nonlinear power
amplifier that also generates harmonics, because this
stage will have its own LPF.

6. SOLID-STATE FM BROADCAST TRANSMITTERS

The techniques used to construct IPA systems can also be
used to construct a completely solid-state transmitter us-
ing arrays of combined modules for the final output stage.

An additional RF lowpass filter is usually required to meet
FCC emission requirements.

6.1. Advantages of Solid-State Transmitters

The primary advantages of a solid-state transmitter are
the built-in amplifier and power supply redundancy, su-
perior FM performance, the ability to cover the entire FM
band without the need for retuning, and elimination of
tube replacement costs. A tubeless transmitter is nearly
maintenance free.

6.2. Solid-State Transmitter Design Considerations

Several manufacturers offer solid-state FM broadcast
transmitters with power outputs ranging from 100 W up
to 20 kW, but present economic factors still favor the sin-
gle-tube FM transmitter for power levels above 20 kW. For
a solid-state transmitter to be competitive in cost and
power consumption with a single tube transmitter, the ef-
ficiency of the solid-state RF power amplifiers and com-
bining system have to approach the 80% efficiency
obtainable from tube type RF amplifiers. This high effi-
ciency has recently been achieved with MOSFET solid-
state devices at VHF frequencies.

Recent solid-state designs have provided higher effi-
ciencies, up to 80% dc to RF efficiency at the MOSFET de-
vice level and over 62% overall efficiency, from ac line in to
RF output. This is actually better ac to RF efficiency at the
5 kW level than a typical single-tube transmitter.
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Some solid-state designs have added a few percent to
their overall ac to RF efficiency by optimizing their RF
circuits over narrowband sections of the FM band. This
approach is beneficial to the user who is certain that there
will be no need to change the transmitter’s frequency or
who is prepared to provide the transmitter modifications
needed to do so.

Trends in the newest solid-state FM transmitters are to
supply redundant RF, power supply, and control circuits so
as to keep the transmitter on the air at reduced power in
the event one or more components should fail. Identical
and interchangeable IPA and PA modules offer additional
redundancy. RF modules that can be removed and insert-
ed in an operating transmitter also provide the advantage
of not requiring an off-air period for some maintenance
services.

Solid-state transmitter layouts with direct, cable-free
connection of the RF modules to the RF combiner have
also been introduced and further enhance transmitter re-
liability and stability. Another enhancement provided in
some current solid-state FM transmitters is an advanced,
microprocessor-based, control system that monitors de-
tailed parameters within the transmitter and provides in-
telligent control of the transmitter system, including the
RF combiner, so as to maximize output power and mini-
mize reject load power under various combinations of ac-
tive and inactive modules.

Figure 12 shows a block diagram of a 5 kW solid-state
transmitter.

6.3. Vacuum-Tube Power Amplifier Circuits

The amplitude of an FM signal remains constant with
modulation so that efficient, nonlinear, Class C, amplifiers
can be used.

FM broadcast vacuum-tube power amplifier circuits
have evolved into two basic types. One type uses a tetrode
or pentode tube in a grid-driven circuit, whereas the other
uses a high-m triode in a cathode-driven (grounded grid)
circuit.

6.3.1. Cathode-Driven Triode Amplifiers. The high-m
triodes being used in cathode-driven (grounded-grid) FM
amplifiers were originally developed for linear SSB am-
plifiers. Their characteristics are well adapted to FM
broadcast use because the circuit is very simple and no
screen or grid bias power supplies are required. Figure 13
shows the basic circuit configuration. In this case, the grid
is connected directly to chassis ground. Dc grid current is
the difference between dc cathode current and dc plate
current. The output tank circuit is a shorted coaxial cavity
that is capacitively loaded by the tube output and stray
circuit capacitance. A small capacitor is used for trimming
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the tuning and another small variable capacitor is used to
adjust the loading. A p-network matches the 50O input to
the tube cathode impedance.

The triodes are usually operated in the less efficient,
class ‘‘B’’ mode to achieve maximum power gain, which is
on the order of 20 (13 dB). They can be driven into high-
efficiency, class ‘‘C’’ operation by providing negative grid
bias. This increases the plate efficiency, but also requires
increased drive power.

Most of the drive power into a grounded-grid amplifier
is fed through the tube and appears in the stage’s output.
This increases the apparent efficiency so that the efficiency
factor given by the manufacturer may be higher than the
actual plate efficiency of the tube. The true plate efficiency
is determined by dividing the output power by the total
input power, which includes both the dc plate input power
ðIp�EpÞ and the RF drive power. Because most of the
drive power is fed through the tube, any changes in load-
ing of the output circuit also affect the input tuning and
driver stage.

There is RF drive voltage on the cathode (filament) of
the tube, so some means of decoupling must be used to
block it from the filament transformer. One method em-
ploys high-current RF chokes because the inductance can
be very low at this frequency range. The other commonly
used method feeds the filament power through the input
tank circuit inductor.

Cathode-driven stages are normally used only for the
higher power stages. The first stage in a multitube trans-
mitter is nearly always a tetrode because of its higher
power gain.

6.3.2. Grid-Driven Tetrode and Pentode Amplifiers.
Transmitters with tetrode amplifiers throughout usually
have one less stage than do those with triodes. Because
tetrodes have higher power gain, they are driven into
class ‘‘C’’ operation for high plate efficiency. Against these

advantages is the requirement for neutralization, along
with screen and bias power supplies.

Figure 14 shows a schematic of a grid-driven tetrode
amplifier. In this example, the screen is operated at dc
ground potential and the cathode (filament) is operated
below ground by the amount of screen voltage required.
This is called grounded-screen operation. It has the ad-
vantage that stability problems due to undesired reso-
nances in the screen-by-pass capacitors are eliminated.
With directly heated tubes, it is necessary to use filament-
bypass capacitors. During grounded-screen operation,
these bypass capacitors need a higher breakdown voltage
rating because they have the dc screen voltage across
them. The filament transformer must have additional in-
sulation to withstand the dc screen voltage.

The screen power supply provides a negative voltage in
series with the cathode to ground and must have the ad-
ditional capacity to handle the sum of the plate and screen
currents. A coaxial cavity is used in the output circuit so
that the circulating current is spread over large surfaces
to keep the losses very low. This cavity is a shorted quar-
ter-wavelength transmission line section that resonates
the tube’s output capacitance. The quarter-wavelength
cavity is actually shorter than a physical quarter-wave-
length due to the electrical loading effect of the tube’s out-
put capacitance across the open end of the transmission
line. The length is preset to the desired carrier frequency,
and then a small-value variable capacitor is used to trim
the system to resonance. Capacitive output coupling is
used to match from the high RF voltage point to the 50 O
transmission line.

The 50O input is capacitively coupled into the grid cir-
cuit inductor to provide the correct impedance match.

Pentode amplifiers have even higher gain than their
tetrode counterparts. The circuit configuration and bias
supply requirements for the pentode are similar to the
tetrode because the third (suppressor) grid is tied directly
to ground. The additional isolating effect of the (suppres-
sor) grid eliminates the need for neutralization in the
pentode amplifier [16].

6.3.3. Impedance Matching Into the Grid. The grid cir-
cuit is usually loaded (swamped) with added resistance.
The purpose of this resistance is to broaden the bandwidth
of the circuit by lowering the circuit Q and to provide a
more constant load to the driver. It also makes neutraliz-
ing less critical so that the amplifier is less likely to be-
come unstable.

Cathode or filament lead inductance from inside the
tube through the socket and filament capacitors to ground
can heavily load the input circuit. This is caused by RF
current flowing from grid to filament through the tube ca-
pacitance and then through the filament lead inductance
to ground. An RF voltage is developed on the filament,
which in effect causes the tube to be partly cathode-driven.
This undesirable extra drive power requirement can be
minimized by series resonating the cathode return path
with the filament bypass capacitors or by minimizing the
cathode-to-ground inductance with a specially designed
tube socket containing thin-film dielectric sandwich capa-
citors for coupling and bypassing.
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Figure 14. Grid-driven, grounded-screen, tetrode, power
amplifier.
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High-power, grid-driven, class ‘‘C’’ amplifiers require a
swing of several hundred RF volts on the grid. To develop
this high-voltage swing, the input impedance of the grid
must be increased by the grid input matching circuit. Be-
cause the capacitance between the grid and the other tube
elements may be 100 pF or more, the capacitive reactance
at 100 MHz will be very low unless the input capacitance
is resonated in parallel with an inductor. Figures 15(a)
and 15(b) show two popular methods of resonating and
matching into the grid of a high-power tube. Both methods
can be analyzed by recognizing that the desired imped-
ance transformation is produced by an equivalent L
network.

In Fig. 15(a), a variable inductor Lin is used to raise the
input reactance of the tube by bringing the tube input ca-
pacitance Cin almost to parallel resonance. Parallel reso-
nance is not reached because a small amount of parallel
capacitance Cp is required by the equivalent L network to
transform the high impedance Zin of the tube down to a
lower value through the series matching inductor Ls. This
configuration provides an L-network lowpass filter by us-
ing part of the tube’s input capacitance to form Cp.

Figure 15(b) uses variable inductor Lin to take the in-
put capacitance Cin past parallel resonance so that the

tube’s input impedance becomes slightly inductive. The
variable series matching capacitor Cs forms the rest of the
equivalent L network. This configuration is a high-pass
filter.

6.3.4. Neutralization. Cathode-driven, grounded-grid
amplifiers using triodes do not require neutralization. It
is necessary that the grid-to-ground inductance, both in-
ternal and external to the tube, be kept very low to main-
tain this advantage. Omission of neutralization allows a
small amount of interaction between the output circuit
and the input circuit through the plate-to-filament capac-
itance. This effect is not very noticeable because of the
large coupling between the input and output circuits
through the electron beam of the tube. Cathode-driven
tetrodes have higher gain and therefore require some form
of neutralization.

Grid-driven, high-gain tetrodes need accurate neutral-
ization for best stability and performance. Self-neutraliza-
tion can be accomplished very simply by placing a small
amount of inductance between the tube screen grid and
ground, usually in the form of several short, adjustable-
length straps. The RF current flowing from plate to screen
in the tube also flows through the screen lead inductance.
This develops a small RF voltage on the screen, of the op-
posite phase, which cancels the voltage fed back through
the plate-to-grid capacitance. This method of lowering the
self-neutralizing frequency of the tube works only if the
self-neutralizing frequency of the tube/socket combination
is above the desired operating frequency before the induc-
tance is added. Feedback neutralization uses a small cou-
pling capacitor, usually in the form of a small plate located
near the anode of the tube. The sample of the RF voltage
from the anode intercepted by this plate is coupled
through a 1801 phase-shift network into the grid circuit.
This technique has the advantage of providing neutral-
ization over a very broad range of frequencies if imple-
mented correctly, and stray reactances are minimized.
Special attention must also be given to minimizing the
inductances in the tube socket by integrating distributed
bypass capacitors into the socket and cavity deck assem-
bly. Pentodes normally do not require neutralization be-
cause the suppressor grid effectively isolates the plate
from the grid.

6.3.5. Power Amplifier Output Circuits. Usually, the
output circuit consists of a high-Q (low-loss) transmission
line cavity, strip line, or a lumped inductor that resonates
the tube output capacitance. A means of trimming the
tuning and a means of adjusting the coupling to the output
transmission line must also be provided by the output cir-
cuit. The tank circuit loaded Q is kept as low as practical
to minimize circuit loss and to maintain as wide an RF
bandwidth as possible.

6.3.6. The Power Amplifier Cavity. The vacuum-tube
power amplifier is constructed in an enclosure containing
distributed tank circuit elements for minimum loss. The
efficiency of the PA depends on the RF plate voltage swing,
the plate current conduction angle, and the cavity effi-
ciency. The cavity efficiency is related to the ratio of the
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loaded to unloaded Q as follows:

N¼ 1�
QL

QU

� �
� 100 ð2Þ

where N is the efficiency in percent, QL is the loaded Q of
cavity, and QU is the unloaded Q of cavity.

The loaded Q depends on the plate load impedance and
output circuit capacitance. Unloaded Q depends on the
cavity volume and the RF resistivity of the conductors due
to skin effects. A high unloaded Q is desirable, as is a low
loaded Q, for best efficiency. As the loaded Q goes up, the
bandwidth decreases. For a given tube output capacitance
and power level, the loaded Q decreases with decreasing
plate voltage and increasing plate current. The increase in
bandwidth at reduced plate voltage occurs because the
smaller load resistance is directly related to the RF volt-
age swing (for the same power) on the tube element. For
the same power and efficiency, the bandwidth can also be
increased if the output capacitance is reduced. Power tube
selection and minimization of stray capacitance are areas
of prime concern when designing for maximum band-
width.

6.3.7. The Quarter-Wavelength Cavity. The ‘‘quarter-
wavelength’’ coaxial cavity is the compact and popular
output circuit illustrated in Fig. 16. The tube anode is
coupled through a dc blocking capacitor to a shortened
‘‘quarter-wavelength’’ transmission line. The tube’s output
capacitance is brought to resonance by the inductive com-
ponent of the transmission line that is physically less than
a quarter-wavelength long. Plate tuning is accomplished
either by adding end-loading capacitance at the high-im-
pedance end of the line with a variable capacitor or by
changing the position of the ground plane at the low-

impedance end of the line. The plate-tuning capacitor may
be a sliding or rotating plate near the anode of the tube.
The center conductor of the transmission line (air exhaust
chimney) is at dc ground, whereas the anode of the tube
operates at a high RF and dc potential. Dc voltage is fed
through an isolated ‘‘quarter-wavelength’’ decoupling net-
work inside the chimney to the anode of the tube. The
plate blocking capacitor prevents dc current flow from the
anode into the chimney.

6.3.8. The Folded, Half-Wavelength Cavity. Another
approach to VHF power amplification uses the reentrant,
folded, ‘‘half-wavelength’’ cavity design illustrated in
Fig. 17. The dc anode voltage is applied to the lower por-
tion of the plate line through a choke at the RF voltage
null point. The ‘‘half-wave-length’’ line is tuned by me-
chanically expanding or contracting the physical length of
a flexible extension (bellows) on the end of the secondary
transmission line stub, which is located concentrically
within the primary transmission line (air exhaust chim-
ney). Coarse frequency adjustment is accomplished by
presetting the depth of the top secondary section of plate
line into the tank cavity.

Other power amplifier configurations may use lumped
components or hybrid combinations with distributed
transmission line elements to achieve similar results.
The discrete circuit elements are chosen for their individ-
ual inductance or capacitance, instead of being operated in
a purely ‘‘quarter-wavelength’’ or ‘‘half-wavelength’’ mode.
Stray inductance and capacitance add to the component
values resulting in the hybrid nature of these circuits.

The RF voltage and current distributions for the ‘‘quar-
ter-wavelength’’ and the folded, ‘‘half-wavelength’’ cavities
are shown in Fig. 18.
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Regardless of the specific configuration, the output cir-
cuit must transform the high resonant plate impedance
down to the output transmission line impedance of 50O.
The bandwidth of a transmission line cavity is optimized
by choosing the highest characteristic impedance mechan-
ically and electrically allowable.

6.3.9. Output Coupling. Power may be coupled from a
‘‘quarter-wavelength’’ cavity to the transmission line by a
capacitive probe located near the high RF voltage point
located at the anode end of the ‘‘quarter-wave’’ line as
shown in Fig. 16. The amount of output coupling capaci-
tance is determined by the RF power output required. The
loaded Q of this circuit varies with the degree of capacitive
coupling. Another method of coupling power from the
‘‘quarter-wavelength’’ cavity uses a tuned loop located
near the grounded (high current) end of the line. In this
case, the tuned loop operates both as an inductive and a
capacitive pickup device. Power may be coupled from the
‘‘half-wavelength’’ line by an inductive loop located in the
strong fundamental magnetic field near the center of the
cavity, as shown in Fig. 17.

6.3.10. RF Output Low-Pass Filters. The high-efficiency,
nonlinear RF power amplifiers used in FM broadcast
transmitters generate significant amounts of energy on
frequencies that are integral multiples (harmonics) of the
desired fundamental frequency. The output circuit alone
does not provide enough harmonic attenuation to meet
FCC regulations. To comply with Part 73 of the FCC rules
and regulations and to prevent interference to other ser-
vices, a lowpass filter must be installed in the transmis-
sion line at the output of the transmitter. The FM band is
narrow enough that one lowpass filter design can be used
for any FM channel carrier frequency. These filters usu-
ally consist of multiple LC sections arranged so that fre-
quencies within the FM band are passed with little
attenuation (typically 0.1 dB or less), whereas frequencies
above the FM band are highly attenuated (60 dB or more).

The most common type of filter in this application is
called a reflective filter, meaning that the frequency com-
ponents outside the passband are reflected back out of the
filter toward the source because it provides a mismatch at
these undesired frequencies. The filter can be constructed
using either lumped inductors and capacitors or a section
of nonconstant impedance transmission line to form dis-
tributed inductors and capacitors. The filters designed for
low-power transmitters often employ lumped elements
(coils and capacitors) because they are compact and can
be integrated into the transmitter cabinet. The distributed
type of filter is most often used with high-power FM broad-
cast transmitters because of its simplicity, extreme rug-
gedness, and ability to handle higher power levels. The
distributed filter does have the disadvantage of having
larger physical dimensions than a similar lumped filter,
which may necessitate mounting the filter outside of the
transmitter cabinet. Figure 19 shows a cutaway view of a
typical distributed lowpass filter. Note that the areas
where the center conductor for the transmission line is
smaller than that required for the input Z0 are inductive,
whereas the areas where the center conductor is larger in
diameter are capacitive.

When two filters (such as the output cavity and the
harmonic filter) are connected by a transmission line, the
total harmonic attenuation varies with interconnecting
line length. The attenuation characteristics of the har-
monic filter are specified for the condition where both the
source and load impedances are equal to the desired trans-
mission line impedance.

In actual use, the source impedance at the output of the
tank circuit is much less than the 50O load impedance
presented by a properly terminated filter. At the operating
frequency, the output impedance of the power amplifier
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Figure 18. Cavity RF voltage and current distributions.

Figure 19. Cutaway view of a distributed lowpass filter.
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and the input impedance of the lowpass filter become pre-
dominantly reactive at harmonic frequencies causing in-
teraction between the two. If an unfortunate length of line
is selected, the harmonic attenuation may be insufficient,
and the transmitter tuning may be affected. This unde-
sirable condition can be corrected by changing the line
length by approximately one quarter-wavelength. At the
operating frequency, the line length between the tank cir-
cuit and the harmonic filter is usually supplied precut to a
value known to be satisfactory by the transmitter manu-
facturer.

6.3.11. Harmonic Notch Filters. In some cases, a second
harmonic notch filter is required in addition to the lowpass
filter because the second harmonic component from the
amplifier is high and the cutoff slope of the lowpass filter is
not steep enough to provide sufficient second harmonic
attenuation. The additional attenuation required (typical-
ly 30 dB) can be provided by a notch filter that places a
short circuit across the transmission line at the second
harmonic while providing a high impedance at the funda-
mental. A one quarter-wavelength (at the fundamental
frequency), shorted coaxial stub is often used for this func-
tion. The second harmonic energy is primarily reflected
back toward the power amplifier and to a lesser extent
dissipated in the equivalent series resistance of the series
tuned circuit formed by the stub. This shorted stub pro-
vides a very low impedance and a dc path from the center
conductor of the transmission line to ground providing a
separate, protective, advantage by shunting static dis-
charges, such as lightning, to ground.

7. COMBINED TRANSMITTERS

It is possible to combine the output of two RF power am-
plifiers for higher power levels. The important advantage
is that the broadcast transmission is not interrupted if one
amplifier fails. The radiated signal strength merely drops
6 dB until the failed amplifier is repaired and put back on
the air. A dual-amplifier system costs more than a single
amplifier for a given total power output, but there are the
economic advantages of reducing lost air time and elimi-
nating the need for a separate standby transmitter. Auto-
matic or manual output switching can be used to route the
full power of the remaining amplifier directly to the an-
tenna, reducing the loss in radiated power from 6 dB to
3 dB.

Two methods may be used to bypass the output-com-
bining hybrid to allow 100% of the power of the remaining
transmitter to be sent to the antenna if one transmitter of
a combined pair should fail.

The first method uses three motorized switches (or
patch panels) to bypass the 3 dB hybrid while connecting
the operating transmitter directly to the antenna and the
failed transmitter directly to the test load. This allows re-
covery of the 50% power lost in the reject load when one
transmitter is off the air. One disadvantage is that the
system must be taken off the air for several seconds to
operate the coax switches.

A second method provided by some transmitter suppli-
ers uses a pair of 3 dB hybrids interconnected with one
fixed and one variable RF phasing section. The phasing
section is constructed to operate while under RF power
and can redirect the full output of either transmitter di-
rectly to the antenna and place the other transmitter into
the test load without taking the system off the air. A ded-
icated system controller allows automatic or manual con-
trol. This so-called switchless combiner offers the highest
possible on-air availability for combined FM transmitters.
With complete redundancy in the RF power amplifier
chain, some stations go one step further and install dual
exciters with automatic switching so that, if one exciter
fails, the other unit is quickly switched into service.

7.1. 901 Hybrid Couplers

Hybrid couplers are reciprocal four-port devices used ei-
ther for splitting or combining RF sources over a wide
frequency range. Figure 20 shows an exploded view of a
typical 3 dB, 901, hybrid coupler. The coupler consists of
two identical parallel transmission lines coupled over a
distance of approximately one quarter-wavelength and
are enclosed within a single outer conductor. Ports at the
same end of the coupler are in phase, whereas ports at
opposite ends of the coupler are in quadrature (901 phase
shift) with respect to each other.

The phase shift between the two inputs or outputs is
always 901 and is almost independent of frequency. If the
coupler is being used to combine two signals into one out-
put, these two signals must be fed to the hybrid coupler in
phase quadrature. The reason this type of coupler is also
called a 3 dB coupler is that when used as a power splitter,
the split is equal or half-power (3 dB) between the two
outputs.

7.2. 901 Hybrid Combiners

The output hybrid combiner effectively isolates the two
amplifiers from each other. Tuning adjustments can be

Port 4

Port 3 

Port 2 
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Outer cover
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Figure 20. Physical model of a 901 hybrid coupler.
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made on one amplifier including turning it on and off
without appreciably affecting the operation of the other
amplifier. Good isolation is necessary so that if one trans-
mitter fails, the other continues to operate normally in-
stead of in a mistuned condition. Two of the ports on the
hybrid coupler are the inputs from the power amplifiers,
the sum port is the antenna output terminal, and the dif-
ference port goes to a resistive dummy load called the re-
ject load because only the rejected power caused by
imbalance appears here. When the power fed to each of
the two inputs is equal in amplitude with a phase differ-
ence of 901, the total power is delivered to the sum port
(antenna). Very little of the power appears at the reject
load if the phase relationship and power balance are cor-
rect. If the phase relationship is reversed between the two
amplifiers, all the power is delivered to the reject load, so
care must be taken to ensure that the proper one of the
two possible 901 phase relationships is used. When all the
ports on the hybrid combiner are properly terminated,
isolation of 30 dB or more can be achieved between the
power amplifiers. For perfect isolation between the ampli-
fiers, the load impedance on the sum and difference ports
must be exactly the same. This is approached in practice
by providing a 1.0:1 VSWR with a resistive 50O load for
the termination (reject load) on the difference port and
then reducing the VSWR on the antenna transmission line
as low as possible by trimming the antenna match. This
keeps the input port impedances from changing very
much when one amplifier is not operating.

The input ports will present a load to each transmitter
with a VSWR that is lower than the VSWR on the output
transmission line because part of the reflected power com-
ing into the output port will be directed to the reject load
and only a portion will be fed back into the transmitters.
Figure 21 shows the effect of output port VSWR on the
input port VSWR and on the isolation between ports.

If the two inputs from the separate amplifiers are not
equal in amplitude or exactly in phase quadrature, some
of the power will be dissipated in the difference port reject
load. The match in input power and phase is not extremely
critical as shown in Figs. 22 and 23. The power lost in the
difference port reject load can be easily reduced to a

negligible value by touching up the amplifier tuning and
by adjusting the phase shift. For example, if one amplifier
is delivering only half the power of the other amplifier,
only about 3% of the total available power will be dissi-
pated in the reject load and 97% is still fed to the output
transmission line [17].

If one transmitter fails completely, half of the working
amplifier’s output goes to the antenna, and the other half
is dissipated in the difference port reject load. This is why
the radiated output drops by 6 dB or to one fourth of the
original combined power. The reject load must be rated to
handle a minimum of one fourth of the total combined
power, but often the reject load is rated to handle one half
the total power, so that it can also be used a test load for
one of the transmitters.

7.3. Hybrid Splitting of Exciter Power

Figure 24 shows a block diagram of a pair of combined
amplifiers with dual exciters. The exciters cannot be op-
erated in parallel like the amplifiers because their RF
outputs would have to be on exactly the same carrier fre-
quency and exactly in phase under all modulation condi-
tions. An automatic or manual exciter switcher is used to
direct the output of the desired exciter to the combined
transmitter, and the other standby exciter is routed to a
dummy load. The one exciter in use feeds a hybrid splitter/
phase shifter, which transforms one 50O input into two
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isolated 50O outputs that have a 901 phase shift between
them with half the power going to each output. The oper-
ation of this hybrid splitter is the reciprocal of the hybrid
combiner described above. The exciter must have enough
power output capability to drive both power amplifiers. In
some cases, an additional IPA is required between the ex-
citer and the splitter to boost the drive level. The length of
coax from the power splitter to each amplifier input must
be cut to a precise length so that the amplifiers will be fed
in the proper phase relationship.

Each of the power amplifiers is assumed to have equal
gain and phase shift. In practice, it may be difficult to tune
the amplifiers so that their gains and phase shifts are
equal at the same time. For this reason, a line stretcher or
variable phase-shift network is usually included with the
exciter splitter so that the station engineer can adjust
phasing independent of amplifier tuning.

7.4. Filterplexing

The practice of having several FM stations share a single
broad-band antenna system has become more popular in
recent years. To connect several transmitters on different
frequencies together onto one antenna system, a special
device called a filterplexer is required. The purpose of the
filterplexer is to provide isolation between the various
transmitters while efficiently combining their power into a
single transmission line. This is usually accomplished by a
system of bandpass filters, band-reject filters, and hybrid
combiners. The isolation is required to prevent power from
one transmitter from entering another transmitter with
resulting spurious emissions and to keep the rest of the
system running in the event of the failure of one or more
transmitters.

An important consideration in designing a filterplexing
system is the effect on the phase response (group delay
characteristic in the passband) of each of the signals pass-
ing through the system because of individual bandwidth
limitations on each of the inputs.

7.5. RF Intermodulation Between FM Broadcast Transmitters

Interference with other stations within the FM broadcast
band and with other services outside the broadcast band
can be caused by RF intermodulation between two or more
FM broadcast transmitters. Transmitter manufacturers
have begun to characterize the susceptibility of their
equipment to RF intermodulation so this information

will be available to the designers of filterplexing equip-
ment.

The degree of intermodulation interference generated
within a given system can be accurately predicted before
the system is built if the actual mixing loss of the trans-
mitters is available when the system is designed. Accurate
data on mixing loss or turnaround-loss speed the design of
filterplexing equipment and result in higher performance
and more cost-effective designs because the exact degree of
isolation required is known before the system is designed.
Filterplexer characteristics and antenna isolation require-
ments can be tailored to the specific requirements of the
transmitters being used. The end user is assured in ad-
vance of construction that the system will perform to spec-
ification without fear of overdesign or underdesign of the
components within the system.

7.6. Mechanisms Which Generate RF Intermodulation
Products

When two or more transmitters are coupled to each other,
new spectral components are produced by mixing the funda-
mental and harmonic terms of each of the desired output fre-
quencies. For example, if only two transmitters are involved,
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90° Hybrid
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Figure 24. Block diagram of a transmitter with two power am-
plifiers, a 901 hybrid combiner, and dual exciters with 901 power
splitter.

Third-order intermodulation products

f1� 100.3 MHz. f2� 101.1 MHz.

2f1�f2 � [2(100.3)�(101.1)] � [200.6�101.1] � 99.5 MHz.

2f2�f1� [2(101.1)�(100.3)] � [202.2�100.3] � 101.9 MHz.

OR

[f1�(f2�f1)] � [100.3�(101.1�100.3)] � [100.3�0.8] � 99.5 MHz.

[f2�(f2�f1)] � [101.1�(101.1�100.3)] � [101.1�0.8] �101.9 MHz.

Figure 25. Calculation of intermodulation product frequencies.
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the third-order intermodulation (IM3) terms could be gener-
ated in the following way. The output of the first transmitter
f1 is coupled into the nonlinear output stage of the second
transmitter f2 because there is not complete isolation between
the two output stages. f1 will mix with the second harmonic of
f2 producing an in-band third-order term with a frequency of
½2ðf2Þ � ðf1Þ�. Similarly, the other third-order term will be pro-
duced at a frequency of ½2ðf1Þ � ðf2Þ�. This implies that the
second harmonic content within each transmitter’s output
stage along with the specific nonlinear characteristics of
the output stage will have an effect on the value of the mix-
ing loss.

It is possible, however, to generate these same third-
order terms in another way. If the difference frequency
between the two transmitters ½ðf2Þ � ðf1Þ�, which is an out-
of-band frequency, remixes with either ðf1Þ or ðf2Þ, the same
third-order intermodulation frequencies are produced.

Empirical measurements indicate that the ½2ðf2Þ � ðf1Þ�

type of mechanism is the dominant mode generating
third-order IM products in modern transmitters using a
tuned cavity for the output network.

Figure 25 is an example of calculating intermodulation
product frequencies. Figures 26 and 27 show the resulting
frequency spectra.

7.7. Intermodulation As A Function of Turnaround Loss

Turnaround loss or mixing loss describes the phenomenon
in which the interfering signal mixes with the fundamen-
tal and its harmonics within the nonlinear output
device. This mixing occurs with a net conversion loss;
hence, the term turnaround loss has become widely used
to quantify the ratio of the interfering level to the result-
ing IM3 level. A turnaround loss of 10 dB means that the
IM3 product fed back to the antenna system will be 10 dB
below the interfering signal fed into the transmitter’s out-
put stage.

Turnaround loss increases if the interfering signal falls
outside the passband of the transmitter’s output circuit,
varying with the frequency separation of the desired sig-
nal and the interfering signal because the interfering
signal is first attenuated by the selectivity going into the
nonlinear device and then the IM3 product is further at-
tenuated as it comes back out through the frequency se-
lective circuit.

Turnaround loss can be broken into three individual
parts:

1. The basic in-band conversion loss of the nonlinear
device.

2. The attenuation of the out-of-band interfering signal
caused by the selectivity of the output stage.

3. The attenuation of the resulting out-of-band IMS
products caused by the selectivity of the output
stage.

As the turnaround loss increases, the level of undesirable
intermodulation products is reduced, and the amount of
isolation required between transmitters is also reduced.

The transmitter output circuit loading control directly
affects the power amplifier source impedance and therefore

affects the efficiency of coupling the interfering signal into
the output circuit where it mixes with the other frequen-
cies present to produce IM3 products. Light loading reduc-
es the amount of interference that enters the output circuit
with a resulting increase in turnaround loss. In addition,
the output loading control setting will change the output
circuit bandwidth (loaded Q) and therefore affect the
amount of attenuation that out-of-band signals will en-
counter passing into and out of the output circuit [18].

Second harmonic traps or lowpass filters in the trans-
mission line of either transmitter have little effect on the
generation of intermodulation products because the har-
monic content of the interfering signal entering the output
circuit of the transmitter has much less effect on IM3 gen-
eration than does the harmonic content within the non-
linear device. The resulting IM3 products fall within the
passband of the lowpass filters and outside the reject band
of the second harmonic traps. So these devices offer no
attenuation to RF intermodulation products.

Figure 28 gives an overview of the various filtering
options for preventing excessive IM3 products.
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1. INTRODUCTION

The transverse resonance technique (TRT) can be regard-
ed as an approach to the analysis, either rigorous or ap-
proximate, of guiding structures and their discontinuities,
based on the simple idea of looking at the problem in the
transverse rather than axial direction. This technique
originated as an application of the microwave circuit for-
malism in the direction perpendicular to the actual power
flow in a cylindrical waveguide, [1]. Over the years it has
then been applied to evaluate the dispersion relation for
the dominant mode of certain types of waveguides and
also to evaluate the complete spectra of some nonsepara-
ble waveguides; more recent developments involve the
modeling of discontinuities in closed or open transmission
structures. Since the original concept of the TRT is now
being used in a much broader sense, it is worth clarifying
the basic ideas laying behind this technique.

As its name suggests, the TRT combines two different
concepts. On one hand, the term transverse indicates,
within a reference coordinate frame, a geometric direc-
tion to be preferred in contrast with the axial or longitu-
dinal direction of propagation in a guiding structure
(waveguide or other transmission line). The resonance
concept, on the other hand, is associated with the station-
ary fields and the relevant reactive energy storage in a
microwave structure. In the TRT, the structure under in-
vestigation may be a guiding structure, in which case its
propagation characteristics are sought, or a discontinuity
in a guiding structure, in which case the circuit charac-
terization of the discontinuity (impedance, scattering pa-
rameters, etc.) are to be found. In either case, by
expressing the resonance condition(s) in the transverse
direction, the unknown parameters can be computed. For
a number of practical geometries this approach proves to
be computationally much more convenient than analyzing
the structure in the axial direction.

The TRT concept will first be clarified in Section 2 with
the example of simple guiding structures that can be
treated analytically. The TRT will then be illustrated in

more involved cases in Section 3, where a certain degree of
numerical processing becomes necessary. In the conven-
tional formulation of TRT, a suitable transverse equiva-
lent network is established to compute the cutoff
frequencies and possibly some additional characteristics
of the structure. An example of this procedure, making use
of equivalent network representation of discontinuities, is
illustrated in Section 3.1 by referring to a ridge wave-
guide. In a more elaborate and rigorous formulation, a
full-wave analysis may be performed in order to find, via
the dispersion equation, the modes of a nonseparable
structure. Depending on whether the guiding structure
is a closed or open one, different analytical formulations
can be adopted. In the latter case, the approach will yield
the bound (guided) modes of the waveguide, while in the
former case the entire modal spectrum of the closed wave-
guide can be obtained. The procedure is illustrated in Sec-
tion 3.2 for the computation of the slot-line spectrum.

As mentioned above, the TRT can also be applied for the
characterization of discontinuities and junctions. In this
case, the extraction of the discontinuity parameters is ob-
tained by artificially inducing a resonance condition also
in the longitudinal direction. The relevant procedure is
briefly described in Section 4, where the characterization
of circular posts in a rectangular waveguide using a hy-
brid mode–matching/FEM numerical technique is taken
as an example.

2. TRANSVERSE RESONANCE TECHNIQUE:
ANALYTICAL SOLUTIONS

2.1. Homogeneous Waveguides

To introduce the concept of transverse resonance, consider
the cross section of a rectangular waveguide excited by the
fundamental TE10 mode (Fig. 1 depicts the wave propa-
gation in this case); we remind the reader that the nonzero
field components are Ey, Hx, and Hz. TE10 mode propaga-
tion in the guide can be considered as a wave propagating
with propagation constant b in the longitudinal z

β

kx

0
a x

z

Figure 1. TE10 wave propagation in a rectangular waveguide of
width a.

TRANSVERSE RESONANCE TECHNIQUES 5357



direction, and at the same time bouncing back and forth
between the sidewalls at x¼ 0, a with propagation con-
stant kx. Wavenumber conservation imposes that

k2
x þ b2

¼ k2
0 ð1Þ

Because of the round-trip condition kx¼np/a.
The same results for kx can be obtained by applying the

transverse resonance condition. Let us consider the net-
work equivalent of the round-trip condition as illustrated
in Fig. 2. A short circuit is located at x¼a and an open
circuit, at the symmetry plane x¼a/2, with a transmis-
sion-line section in between; the latter has propagation
constant kx. A TE wave propagating in the positive z di-
rection has a characteristic impedance given by the ratio
between the fields transverse to the propagation direction:

Zz
0¼

Ey

�Hx
¼

om0

b
ð2Þ

This wave is also TE if we consider propagation in the x
direction; the characteristic impedance of the line, in this
case, is given by the following ratio:

Zx
0¼

Ey

Hz
¼

om0

kx
ð3Þ

In the following, unless otherwise stated, we will consider
the propagation in the x direction and the x apex will be
omitted in the corresponding impedance. Resonance of the
transverse equivalent circuit of Fig. 2 implies that a finite
voltage response Vr ensues from zero current excitation Ie

Ie¼YVr¼ 0 ð4Þ

or vice versa; that is, a finite current response Ir follows
from zero voltage excitation Ve:

Ve¼ZIr¼ 0 ð5Þ

In the circuit of Fig. 3, the total impedance, calculated
at the x section, is

Z
$

ðxÞ¼ Z
!

ðxÞþ Z
 

ðxÞ ð6Þ

and similarly for the admittance. The arrow points ac-
cording to whether we take the impedance to the left or
right of the observation point. The resonance condition
implies that, at any point x along the line, we must have

Z
$

ðxÞ¼ Z
!

ðxÞ þ Z
 

ðxÞ¼ 0 ð7Þ

or

Y
$

ðxÞ¼ Y
!

ðxÞþ Y
 

ðxÞ¼ 0 ð8Þ

Observe that condition (7) implies Eq. (8) and vice versa.
In fact, by noting that

Y
!

ðxÞþ Y
 

ðxÞ¼
Z
!

ðxÞþ Z
 

ðxÞ

Z
!

ðxÞ Z
 

ðxÞ
ð9Þ

it follows that resonances occur either when (7) is satis-

fied, or at common poles of Z
!

ðxÞ; Z
 

ðxÞ, that is, when

Z
!

ðxÞ¼1 and Z
 

ðxÞ¼1.

With reference to Fig. 2, placing the observation point
at x¼a yields

Z
!

ðaÞ¼ 0 ð10Þ

because of the short circuit at x¼a, while, on the left, we
obtain

Z
 

ðaÞ¼
jom0

kx
tan kxa ð11Þ

Hence the resonance conditions implies tan kxa¼ 0 or

kxa¼np ð12Þ

which is the same condition we found from the round-trip
phase difference. This procedure, of course, can be applied

Electric wall Electric wall

x

Ey

x=0 x=a

Figure 2. By symmetry, we may place a magnetic wall, namely,
an open circuit, in the midplane of the guide, thus obtaining the
transverse equivalent circuit for even modes in a rectangular
waveguide. The transverse equivalent circuit for odd modes is
obtained by replacing the magnetic wall with an electric wall.
Also shown is the electric field component for the fundamental
mode.

ZZ
← →

Figure 3. At any point along the line it is possible to define an
impedance looking at the left side Z

 

and an impedance looking at
the right side Z

!

. The zeros of the total impedance Z
$

¼ Z
!

þ Z
 

provide the circuit resonances (in addition to the common poles of
Z
 

and Z
!

.)
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in less trivial cases such as, for example, a waveguide
filled with one or more dielectric layers or a slab wave-
guide, as shown in the next subsections.

2.2. Waveguides Filled with Layered Dielectrics

A rectangular waveguide loaded with one dielectric slab is
sketched in Fig. 4. For such a geometry, the boundary
conditions at the dielectric interface can be individually
satisfied by TMx and TEx fields. This becomes evident if
one considers the simple discontinuity due to an abrupt
change in the z direction of the dielectric constant filling
the guide. The cross-sectional distribution of the electro-
magnetic field is not altered by the change of the dielec-
tric; the only change is in the impedance.

By adopting the transmission-line formalism to repre-
sent the field propagation along the x axis, the boundary
conditions can be represented in a straightforward man-
ner as shown in the lower part of Fig. 4. Let us recall that,
for TEx modes, the characteristic impedances of the i-th
transmission line is

ZðiÞ0 ¼
jom0

kðiÞx

ði¼ 1;2Þ ð13Þ

while the wavenumber conservation imposes that

kðiÞx

2
þ b2
¼ k2

0ei ð14Þ

The total impedance seen at x¼a1 is given by Eq. (6),
where

Z
 

ða1Þ¼Zð1Þ0 tan kð1Þx a1 ð15Þ

Z
!

ða1Þ¼Zð2Þ0 tan kð2Þx a2 ð16Þ

The resonance condition (7) Z
$

¼0, together with Eq. (14),
provides the dispersion relation for the waveguide. The
cutoff frequencies can be obtained by setting b¼ 0.

This approach can easily be extended to more compli-
cated cases where several dielectric layers are present. In
such cases the transmission-line formalism can highly

simplify the computations by adopting the ABCD repre-
sentation.

2.3. Slab Waveguide

Another interesting case is the slab waveguide (Fig. 5).
The equivalent network appropriate for this structure is
shown in Fig. 6 for the TE mode. In the even case, a mag-
netic wall is placed at the symmetry plane x¼ 0. Looking
from x¼d, the impedance Z

 

is that of a line section open-
circuited at the opposite end, while Z

!

is that of a TE wave
in free space. The transverse resonance condition (7) is
thus given by

Z
 

þ Z
!

¼ � j
om0

qs
cotðqsdÞþ j

om0

gx

¼0 ð17Þ

where qs and gx are the propagation constants in the x di-
rection in the slab and in the air, respectively. Hence, we

0 a x

y

a1 a2

�1 �2

b

x=0 x=a1 x=a

Figure 4. Sketch of a dielectric-loaded waveguide; in the lower
part the transverse equivalent network is represented.

Hx

Hz
Ey

Even TE mode

d

z

x

y
Electric/magnetic wall

Figure 5. A TE even field for a slab waveguide. The original slab
of width 2d has been replaced by a slab of width d over an electric/
magnetic wall.

Electric/
Magnetic
wall

x

Ey

x=0 x=d

Z
→

=
j��0

�x
Z0 =

��0

kx

Figure 6. Equivalent network of a TE even field for a slab wave-
guide.
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recover the dispersion relation

qs tanðqsdÞ¼ gx ð18Þ

This equation is identical to that obtained by matching the
fields.

Consider now the odd TE modes (electric wall at the
symmetry plane x¼ 0). Their x dependence is given by a
sine function inside the slab and an exponential function
outside. As a consequence, the total impedance seen at
x¼d is

Z
$

¼ j
om0

qs
tanðqsdÞþ j

om0

gx

¼ 0 ð19Þ

yielding the dispersion relation

qs cot qsd¼ � gx ð20Þ

For a network interpretation of the cutoff it is instructive
to consult Ref. 2, where the transverse resonance ap-
proach is also used to provide further insight into the na-
ture of the continuous part of the spectrum.

3. TRANSVERSE RESONANCE TECHNIQUE FOR
TRANSVERSELY DISCONTINUOUS WAVEGUIDES

The presence of any discontinuity in the transverse direc-
tion other than a dielectric interface perpendicular to the x
or y direction would produce the coupling between differ-
ent modal sets, that is, between TEx and TMx modes, so
that the elementary solutions seen before cannot be ob-
tained anymore. The presence of discontinuities normal to
the transverse direction produces energy storage that can
be taken into account by a proper lumped reactance. Once
again the resonance condition of such networks provides
the characteristic equation for the structure. Since the so-
lutions for many practical discontinuity problems are
available in classical textbook such as Ref. 3, the TRT
proves extremely useful in providing the guide propaga-
tion properties with a minimal amount of computer effort.
Naturally, this type of application of the TRT has some
limitations: (1) the discontinuity must be noninteracting
with the sidewall of the waveguide, (2) characterization of
the discontinuity is typically available only for the funda-
mental mode incidence, and (3) this approach does not al-
low the field computation in the proximity of the
discontinuity. These limitations are removed by the use
of the generalized TRT. In Section 3.1 we will first describe
the use of conventional TRT with equivalent circuits by
means of the ridge waveguide example. In Section 3.2 we
will describe the slotline hybrid spectrum computation by
means of the generalized TRT.

3.1. Ridge Waveguide

Fig. 7 shows the cross-sectional geometry of a single-ridge
waveguide whose dominant mode is a TEz mode with even
symmetry with respect to the plane x¼a/2. Looking in the
transverse x direction, the ridged waveguide is seen as a

composite structure consisting of waveguides of different
heights. Transverse step discontinuities produce TEx and
TMx higher-order mode excitation. In practical cases these
are well below cutoff; hence they contribute only to the
reactive energy stored in the proximity of the ridge edges.
If characterization of these step discontinuities is possible,
the TRT provides a very simple way to compute the char-
acteristic (dispersion) equation of the structure.

For ease of explanation, let us reduce the problem to a
more familiar one by assuming two dominant TEz modes
traveling in opposite directions, thus creating a standing-
wave pattern. We may now insert two perfectly conducting
planes normal to the z axis, spaced lg/2 apart, that do not
alter the field distribution in the ridge waveguide. By
looking in the x direction the same closed resonator is seen
as the cascade of three rectangular waveguides; the cen-
tral one is of reduced height. By using symmetry and an
appropriate equivalent network representation for the
step discontinuity, we can obtain the equivalent circuit
shown in Fig. 7. The shunt capacitance (susceptance B)
accounts for the reactive energy associated with stray field
at the discontinuity; a simple expression for the suscep-
tance B can be found in Ref. 3. The transmission-line sec-
tions correspond to TEx

10 modes in the two waveguide
sections having the same width lg/2¼ p/b and are there-
fore characterized by the same propagation constant

k2
x ¼ k2

0 � b2
ð21Þ

where b is the longitudinal propagation constant. Char-
acteristic impedances are chosen to be proportional to the
waveguide heights. Because of symmetry considerations,
in the transverse equivalent circuit an open- or short-cir-
cuit condition is established at x¼a/2. In particular, the
open-circuit condition (magnetic wall) provides the lowest
resonance (fundamental mode). The resonance condition
can be simply obtained by equating to zero the sum of the
three admittances seen at the connection x¼ (a� s)/2 be-
tween the lines:

�jY01 cot
kxða� sÞ

2
þ jBþ jY02 tan

kxs

2
¼ 0 ð22Þ

0 a x

y

b

x=0 x=(a-s)/2

d
s

x=a/2

Y01 Y02jB Open or short
circuit

Figure 7. Single-ridge waveguide cross section and its trans-
verse equivalent network. Use has been made of symmetry by
placing an electric/magnetic wall in the midsection x¼a/2.
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By using the fact that Y02=Y01¼ b=d we obtain the disper-
sion equation for the ridge waveguide

b

d
tan

kxs

2
� cot

kxða� sÞ

2
þ

B

Y01
¼ 0 ð23Þ

It is worth noting that the analysis above could also be
carried out at cutoff condition, when b¼ 0. In this case
the problem would be that of a parallel-plate waveguide
discontinuity. This type of technique can be used for
semi–open waveguiding structures, slotted rectangular
and circular waveguides, open groove guides, or other
structures of interest in leaky-wave antennas.

3.2. Slotline Hybrid Modes

The TRT can also be applied in a rigorous manner in order
to determine the spectrum of closed or open waveguides
with nonseparable cross sections. We can, in fact, expand
the transverse field at an interface in terms of two com-
ponents (in turn each component will be expanded on a
suitable basis). In addition we can also set up a rigorous
relationship between the electric and magnetic transverse
fields, hence obtaining a rigorous formulation.

As an example, we consider the fully hybrid problem of
slotline characterization by application of the generalized
TRT. We refer the reader to Refs. 1 and 2 for the analytical
details relative to the closed and open configurations, re-
spectively. Here we provide only the general framework.

The slotline geometry is shown in Fig. 8. With reference
to this figure, from the continuity of the transverse-to-y
electric and magnetic fields across the slot, we obtain a
pair of coupled integral equations for Ex and Ez on the slot
aperture in the form:

Hz

Hx

" #
¼

ŶY11 ŶY12

ŶY21 ŶY22

" #
.

Exðx; 0Þ

Ezðx; 0Þ

" #
¼ 0 ð24Þ

The integral operators ŶY, for instance, denote the sum of
the admittance operators of the two half spaces

ŶY11¼ ŶY
a

11þ ŶY
s

11

where the ‘‘a’’ superscript stands for air half-space (y40)
and the ‘‘s’’ superscript stands for substrate region (yo0).
The relative kernels are obtained as described, for example,

in Ref. 2 for the open slotline. The integral operators ŶYij

play the same role as Y
$

in Eq. (7). They represent the sum
of the admittance operators of the two half-spaces ŶYa

ij and
ŶYs

ij, which are the operator equivalent of Y
 

and Y
!

in Eq. (7).
The integral equation (24) is the dispersion equation

for the slotline discrete modes, which we solve by disc-
retization in the space domain. By making use of the mo-
ment method approach, the integral equation (24) is
reduced to the following matrix equation

Y11ðbÞ Y12ðbÞ

Y21ðbÞ Y22ðbÞ

" #
X

Z

" #
¼0 ð25Þ

where X and Z are vectors containing the electric field
expansion coefficients. The vanishing of the determinant
of (25) is therefore the generalization of Eq. (7); it gives the
propagation constant b of the guide, whereas X and Z yield
the transverse field distributions within a normalization
constant that is fixed by the transverse normalization of
the fields.

4. TRANSVERSE RESONANCE ANALYSIS FOR WAVEGUIDE
DISCONTINUITIES AND JUNCTIONS

In the previous section we showed how to evaluate the
propagation characteristics of a transversely discontinu-
ous waveguide (e.g., a ridge waveguide): the resonant fre-
quencies of a waveguide section are computed from
knowledge of the equivalent transverse network and the
network characterization of the discontinuity.

In this section we show how to derive the network
characterization of a longitudinal discontinuity from the
knowledge of the resonant frequencies of a waveguide sec-
tion containing the discontinuity, using a transverse field
formulation. Such a generalization of the TRT is a rigor-
ous useful tool for characterization of a variety of discon-
tinuity problems.

The method consists schematically of the following
steps:

1. A resonant cavity is created by enclosing the discon-
tinuity or junction by auxiliary reactive walls suffi-
ciently apart from it.

2. A field analysis based on transverse field formula-
tion is performed to compute the resonant frequen-
cies and the corresponding field distributions.

3. The network matrix representation (scattering ma-
trix, impedance matrix, etc.) of the discontinuity is
evaluated by means of the resonant frequencies and/
or field distributions.

It is noted that the determination of the equivalent cir-
cuit parameters of a two-port network via the resonant
frequencies of the network inserted between two reactive
terminations is equivalent to the experimental technique
known as the tangent or Weissfloch method [3]. Analytical
formulations based on a variational approach have also
been presented [4].

2w

h

y

z

x

Figure 8. Slotline geometry and relative coordinate system.
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This technique was used in Ref. 5 for characterization
of finline discontinuities and is reported with a detailed
example also in Ref. 1.

A more recent development of the technique is shown
next as an example, this time using a hybrid technique,
namely, a FEM modal analysis, for the electromagnetic
analysis of the structure.

4.1. Example Based on Finite-Element/Modal
Analysis Computations

This method is based on the use of the hybrid finite-ele-
ment/mode-matching analysis and application of the TRT
for evaluating the frequency response of the device under
analysis from its natural resonances. Let us consider the
structure in Fig. 9, which consists of a rectangular wave-
guide containing three circular posts, each post having
two different diameters. The direction of propagation is
assumed along the z axis. In order to avoid a time-con-
suming three-dimensional analysis, we analyze such a
structure along the transverse direction (y axis). Input
and output ports (z¼0 and z¼ c) are terminated by me-
tallic walls, obtaining a resonant cavity. Referring to
Fig. 10, such a resonator can be seen, in the transverse
y direction, as a waveguide step in which ports at y¼ 0 and
y¼b are short-circuited. The scattering matrix of the

waveguide step at y¼ l2 can be evaluated using the
mode-matching technique. The application of the mode-
matching technique requires the evaluation of the cou-
pling integrals

gn;m¼

Z Z

S2

eð1Þn ðx; zÞ . e
ð2Þ
m ðx; zÞdx dz ð26Þ

where eðiÞk ðx; zÞ represents the transverse normalized mod-
al electric field of the kth mode in the ith waveguide, while
S2 is the transverse section of the waveguide with small-
est cross-sectional area (waveguide 2). As the waveguide
cross sections are nonseparable, waveguide modes are
evaluated by using a two-dimensional finite-element
method. A step-by-step procedure is summarized as fol-
lows (see Ref. 6 for further details and Fig. 11 for reference
planes):

1. Insert shorting planes at distances d1 and d2 away
from the reference planes 1 and 2.

2. Evaluate the resonant modes and corresponding
field distributions at the reference planes in the fre-
quency range where only the waveguide fundamen-
tal mode is propagating. The resonant modes
frequencies of the cavity are the frequencies of our
analysis.

3. Evaluate the characteristic admittance yc and the
propagation constant b of the input and output
waveguides at the abovementioned frequencies.

4. By using the computed modal voltages and currents,
solve the following system:

I1

I2

2

4

3

5¼
Y11 Y12

Y12 Y11

2

4

3

5
V1

V2

2

4

3

5

¼

V1 V2

V2 V1

2
4

3
5

Y11

Y12

2
4

3
5

ð27Þ

hence obtaining the sought values for Y11,Y12.
Note that we have considered a symmetric and

z

y

b

l1

l2

a

x

c

Figure 9. Example of a structure to be simulated. The propaga-
tion direction is along the x axis.

x

y

z

Waveguide 1
Waveguide 2

l1

l2

l2
−

l2
+

a

c

b

Figure 10. Example of a structure to be simulated. The direction
of propagation is along the x axis, but we analyze such a structure
with a mode matching along the z axis.

z

y
Reference

plane 2
Reference

plane 1

l2 l1

ycyc [Y]

Figure 11. The device and its equivalent network (admittance
representation) at the reference planes. Both device and equiva-
lent circuit are short-circuited at distances d1 and d2 from ports 1
and 2, respectively.
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reciprocal component: Y11¼Y22 and Y21¼Y12. Also
observe that we need V1OV2 for solving the system
in (27).

5. For other frequency points, repeat the whole proce-
dure by performing another finite-element/modal
analysis by changing d1 or d2 or both of them.

As an example of application of the method described
above, consider a single circular metallic post of radius r¼
5.64 mm and height h¼ 30.6 mm inside a rectangular
waveguide with the broad wall a¼ 80 mm and the narrow
wall b¼ 40 mm. Note that analysis of this structure re-
quires, with the present method, only the solution of a
two-dimensional problem: finding the modes of the wave-
guides. By contrast, a typical solver considers the struc-
ture as three-dimensional, hence significantly increasing
the operation count. This fact becomes more relevant as
the geometric dimensions of the structure are increased.
In the present case a discretization with about 1200 tri-
angles has been used in order to find the modes with suf-
ficient accuracy. By performing just six analyses it was
possible to generate the results in the frequency band
shown in Fig. 12. Results obtained by TRT have been
compared with those obtained by a 3D FEM, as obtained
by about 40 frequency analyses, as illustrated in Fig. 12.
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TRAVELING WAVE ANTENNAS
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1. INTRODUCTION

Probably one of the most diversified styles of antennas is a
traveling wave antenna. From the IEEE Standard Defi-
nitions of Terms for Antennas (IEEE Std 145-1983) [1],
traveling wave antennas are defined as, ‘‘an antenna
whose excitation has a quasi-uniform progressive phase,
as a result of a single feeding wave traversing its length in
one direction only.’’ Thus any antenna that relies on this
mechanism to radiate falls into this class, and as you can
imagine, a plethora of antennas exist that do so. Examples
include beverage antennas, horn antennas, reflectors, ta-
pered slot antennas, and lens antennas. A more simplified
interpretation of the above IEEE standard definition,
which is not necessarily valid for all forms of traveling
wave antennas, is that this form of radiator converts guid-
ed electromagnetic energy into radiated energy in a grad-
ual or smooth transition. An example of a traveling wave
antenna, whose form is obviously compliant with this
statement, is a horn antenna where the flange of the
waveguide is gradually opened to effectively match the
impedance/mode of the guided wave to that of free space.
Thus expanding this postulation on the nature of travel-
ing wave antennas, one can almost make the statement
that two fundamental forms of antennas exist; resonant
and nonresonant (traveling wave) styles. Resonant anten-
nas (also referred to as standing wave antennas) include
dipoles, monopoles, microstrip patches, and slots, and are
defined as [1], ‘‘antennas whose excitation is essentially
equiphase, as the result of two feeding waves which tra-
verse its length in opposite directions, their combined ef-
fect being that of a standing wave.’’ So, using these
definitions we can make some generalizations that may
help distinguish these classes of antennas. Traveling an-
tennas tend to be electrically large (the size with respect to
the wavelength of operation), whereas resonant antennas
tend to be much smaller, as these antenna are usually op-
erated at their lowest resonant mode. Thus versions of
resonant antennas tend to be incorporated into applica-
tions where size is an issue, for example mobile/wireless
communication terminals and scanning arrays (where
grating lobes need to be avoided to ensure a highly effi-
cient solution). On the other hand, traveling wave anten-
nas generally give a better electromagnetic solution than
their resonant counterpart, whether it be higher gain,
larger impedance bandwidth, or more linear phase, and
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Figure 12. Scattering parameters of a circular post in rectangu-
lar waveguide. Comparison between our data and those obtained
by a 3D FEM [high-frequency structure simulator (HFSS)]
(MTR¼modified transverse resonance) [7].
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therefore are applied in the more ‘‘high end’’ problems
where the electromagnetic performance cannot be com-
promised: radio astronomy, ground penetration radar, and
wideband scanning arrays. One can almost think of the
comparison between the two classes of radiators as com-
paring a Volkswagen to a Rolls Royce, or in today’s culture,
a Jeep to a Hummer.

Of course, once you draw a line in the sand, a certain
grey/blurred zone associated with the demarcation exists.
This issue is evident here as many traveling wave anten-
nas incorporate resonant style antennas within their
structure. Reflector and lens antennas commonly use di-
poles (and patches) as their feeding elements. Yagi Uda
antennas (TV antennas before cable and satellite services)
also use resonant elements to achieve their appropriate
responses. Simplistically, all these antennas on the mac-
roscale are traveling wave antennas in that they are com-
pliant with the aforementioned definition, namely they
have a single feeding wave traversing its length in one
direction only; however, on the microscale they rely on a
standing wave antenna to help perform this function. Log
periodic and spiral antennas further blur this definition.

In this article, we will review traveling wave antennas.
We will briefly investigate the general characteristics
of several versions of this class of antenna. We will sum-
marize the physical layout and performance of wire
(Section 2), waveguide (Section 3), reflector and lens (Sec-
tion 4) traveling wave antennas, in particular looking at
the general responses and some design strategies. In Sec-
tion 5, we will look at some printed versions of traveling
wave antennas, focusing on tapered slots, printed bever-
age antennas, printed quasi Yagi Uda, antennas, and re-
flectarrays. The objective of this article is to give the
reader an overview of this antenna technology. More de-
tail on the various traveling wave antennas presented can
be found in the given references, and the reader is en-
couraged to read these to obtain a more complete under-
standing on the topics.

2. WIRE ANTENNAS

Probably one of the easiest traveling wave antennas to
visualize the above mentioned definition is the Beverage,
or long wire or wave, antenna. The antenna was invented
in the early 1920s by Harold Beverage and variations of
this form of radiator are very common, in particular in the
MF (300 KHz–3 MHz) and HF (3–30 MHz) ranges. A sim-
ple schematic of the long wire antenna is shown in Fig. 1.
In Fig. 1, a long wire mounted above the ground is excited
at its leftmost point and terminated at the other end.
Here, the antenna is designed to have uniform patterns in
both current and voltage. To achieve this pattern, the wire
antenna must be appropriately terminated to ensure no
reflections occur. The length of this antenna ranges from
one to many wavelengths. Several design parameters of
the Beverage antenna exist that impact its response: the
characteristics and dimensions of the material used to
create the wire, the height of the antenna above ground,
and the termination of the antenna. To achieve an ‘‘ideal’’
traveling wave response, this termination must be

matched to that of the impedance of the transmission
line, or the long wire. Doing so will prevent reflections at
the end of the wire and thereby reduce the likelihood of
standing wave effects in both the radiation patterns and
the impedance response of the antenna. However, as a
consequence, these antennas do suffer from relatively low
efficiencies as power is dumped into the load. In some
cases, if the antenna is long enough, then much of the in-
jected power may have leaked from the wire by the time
the wave reaches the end of the wire, and so a termination
may not be required. For more detail on this form of an-
tenna, please refer to [2,3].

A variation of the long wire antenna that can overcome
several of its shortcomings is the V-antenna, which can be
formed by using two wires each with one of their ends
connected to a feedline. A schematic showing an aerial
view of this concept is shown in Fig. 2a. To maximize the
directivity of this antenna, smaller included angles (y) are
required for longer V’s (L). To ensure a traveling wave re-
sponse for this antenna, once again proper termination is
required. One way to achieve this is to attach a load (equal
to the open-end characteristic impedance of the V-wire
transmission line). Another option (shown in Fig. 2b) is to
terminate each wire to ground via an impedance of half of
that of the characteristic impedance. Typical y’s and L’s
range from 30–801 and 1–3 l0, respectively. For more de-
tails on this form of wire traveling wave antenna, please
refer to [2,4]. Two V antennas can be connected at their
ends to form a rhombic antenna [2,5,6]. The antenna is
typically terminated with a 600–800O resistor to mini-
mize reflections, as shown in Fig. 3a. A common version of
the rhombic antenna is shown in Fig. 3b, the inverted V
antenna. The inverted V antenna is connected to ground
via a resistor. The patterns and responses of all these

Wire
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Ground
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zc RL

Figure 1. Schematic of a wire beverage antenna.
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RL2�0

L
RL/2

RL/2

2�0
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Figure 2. Schematic of terminated V antennas: (a) not grounded;
(b) grounded.
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variations of the V antenna can be controlled by vary-
ing the element lengths and the angles between the
elements.

A very well established traveling wave wire antenna is
the endfire helix (for examples, see [2,7]). The helix is an
antenna that can actually be both resonant and nonreso-
nant, depending on its electrical length. Short helices
(normal mode) are resonant in nature as opposed to end-
fire (or axial mode) helices, which are electrically long and
can readily provide circular polarization over a wide band-
width (VSWR o2 : 1). For this reason, endfire helix an-
tennas are commonly used for satellite communications. A
schematic of an endfire helix is shown in Fig. 4. Here, the
wire antenna is fed by a coaxial cable where the inner
conductor is extended beyond the edge of the outer con-
ductor. The outer conductor is connected to a groundplane
of the antenna that is typically l/2 in diameter. The helix
consists of N turns of diameter D and spacing S between
each turn. The total length of the antenna is L¼NS. An-
other important parameter of a helix is the pitch angle, a,
which is the angle formed by a line tangent to the helix
wire and a plane perpendicular to the helix axis. For the
endfire helix, one major lobe exists and its maximum ra-
diation intensity is directed along the axis of the helix. To
ensure the helix works in this mode of operation, the D
and S must be large fractions of the wavelength. To

achieve circular polarization, the circumference of the
helix with respect to wavelength should be near unity
and S should be approximately quarter-wave. a should be
approximately 12–141.

Another very common traveling wave wire antenna is
the Yagi Uda antenna [8]. These antennas are commonly
used in the high frequency (HF), very high frequency
(VHF), and ultra-high frequency (UHF) ranges. The an-
tenna consists of a number of linear dipole elements, one
of which is fed by a transmission line and the others act as
parasitic radiators via mutual coupling. Figure 5 shows a
schematic of a wire Yagi Uda antenna, where the parasitic
elements in the forward direction (to the right of the driv-
en element) act as directors and the elements in the rear
behave as reflectors, and so the overall structure can be
thought of as a traveling wave antenna. The driven ele-
ment is typically of the order of 0.5 l. The director ele-
ments are usually 0.4–0.45 l in length and can be of
different size. The spacing between these elements is usu-
ally of the order of 0.3–0.4 l, although this may not always
be the case. The length of the reflector element is greater
than the fed element and is typically spaced approximate-
ly 0.25 l from the driven element. An excellent review of
wire Yagi Uda antennas, including design procedures, can
be found in [2].

3. WAVEGUIDE ANTENNAS

Probably the most widespread moderate gain traveling
wave antenna in the microwave frequency range is the
horn antenna [9]. Schematics depicting four types of horns

D

S

Ground plane

Figure 4. Schematic of an endfire helix antenna.

+
V 2θ R
−

(a)

Ground

(b)

Figure 3. Schematic of rhombic antennas:
(a) formed by 2 V antennas; (b) inverted V
antenna.

Driven element 

Reflector element

Directors

Figure 5. Schematic of a wire Yagi Uda antenna.

TRAVELING WAVE ANTENNAS 5365



are shown in Fig. 6. As mentioned before, a horn antenna
consists of a waveguide (typically rectangular or circular),
which is then tapered (or flared) to a larger opening. The
type, direction, and amount of flare can greatly impact
the performance of the antenna. The four horns shown
in Fig. 6 are: the E-plane horn, where the dimensions of
the side walls of the waveguide remain constant whereas
the top and bottom walls are flared to the appropriate
angle; the H-plane horn, where the dimensions of the top
and bottom walls are kept constant and the side walls are
tapered; the pyramidal horn, a combination of the E-plane
and H-plane horns; and the conical horn, where a circular
waveguide is flared to a larger opening. Horn antennas
became of intense interest in the late 1930s for radar ap-
plications because of their relative ease in design as well
as their superior power handling capabilities. Nowadays,
variations of the horn antenna are used in many applica-
tions ranging from feeds for radio astronomy to gain stan-
dards for accurate gain measurements of antennas.

Pyramidal horns are the most common form of horn
antenna [2]. The design parameters of this antenna are
the E- and H-plane aperture dimensions (a1 and b1, re-
spectively) and the E- and H-plane axial horn length (rE

and rH, respectively). Intuitively, as the a1 and b1 are in-
creased (for constant lengths), the directivity of antenna
should increase. The same should hold for increase of the

axial horn lengths while maintaining the aperture dimen-
sions. These trends do hold to a degree until phase errors
associated with the different path lengths the wave travels
from the apex of the horn to the aperture distort the pat-
terns. As the axial horn lengths increase (keeping the ap-
erture dimensions constant), the phase errors decrease,
whereas as the aperture dimensions increase (keeping the
horn lengths constant), the phase errors increase. One
means to mitigate the phase error issue is to use an ex-
ponential taper, as opposed to a linear taper. A photograph
of such a pyramidal horn is shown in Fig. 7 [10].

ρΕ

a1

(a)

ρΗ

b1

(b)

(d)(c)

Figure 6. Schematics of conventional horn an-
tennas: (a) E-plane; (b) H-plane; (c) Pyramidal, (d)
Conical.

Figure 7. Photograph of a pyramidal horn antenna.

5366 TRAVELING WAVE ANTENNAS



Another frequently used horn antenna is the conical
horn [11], which, unlike the pyramidal horn antenna, is
fed with a circular waveguide. One obvious feature of the
conical horn is the ease in which this antenna can gener-
ate dual/circular polarization, essential for satellite com-
munications. The performance of a conical horn is similar
to that of a pyramidal horn: as the flare angle increases,
the directivity for a given axial length increases until it
reaches a maximum beyond which it starts to degrade.
Once again the degradation is because of the dominance of
the phase error at the aperture.

As the applications for horn antennas grew in the
1960s and 1970s, it was apparent that the overall perfor-
mance of these waveguide-based antennas needed to be
improved. In particular, horn antennas suffered from spill-
over loss, cross-polarization generation, and impedance
mismatch with respect to the feeding waveguide. It was
found that the origin of these problems stemmed from dif-
fraction from the aperture of the antenna. Two techniques
were proposed and successfully demonstrated to mitigate
these issues: the corrugated horn antenna [12,13] and the
aperture-matched horn antenna [14]. A corrugated horn
applies the principal that a corrugated surface can pro-
duce the same boundary conditions for both the electric
and magnetic fields, thereby making the radiation pattern
symmetrical. A photograph of an array of circular aper-
ture corrugated horns used to feed a radio astronomy re-
flector is shown in Fig. 8. An aperture-matched horn
consists of a smooth curved surface section connected to

the outside of the aperture. This section provides contin-
uous matching sections between the horn modes and free-
space radiation and therefore can reduce the previously
encountered diffraction problems of conventional horn an-
tennas. An excellent review on horn antennas, including
the theory of operation, can be found in [2].

4. REFLECTORS AND LENS ANTENNAS

The previously considered traveling wave antennas (with
the exception of the Yagi Uda antenna) have a guided me-
dium excitation. There are two types of antennas that still
have traveling wave antenna traits; however, they are
typically excited by a feed radiator. The two types of an-
tennas are reflectors [15–17] and lenses [18,19]. Reflector
antennas are extremely prevalent in today’s communica-
tions (both satellite and terrestrial) and radio astronomy
solutions. Reflector antennas are typically used when a
high-gain solution is required as large arrays of other
forms of radiating elements suffer from feed losses when
attempting to develop a high-gain antenna. Of the many
different shapes a reflector may have, the parabolic reflec-
tor is probably the most prevalent. A schematic of this
antenna (a front-fed parabolic reflector) is shown in Fig. 9,
highlighting the important design parameters: the diam-
eter of the reflector (D) and the f/D ratio (where f is the
focal point). There are some very simple relationships that
can be established here: as the diameter of the reflector
increases, so does the gain; as the f/D ratio increases, the
lower the amplitude taper loss and phase loss, however,
the greater the spillover loss. These f/D ratio relationships
will depend on the radiation characteristics of the feed
antenna. A photograph of a millimeter-wave (mm-wave)
front-fed parabolic reflector is shown in Fig. 10. The choice
of D (and f/D for that matter) really depends on how much
gain is required for the system and also how much space is
available for the antenna platform. For example, for a gain
of 35 dBi, a reflector of diameter 21 l0 is required for an f/D
of 0.44. A problem with the front-fed reflector is the de-
crease in efficiency because of blockage (and cross-polar-
ization generation) created by the feed antenna and the
subsequent transmitter and receiver circuitry. To reduce
the blockage, the circuitry can be located behind the

Parabolic reflector

Feed horn

Figure 9. Schematic of a front-fed parabolic reflector.
Figure 8. Photograph of an array of circular aperture corrugated
horns.
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reflector; however, the loss in the transmission lines
to the feed antenna located at the focal point can be an
issue. To overcome this problem, Cassegrain feeds (named
after the astronomer) were introduced. Here, a secondary
reflector (or subreflector), typically hyperbola in shape,
is illuminated by a conveniently located feed antenna, and
then this reflector excites the parabolic reflector (see
for example [20]). Cassegrain feeding techniques are typ-
ically 10% more efficient that the front-fed procedure.
In fact, the Cassegrain arrangement has the following
features: the ability to place the feed in a convenient
location; the reduction of spillover and sidelobe radiation;
the ability to obtain an equivalent focal length
much greater than the physical length; and the capabili-
ty for scanning the main beam by moving one of the
reflecting surfaces. A photograph of a variation of a Casse-
grain feed arrangement and parabolic reflector is
shown in Fig. 11. There are numerous review articles
on reflector-style antennas, and some can be found in
[2,15–17].

Another traveling wave antenna with an optical
origin is the lens antenna. Lens antennas are an alterna-
tive to reflector antennas, although they are only really
practical at very high frequencies, well into the mm-wave
frequency band and beyond. Below these frequencies
the size and weight associated with the lens material be-
come too large if a high-gain solution is required. Lens
antennas have similar advantages as reflectors over large
arrays, namely the feed loss can be very low. It is well
known that elliptical shaped lenses can focus a planewave
to a point; however, in practice, typically extended hemi-
spherical lens are used to synthesize an elliptical
lens [19,21–23]. Figure 12 shows the parameters of an ex-
tended hemispherical lens, the radius of the hemisphere
(RL), and the length of the extension (LL). These dimen-
sions are dependent on the material used to realize the
lens, however, in general, the larger the RL and LL,
the more gain. For example, for a gain of 32 dBi, RL is ap-
proximately 6 l0 and LL is approximately 8 l0. In a lens

antenna configuration, reflections from the lens/air inter-
face can cause unwanted radiation in the form of in-
creased cross-polarization levels as well as increased
sidelobe levels. A coating can be used on the interface to
help reduce this effect similar to what is used on Light
Emitting Diodes; however, at microwave (and even milli-
meter-wave) frequencies, this is impractical. Figure 13
shows a photograph of a mm-wave lens antenna designed
for operation between 26–40 GHz [24]. The traveling wave
antenna is fed by an aperture stacked patch (ASP) of suf-
ficient bandwidth. The layers used to develop the ASP
have a similar dielectric constant to that used for the cre-
ation of the lens (polyethylene) to ensure the overall effi-
ciency of the antenna is maximized. Several reported
articles exist on lens antennas that are available in the
literature (for example, [18]).

Figure 10. Photograph of a mm-wave front-fed parabolic
reflector.

Figure 11. Photograph of a Cassegrain feed arrangement and
parabolic reflectors.

Hemisphere

Extension Layers
LL

RL

Figure 12. Schematic of an extended hemispherical lens.
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5. PRINTED ANTENNAS

In this section, we will look at a few examples of traveling
wave printed antennas, in particular tapered slots, print-
ed quasi Yagi Uda antennas, printed beverage antennas,
and reflectarrays. Interestingly, all of these printed trav-
eling wave antennas have their analogies that can be
drawn from the previous sections. Also, the printed an-
tennas presented here are all relatively new concepts with

the oldest (the tapered slots) dating back to the early/mid
1980s.

The tapered slot antenna is undoubtedly the most com-
mon printed traveling wave antenna (see [25–28] for ex-
amples). These antennas can operate over multioctave
bandwidths and can operate well in a phased array envi-
ronment. Effectively, one can think of this form of printed
radiator in the same manner as a horn antenna where a
waveguide is flared out to ‘‘match’’ the electromagnetic
wave to free space, although in this case the transmission
medium is a slotline. However, unlike a conventional horn
antenna, the fundamental mode of the slotline is TEM in
nature, and so some of the issues associated with the wave
matching of a horn antenna are mitigated here. Having
said that, the tapered slot is a relatively complicated ra-
diating element with many degrees of freedom. As is the
case for a horn antenna, the profile of the taper (or flare)
contributes to the input impedance behavior as well as the
radiation performance of this printed traveling wave an-
tenna. Common profiles include linear, exponential, and
piece-wise linear. One particular challenge with a tapered
slot antenna is the transition from the slotline to a more
common transmission media used in microwave circuitry
design. Figure 14 shows a photograph of a tapered slot
antenna with a Coplanar Waveguide (CPW) feed. Incor-
porated in this design is a wideband balun (part of which
is the large slotline cavity in the top left-hand corner of the
photograph), which efficiently transfers energy from an
unbalanced transmission line (CPW) to the balanced slot-
line. Figure 15 shows the predicted and measured return
loss of the developed traveling antenna, as well as a typ-
ical radiation pattern.

The Yagi Uda antenna as described in Section 2 is an
endfire antenna. However, only limited success has been
achieved at adapting this antenna to microwave/millime-
ter wave operation. Figure 16 shows a schematic of the
uniplanar quasiYagi antenna [29,30]. The antenna is

Figure 13. Photograph of a mm-wave aperture stacked patch
mounted on an extended hemispherical lens.

Figure 14. Photograph of a tapered slot
antenna.
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constructed on a single layer of microwave laminate
with metallization on both sides. The top metallization
consists of a microstrip feed, a broad-band microstrip-to-
CPS (Coplanar Stripline) balun and two dipole elements,
one of which is the driver element fed by CPS and
the second dipole being the parasitic director. The metal-
lization on the bottom plane is a truncated microstrip
ground, which serves as the reflector element for the
antenna. The parasitic director element on the top
plane simultaneously directs the antenna propagation to-
ward the endfire direction, and acts as an impedance
matching element. Thus, the printed version of the Yagi
Uda antenna in Fig. 16 is similar in operation to that
of a wire version presented earlier. Figure 17 shows the
return loss response and radiation patterns of a typical

printed quasiYagi Uda antenna [30]. Recently, a modifica-
tion of this traveling wave antenna was presented that
greatly simplifies the feed arrangement of the printed an-
tenna [31].

It is also possible to realize a printed version of a Bev-
erage (or long wire) antenna. Figure 18 shows the cross-
sectional view of such an antenna where microstrip is
used as the transmission medium. For this particular con-
figuration, a probe soldered to the microstrip line is used
to excite the antenna, and the characteristic impedance of
the transmission line is designed as 50O, and so the ter-
mination resistance is also this value. The antenna is well
matched over a very wide bandwidth (in excess of a de-
cade), and a typical radiation pattern (including gain) is
shown in Fig. 19. This pattern is consistent with a wire
version of the antenna (see, for example, [2]). The printed
Beverage antenna radiates better when the height of the
substrate is increased; however, doing so can compromise
the input impedance response because of the discontinuity
associated with the feeding mechanism as well as that as-
sociated with the load.

The microstrip reflectarray is a traveling wave antenna
that combines the mechanical advantages of printed an-
tenna technology with some of the robust electrical char-
acteristics of reflector antennas [32–34]. Its main
mechanical advantage is that the geometrical constraint
of the parabolic reflector is eliminated, and that printed
antenna technology is used, providing repeatable, low-cost
manufacture of the antennas. The microstrip reflectarray
resembles an ordinary array of microstrip elements printed
on a grounded dielectric substrate with two notable
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exceptions: the array elements are excited by a feed an-
tenna, replacing the microstrip-line feed network com-
monly used in large arrays, and secondly, the resonant
frequency of each element is tuned slightly off the center
operating frequency of the reflectarray. The patches are
tuned in order to adjust the scattering phase of each ele-

ment and therefore produce a main beam at a predeter-
mined angle. The elimination of the microstrip-line feed
network produces an antenna with larger bandwidth and
lower loss, especially at millimeter-wave frequencies. A
photograph of a reflectarray (including its feed element
and support structure) is shown in Fig. 20.

6. CONCLUSIONS

In this article we have reviewed some of the most common
traveling wave antennas. In particular, we have looked at
wire, waveguide, and printed versions of this concept as
well as briefly examined reflectors and lens antennas.
Traveling wave antennas play a very important role in a
variety of wireless communications and radar systems,
and it appears this fundamental form of radiator will con-
tinue to do so for a long time to come. Traveling wave an-
tennas are typically more complicated in nature (both
electromagnetically and structurally) than their reso-
nant-style counterparts; however, their overall perfor-
mance usually justifies the increase in complexity. A
summary of some of the traveling wave antennas dis-
cussed is presented in Table 1. Here, typical gain, band-
width, and overall dimensions are given. Also, the cost of
implementation is provided and some applications where
these antennas can be used are summarized. An impor-
tant note should be added here, which is that several com-
mercially available electromagnetic simulation software
packages exist that can greatly assist in the design of
traveling wave antennas (for example, Ansoft’s HFSSt).
These are typically computationally intensive simply be-
cause the structures to be analyzed are either complicated
or electrically large. Some useful and yet relatively simple
design software packages also exists, which are included
in some of the references given here (for example, [2]). Fi-
nally, another useful book highlighting design trends of
some traveling wave antennas can be found in [35].
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Figure 18. Schematic of a printed Beverage antenna.
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Table 1. Summary of Some Traveling Waves

Antenna Gain Bandwidth Dimensions Relative Cost Applications

Beverage o3 dBi o10 : 1 o10 l0 cheap Ham radio
Yagi Uda 4 dBi–14 dBi (depends on gain requirement) 0.5 l0 � 1 l0–0.8 l0 � 10 l0 cheap TV, Radar
Horn 7–18 dBi o1.3 : 1 o10 l0 expensive Radar
Tapered slot 6–12 dBi 44 : 1 o5 l0 moderate Radar
Reflector o60 dBi o octave (feed dependent) o30 l0 moderate Point-to-point links, radio

astronomy
Lens o50 dBi o octave (feed dependent) o10 l0 � 10 l0 moderate Point-to-point links

TRAVELING WAVE ANTENNAS 5371



Acknowledgments

The author would like to thank the staff at CSIRO, Aus-
tralia for photographs of the array of corrugated horn an-
tennas and the reflector and also Dr S. Targonski for the
photograph of the reflectarray.

BIBLIOGRAPHY

1. IEEE Standard Definitions of Terms for Antennas, IEEE Std
145-1983, IEEE Trans. Antennas Propagat., 31: (1983).

2. C. A. Balanis, Antenna Theory: Analysis and Design, 2nd Ed.,
Wiley, New York, 1997.

3. R. W. P. King, The wire antenna for transmission and recep-
tion, IEEE Trans. Antennas Propagat., 31:956–965 (1983).

4. G. A. Thiele and E. P. Ekelman, Design formula for Vee dipole,
IEEE Trans. Antennas Propagat., 28:588–590 (1980).

5. R. S. Elliot, Antenna Theory and Design, Prentice-Hall,
Englewood Cliffs, NJ, 1981.

6. E. Bruce, A. C. Beck, and L. R. Lowry, Horizontal rhombic
antennas, Proc. IRE, 23:24–26 (1935).

7. J. D. Krauss, Antennas, McGraw-Hill, New York, 1983.

8. H. Yagi, Beam transmission of the ultra short waves, Proc.

IRE, 16:715–741 (1928).

9. A. W. Love, ed., Electromagnetic Horn Antennas, IEEE Press,
New York, 1976.

10. (online), available at www.milpi.com/261main.html.

11. A. P. King, The radiation characteristics of a conical horn an-
tenna, Proc. IRE, 38:249–251 (1950).

12. B. MacA. Thomas, Design of corrugated conical horns, IEEE

Trans. Antennas Propagat., 26:367–372 (1978).

13. B. MacA. Thomas, A review of the early development of cir-
cular-aperture hybrid-mode corrugated horns, IEEE Trans.

Antennas Propagat., 34:930–935 (1986).

14. W. D. Burnside and C. W. Chuang, An aperture matched horn
design, IEEE Trans. Antennas Propagat., 30:790–796 (1982).

15. A. W. Love, ed., Reflector Antennas, IEEE Press, Piscataway,
NJ, 1978.

16. W. V. Rusch, The current state of reflector art, IEEE Trans.

Antennas Propagat., 32:313–329 (1984).

17. W. V. T. Rusch, The current state of reflector antenna art -
entering the 1990s, Proc. IEEE, 80:113–126 (1992).

18. D. B. Rutledge, D. P. Neikirk, and D. P. Kasilingam, Integrat-
ed circuit antennas, in Infrared and Millimeter-waves, Vol. 10,
Academic Press, New York, pp. 1–90, 1983.

19. G. Rebeiz, Millimeter-wave and Terahertz integrated circuit
antennas, Proc. IEEE, 80:1748–1770 (1992).

20. G. W. Collins, Shaping of subreflectors in Cassegrainian an-
tennas for maximum antenna efficiency, IEEE Trans. Anten-

nas Propagat., 21:309–313 (1973).

0

30

60

90

120

150

180

210

240

270

300

330

−5−15−25−35−45−55 5

Printed beverage antennaG(P-accepted)theta at Phi=0
G(P-accepted)theta at Phi=90
G(P-accepted)Phi at Phi=0
G(P-accepted)Phi at Phi=90

Figure 19. Typical radiation pattern of the
printed Beverage antenna. (This figure is
available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Figure 20. Photograph of a printed reflectarray.

5372 TRAVELING WAVE ANTENNAS



21. G. V. Eleftheriades, Y. Brand, J-F. Zurcher, and J. R. Mosig,
ALPSS: A millimetre-wave aperture-coupled patch antenna
on a substrate lens, Electron. Lett., 33:169–170 (1997).

22. P. Otero, G. V. Eleftheriades, and J. R. Mosig, Integrated
modified rectangular loop slot antenna on substrate lenses for
millimeter- and submillimeter-wave frequencies mixer appli-
cations, IEEE Trans. Antennas Propagat., 46:1489–1497
(1998).

23. L. Mall and R. B. Waterhouse, Millimeter-wave proximity-
coupled microstrip antenna on an extended hemispherical di-
electric lens, IEEE Trans. Antennas Propagat., 49:1769–1772
(2001).

24. R. B. Waterhouse, Microstrip Patch Antennas: A Designer’s
Guide, Kluwer, Boston, MA, 2003.

25. K. S. Yngvesson, et al., The tapered slot antenna - a new in-
tegrated element for millimeter-wave applications, IEEE

Trans. Microwave Theory Tech., 37:365–374 (1989).

26. K. S. Yngvesson, et al., Endfire tapered slot antennas on di-
electric substrates, IEEE Trans. Antennas Propagat.,
33:1392–1400 (1985).

27. C. H. Chio and D. H. Schaubert, Parameter study and design
of wide-band widescan dual-polarized tapered slot antenna
arrays, IEEE Trans. Antennas Propagat., 48:879–886 (2000).

28. M. C. Greenberg, K. L. Virga, and C. L. Hammond, Perfor-
mance characteristics of the dual exponentially tapered slot
antenna (DETSA) for wireless communications applications,
IEEE Trans. Vehicular Tech., 52:305–312 (2003).

29. Y. Qian, W. R. Deal, N. Kaneda, and T. Itoh, A microstrip-fed
quasi-Yagi antenna with broadband characteristics, Electron.

Lett., 34:2194–2196 (1998).

30. N. Kaneda, W. R. Deal, Y. Qian, R. Waterhouse, and T. Itoh, A
broadband planar quasi-yagi antenna, IEEE Trans. Antennas
Propagat., 50:1158–1160 (2002).

31. G. Zheng, et al., Simplified feed for modified printed Yagi an-
tenna, Electron. Lett., 40:464–466 (2004).

32. T. A. Metzler, Stub Loaded Microstrip Reflectarray, IEEE AP-

S Int. Sympos. Dig., 574–577 (1995).

33. D. M. Pozar, S. D. Targonski, and H. D. Syrigos, Design of
millimeter-wave microstrip reflectarrays, IEEE Trans. Anten-

nas Propagat., 45:287–296 (1997).

34. A. Kelkar, FLAPS: Conformal Phased Reflecting Surface,
Proc. IEEE National Radar Conf. March 1991, pp. 58–62.

35. R. C. Johnson and H. Jasik, Eds., Antenna Engineering
Handbook, 2nd ed., McGraw-Hill, New York, 1984.

TRAVELING WAVE TUBES

CAROL L. KORY

ANALEX Corporation

The traveling-wave tube (TWT) is a vacuum device in-
vented in the early 1940s [1,2] used for amplification at
microwave frequencies. Amplification is attained by sur-
rendering kinetic energy from an electron beam to a ra-
diofrequency (RF) electromagnetic wave. The demand for
vacuum devices has been decreasing largely owing to the
advent of solid-state devices. However, although solid
state devices have replaced vacuum devices in many ar-
eas, there are still many applications such as radar, elec-

tronic countermeasures, and satellite communications
that require operating characteristics such as high power
(watts to megawatts), high frequency (below 1 GHz to over
100 GHz), high efficiency (65% efficient, 100 Watt, Ka-
band TWTs are commonplace), and large bandwidth that
only vacuum devices can provide. Vacuum devices are also
deemed irreplaceable in the music industry where musi-
cians treasure their tube-based amplifiers, claiming that
the solid-state and digital counterparts could never pro-
vide the same ‘‘warmth’’ [3]. The term traveling-wave tube
includes both fast-wave and slow-wave devices. This arti-
cle will concentrate on slow-wave devices as the vast ma-
jority of TWTs in operation around the world fall into this
category.

1. TRAVELING-WAVE TUBE PRINCIPAL COMPONENTS

The TWT possesses four major components as shown in
Fig. 1 [4]

1. An electron gun that produces an electron beam

2. A slow-wave circuit that slows an RF electromag-
netic wave to a speed synchronous with the electron
beam

3. A collector that collects the spent electron beam

4. The TWT package that provides cooling, beam fo-
cusing, and access to the RF input and output

Amplification is obtained by feeding the RF signal to be
amplified into the slow-wave circuit while the electron
beam is moving along the TWT axis. The slow-wave struc-
ture reduces the electromagnetic wave phase velocity so
that it propagates near synchronism with the electron
beam resulting in interaction between the wave and the
beam and thus amplification of the RF signal. The spent
electron beam is collected at the end of the tube by the
collector.

1.1. Electron Gun

The electron gun is used to produce the electron beam.
The electron guns used for nearly all TWTs mimic a sec-
tion of a spherical diode as first derived by Pierce [5] and
are consequently referred to as Pierce guns. The major
components of the gun are the cathode, heater, focus elec-
trode, and one or more anodes. The type of cathode used in
TWTs is the thermionic cathode where electron emission
is achieved by using a heat source to supply the electrons
near the surface of the cathode with enough energy to es-
cape from the surface. Cathode operation is a complex
subject, and the reader can consult [6] or the article on
cathodes in this encyclopedia for further detail. In a sim-
plified description, the higher the temperature of the cath-
ode, the greater the emission (current density), but the
shorter the life. Because of the limited lifetime of cathodes,
the electron gun design must be consistent with the ex-
pected life of the application. For example, if a lifetime of
12 to 15 years is required, as in commercial space appli-
cations, cathode current densities of 1 A=cm2 or less are
usually specified for an M-type cathode [7].
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A heater connected to a dc or ac power supply, consist-
ing of a coil of tungsten or tungsten-rhenium wire adja-
cent to or embedded within the cathode body, is typically
used to raise the temperature of the cathode to an ade-
quate level for electron emission. The wire is formed into a
contrawound coil to reduce the amount of magnetic field
introduced into the electron gun by the current through
the heater, thus reducing large perturbations in the elec-
tron trajectories that would make the beam difficult to fo-
cus or couple modulation onto the electron beam.

The anode is a positively charged electrode that at-
tracts and accelerates the electrons emitted from the cath-
ode. Because of electrostatic repulsion forces, the electrons
are deflected as they are emitted so the focus electrode is
used to produce equipotential lines with the same center
of curvature as the cathode resulting in electron flow to-
ward this center of curvature; therefore, the electrons are
focused into a beam. TWTs used in pulsed applications
often have a grid placed close to the cathode that permits
the electron beam to be turned off and on with a small
swing (relative to the cathode-to-ground potential drop) in
the applied grid-to-cathode bias. The grid typically causes
some perturbation of the electron beam so it is typically
not used in high reliability devices.

1.2. Slow-Wave Circuit

The RF voltage to be amplified is fed into the slow-wave
circuit through the input coupler. The purpose of the slow-
wave circuit is to slow the axial velocity of the RF wave so
that it propagates near synchronism with the electron
beam. There are numerous possible slow-wave structures
limited only by human inventiveness. Some of the more
common are the helix, contrawound helix, coupled-cavity,
ring-bar, cloverleaf, ladder, and grating circuits. The axial
component of the electric field set up by the voltage on the
circuit is somewhat sinusoidal in the vicinity of the elec-
tron beam so a force is directed to the left when the field is
positive and to the right when the field is negative (see
Fig. 1). This causes some of the electrons in the beam to
decelerate (force is directed to the left) and others to ac-
celerate (force is directed to the right), causing the elec-
tron beam to form bunches or be velocity modulated. The
bunches drift into a decelerating region of the field, and

the electrons lose velocity and thus kinetic energy. The
energy lost by the electrons is transferred to RF energy in
the RF wave, thus amplifying the RF signal. Further down
the length of the tube, the bunches become more compact
leaving even more electrons in the decelerating region
causing the RF wave to grow even more. As this continues,
the electron velocities decrease and space-charge forces
within the bunch increase. Eventually a portion of the
bunch leaves the decelerating region of the circuit field
and enters the accelerating region. These electrons extract
energy from the circuit field. When the energy extracted
from the circuit field becomes equal to the energy sup-
plied, amplification of the RF wave stops and the interac-
tion is said to reach saturation.

Backward wave oscillations (BWOs) can occur
when power is reflected back to the input because of a
mismatch in the slow-wave circuit, at the load or at
the output coupler. Because of a mismatch at the input,
a portion of the signal is again reflected to provide a feed-
back signal. To prevent these reflections, or backward
waves, from reaching the input, it is common that a sev-
er or distributed loss is added to the slow-wave circuit. A
sever isolates the input wave from the output wave by
physically separating the sections. Distributed loss usual-
ly consists of a lossy resistive coating that attenuates both
forward and backward waves. Although the RF wave is
severed or attenuated at this point in the slow-wave
circuit, the bunching of the electrons has been established
and will reestablish the RF wave on the circuit beyond the
sever or region of attenuation, allowing interaction to
continue.

A common method to increase efficiency by prolonging
synchronism between the electron beam and the RF wave
is to incorporate a velocity taper in the TWT design. A
velocity taper is achieved by changing the dimensions of
the slow-wave circuit near the output of the tube so that
the RF wave velocity is slowed along with the electron
beam. With this technique, even though the electron
bunches are slowed as they lose energy to the circuit,
they will remain in synchronism longer with the consec-
utively slowed RF wave and continue to deliver energy to
the circuit fields. Velocity tapering has proved to signifi-
cantly increase the efficiency of TWTs [8–10]. In addition,
the technique can be used to enhance the linearity of the

Anode

Heater

Cathode

Focus electrode

Electron gun

Electron beam

Slow-wave circuit

Vacuum envelope

Multistage
depressed
collector

RF outputRF input

Magnetic focusing

Figure 1. Basic TWT. The electron gun shown
to the left encompasses the heater, cathode, fo-
cus electrode, and anode. A multistage de-
pressed collector is shown on the right with
electron beam trajectories.
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power output versus power input [11] and to prevent
BWOs [12–14].

1.2.1. Helix. The helix is the most common type of
slow-wave structure. A typical modern helical structure
embodies a metal tape wound into a helix supported by
three or more dielectric support rods inside a conducting
barrel. Figure 2 shows the cross-sectional view of a typical
helical circuit and a three-dimensional view of the helical
tape. Derived from a single-wire transmission line that
has zero dispersion, the helix has a primarily constant
phase velocity over a large bandwidth making it the wid-
est bandwidth circuit of any structure available. This rel-
atively low dispersion can be reduced further by
incorporating dispersion shaping techniques into the cir-
cuit design. This is achieved by perturbing the circuit
fields predominantly at low frequencies so that the phase
velocity is decreased at the low frequency end while stay-
ing constant at high frequencies, thus reducing dispersion
and increasing bandwidth. As the fields are concentrated
between the helical turns at high frequencies and in the
area extending from the helix to the barrel at low fre-
quencies, this low-frequency perturbation is possible by
including specially shaped dielectric support rods or lon-
gitudinally conducting metal vanes that anisotropically
load the circuit [6,15]. Several loading methods are shown
in Fig. 3.

1.2.2. Coupled-Cavity Circuit. Another common slow-
wave structure is the coupled-cavity circuit that is used
mostly for high-power applications. Because of its all-met-
al construction, it is able to dissipate a greater amount of
heat compared with the helix, but can operate over only a
comparatively narrow bandwidth. As shown in Fig. 4 for
the cross-sectional and top views, the circuit includes a
chain of cavities, typically made of copper, brazed together
with a coupling slot alternating 180 degrees at adjacent

cavities. Ferrules may surround the beam hole to concen-
trate the RF electric field in the vicinity of the electron
beam for increased interaction.

(a)

(b)

Rectangular 
tape helix

BeO support
rod

Figure 2. Cross-sectional view of typical helix slow-wave circuit
and three-dimensional view of helical tape. The rectangular he-
lical tape is supported by three rectangular dielectric support
rods, all enclosed in a conducting barrel. The electron beam trav-
els through the axial center (r¼0) of the helical circuit.

Rectangular 
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Rectangular 
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Loading vane

Metal 
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T-shaped 
support rod

(a)

(b)

(c)

Figure 3. Various dispersion shaping techniques for broad-band
helical TWTs. (a) A metal coating is applied to the dielectric sup-
port rods. (b) The support rods are formed into T-shapes. (c) Load-
ing vanes are added between the support rods.

Cavity wall

Coupling
slot

(a) (b)

Coupling
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Ferrule
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Beam 
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Figure 4. (a) Cross-sectional view, (b) top view of ferruled cou-
pled-cavity circuit. The coupled-cavity circuit employs an all-met-
al construction suitable for high-power TWTs.
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1.3. Collector

After the amplified RF output is removed from the TWT,
the spent electron beam passes through the end of the
beam focusing section, so space charge forces cause the
beam to expand as it enters the collector. Upon entering
the collector, the beam is highly disordered with a broad
spectrum of energies. The electron beam at this point still
possesses a great deal of kinetic energy as only about 5%
to 30% is extracted during interaction with the RF wave
[16]. If the collector was at the same potential as the body
of the tube, this kinetic energy would be dissipated as heat
on the collector surface. By operating the collector elec-
trode at a potential below that of the RF circuit, the beam
is decelerated before it hits the collector surface. Thus,
some of the remaining kinetic energy from the electron
beam is converted to electric potential energy. This nega-
tive potential operation is known as depressing the collec-
tor. The greater the amount of recovered power, the higher
the total efficiency of the tube. The impact of an efficient
collector is made clear by considering the efficiency for-
mula. Overall efficiency can be expressed as the ratio of
the output power to input power or

Z0v¼
pout

pin
ð1Þ

where Pout is the RF power output and Pin is the sum of the
heater power, Ph, beam power from the gun, Po, RF input
power, PRFin, and power to the magnetic focusing system,
Pm, minus the power recovered by the collector, Prec, or

Pin¼PhþPoþPmþPRFin � Prec ð2Þ

Figure 5(a) plots the current to the collector versus the
amount by which the collector is depressed below ground
potential (the slow-wave circuit potential). Assuming zero
loss and zero interception between the beam and the slow-
wave circuit, the area under the curve represents the
maximum power that could possibly be recovered by the
collector. The beam power converted to RF power is rep-
resented by the area above the curve less the cross-
hatched area for voltages greater than the beam voltage.
The beam current and voltage are represented by Io and
Vo, respectively. For a single-stage collector depressed to
voltage V1, the maximum power that can be recovered is
represented graphically in Fig. 5(a) by the shaded area,
which is the product of the magnitudes of the collector
current and collector voltage or

Prec¼V1Io

Several phenomena complicate the collector operation
including space-charge effects of the electrons already in
the collector repelling those electrons entering, secondary
electron emission from the surface caused by incident
electrons, and electrons having different amounts of ki-
netic energy, thus traveling with different velocities. Mul-
tistage depressed collectors (MDC), where several
electrodes are used at different depressed potentials, in-

corporate multiple velocity sorting stages. This directs
high-velocity electrons to the stages having the greatest
depression and the slow electrons to the stages with the
least depression. This design has proven to greatly in-
crease the overall efficiency of TWTs [17]. The reason for
this becomes clear when the collector current versus volt-
age curve is again considered for the multistage collector.
The total possible recoverable power for an n-stage MDC
is represented by the shaded region in Fig. 5(b) where the
nth electrode is at cathode potential, Vo. The possible re-
covered power is significantly greater compared with the
single-stage collector given as

Prec¼
Xn

k¼ 1

VkIk

In practice, this can never be exactly achieved because
of secondary emission and imperfect energy sorting in the
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Figure 5. Collector current versus collector voltage. (a) The dark
shaded area designates the maximum power that can be recov-
ered by a single-stage collector. (b) The dark shaded area desig-
nates the maximum power that can be recovered by a multistage
depressed collector with n stages.
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collector. Considering Eqs. (1) and (2), it becomes obvious
that the overall efficiency can be significantly increased.
In practice, typical MDC designs incorporate no more than
five collector stages as the law of diminishing returns
starts to occur with regard to efficiency improvement ver-
sus fabrication and power supply complexity. A typical az-
imuthally symmetric four-stage MDC design is shown in
two dimensions in Fig. 1.

1.4. Traveling-Wave Tube Package

The TWT package serves as a mechanical support struc-
ture for the TWT and RF input/output connectors, a ther-
mal path for the conduction of waste heat, an
electromagnetic interference (EMI) shield, and as a pro-
tective cover over the high-voltage connections and beam
focusing magnets [4].

1.4.1. Beam Focusing. The electrons in the beam each
possess negative charge; therefore, they repel one another
causing the beam to diverge. To counteract this space
charge effect and prevent the beam from diverging and
being intercepted by the slow-wave structure as it flows
through the length of the tube, external focusing is applied
using an axial magnetic field. One way of doing this is to
surround the TWT with a large solenoid that can be a
permanent magnet or an electromagnet. Because of their
size and large amount of stray magnetic field, solenoids
are typically used only on very high-power (kilowatt level)
TWTs with high current density beams.

A more commonly used method for focusing is to em-
ploy periodic permanent magnet (PPM) focusing that is
lighter and more compact than an equivalent solenoidal
magnet [18]. Alternating iron pole pieces and cylindrical
magnets are placed side-by-side along the length of the
tube, the polarity of adjacent magnets being reversed, as
shown in Fig. 6. The PPM structure provides a nearly si-
nusoidal magnetic field at the beam axis with rms (root-
mean-square) value about equal to the value of field re-
quired in a uniform field design.

1.4.2. Vacuum Envelope. It is necessary to operate the
main components of the TWT under vacuum to ensure
proper cathode operation and long cathode life, prevent
formation of positive ions within the electron beam, and
avoid high-voltage arcing at the electrodes. Thus, the gun,
slow-wave structure, and collector are contained in a leak
tight vacuum envelope. The beam focusing mechanism is
usually mounted outside of the vacuum envelope, and this
whole assembly is mounted in the TWT package.

2. BASIC FIELD THEORY

TWT gain is based on the surrender of energy from the
electron beam to the RF electromagnetic wave. For this
phenomena to occur, the phase velocity of the RF wave,* v,
must be in near synchronism with the dc beam velocity, uo,

or

v¼uo ð3Þ

The gain of the tube depends on the strength of this in-
teraction. A summary of the small-signal analysis for TWT
gain is summarized by Gilmour [6], Gewartowski [19], and
more succinctly by Wilson [20], based on the analysis done
by Pierce [21]. The theory neglects space harmonics of the
RF field other than that which is synchronous with the
electron beam assuming these harmonics have no net ef-
fect.

First, the equation is derived for the ac current induced
on the beam by the RF field (electronic equation). Next,
the RF field resulting from the modulated beam is derived
(circuit equation). These equations are solved simulta-
neously to determine the self-consistent relations for the
circuit and beam quantities. The equations take on a neat-
er form when several parameters are defined. Pierce’s
small-signal gain parameter C is defined as

C3¼
KIo

4Vo
ð4Þ

where K is the interaction impedance defined as

K ¼

Z
jEj2dS

2b2PS
ð5Þ

where jEj is the magnitude of the RF axial electric field,
b¼o=m is the axial propagation constant,wP is the total RF
power flow, and S is the cross-sectional surface area of the
electron beam. Io and Vo are the dc beam current and volt-
age, respectively. Pierce’s space-charge parameter QC is
defined as

QC¼
o2

q

4C2o2
ð6Þ

where oq is the reduced plasma frequency and o is
the angular frequency ð2pf Þ, where f is the operating fre-
quency.

A measure of synchronism between the electrons and
the space harmonic wave is specified by Pierce’s velocity

(a) (b)

N S N SS N

N S N SS N

Polepiece

Magnet

Figure 6. (a) Cross-sectional view, (b) top view of periodic per-
manent magnet focusing.

*The RF wave actually consists of space harmonics and the har-
monic component of interest must be near synchronism with the
dc beam velocity. wK E, and b are calculated for the space harmonic of interest.
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parameter b defined as

b¼
uo � v

vC
¼

b0 �N

NC
ð7Þ

Pierce’s loss parameter d is proportional to circuit atten-
uation and is defined as

d¼
ao
uoC

ð8Þ

where a is the circuit attenuation including surface and
attenuator losses. The various fields and beam quantities
have a z dependence of the form

e�Gz

where G is the complex propagation constant for the cir-
cuit-beam coupled system. The allowed values for G are
determined by simultaneously solving for the circuit and
electronic equations. Doing so gives

G¼ j
uo

o
ð1þ jCdÞ ð9Þ

Making the appropriate substitutions and taking advan-
tage of the fact that C is small,

d2
¼

1

�bþ jdþ jd
� 4QC ð10Þ

The solutions for Eq. (10) give three allowable propagation
constants. Regardless of the values of d and QC, one will
always obtain one growing wave that is responsible for the
gain in the tube, one decaying wave, and one wave of
nearly constant amplitude as long as the tube is operating
near synchronism (small b).

The initial loss factor A1 is defined as

A1¼ 20 log
d2

1

ðd1 � d2Þðd1 � d3Þ

����

����dB ð11Þ

The space charge loss factor is defined as

A2¼ 20 log
d2

1þ 4QC

d2
1

�����

�����dB ð12Þ

Next we define

B¼ 54:6Reðd1Þ ð13Þ

and the electronic wavelength number N as

N¼
uol

2po
ð14Þ

where l is the length of the interaction circuit. The small-
signal gain can now be expressed as

Gains–s¼A1þA2þBCN � sever loss dB ð15Þ

The loss associated with each sever is typically about 6 dB.
It should be noted that the small-signal gain analysis is
valid only when the tube is operating well below satura-
tion. Near or at saturation, the TWT behaves in a nonlin-
ear manner and the small-signal theory is no longer valid.

3. TRAVELING-WAVE TUBE COMPUTER MODELING

Because of the complexity of operation, there are numer-
ous codes that are used in the design, development, and
analysis of TWTs. Some of the codes stand alone, and oth-
ers are incorporated into the microwave and millimeter-
wave advanced computational environment (MMACE),
which is a vacuum electronics initiative directed at inte-
grating existing codes into a compatible environment hav-
ing a user-friendly interface [22]. A discussion of available
codes follows that is grouped by TWT section. This is in-
tended to point the reader to the appropriate references
for each code.

3.1. Electron Gun

Numerous codes exist that will calculate electron trajec-
tories in electrostatic and magnetostatic focusing systems.
Electron gun (EGUN) is a widely used code that includes
two-dimensional(2-D) fields and three-dimensional(3-D)
particle trajectories [23]. In contrast to EGUN’s rectangu-
lar mesh capability, DEMEOS uses a deformable triangu-
lar mesh that is efficient in modeling both the small and
the relatively large dimensions of the electron gun [24].
The two-and-one-half-dimensional particle-in-cell (PIC)
code MAGIC is also used in gun design [25].

3.2. Slow-Wave Structure

There is a large variety of codes available for the analysis
of slow-wave structures. An important step in TWT design
is to obtain the cold-test characteristics of the circuit.
Cold-testing implies testing the circuit or a scale model
of the circuit on the RF test bench without the electron
beam to obtain dispersion, interaction impedance, and at-
tenuation characteristics. Accurate results have been ob-
tained in terms of cold-test parameters for several slow-
wave circuits using codes like the 3-D electrodynamic PIC
code MAFIA [26,27], the 3-D cold-test codes Micro-SOS
[28,29] and ARGUS/ESP of MMACE [30], the 3-D cold-test
code for helical structures TLM [31], and the 3-D cold-test
code limited to axially symmetric cavities in cylindrical
coordinates SUPERFISH [32].

It is also important to obtain information about the
match from the slow-wave structure to the input/output
couplers. Accurate results regarding the transmission
characteristics of TWT couplers have been obtained using
codes like Ansoft Eminence [33] and MAFIA [34].

3.3. Collector

There has been significant progress made in the compu-
tational modeling of collectors within the past several
years. Typically an electron trajectory code such as
EGUN was used to aid in collector design [35], but
because it can simulate only azimuthally symmetric
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structures with steady-state electron streams, three-di-
mensional codes that compute instantaneous conditions
are also being used. Several 3-D codes have provided rea-
sonably accurate results: the 3-D PIC code, MAFIA [36];
the 3-D PIC collector simulator integrated into the
MMACE framework, C3D [37]; the 3-D PIC code, PIC3D
[38]; and the 3-D electron trajectory collector simulator,
LKOBRA [39].

3.4. Traveling-Wave Tube Interaction

As mentioned previously, the field theory for small-signal
gain provides insight into TWT interaction, but when the
tube is operated near or at saturation, this analysis is no
longer valid. Near saturation the TWT behaves in a non-
linear manner referred to as large-signal operation. This
means that when large-amplitude signals are present,
higher order RF terms are no longer negligible as com-
pared with the corresponding dc values. The analysis of
the nonlinear system does not lend itself to neat solutions
of closed-form equations, so computational modeling be-
comes crucial [40]. There are a number of codes available
to simulate TWT interaction and thus provide character-
istics such as gain, power transfer curves, and efficiency
near and at saturation.

There are several codes devoted strictly to helical TWT
interaction such as the one-dimensional (1-D) code, which
predicts intermodulation distortion CHRISTINE [41], the
2-D code, which incorporates 3-D field vector components
and beam velocities and which is part of the MMACE
framework GATOR [42]; and the 2-D deformable disk
model DDM HELIX TWT [43]. The NASA CC TWT code
analyzes interaction between a 3-D electron beam and 2-D
RF electromagnetic fields in coupled-cavity TWTs [44].
Fully three-dimensional PIC codes such as MAFIA, AR-
GUS, SOS, and 3DPIC offer the advantage of being able to
simulate an entire TWT section in 3-D including modula-
tion effects. Modeling the beam dynamics in just the TWT
slow-wave section in 3-D has been accomplished with good
accuracy [38,45] but an entire 3-D TWT model from gun to
collector has not yet been accomplished because of the
computational intensity of the problem.

4. FUTURE TRENDS

The microwave power module (MPM) is a recent develop-
ment that has had a significant impact on microwave and
millimeter-wave electronics system development by tak-
ing advantage of the best features of both vacuum elec-
tronics and solid-state devices. The MPM is a lightweight,
miniaturized RF amplifier consisting of a low-noise, high-
gain microwave monolithic integrated circuit preamplifi-
er/signal conditioner, a high-efficiency vacuum power
booster TWT, and a miniaturized high-efficiency integrat-
ed power conditioner. The MPM has proven to outperform
conventional TWT technology in areas of power density
(power per unit weight) and noise figure. Analyses also
indicate improvement in reliability due to fewer compo-
nents, lower typical operating temperatures, and im-
proved interconnection technology [46], but data are not
yet available to verify this.

Once thought to be a declining field, there is now a
substantial opportunity for growth in the commercial de-
mand for TWTs. Particularly, two types of systems are of
interest, satellite communications and local multipoint
distribution systems (LMDS) [47]. These commercial sys-
tems are close to turning the balance from a mostly mil-
itary market to a commercial market. U.S. industry is
proposing to invest more than U.S. $35 billion in commer-
cial Ka-Band satellite communications systems over the
next 6 years, which will create a demand for thousands of
TWT amplifiers. The LMDS concept would cover major
metropolitan areas with a grid of cellular stations operat-
ing at Ka-Band and transmitting programming in compe-
tition with cable TV systems. One estimate suggests that
5000 to 6000 highly linear Ka-Band TWTs, probably op-
erating at 28 GHz, would be required to implement LMDS
in the continental United States [48].
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TUNNEL DEVICES

EDWARD H. SARGENT

J. M. XU

University of Toronto

Tunnel devices take advantage of the wave-like properties
of charge carriers in implementing a desired function. The
term tunneling refers to the movement of matter from one
side of an energetic barrier to the other even though it
does not possess sufficient energy to overcome the poten-
tial barrier according to the laws of classical mechanics.
Instead, the quantum-mechanical wave function of the
particle penetrates inside the barrier and extends into the
medium on the far side. Therefore, some probability exists
for the particle to be on the other side. For these wave
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properties of matter to be manifested, the particle mass
and the tunneling distance must be small.

Tunnel devices typically possess nonlinear, nonmono-
tonic current-voltage characteristics and are character-
ized by very rapid fundamental propagation times. They
find application in such diverse areas as microwave oscil-
lators; multiple-level logic, switches, memory elements;
and lasers. They are examples of functional devices whose
underlying physical mechanisms are exploited and ap-
plied to meet a sophisticated demand simply. Often they
replace a set of many interconnected devices in the form
of a single device, which performs the desired function
more naturally. In addition to playing an important role
in modern electronics and optoelectronics, tunneling de-
vices have played an important role in twentieth century
science by offering direct, macroscopic evidence of micro-
scopic quantum-mechanical phenomena.

1. TUNNELING CONCEPT

The quantum-mechanical concept of tunneling may be il-
lustrated by a simple example. A particle with energy E
impinges from the left on a potential barrier of height V, as
illustrated in Fig. 1. The solution to the Schrödinger wave
equation to the left of the barrier consists of traveling
waves (the incident wave travels to the right and any re-
flected component travels to the left). As the particle en-
ergy is stated to be less than the barrier height, the
wavevector inside the barrier is complex. The correspond-
ing solution is a sum of decaying exponentials. To the right
of the barrier, the solution is a wave traveling to the right.
Continuity of the wave function and its derivative at the
boundary specifies the overall solution to within a multi-
plicative constant. There is a nonzero probability of find-
ing the particle on the far side of the barrier.

Associated with each particular choice of the energy E
of the incident particle is a transmission coefficient T(E),
defined as the ratio of the current density of particles
transmitted through the barrier to the current density of
particles with energy E impinging on the barrier. As the
wave function penetrating into the barrier decays expo-

nentially, T will also decay exponentially with increasing
barrier width and also with increasing difference between
the barrier height and the energy of the incident particle.
If T is much less than unity, it may be approximated as

T  4
E

V

� �
1�

E

V

� �
exp �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8mðV � EÞ

h%
2

s
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" #
ð1Þ

where m is the particle mass and h%
2 is Planck’s constant

divided by 2p. In Fig. 2, the transmission coefficient is
shown as a function of barrier width for a typical electron
at room temperature with energy 40 meV and effective
mass me¼ 0.05 m0. For this realistic range of parameters,
the barrier width should be on the order of nanometers for
T to be appreciable.

2. FUNCTIONAL DEVICES

Before the advent of tunnel devices, electronic devices
(e.g., diodes, transistors) were dominated by physical
mechanisms that gave rise to a monotonic dependence of
outputs on inputs.

In 1965, J. A. Morton [1] of Bell Labs popularized the
term functional devices, a family of which tunneling de-
vices are natural members. Morton described traditional
electronic circuits as consisting of vast numbers of inter-
connected transistors and other devices with simple,
monotonic relationships between inputs and outputs.
The equations that describe these relationships are math-
ematical approximations that develop out of physical in-
teractions within matter. The relative simplicity and
monotonicity of the resulting equations allows for repre-
sentation using classic network equations employed in
circuit function synthesis.

Morton argued that substantial inroads could be made
by abandoning classic circuit concepts and exploiting in-
stead the most basic interactions between energy and
matter. Such functional devices would be designed to per-
form a desired function as simply as possible. The aim

E
V

x
x = 0 x = a

x

ψ 2   

Figure 1. A particle with energy E impinges from the left on a
potential barrier of height V and width a. In the case considered,
EoV, and the wavefunction inside the barrier takes the form of a
decaying exponential. The wavefunction penetrates all the way
through the finite barrier and emerges in the form of a traveling
wave on the far side, and it is possible for the tunneling proba-
bility to be appreciable.
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Figure 2. The transmission coefficient for a typical room tem-
perature electron (E¼40 meV) through a finite potential barrier
of various widths (a) and heights (V).
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would be to reduce greatly the number of elements and
process steps per function:

y the aim of electronics should be not simply to reproduce
physically the narrow elegance of classical circuit theory; rath-
er, it should be to perform needed system functions as directly,
as simply, and as economically as possible from the most rel-
evant knowledge of energy–matter interactions [1].

Despite such arguments for a natural and elegant ap-
proach to device innovation, in the 1960s, functional de-
vices had only gained acceptance in fulfilling niche
applications. The slow rate of incorporating the devices
at that time is the result of at least two important factors.
First, it had been possible until that time and has been
possible until recently to continue to extract additional
functionalities by making larger, denser circuits by inter-
connecting simple black boxes of traditional circuit ele-
ments. Technological inertia contributed to the success of
this brute force approach to a point. It is believed, howev-
er, that present-day technology is approaching the practi-
cal limits of simple-minded miniaturization and
densification, and therefore a more elegant and funda-
mental approach is necessary. A related factor is human
inertia, wherein designers who employ electronic devices
in creating circuits can manage complexity by conceptu-
alizing device behavior in terms of sets of monotonic
curves. They are not trained to manipulate the complicat-
ed hypersurfaces that mathematically describe the char-
acteristics of functional devices.

As the demand for sophisticated functionality from a
small number of densely packed devices grows and the
limitations of traditional device and circuit approaches
become more apparent, there will necessarily be a cultural
shift in the area of circuit design. The complexities of
functional devices will be recognized as a source of oppor-
tunities and challenges.

3. TUNNELING: EARLY DEVELOPMENTS

Through the development of the theory discussed later in
this section, Fowler and Nordheim [2] are generally cred-
ited with one of the early triumphs of the quantum theory:
explaining the ejection of electrons from a cold metal in
vacuo subjected to a high electric field. They invoked the
new wave mechanics of Schrodinger to show how electrons
could tunnel through a sufficiently thin energetic barrier
and escape into the vacuum.

Although Fowler and Nordheim were indeed the first to
apply the Schrodinger mechanics specifically to the metal-

vacuum system, it was Oppenheimer [3], in a work con-
cerning the ionization of hydrogen atoms via the tunnel-
ing process, who stated

y[the] pulling of electrons out of metal by [large] fields y is
probably to be accounted for in this way.

The history of the study of electron emission from met-
als is the background against which the advances attrib-
uted to Fowler and Nordheim may be understood.
Schottky [4] studied the escape of electrons from a con-
ductor via the process of thermionic emission, a purely
classic process wherein a fraction of the electrons in the
metal have sufficient energy to overcome the metal-vacu-
um barrier (Fig. 3). At higher temperatures, the average
energy of electrons and the breadth of their statistical en-
ergetic distribution is increased, leading to a strong tem-
perature dependence of the resulting current. When a
weak field is applied to the metal, the Schottky formula
describes the temperature T and electric field F depen-
dence of the thermionic emission current:

JðF;TÞ¼ART2 exp �
f� ðe3FÞ1=2

kBT

" #
ð2Þ

where AR is a material-dependent constant, f is the metal-
vacuum barrier height in the absence of an applied field,
and ðe3FÞ1=2 accounts for the lowering of the barrier height
brought about by the application of the field. In the case
where no field is applied, Eq. (2) reduces to the Richard-
son–Laue–Dushman equation, often called the Richardson
equation, from which the Richardson constant AR derives
its name.

Thermionic emission theory did not adequately explain
the behavior of strong currents that could be obtained at
low temperatures if very high electric fields were applied.
A number of experiments had shown that the current was
independent of temperature over a broad temperature
range. This led to attempts to distinguish between elec-
trons pulled out by fields and those of a thermionic char-
acter in a way that Fowler and Nordheim thought
artificial. A new empirical relationship was proposed [5],
which was correct under high fields and low temperatures
(field emission) and also at high temperatures (thermionic
emission) but untested in the transitional region between
these mechanisms and not motivated by fundamental con-
siderations.

Fowler and Nordheim posited that the escape of elec-
trons from a cold conductor under application of a suffi-
ciently high electric field could be explained by a

E

w

φ φ

(a) (b)

E

F
(E

E

Figure 3. Mechanisms of thermionic and field
emission. In the case of (a) thermionic emis-
sion, a fraction of the electrons have sufficient
energy to escape classically. In the case of (b)
field emission, electrons may not have suffi-
cient energy to escape classically, but may tun-
nel out quantum-mechanically for small
enough potential height and barrier width.
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quantum-mechanical description: electrons could tunnel
through the field-deformed potential energy barrier to
generate a current of field-emitted electrons [Fig. 1(b)].
They invoked de Broglie’s description wherein electrons
could be viewed as having wave-like properties, with a
characteristic wavelength l given by

l¼
h

ð2mEÞ1=2
ð3Þ

where h is Planck’s constant, m is the electron mass, and E
is the electron energy. The wave-like properties of
the electron allow it to pass through an energetic barrier
at an appreciable rate if the barrier is lowered below the
level EF in a distance comparable with the electron wave-
length l.

Fowler and Nordheim treated the matter of field-emis-
sion tunneling by solving the Schrodinger wave equation
on either side of the barrier with appropriate boundary
conditions. They obtained an expression for the quantum-
mechanical transmission of electrons through the barrier
as a function of electron energy and linked this with the
rate of electrons impinging on the barrier as a function of
energy. They obtained an electron field-emission tunnel-

ing current density J of

JðT;FÞ¼AF2 exp �
Bf3=2

F

 !
ð4Þ

where F is the electric field strength, f is the conductor
work function, and A and B are weaker functions of F and
f. Thus a plot of lnðJ=F2Þ versus 1/F, the Fowler–Nor-
dheim plot, is predicted to be a straight line, a fact that is
borne out experimentally. The temperature-independence
of the measured field-emission current is also predicted
and explained by the Fowler–Nordheim theory.

4. THE TUNNEL, OR ESAKI, DIODE

In 1958, Leo Esaki [6] observed a negative differential re-
sistance in the forward current-voltage characteristic of a
Zener diode (Fig. 4). The devices under study were ger-
manium p–n junctions with heavy dopant concentrations
on the order of 1019 cm� 3. From capacitance measure-
ments, Esaki found that the junction width was approxi-
mately 150 Å. He accounted for the observed current-
voltage characteristic in terms of tunneling of electrons
in the conduction band of the heavily doped n-side through
the narrow junction (whose width was comparable with
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Figure 4. I–V characteristic of the tunnel di-
ode of Leo Esaki’s seminal work. The negative
differential resistance characteristic—ex-
plained with the aid of Fig. 5—provides evi-
dence of the importance of the tunneling
mechanism and forms the basis for device ap-
plications of tunneling.
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the electron wavelength, making the tunneling probabil-
ity appreciable) into the valence band of the heavily doped
p-type contact, and through the analogous process for
holes.

To gain an understanding of the operation of the Esaki
diode, one must consider the transmission coefficient for
electrons and holes through the barrier as a function of
their allowed energies and also the availability of states
from which and into which to tunnel. Fermi’s golden rule
gives the transition rate from initial state i to final state m
as

Wi!m¼
2p
h%

MimrðEmÞ ð5Þ

where Mim is called the matrix element for the transition
and, in this case, is directly related to the tunneling trans-
mission coefficient. The density of states r(Em) describes
the availability of states into which the carriers may tun-
nel. To obtain the net tunneling current in a particular
direction, the difference between Wc!u and Wu!c will be
considered.

This concept and its consequences are illustrated sche-
matically in Fig. 5. At zero bias [Fig. 5(a)], n-side electrons
above the Fermi level can tunnel into vacant states on the
p-side. However, because they do so at an equal rate in the
opposite direction (and the same argument applies for
holes), there is no net current. As a small forward bias is
applied [Fig. 5(b)], electrons on the n-side become ener-
getically aligned with unoccupied states on the p-side. As
the bias is increased further [Fig. 5(c)], more of the elec-
trons lie opposite the forbidden band on the p-side, so that
tunneling (in this simple model) is not possible. At even
higher biases [Fig. 5(c)], classic drift-diffusion processes
dominate the I–V characteristic, and the diodes begin to
obey the usual Shockley equation. It is essential that both
sides of the junction be degenerately doped (i.e., that the
Fermi level lie within the conduction band in the n-type
contact and within the valence band in the p-type contact).

Esaki was a cowinner of the 1973 Nobel Prize for Phys-
ics for his experimental discovery regarding tunneling
phenomena in semiconductors.

4.1. Excess Current

In many tunnel diode applications, a large ratio of peak
current to valley current is required. For this reason, the
excess current, the value of the current in the valley region
of the I–V characteristic, where tunneling current is ex-
pected to drop to zero and before standard thermionic
emission current takes over, is of practical significance. A
number of hypotheses were put forth to explain this ob-
servation. Mechanisms whereby tunneling carriers could
lose energy through photon, phonon, plasmon, or Auger
processes were suggested but were not sufficiently impor-
tant to explain the observed excess tunneling current.
Starting from the hypothesis put forth by Esaki that elec-
trons could not tunnel completely through the energy gap
but only part of the way, making use of states in the en-
ergy gap, Chynoweth et al. [7] developed and experimen-
tally corroborated a model for the excess current.

4.2. Desired Properties

One of the most prominent applications of the Esaki diode
is as a high-speed component in oscillator circuits and
switches. The preservation of the diode’s negative resis-
tance at high frequencies makes it a candidate for such
applications. The switching speed is determined by the
current available for charging the junction capacitance. To
achieve high-speed performance, low capacitance is de-
sired, and sufficient current must be supplied by the diode
to charge the junction capacitance. Therefore, one simple
figure-of-merit is the ratio of the peak current to the junc-
tion capacitance. Another important figure-of-merit is the
ratio of the peak current to the valley current, known as
the peak-to-valley ratio (P/V), which is related to the cur-
rent gain obtainable. Maximizing the peak-to-valley ratio
in Esaki diodes represents a compromise, primarily in the
doping level. At lower (though still degenerate) dopings,
the peak current is small because there is only a narrow
energy range over which conduction-band electrons see
unoccupied valence-band states (and analogously for holes
in the valence band). At higher dopings, the density of
bandgap states increases (as described above), and the
valley current increases. The maximal P/V is found for
some intermediate concentration. In either case, the
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Figure 5. Schematic portrayal of the mecha-
nism of Esaki diode negative resistance. Quan-
tum-mechanical effects dominate the current
at low forward bias (b): electrons and holes
tunnel through the forbidden zone into the op-
posite band. As the bias is increased (c), fewer
states are available into which carriers may
tunnel, and the current decreases. The classic
diode current takes over at higher biases (d).
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requisite doping level is near the maximum level that can
be activated in the semi-conductor, typically around
1019 cm�3.

Although a remarkable device and one which provided
a satisfying early example of engineering in the quantum
domain the Esaki diode exhibits some intrinsic properties
that limit its usefulness to certain regimes and application
areas. Most importantly, the degenerate doping levels re-
quired to achieve a reasonable peak current give rise to a
large shunt capacitance that limits high-speed perfor-
mance and necessitates presenting the device with imped-
ances properly matched to the capacitive reactance of the
diode.

5. THE RESONANT TUNNELING DIODE

These fundamental limitations on the performance of the
Esaki diode, taken together with the promising prospect
that it demonstrated for devices based on tunneling, mo-
tivated the development of a structure whose performance
was not fundamentally linked to heavy doping. This was
first sought and realized in the form of the resonant (in-
traband)-tunneling diode.

The history of resonant tunneling precedes the percep-
tion of its need in device implementations. The concept
originally elaborated by Bohm [8] is illustrated in Fig. 6.
The system of double barriers is characterized by a set of
quantized energy states. If an incident particle impinges
with energy equal to one of these bound-state energies, it
is resonantly transmitted. If it differs substantially, it is
resonantly reflected.

The first suggestions for resonant-tunneling devices
were made by Davis and Hosack [9] and Ioganson [10].
Esaki and Tsu [11] proposed a superlattice implementa-
tion of the same basic concept and anticipated explicitly
the negative differential resistance resulting from the
strong energy dispersive effects that may develop in
such a structure if the critical dimensions are on the or-
der of the electron wavelength. In 1973, they extended
their theoretical considerations [12] to the case of a mul-
tiple-barrier superlattice as opposed to a theoretically in-
finite one. In 1974, a superlattice was implemented using
molecular beam epitaxy [13], with 45 Å GaAs wells clad by
40 Å AlAs barriers. The negative differential conductance
characteristic of Fig. 7 was reported.

The mechanism of the intraband resonant-tunneling
diode may be illustrated (Fig. 8) by considering one pair of
barriers. The same principles apply in determining the
conductance features of Fig. 7, the more complicated
structure giving rise to the more intricate observed fea-
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E0

Figure 6. Resonant transmission in a double barrier system. The
alignment of the incident particle energy relative to the energies
of barrier-confined states determines the rate of transmission
through the system.
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Figure 7. Differential conductance of the first resonant intra-
band tunneling structure of Esaki and Chang, 1974 [14].
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Figure 8. Mechanism of negative differential conductance in
resonant-tunneling diodes. At zero bias (a), the electron energy
is less than that of the confined barrier states. Under increased
bias (b), the incident and confined energies become aligned, and
the states at this same energy in the collector are almost com-
pletely unoccupied, so that resonant transmission is achieved. As
bias is further increased (c), electrons in the injector and the dou-
ble barrier fall out of resonance.
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tures. At zero bias, the energy of conduction-band elec-
trons in the emitter is less than that of quantum-confined
electrons between the barriers [Fig. 8(a)], and they are not
resonantly transmitted. As the bias is increased, these
energies become aligned [Fig. 8(b)]. The states at this
same energy in the collector are almost completely unoc-
cupied, so that resonant transmission is achieved, and the
conductance is increased. As bias is further increased,
however, the energies of the electrons in the injector and
inside the well are out of resonance and the conductance is
reduced [Fig. 8(c)].

It was not until the observation of fast intrinsic re-
sponse times by Sollner et al. [14] and soon thereafter of
room temperature negative differential resistance [15,16]
that the field of superlattices and quantum wells began to
grow rapidly. Sollner et al. obtained a P/V ratio of 6:1 at
low temperatures, and although the negative differential
resistance characteristic was not manifested at room tem-
perature, the effect of resonant tunneling was neverthe-
less apparent in the room temperature differential
conductance characteristic. In addition, Sollner et al. re-
ported one of the first experimental manifestations of the
anticipated high-speed response of the room temperature
device (RTD). The authors concluded that the charge
transport mechanisms are characterized by a time of 6�
10� 14 s The room temperature NDR of Shewchuck et al.
[15] was one of many incremental steps of progress in the
direction of acceptably high room temperature peak-to-
valley ratios that came with gradual technological im-
provements in molecular beam epitaxy [17]. In particular,
very thin (B1 nm) high barrier layers were eventually ob-
tained with precise thickness control and uniformity. Dou-
ble-barrier RTDs operating at room temperature have
been achieved with peak-to-valley ratios as high as 50:1
at 300 K [17]. With the benefit of such incremental tech-
nological progress, the experimentally observed funda-
mental oscillation frequency has improved
approximately linearly with time.

6. RESONANT INTERBAND TUNNELING

It is remarkable that, with the benefit of the high-quality
atomic-layer engineering made possible by molecular
beam epitaxy, resonant-tunneling diodes achieved room
temperature peak-to-valley ratios no better than those of
the original Esaki diodes of thirty years earlier, which
used much less sophisticated material engineering tech-
niques. Had the abrupt interfaces and high doping of mod-
ern epitaxial crystal growth techniques been possible at
that time, the Esaki diode would likely have provided still
more competitive performance.

On the other hand, the RTD held the clear advantage of
a much lower capacitance and more manageable techno-
logical challenges. In the light of these observations, in
1989, Sweeny and Xu proposed [18] a structure operating
on both interband and resonant-tunneling principles with
the objective of preserving the attractive features of each
one. Their resonant interband tunnel diode concept was
an otherwise ordinary p–n diode with quantum wells in
the conduction and valence bands. Thus, although it was a

bipolar interband-tunneling device like Esaki’s, it incor-
porated the resonance features of the RTD through the
use of coupled quantum wells. The device did not rely on
heavy doping to ensure tunneling, but instead took ad-
vantage of quantum wells (grown or induced) and exploit-
ed the resonance tunneling phenomenon. The operation of
one such device is illustrated in Fig. 9. Regions I and IV of
Fig. 9 have opposite doping and need not be degenerate.
The well regions II and III have a lower bandgap and are
doped the same as their higher bandgap outer neighbors.
As in previous tunneling devices, the barrier must be suf-
ficiently thin that there is significant interpenetration of
the carrier wave functions in II and III. Using bandgap
engineering, high carrier concentrations may be achieved
in the wells without requiring degenerate doping at any
point in the structure. When a bias is applied so that the
conduction-band density of states in the n-type quantum
well (II) is energetically aligned with the valence-band
density of states in the p-type quantum well (III), resonant
transmission of carriers through the barrier occurs. As the
bias is further increased, no states are available for tun-
neling transmission until the conduction band of (II) and
(III) are aligned. These possibilities and the resulting I–V
characteristic are illustrated in Fig. 10. The type-II he-
terostructural version in their proposal was later suggest-
ed independently and demonstrated the same year [19].
This very first implementation of the RIT achieved a room
temperature P/V ratio of 20. Within four years, a room
temperature peak-to-valley current ratio of greater than
100 had been demonstrated by Day et al. [20].
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Figure 9. Resonant Interband Tunneling device operation. Res-
onant transmission occurs between the conduction to the valence
bands, rather than within a single band as in earlier intraband
tunneling devices.
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The two alternate implementations of the resonant in-
terband tunneling concept work similarly [18]. The poly-
type heterostructural implementation exploits the fact
that the conduction band of one material is below the va-
lence band of the other in a type-II heterostructure. Res-
onant intraband tunneling could be realized in such a
device [Fig. 11(a)] using very low doping, enabling ultra-
high-speed performance not limited by significant contact
capacitances. Another realization, a modulation-doped ho-
mostructure [Fig. 11(b)], also allows resonant intraband
tunneling with a minimum of material doping.

7. SINGLE-ELECTRON TUNNELING: EFFECTS AND
DEVICES

The preceding discussion centered around collective
transport of many electrons through a system. Tunneling
of individual electrons—known as single-electron tunnel-
ing—is difficult to observe and control, because thermal
fluctuations in electron energy (of order kT) are typically
larger than the Coulomb energy change of the system.

Substantial progress has nevertheless been made in
this area [21–24]. The possibility of observing single-elec-
tron tunneling in very small systems was noted around
the same time that Esaki observed the effects of macro-

scopic tunneling electron tunneling in semiconductors. To
observe single-electron tunneling, it is not sufficient sim-
ply for the system to be small and to have a large effective
capacitance, in turn giving rise to a large charging energy
(much greater than kT). It must also be well isolated (elec-
tromagnetically decoupled) from the environment such
that the electron is essentially localized within the sys-
tem. This localization condition may be expressed in the
requirement that the tunneling resistance (impedance) of
the system be much greater than the quantum resistance.

Only recently—with the aid of technological advances
and further important progress [25]—has broad interest
been generated in this problem, and a wide range of in-
vestigations begun into single-electron tunneling effects.
If the conditions described above are met, the effect may be
observed in a number of ways. Because of the discrete na-
ture of electrons, a staircase relation between system
charge and voltage exists, so that conductance peaks
may be observed at specified voltages. A Coulomb stair-
case I–V characteristic [25]—a dramatic manifestation of
the effect of single-electron charging—develops in suitable
structures in which one tunnel barrier is more strongly
transmitting than the other [26] One application area al-
ready demonstrated is in the use of controlled Coulomb
blockade effects in realizing accurate current standards:
by cycling tunneling barrier heights, individual electrons
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(d)
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Figure 10. Mechanism of I–V characteristic
of resonant intraband tunneling diode. The
alignment of quantum-confined energetic
states in the conduction and valence bands
determines the rate of resonant transmission.

Ef

Ef

InAs AlSb GaSb

Figure 11. (a) Polytype heterostructure
implementation of the resonant interband
tunneling diode. (b) Modulation-doped im-
plementation of the resonant interband tun-
neling diode.
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can be made to pass through the confined system at the
applied frequency—resulting in an ‘‘electronic turnstile’’
[27]—and producing a current I¼ ef (where e is the elec-
tronic charge and f the frequency of modulation).

The introduction of further tunneling junctions and
more complex connections and coupling provide a rich va-
riety of externally observable single-electron tunneling
phenomena. Foreseeable applications in conventional
electronics include memory cells, D/A converters, and sen-
sitive analog transistors.

8. TUNNELING IN OPTOELECTRONICS

Laser technology has also benefited from innovative solu-
tions to problems posed by new applications. Conventional
semi conductor lasers are bipolar devices that rely on
band-to-band transitions between the conduction and va-
lence bands. The energy associated with these interband
transitions and consequently the energy of the emitted
photons is largely determined by the properties of the
semiconductor material. By introducing quantum wells in
which spatially confined electrons and holes have ground-
state energies above the semiconductor bandgap, it is pos-
sible to tailor somewhat the energy of photon emission.

For a number of applications, mid- or long-wavelength
lasers with photon energies ranging from 2 to 12 mm are
desired. One solution that reduces the dependence on ma-
terial choice takes advantage of transitions in quantum
wells within a particular band, typically the conduction
band. In these intraband devices, the photon emission en-
ergy may be selected by careful tailoring of well and bar-
rier widths.

One fundamental requirement in lasers is that of pop-
ulation inversion. If photons are emitted during the stim-
ulated transition from state 2 to state 1, then the
population of state 2 must exceed that of state 1. Two
dominant approaches have been adopted in achieving pop-
ulation inversion in intraband lasers, both of them based
on tunneling.

The group of Capasso [28] realized the first intrasub-
band laser. In this device, population inversion within the
conduction band was achieved via very careful design of
the active region, which consists of sets of wells and bar-
riers for injection, relaxation, and removal of carriers.
Electrons are injected by resonant tunneling into one of
the higher states of the active region quantum wells. By
simultaneously making the lower state depopulation
mechanisms resonant with other phonon and tunneling
processes, the lifetime of the lower state is made less than
that of the upper state, and population inversion may be
achieved. Using this tunneling-based mechanism, room
temperature quantum cascade lasers have been achieved
[29].

Another approach to achieving population inversion
was proposed by Yang and Xu [30]. As illustrated in
Fig. 12, intraband tunneling or simply intraband trans-
port may be used to inject carriers into the upper state
(from I–II in the figure), and interband tunneling to re-
move carriers from the lower state (from II–III) to invert
the populations in the first two states of the conduction

band. The structure is designed to prevent tunneling out
of the upper state. Low-temperature operation of a device
incorporating this concept was demonstrated by Yang
et al. in 1997 [31].

9. TUNNEL DEVICE MODELING

Since the seminal work of Fowler and Nordheim [2], a va-
riety of advances have been made in the accuracy of mod-
els of tunnel device operation [32]. An element common to
these developments is the use of the effective mass ap-
proximation. In this approach, widely employed through-
out condensed matter physics, an effective mass term (not
generally equal to the true physical mass of the carrier) is
used to account for the effects of the atomic potentials that
the charge carrier encounters during its trajectory
through a solid medium. The simplifications involved
transform the modeling of interactions in a solid from
what would be a daunting task, accounting individually
for a large, complex set of potentials, into potentially
tractable problems. The effective mass is used in an ap-
proximate Schrodinger equation, and the validity of the
results vary according to structure and the region within a
given structure.

The Bohm approximation (or the golden rule of Fermi)
is usually invoked to quantify tunneling currents. Tun-
neling may be viewed as the scattering of an electron in an
electric field in which the scattering potential is usually
invariant in the transverse direction, so that the trans-
verse momentum vector is conserved. (In more complex
devices, one may take advantage of the transverse direc-
tion in further enhancing functionality.)

Although a number of simplifications have already
been invoked to this point, further approximations are
typically employed in modeling interband tunnel devices.
In this case, the coupling between conduction and valence
bands provides the central mechanism for device opera-
tion, and a singleband effective mass approximation does
not yield physically correct results.
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Figure 12. Illustration of resonant interband tunneling-assisted
population inversion. Carriers are injected into the upper state
(from I–II) and are removed from the lower state (from II–III) via
interband tunneling. The population in the first two states of the
conduction band is thereby inverted.
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In such devices, interband coupling is strongest in the
tunneling region. To a first-order approximation, the cur-
rent-voltage relationship is obtained from a coupled-band
effective mass equation. If spin is taken into consideration,
there are two conduction-band contributions and six va-
lence-band contributions. Within this eight-band frame-
work, the ~kk .~pp of Kane [33] is the most commonly employed
and may also be the most exact. Altarelli [34] provides a
review of the ~kk .~pp treatment.

To gain physical insight into the problem without oner-
ous computation, a two-band model is often used. By sym-
metry considerations of the Bloch functions, the
conduction band and light-hole bands are most strongly
coupled and must be retained. The other bands of the
eight-band Luttinger–Kohn Hamiltonian [29] may be re-
moved if the effective masses of the bands remaining are
adjusted to ensure that their dispersion relationships
agree reasonably with the known band structure over
the energy of interest (for a review, see Datta [36]). Even
this simplified two-band model provides coupling between
the differential equations associated with different bands.

10. OVERVIEW, ASSESSMENT, AND OUTLOOK

Digital functional devices based on carrier tunneling take
advantage of nonmonotonic I–V characteristics and fast
intrinsic response times. Applications include high-speed
analog-to-digital converters, parity bit generators, and
multiple-valued logic elements. Three terminal devices,
such as the resonant tunneling bipolar transistor pro-
posed by Capasso and Kiehl in 1985 [37] have also been
developed. This particular device, which uses a quantum
well in the p-type base layer, exhibits a series of peaks in
its collector current as a function of base-emitter voltage.
For this device, applications include multiple-valued logic,
parity generators, analog-to-digital converters, and mul-
tiple state memory, all implemented more naturally than
using a collection of two-terminal devices. Three-terminal
unipolar devices based on tunneling include the resonant
hot electron transistor (RHET) of Yokoyama et al. [38] and
the quantum wire transistor proposed in 1985 by Luryi
and Capasso [39].

High-speed analog devices typically exploit the high-
frequency negative differential conductance obtained from
tunneling devices. Two-terminal oscillators are perhaps
the simplest device examples, which take advantage of the
fact that the negative differential conductance persists on
timescales as short as the lifetime of the electron in the
resonant state between the barriers of a resonant tunnel-
ing diode. RTDs may also be used as efficient mixers by
exploiting the rapid variation in dynamic conductance
with voltage near the negative differential resistance por-
tion of the I-V characteristic.

RTDs find applications in switching when they are bi-
ased with a source resistance larger than the magnitude of
their negative differential resistance. A stable bias point is
no longer achievable in the NDR region, and switching
occurs between the stable points outside of this region.
Switching times as short as 2 ps have been measured
[40,41].

The preceding list of applications covers those that
could be thought of as niche roles for tunneling devices.
They fulfill a specific role often very effectively but typi-
cally in isolation from general circuit applications. It has
been argued that tunneling devices have a much more
important role to play in the future.

Exponential improvements in circuit speed have been
enabled by an exponential downward trend in minimum
device geometries and switching power. This downscaling
cannot continue indefinitely. Before fundamental physical
limits are reached, ICs based on transistors will be ren-
dered impossible or exorbitant by a combination of prob-
lems related to device technology, interconnection, noise,
and reliability. A saturation in circuit density improve-
ments is likely to imply a saturation in the historically
downward trend in cost per bit or function.

Three-terminal devices based on tunneling would pro-
vide a means to continue this downward scaling and in
fact to exploit it to the fullest. However, as argued previ-
ously, tunneling devices technologies will not gain accep-
tance if they cannot penetrate the culture of circuit
design—if they do not become accessible to their users.
This necessitates coordination between device creators
and device users in matching physics with function, as
per Morton’s vision of 1965.

Another possible trend is a further extrapolation of
Morton’s functional device concept and of the desirability
of device miniaturization. The inspiration is taken from
biological systems and biochemical reactions and interac-
tions, which possess the desired characteristics of being
based on tunneling and, therefore are very fast; of being
intrinsically multifunctional; and of possessing, in some
instances, the potential to implement a local learning
function. At least two approaches have been witnessed
on this front. First, simple tunneling processes have been
incorporated into otherwise standard bipolar transistors
[42] and MOS transistors [43]. In the bipolar transistor,
the large ratio of electron tunneling transmission to hole
transmission (because of the large effective mass disparity
in compound semiconductors) yields improved emitted in-
jection efficiency of homojunction BJTs with a more easily
fabricated layer structure than traditional heterojunction
BJTs. In the MOS case, tunneling into a floating gate
structure enables functionality analogous to learning. A
second approach, more revolutionary and therefore less
mature in approach, involves developing devices that per-
form some of the basic electronic functions using human-
engineered molecules, a field known as (bio)molecular
electronics. Both approaches use tunneling, as a conse-
quence of miniaturization and as a means for expanding
and exploring new functionalities.
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An ultra-high frequency (UHF) receiver receives radio
signals with input frequencies between 300 MHz and
3000 MHz. Radio waves in this part of the spectrum usu-
ally follow line-of-sight paths and penetrate buildings
well. The natural radio environment is significantly qui-
eter at UHF than at lower frequencies, making receiver
noise performance more important. UHF antennas are
small enough to be attractive for vehicular and handheld
applications, but are not as directional or expensive as
microwave antennas. Many radio services use UHF,
including land mobile, TV broadcasting, and point-to-
point. The point-to-point users are rapidly disappearing,
and the greatest current interest in receiver design centers
on cellular and personal communications system (PCS)
applications in bands from 800 MHz to 950 MHz and
1850 MHz to 1990 MHz.

UHF receiver design was once a specialized field incor-
porating parts of the lumped-circuit techniques of radio-
frequency (RF) engineering and the guided-wave
approach of microwave engineering. Recent trends in cir-
cuit integration and packaging have extended RF tech-
niques to the UHF region, and there are few qualitative
distinctions between UHF receivers and those for lower
frequencies. UHF receivers differ from their lower-
frequency counterparts primarily by having better noise
performance and by being built from components that
perform well at UHF.

1. UHF RECEIVER OPERATION

1.1. The Role of a UHF Receiver in a Radio
Communications System

Radiofrequency communications systems exist to transfer
information from one source to a remote location. Figure 1
is a system block diagram of a simple radio communica-
tions system. A transmitter takes information from an

external source, modulates it onto an RF carrier, and
radiates it into a radio channel. The radiated signal grows
weaker with distance from the transmitter. The receiver
must recover the transmitted signal, separate it from the
noise and interference that are present in the radio chan-
nel, and recover the transmitted information at some level
of fidelity. This fidelity is measured by a signal-to-noise
ratio for analog information or by a bit error rate for dig-
ital information.

1.2. Receiver Characteristics

The following characteristics describe receiver perfor-
mance:

* Sensitivity is a measure of the weakest signal that
the receiver can detect. The ideal receiver should be
capable of detecting very small signals. Internally
generated noise and antenna performance are the
primary factors limiting the sensitivity of UHF
receivers.

* Selectivity describes the receiver’s ability to recover
the desired signal while rejecting others from trans-
mitters operating on nearby frequencies.

* Stability is the receiver’s ability to remain tuned to
the desired frequency over time with variations in
supply voltage, temperature, and vibration, among
others.

* Dynamic range is a measure of the difference in pow-
er between the strongest signal and the weakest sig-
nal that the receiver can receive.

* Image rejection measures the receiver’s ability to
reject images, incoming signals at unwanted frequen-
cies that can interfere with a wanted signal.

* Spurious response protection measures the receiver’s
freedom from internally generated unwanted signals
that interfere with the desired signal.

1.3. The Superheterodyne Architecture

The most widely used receiver topology is the super-
heterodyne or superhet. A block diagram of this topology
is shown in Fig. 2. It provides amplification both at the
incoming radiofrequency and at one or more intermediate
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Figure 1. Block diagram of a UHF communications system
showing the role of the receiver.
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Figure 2. The architecture of a superheterodyne receiver.
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1. THIN FILM MATERIALS

Thin film ferroelectric materials and hexagonal
piezoelectric materials are essential for fabrication
of electronic and/or photonic devices. Historically ferro-
electric materials were discovered in a form of bulk single
crystals of Rochelle salt in 1920. Since then, a number of
ferroelectric materials, including NH4H2PO4 (ADP),
KH2PO4 (KDP), LiNbO3 (LN), LiTaO3 (LT), BaTiO3 (BT),
PbTiO3 (PT), and Pb(Zr,Ti)O3 (PZT), were developed in a
form of bulk single crystals or bulk ceramics. Among these
ferroelectric materials, perovskite (ABO3) with oxygen
octahedral structures has become an important ferroelec-
tric material.

Ferroelectric materials are dielectrics that have
a spontaneous polarization with nonlinear hysteretic
properties and show several unique properties including
high dielectric permittivity, high piezoelectricity, high
pyroelectricity, and high electrooptic characteristics.

Bulk ferroelectric materials were widely used to man-
ufacture discrete electronic components including cera-
mics capacitors, bandpass filters, resonators, ultrasonic
transducers, and positive temperature coefficient (PTC)
thermistors. Novel ferroelectric materials such as optical
transparent ferroelectric (Pb,La)(Zr,Ti)O3 (PLZT) cera-
mics were developed by Haertling and Land in 1971. A
high-speed electrooptical shutter was realized using hot-
pressed transparent PLZT ceramics. The bulk-type ferro-
electric devices, however, could not meet recent require-
ments of miniaturization and/or integration with Si and/or
GaAs semiconductive devices.

Thin film ferroelectric materials have a high potential
for miniaturization and/or integration with the semicon-
ductive devices. Thin films are also important to
the understanding of ferroelectricity. Thin films are
commonly fabricated by depositing individual atoms
on a substrate. The film thickness is typically less
than several micrometers. The structure of thin films is
essentially homogeneous on an atomic scale. Thin films
exhibit the following useful aspects including thin film
effects:

1. Unique material properties resulting from the
atomic scale growth

2. Size effects at ultrathin films

3. Unique functional properties at layered structure
including human-made superlattice and tailored
ferroelectric materials

Polycrystal and/or single-crystal thin films of
ferroelectric/piezoelectric materials are used for the fabri-

cation of thin film devices. The polycrystal thin films
are commonly deposited on a noncrystalline substrate
such as fused quartz, borosilicate glass, and passivated
Si substrates. The single-crystal thin films are heteroepi-
taxially grown on a foreign single-crystal substrate
such as sapphire, MgO, SrTiO3 (ST), LaAlO3, and
YSZ substrates. At the early stage, the ferroelectric
thin films were considered to be a simple substitution of
bulk dielectric materials by thin films, such as a fabrica-
tion of thin film discrete capacitor for an electronics
system.

Since the 1970s, several kinds of thin film ferroelectric
and/or piezoelectric films were developed for a fabrication
of bulk acoustic wave (BAW) devices, surface acoustic
wave (SAW) devices, thin film ferroelectric memory, acous-
tooptical (AO) devices, and electrooptical (EO) devices.
Among these thin films, piezoelectric ZnO and CdS thin
films of hexagonal structure were extensively studied for a
fabrication of the thin film SAW devices and the thin film
AO devices, although the piezoelectric hexagonal
ZnO and/or CdS were not ferroelectric materials. The
technology for a production of ZnO thin film SAW devices
was established, and the ZnO thin film SAW devices
are used in practice. Since the 1980s, much attention
has been paid to the application of ferroelectric thin
films such as PZT and (Pb,La)TiO3 (PLT) to thin film
optical waveguide devices, an integrated pyroelectric
sensor, a memory capacitor of high dielectric permittivity
at megabit dynamic random access memory (DRAM),
the ferroelectric random access memory (FERAM)
combined with Si and/or GaAs integrated circuits,
and a thin film microactuator. Two-dimensional
integrated optical devices are made by electrooptic
thin films. The multilayer structures tailor SAW materials
with designed acoustic velocity, electromechanical
coupling, and temperature stability. The electromechani-
cal coupling for the generation of SAW is enhanced
at the layered structures. High electromechanical
coupling with zero temperature coefficient of delay
time (TCD) could be achieved at the layered structure of
ZnO/glass substrate. The electrostrictive properties
are also of interest for making a microelectromechanical
system (MEMS). A MEMS provides integration of
sensors, actuators, and electronic circuits in a single
chip. Table 1 shows typical thin film ferroelectric materi-
als and their devices including hexagonal piezoelectric
thin films [1–3].

2. THIN FILM FABRICATION

Thin films of ferroelectric materials are fabricated
by a thin film deposition process including physical vapor
deposition (PVD), chemical vapor deposition (CVD), and
chemical solvent deposition, as shown in Table 2.

Thin films of ferroelectric materials were first
fabricated by Feldman in 1955 for BaTiO3 by PVD using
a simple vacuum evaporation. In the 1960s, others tried
to deposit thin films of PbTiO3 by cylindrical magnetron
sputtering. The controlled deposition of the perovskite
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ferroelectric materials of ABO3 and A(B1,B2)O3 structure
could not be attained because of their complex chemical
composition. Since the middle of the 1970s, rapid progress
has been observed in the thin film deposition processes,
including planar magnetron sputtering, molecular beam
epitaxy (MBE), and metal organic chemical vapor deposi-

tion (MOCVD). After the discovery of high-Tc supercon-
ductors of layered perovskite in 1986, rapid progress has
been seen in the development of the deposition process for
complex perovskite with atomically controlled crystal
structure using sputtering, MBE, laser ablation, and
MOCVD.

Table 1. Ferroelectric Thin Films and Devices

Function Devices: Materials Miscellaneous

Ferroelectricity FEDRAM: PZT, PLZT Nonvolatile
FESRAM: BPZT, SBT High Ps, Pr
FEMFET: BMF PZT420mm/cm2

High Permittivity Capacitor for high count High permittivity
DRAM: SBT, ST, PZT, PLT PZT: 500–2000

Pyroelectricity IR detector: PT, PLT Sensitive/low noise
PLT: g¼5.5 � 10�4 C/m2 K

Piezoelectricity BAW/SAW: ZnO, AlN High coupling for SAW
Filter PZT, PLT ZnO/sapphire: k2

¼5%
Resonator High temperature stability
Oscillator ZnO/glass: TCD¼0
Delay line

Electrostriction Actuator: PLT, PZT, ZnO High sensitive
MEMS

Acousto-optics Integrated optics: ZnO, LN Low working voltage
Channel switch PLT, PLZT High-speed operation
Modulator

Electro-optics Integrated optics: LT, LN, BTO Pockels effect (linear EO)
Coupler PLT, PLZT LN, LT, BTO, PLZT
Channel switch Kerr effect (quadratic EO)
Modulator PLT, PLZT:
Optical shutter R¼1 � 10� 16 m2/V2 (6328 Å)
EO disk memory

BPZT:BaTiO3–PbZrO3; SBT:SrBi2Ta2O9, BST: (Ba,Sr)TiO3; BTO:Bi4Ti3O12; LN:LiNbO3; LT:LiTaO3; BMF:BaMgF4

Table 2. Thin Film Deposition Process

Classification Deposition System Source Materials Film Structure

Vapor phase deposition

PVD Thermal evaporation Individual metals Uniaxial crystal by
EB Individual oxides epitaxial growth
crucible Multisource (poly/single)
MBE

Laser ablation FE compounds Tailoring FE by layer-
Individual oxides by-layer deposition
Multitarget In situ poling

Sputtering FE compounds
Individual metals
Individual oxides
Multitarget

CVD Low-pressure CVD Individual halide Uniaxial crystal by
MOCVD Metal organic gas epitaxial growth
Plasma-assisted (poly/single)
MOCVD In situ poling

Chemical solvent deposition

MOD Individual Multiaxial (polycrystal)
Sol-gel deposition Metal organic gas Ex situ poling (porous)
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Typical configuration of deposition systems are shown
in Fig. 1. A conventional thermal evaporation process
provides inhomogeneous and nonstoichiometric thin
films. A multisource MBE system is used for the deposi-
tion. The laser ablation is carried out by the direct
evaporation of source ferroelectric materials resulting
from the irradiation of high-intensity pulsed excimer
laser. The mechanism of laser ablation includes
photo and thermal evaporation. The pulsed evaporation
by high-intensity laser improves the inhomogeneity
and/or nonstoichiometry, although the laser ablation
includes the thermal evaporation process. The phenom-
enon of sputtering consists of a nonthermal evaporation.
The sputtering process essentially provides homogeneous
and stoichiometric thin films of complex ferroelectric
materials because the sputtering mechanism consists
of removing source materials (target) on an atomic
scale by an impact of energetic ions through the momen-
tum transfer mechanism. Multitarget magnetron sputter-
ing is used for the deposition of layered structures and/or
human-made superlattices. The sputtering process has
a high potential for the fabrication of complex ferroelectric
thin films. In the plasma-assisted MOCVD, energetic
electron in gas plasma enhances the chemical reaction.
At present, these thin film processes provide the
thin films of perovskite with an accuracy of 1 nm
corresponding to two or three of their crystal units.
The chemical solvent deposition provides a simple fabrica-
tion process. However, the deposited thin films are essen-
tially porous because the growth process is governed by

a conventional thick film technology including dipping
and/or spinning of sol-gel precursor solution followed by
annealing for sintering.

The deposition, chiefly by sputtering, of transducer
quality ZnO thin films has been studied since the 1970s.
The technology to fabricate ZnO thin films has already
been established. The c-axis-oriented polycrystalline thin
films are deposited on a glass substrate by direct sputter-
ing from the ZnO target. The c-axis orientation on the
glass substrate is quite reasonable because the film
growth of a hexagonal structure is governed by Bravis’s
empirical law for crystal growth, where the most densely
packed plane (c-plane) will be the most preferable surface
of crystal growth. Single-crystal ZnO thin films are epi-
taxially grown on a sapphire substrate. The a-axis-or-
iented ZnO thin films are epitaxially grown on R-plane
sapphire.

It is particularly important to understand the structure
of thin films because it can have a profound influence on
the operation of the thin film devices.

Thin films of polycrystalline phase comprise a column
geometry with an interfacial layer between the thin
films and a substrate. Low dielectric permittivity of
the interfacial layer apparently reduces the permittivity
of the ferroelectric thin films and/or increases a
coercive field (extrinsic thickness effect). The decrease
of dielectric permittivity for ferroelectric thin films
with the decrease of their film thickness is also governed
by the depolarization phenomenon (intrinsic thickness
effect).

Substrate

Substrate Gas source
Gas plasma

Vacuum Vacuum

Excimer
laser

Crucible
source Plume

Target

Sputter
target

Organic metal

Power source

Gas plasma

(b)(a)

(c) (d)

Substrate Substrate

N
S

N
S N

S

RF-power

Figure 1. Typical configuration of thin film deposi-
tion systems: (a) multisource MBE, (b) laser abla-
tion, (c) multitarget sputtering, (d) plasma-assisted
MOCVD.
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The epitaxial ferroelectric thin films show different
microstructures depending on the degree of lattice match
between the thin films and substrates. It is generally
believed that, under an excellent lattice match, the thin
films such as PT on ST show a single domain; under a poor
lattice match for both a- and c-axes, the thin films such as
PT on MgO show a multiaxial crystal structure; and under
a fairly good lattice match, the thin films such as PT on
KTaO3 (KTO) constitute a periodic domain structure.
These microstructures are grown primarily to minimize
the total energy of the heterostructure. The phenomena
are understood by linear-elasticity theory and a Landau–
Ginzburg–Devonshire type phenomenological theory.

The actual epitaxial thin films of ferroelectric materials
commonly constitute inhomogeneous microstructures in-
cluding an interfacial layer that resembles polycrystalline
thin films on a glass substrate as a result of the inhomo-
geneous nucleation at the initial stage of film growth. A
selection of substrate materials is important for the con-
trol of thin film growth. Typical structural properties of
substrates are shown in Table 3 [4–6].

3. THIN FILM DEVICES

3.1. Thin Film SAW Devices

The use of thin film SAW devices is an example of a
successful application using piezoelectricity of hexagonal
thin films and perovskite ferroelectric thin films. In the
quasistatic approximation, the acoustic fields associated
with plane waves in a piezoelectric medium are obtained
by solving the stiffened Christoffel equation. In the case of
a half-space medium with a free boundary surface, the
boundary conditions must be satisfied and the mechanical
stress and electric displacement must be calculated from
the piezoelectric constitutive equations. These procedures
give the solution as a SAW, which acoustic vibration
energy concentrates near the surface of elastic solid
materials. The Rayleigh wave and Love wave are obtained
as the typical solutions of SAWs. The particle displace-
ment of the former is in the sagittal plane, which is

perpendicular to the surface and parallel to the wave-
propagation direction, and that of the latter is parallel to
the surface and perpendicular to the direction of propaga-
tion. The SAW makes possible acoustoelectronic devices
including the SAW filter for cellular phone/PCS/pager.

3.1.1. Generation of SAWs. The SAW modes can be
generated by an interdigital transducer (IDT) formed on
the surface of the piezoelectric substrate shown in Fig. 2.
In the bulk SAW devices, bulk single crystals such as the
LiNbO3 and/or LiTaO3 are adopted as the piezoelectric
substrate. Whereas in the thin film SAW devices, a layered
structure consisting of a piezoelectric thin film on the
nonpiezoelectric mediums is used as the piezoelectric
substrate. Figure 3 shows the calculated result of an
effective electromechanical coupling constant k2 for four
types of electrode configurations of a c-axis-oriented ZnO
film on fused quartz. These electrode configurations for a
thin film SAW transducer are also illustrated in Fig. 7.
Each configuration consists of an IDT with or without a
counter electrode. The value of k2 is determined by the
relation k2¼DVp=Vpwhere DVp is the variation of SAW
phase velocity Vp by the short condition of the surface
electric field. The k2 is simply evaluated by the equation
k2¼ po0CT=4NGa, the inline model of Smith’s equivalent
circuit model for electromechanical bulk wave, where o0,

Table 3. Lattice Parameters of Typical Single-Crystal Substrates

Crystal System Structure Lattice Constant (Å) Coefficient of Expansion (10� 6/K)

Sapphire Trigonal Corundum a¼4.7630 7.5–8.0
MgO Cubic NaCl a¼4.2030 13.8
SrTiO3 Cubic Perovskite a¼3.9050 10.8
LaA1O3 Pseudo cubic Perovskite a¼3.7920 10.0
YSZ Cubic Fluoride a¼5.1600 10.0
KTaO3 Cubic Perovskite a¼3.9890 6.7
PbTiO3 Tetragonal Perovskite a¼3.8890 16.1

c¼4.1532 –54.2
Cubic a¼3.9610

epitaxial relations:

(111)PT//(001)sapphire (0001)ZnO//(0001)sapphire

(100)PT//(100)ST ð11 �220Þ ZnO//ð01 �112Þ sapphire (R-plane)

(100)PLZT//(100)MgO (0001)LN//(0001)sapphire

(111)PLZT//(0001)sapphire (0001)LN//(0001)LT

(100)PLZT//(100)ST

IDT

Substrate

Figure 2. Interdigital transducer formed on the surface of the
piezoelectric substrate.
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CT, Ga, and N are the synchronous frequency, capacitance,
radiation conductance, and number of finger pairs of IDT,
respectively. The inline model (the major electric field
component is parallel to the surface) becomes almost equal
to the crossed-field model (the major electric field compo-
nent is perpendicular to the surface) under the rough
condition of k2N41. Figure 3 shows that k2 varies with the
ZnO film thickness, and the variations show a double-
peaked character for the IDT structures including the
counter electrodes. Note that the k2 for thin films is higher
than the bulk value at optimum film thickness.

3.1.2. Temperature Stability. SAW-layered structures
have flexibility in that substrate materials can be chosen
to adjust the temperature coefficient of a center frequency
(TCF) and a delay time (TCD). The temperature stability
of TCF or TCD is given by the equation,
ð1=f Þðdt=dTÞ¼ ð1=tÞðdt=dTÞ¼ ð1=vÞðdv=dTÞ � b, where b
denotes the thermal expansion coefficient of the substrate.
The tendency of the phase velocity change ð1=vÞðdv=dTÞ
varies with the layered film thickness and elastic proper-
ties of the substrate materials. A suitable film thickness
and a pertinent selection of substrate materials result in a
zero TCD. Figure 4(a) shows one example of such a
temperature deviation of the center frequency of the
SAW IDT, which consists of the ZnO thin film, the SiO2

or fused quartz layer, and the Si substrate. In this
structure, the TCF of ZnO has a negative value of about
� 30 ppm/1C, and that of fused quartz has a positive value
of þ 60 ppm/1C. These opposite values cancel the
TCF while controlling the thickness of the SiO2-layered
film. Another example is shown in Fig. 4(b). Here
the borosilicate-glass substrate can control TCF by con-
trolling the composition ratio of the elements added to the
glass.

3.1.3. SAW in Layered Media. The Rayleigh wave and
Love wave are the solutions for a half-space medium with
a free boundary surface. In layered structures, which

include the thin plate rigidly bonded to the half-space
(or substrate) having different material properties, the
solutions for propagating waves must satisfy the appro-
priate wave equation in the layer and in the substrate as
well as the boundary conditions imposed by the interface
and the free surface. We know that fundamental and
higher order modes of both Rayleigh and Love waves can
propagate when the bulk shear wave velocity of the layer
is lower than that of the substrate. This condition corre-
sponds to that of the heavier and less stiff layer loads on
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Figure 3. Calculated result of an effective electromechanical
coupling constant k2 for each configuration in the case of c-axis-
oriented ZnO film on fused quartz. Four types of thin film
electrode configurations are illustrated [7].
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the substrate and will tend to confine the propagation
energy to the layer. In this case, the propagating wave
nodes are regarded as the modified plate modes. Sezawa
discovered that a second fundamental mode may also exist
in layered media. The Rayleigh modes and Sezawa modes
correspond to symmetric and antisymmetric modes of a
free plate modified by the contact of the surface with the
substrate. In addition to these, the layer on an infinite
half-space is open on one side, and there is a possibility of
radiation or energy leakage out of the layer into the half-
space. This condition gives the leaky wave solution for
SAW.

The particle displacement of the SAW in the sagittal
plane degrades with the depth from the surface.
Also in the case of the layered substrate, almost the
same situation exists in the half-space substrate.
However, the degradation of that area in or near the top
layer is different from the monotonous degradation of
the zeroth Rayleigh mode. The amplitude distribution
of the particle displacement is calculated for each propa-
gating mode. Figure 5 shows the depth profiles of
the particle displacement in the sagittal plane for the
fundamental mode and higher four modes of the Rayleigh-
type wave. More complex profiles and deeper penetration
are shown for the particle displacement of higher
order modes. Moreover, Fig. 5 shows that the higher order
modes have a large displacement component in the sub-
strate. So, it can be understood qualitatively that the
higher order modes have a higher phase velocity because
the phase velocity of the substrate is higher than that of
the layer.

In Fig. 6, the solid lines and broken lines show the
phase velocity Vp and the effective coupling coefficient k2 of
the Rayleigh-type and Love-type wave modes as a function
of h/l, respectively, where h is the layer thickness. These
numerical results were obtained for the SAW directed to
[1000] ZnO axes in the layered structure with the ZnO
layer on the R-plane sapphire substrate. The first mode of
the Rayleigh-type (zero Sezawa mode) shows an exceed-
ingly large maximum value of k2 with very high phase
velocity at relatively small h/l. These computer solutions
were experimentally confirmed. For higher Rayleigh-type

modes, responses were still observed above the mode cutoff
frequency as leaky mode responses.

3.1.4. Thin Film SAW Filters. Thin film SAW devices are
constructed by the thin film IDTs on nonpiezoelectric
substrates, by high-frequency propagation of the higher
order modes of layered SAW, the substrate selected for
the temperature stability, and so on. These distinguishing
characteristics can realize the high performance of
bandpass filters, resonators, delay lines, convolvers, inte-
grated devices, and acoustooptic devices. The video inter-
mediate frequency (VIF) filters for color TV sets were
the first thin film mass-production devices. The frequency
range of a VIF filter of 50–60 MHz is low enough for
the SAW propagation loss of polycrystalline piezoelectric
thin films such as c-axis-oriented ZnO films on a
borosilicate-glass substrate. The thin film SAW filter
shows excellent long-term stability. The long-term drift
of the center frequency is less than 100 ppm after
1000 hours of exposure to 1251C in the air. The long-
term stability of the ZnO thin film SAW filter is higher
than that of bulk single-crystal LiNbO3 SAW filters be-
cause of the absence of subsurface damage inflicted during
sawing and polishing, which is unavoidable for bulk SAW
devices. Figure 7 shows one example of the configuration
of SAW VIF filters with two normal output IDTs and one
apodized input IDT.

Another example is the high-frequency filter of epitaxi-
ally grown single-crystal thin film, which has low propa-
gation loss of higher order Rayleigh wave modes in the
gigahertz range. The ZnO single-crystal film on sapphire
substrate is the typical construction of devices that
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Figure 5. Depth profiles of the particle displacement in the
sagittal plane for the fundamental mode and higher four modes
of the Rayleigh-type wave.
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provide 4.37 GHz filters with a phase velocity of 5327 m/s
and an insertion loss of 16 dB by 0.27mm thick ZnO film, 3-
IDT of 50 nm thick Al electrodes, and third-order response
of double electrode-type IDTs. These excellent properties of
thin film SAW filters are able to provide the high perfor-
mance of information communication systems [7–17].

3.2. Ferroelectric Nonvolatile Memory

The basic operation of ferroelectric nonvolatile memory is
switching of polarization states in a ferroelectric ABO3

structure. Figure 8 shows a typical configuration and

schematic circuit of ferroelectric nonvolatile memories,
dynamic random access memory (FEDRAM). The FE-
DRAM resembles a conventional dynamic random access
memory (DRAM). The memory capacitor Cs of DRAM is
replaced by a ferroelectric thin film capacitor. The Cs is in
series with a MOS (metal-oxide-semiconductor) transistor
whose source is connected to the bit line, the gate to the
word line, and the drain to the pulsed 5 V common plate.
In the FEDRAM, the polarization of the ferroelectric thin
films switches to the opposite polarity on application of an
electrical field higher than the coercive force when the
MOS transistor is turned on by the appropriate voltage on
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Figure 8. (a) Cross-sectional view of FEDRAM
with (b) a schematic circuit and (c) a hysteresis
loop of ferroelectric thin films (Ramtron Corp. [4]).
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Figure 7. IDT configuration of SAW VIF filters with two
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Figure 9. Schematic circuit of 256-bit FESRAM (Ramtron
Corp. [18]).
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the gate. In the hysteresis loop of memory capacitor Cs, the
position A is taken to be a bit 1 state and B, a bit 2 state.
The switching signal is detected by the voltage change at
the bit line Vb. The Vb is given by Vb¼Qs=Cb, where Qs

denotes change of charge at switching on the capacitor Cs

and Cb denotes the storage capacitor at the bit line. The Qs

is given by Qs¼ 2Pr, where Pr denotes remanent polariza-
tion for ideal ferroelectric thin films having a symmetric
hysteresis loop. For memory capacitors, PZT thin films are
widely used. The Pr is 20–30 mC/cm2 for typical PZT thin
films. The value of Qs for each memory cell is 400–600 fC
for a cell area of 1 mm2, which is enough for the switch

memory operation because the minimum detectable value
of Qs for each cell is 20–30 fC at the conventional DRAM.
The switching speed is essentially governed by the switch-
ing time of polarization reversal. The switching time is
1 ns for typical ferroelectric materials. The FEDRAM has
some definite advantages, including a permanent memory
and radiation hard characteristics. However, there are
disadvantages of switch fatigue resulting from domain
switching. Historically, the ferroelectric memory was pro-
posed in the first part of the 1970s and first developed in
1987 by Ramtron Corp., Colorado Springs, and Krysails
Corp., Albuquerque. The first developed ferroelectric
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memories look like the six-transistor static random access
memory (SRAM) except that they include an additional
pair of ferroelectric thin film capacitors, as shown in Fig. 9.
Presently, the FEDRAM with a single transistor, where
the ferroelectric thin films make a conventional DRAM
nonvolatile, has been extensively studied to improve long-
term stability. The ferroelectric thin films placed in the
gate area of a MOS transistor provide another type of
ferroelectric memory—the ferroelectric memory field ef-
fect transistor (FEMFET). Depending on the polarization
of the gate materials, the source-to-drain current is in-
creased or decreased significantly. The 1 or 0 state is
detected by monitoring the source-to-drain current with-
out switching the remanent polarization. This type of
switch gives a nondestructive read out. This type of
memory is under research because the interface control
between the ferroelectric thin film and semiconductor is
not completed.

Apart from the FEDRAM, the high dielectric permittiv-
ity of ferroelectric films is used for the local capacitor in
highcount DRAM to reduce the area of the memory capa-
citor and/or eliminate the complex trenching and/or corru-
gation structures for the increased capacitive area. The
high permittivity of the ferroelectric thin films achieves the
flat structure of the memory cell. In the mega-/gigabit
DRAM, the requirement for ferroelectric thin films is a
permittivity of 200–2,000 at a film thickness of 100 nm

without remanent polarization. The ferroelectric thin films
should be used above their Curie temperature. If ferro-
electric thin films are used, their operating coercive field
should be large [18,19].

3.3. Thin Film Pyroelectric Infrared Detectors

Ferroelectric materials have been used for making pyro-
electric infrared detectors by measuring the pyroelectric
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Figure 12. Cross-sectional view of thin film optical channel
waveguide: (a) raised-strip type, (b) ridge type, (c) embedded
type, and (d) strip-loaded type. n1, n2, n3, n4 are refractive index
of waveguide, substrate, environment, and loaded strip, respec-
tively.
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current because they exhibit a large pyroelectric effect.
The pyroelectric effect is described by the pyroelectric
coefficient g, which relates the change of polarization
to the change in temperature. Pyroelectric current ip
will be detected by the temperature change of the detector
materials generated by absorbed infrared radiation.
The ip is given by ip¼ gðdT=dtÞ. Bulk ferroelectric
single crystals TGS (triglycine-sulphate) and LT, ferro-
electric polymer PVDF (polyvinyl-di-fluoride), and
ferroelectric ceramics PT and PbZrO3 (PZ) are widely
used for making pyroelectric infrared detectors. The pyro-
electric materials are evaluated by figures of merit;
F1¼ g=Cv; Fv¼ g=Cv . e; FM¼ g=Cv ðe . tan dÞ1=2, where Cv

denotes a volume-specific heat, e denotes a dielectric
constant, and F1, Fv, and Fm denote the figure-of-merit
related to a current response, an output voltage response,
and a detectivity, respectively. Perovskite thin films
of PT and/or PLT are epitaxially grown on a Pt-metallized
MgO substrate. The MgO substrate is removed after
deposition of perovskite thin films. The as-deposited
thin films show a highly oriented structure, which results
in excellent pyroelectric properties without poling
treatment after deposition. The single-domain structure
with a low dielectric constant in the c-axis direction
improves the figure-of-merit of conventional ceramic
pyroelectric materials. Figure 10 shows the typical pyro-
electric properties of bulk and thin film PLT. The inte-
grated infrared sensor array shown in Fig. 11 was created
using thin film infrared detector technology. The sensor
array, manufactured by Matsushita Elec. Ind., Osaka,
Japan, is used for a room air conditioner. The
array detects the position and number of persons and
their body temperatures to create a comfortable space
[20,21].

3.4. Thin Film Optical Waveguide Devices

Thin film optical waveguide devices commonly consist of a
sandwich structure of a thin film waveguide and a substrate.
The refractive index of the thin film waveguide is larger than
the substrate value so that a guided light beam propagates in
the thin film waveguide. The direction of a propagated light
beam is controlled by the channel waveguide shown in Fig.
12. The waveguide thin films comprise functional materials
including EO or AO materials such as LN, PLZT, and ZnO.
The PLZT thin films exhibit a linear EO effect or a quadratic
EO effect depending on their composition. Typical EO proper-
ties of PLZT thin films are shown in Fig. 13. The birefrin-
gence shift dDn is several times larger than for conventional
LN crystals. The linear EO coefficient r is given by the
relation dDn¼ � 1

2�n3rE and the quadratic E/O coefficient
R is given by the relation dDn¼ � 1

2�n3RE2, where n is the
refractive index and E is the applied electric field. The value
of R is 0.6 � 10� 16 (m/V)2 and r is 0.81 � 10�10 m/V.
The light beam is introduced using an optical coupler
such as a prism, micrograting coupler, and microlens
directly connected to the optical fiber. The thin film
waveguide is fabricated by deposition of the functional
thin films on a substrate followed by microfabrication. The
surface treatment, such as doping of a foreign element
on the functional crystal substrate (i.e., Ti doping on LN),

is also used for the fabrication of thin film waveguides.
Typical thin film waveguide devices are shown in
Figs. 14–16.

Figure 14(a) shows the Mach–Zehnder interferometric
modulator. The input light signal is equally divided into
two waves by the branching guide and fed through two
parallel arms of guide. In each arm, the waves are
electrooptically modulated by the applied field. The in-
tensity of guided light of TE0 mode is strongly modulated
because of a large EO effect. A typical sinusoidal pattern is
observed as the applied electrical field is varied as shown
in Fig. 14(b). The Bragg diffraction switches comprise
PLZT epitaxial thin films on sapphire for the EO switch
and ZnO epitaxial thin films on sapphire for the AO
switch, respectively. The guided light, chiefly TE0 mode,
is diffracted as a result of a periodic grating with refractive
index by applying a periodical electrical field for the EO
switch using an interdigital electrode and by applying
SAW for the AO switch using a interdigital SAW transdu-
cer. The angle of diffraction is governed by the Bragg
diffraction, and the diffraction angle 2y is given by
2y¼ l0=nls, where y denotes the Bragg angle, l0 denotes
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Figure 14. (a) Configuration of a thin film Mach–Zehnder inter-
ferometer using PLZT thin film on sapphire and (b) the variation
of output light intensity with applied voltage [23].
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the wavelength of light, n denotes the effective refractive
index of the waveguide, and ls denotes the wavelength of
the interdigital electrode. Figure 15 shows a typical
operation of the ZnO thin film AO deflector. The Bragg
deflector is driven by the first-order mode of SAW (Sezawa
mode) with a phase velocity of 5700 m/s. The IDT is
designed for 2 GHz operation. The TE0 mode of a guided
He—Ne laser beam is effectively deflected by the high-
frequency SAW.

The total internal reflection (TIR) switch, which was
first proposed by C. S. Tsai, is composed of a pair of crossed
channel PLZT (20/0/100) waveguides, quadratic EO, with
four terminals on sapphire as shown in Fig. 16(a). The
intersecting angle of the channel waveguide y satisfies the
relation, yo90� yc; yc¼ 1= sinð1� 1

2 n2RE2Þ, where yc de-
notes the critical angle of total reflection, R denotes the
quadratic EO coefficient, and E denotes the electrical field
at the crossed area. At the crossed area, a pair of control
electrodes are deposited to apply a control electrical field.
Figure 16(b) shows a typical operation of the PLZT TIR
switch. The TE0 mode of the guided He—Ne laser beam
directly coupled from port 1 propagates to port 3 without
applying a control voltage, but the guided light is switched
to port 4 as a result of the decreased refractive index at the
interaction area under the application of control voltages.
The switching voltage is less than 5 V because of the high
EO coefficient of PLZT. The switching speed is expected to
be as high as 100 GHz.

Thin film waveguide devices are flourishing. A number
of promising devices are proposed for optical communica-
tion systems and integrated optical circuits, including
optical computing [22–29].
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1. INTRODUCTION

The study of III–V compounds dates back to the dawn of
semiconductor technology, when in 1952 Welker [1] sug-
gested that gallium arsenide (GaAs) showed potential as a
semiconductor material. The key aspect of this class of

materials that makes them of particular interest is their
properties, which make them particularly suitable for
high-frequency electronic and photonic devices. In the
case of GaAs the electron velocity of bulk material, which
determines the frequency limits of devices, is significantly
higher than that found in silicon (Si). Furthermore, the
low field mobility of electrons in many III–V materials is
higher than that of Si. Diodes fabricated from III–V
materials have demonstrated cutoff frequencies of several
terahertz; transistors have demonstrated cutoff frequen-
cies (fT) higher than 300 GHz [2] and monolithic micro-
wave integrated circuits (MMICs) operating above
200 GHz [3]. This has led to the use of GaAs and InP in
a wide variety of high-frequency semiconductor devices
operating in applications as diverse as low-noise ampli-
fiers, mixers, power amplifiers, RF switches, and oscilla-
tors at frequencies up to 240 GHz. The wide operating
temperature range of III–V semiconductors, typically from
–200 to 3001C, coupled with superior radiation hardness
compared to Si, led to GaAs and InP becoming key
materials for space and defence requirements. In more
recent years the photonic properties of III–V materials,
arising from their direct bandgap energy band structures,
have been extensively exploited for solid-state lasers,
light-emitting diodes, photodetectors, and optical modula-
tors, with the potential for fully integrated optoelectronic
integrated circuits. To date these properties are unrivalled
by Si, which is an indirect bandgap semiconductor.

Although many III–V materials are routinely used in
microwave and optoelectronic semiconductor devices to-
day, it wasn’t until the early 1970s that the first semi-
conductor devices became widely available, and even then
it was restricted to two terminal devices and simple
transistors. The relatively slow progress in developing
commercially viable technologies was partly due to the
challenging problems in establishing high-quality mate-
rial growth and the development of processing techniques
that allow reliable devices to be fabricated. The key step to
achieving volume production and widespread use of cost-
effective devices is the availability of larger-diameter
wafers, from which the semiconductor devices are fabri-
cated. Early work was restricted to very small samples
(parts of wafers) or small-diameter wafers of 2 in. or less.
Gradually, high-quality 3- and 4-in.-diameter wafers be-
came available and discrete devices and integrated cir-
cuits were introduced for military and commercial
applications. Significant advances since the early 1980s
have led to the introduction of 6-in. (150-mm) very-high-
quality GaAs substrates and epitaxy suitable for high-
volume production of semiconductor devices. Similarly,
other materials such as InP are now well established
and production is supported by 4-in.-diameter substrates.

The advent of high-quality reproducible epitaxy, pro-
vided by molecular-beam epitaxy (MBE) and organic
metal vapor-phase epitaxy (OMVPE, MOCVD), led to a
shift in interest from bulk III–V devices to heterostructure
semiconductor devices, based on bandgap engineering,
which allow higher performance to be obtained. In parti-
cular, the development of ternary and quaternary com-
pounds, such as AlGaAs, GaInAs, and GaInAsP, were
key steps forward for new transistor technologies,
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high-electron-mobility transistors (HEMTs), heterojunc-
tion bipolar transistors (HBTs), and long wavelength
optoelectronic devices. The exploitation of lattice-matched
(usually to InP) and strained (usually to GaAs) crystal
structures using these compounds is an essential element
of today’s III–V technology. More recently the use of
material systems such as GaN/AlGaN for high-voltage,
high-power-density transistors has led to increased inter-
est in examining the growth on nonnative layers using
epitaxy to create III–V active layers on SiC, sapphire, or
more recently silicon substrates. Record performance
power density levels are being achieved with GaN
HEMTs, reporting over 30 W/mm gate periphery, com-
pared with less than 1 W/mm from conventional MES-
FETs and HEMTs [4].

In the mid-1980s GaAs integrated circuit technology
was costly and reserved only for the most demanding
system requirements. Contemporary III–V semiconductor
device technology is able to provide microwave monolithic
integrated circuits (MMICs) at a cost of less than 20 cents
per square millimeter in some very high volumes, sup-
porting a market approaching a billion die per annum.
III–V transistor technology is the foundation of high-
efficiency power amplifier and low-loss RF switch MMICs
in today’s cellular handsets. The advent of heterostructure
technologies using Si, notably SiGe, which have demon-
strated the potential for very fast devices, is likely to
displace III–V in some very-high-volume RF and micro-
wave applications.

This article aims to provide a basic introduction and an
overview of contemporary III–V semiconductors. Many of
the topics touched on in these pages are expanded in detail
elsewhere in this encyclopedia, but the reader is encour-
aged to explore the wealth of material available in this
exciting area of semiconductor technology.

2. III–V SEMICONDUCTOR MATERIAL PROPERTIES

III–V semiconductor materials are alloys formed from
elements in group III and group V of the periodic table.
They are grown as single crystals and as either binary,
ternary, or quaternary alloys (Table 1).

2.1. Crystal Structure

All III–V semiconductors are alloys, and unlike the ele-
mental semiconductors silicon (Si) and germanium (Ge),
which exhibit diamond cubic crystal structures, generally
crystallize in more complex structures. GaAs and InP
have cubic zincblende structures (sphalerite structures),
with a tetrahedral arrangement of the atoms, with each
group III atom bonded to four group V atoms (Fig. 1). The
tetrahedral structure is characteristic of directional cova-

lent bonding in semiconductors, with eight valance elec-
trons per pair of atoms (in sp3-hybridized orbitals). In the
case of GaAs and InP, unlike diamond cubic semiconduc-
tors, there is some charge transfer between the two types
of atom giving rise to the partial ionic character of the
bond. Generally speaking, these partly heteropolar bonds
are stronger than homopolar bonds such as those found in
Si. Heteropolar bonds also tend to be associated with lower
amplitude lattice vibrations and wider energy bandgaps.

The properties of crystal structures, including their
electrical behavior, vary according to the plane considered.
The most commonly used method of defining planes in
crystals is the use of Miller indices [5], which are obtained
by determining the intercepts of each plane on the three
Cartesian coordinates in terms of the lattice constant and
then taking their reciprocals and reducing them to the
smallest three integers having the same ratio (Fig. 2). The
lattice parameter is usually denoted a, for sphalerite
structures. The resulting Miller indices are expressed in
parentheses (hkl). For example, a plane that intercepts
the x axis on the negative side of the origin is (1 0 0).
Extensions of this notation allow for planes of equivalent
symmetry, defined as {hkl}; for example, {1 0 0} for cubic
symmetry. Crystal direction is defined using the notation
/hklS; for example, /1 0 0S for the equivalent set of
directions [1 0 0],[0 1 0],[0 0 1],[1 0 0],[0 1 0],[0 0 1]. Crystal
direction is used to define the orientation of wafers for the

Table 1. III–V Semiconductor Materials

Compound Type III–V Material

Binary BAs,BP,AlSb,BN,GaSb,AlAs,AlP,GaAs,InSb,GaP,InAs,InP,AlN,GaN
Ternary AlGaAs,AlGaN,InGaAs,InGaP,GaAsP,InAsP,GaInSb,GaInAs
Quaternary InAlGaAs,GaInAsP,InAlGaP,InAlGaSb,AlGaAsSb

a
As

Ga

Figure 1. Cubic zincblende (sphalerite) crystal structure of GaAs
[based on diagram from S. M. Sze, Physics of Semiconductor

Devices, Wiley-Interscience (1981)].
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fabrication purposes, since the electrical properties and
chemical etching properties differ according to orientation.
Notches or ‘‘flats’’ are created on the edge of wafers to
precisely indicate the orientation of the wafer with respect
to the crystal structure.

In the case of GaAs cleaved along the (111) plane, the
surface consists of either Ga atoms, which have three
bonds with the crystal or As atoms that have one bond
with the crystal. In fact, the bonds between the nearest Ga
and As atoms are in the /111S directions. Gallium
nitride GaN has a wurtzite crystal structure, which has
two lattice parameters a and c.

2.2. Energy Band Structure

The electronic and vibrational states in crystals are
usually described in reciprocal space or k space. The
smallest unit cell in reciprocal space is called the first
Brillouin zone. The first Brillouin zone in cubic semicon-
ductors is a truncated octahedron with symmetry points
and lines denoted G, X, L, K, U (K¼U), W, D, L, and S. A
very good detailed description is given in Ref. 6. The G
point at k¼ 0,0,0 in Cartesian coordinates is the point of
highest symmetry in the Brillouin zone.

The energy band theory of semiconductors assumes
that the lattice features perfect translational symmetry,
that one electron at a time is considered, and that the
influence of all electrons is represented by the average
over their wavefunctions. The Schrödinger equation for
the one-electron case is used to define the functional
dependence of energy E(k) on the wavevector k for the
various bands. This model is modified to form the Som-
merfield free-electron model by introducing the idea of
effective mass. The nearly free-electron approximation
provides a basis for developing energy band theory, and
the origin of the energy bandgap between the valance and
conduction bands. It also introduces the concept of effec-
tive mass, which is defined as the reciprocal of the
curvature of the E–k diagram. The band structure for a
semiconductor is calculated using the well-known k.p.
method [7]. The k.p. representation results from the
complete set of eigen functions that are obtained from
the substitution of Bloch functions [6] in the one-electron
Schrödinger equation. Spin–orbit interaction is also in-
cluded in the full definition of the energy–wavevector
relationship, which leads to a formulation based on a
series of Hamiltonians.

Valance band maxima occur at the G point for semi-
conductors with tetrahedral structure. Many semiconduc-
tors with this structure, such as GaAs and InP, also have
conduction band minima at this point. In GaAs and
similar semiconductors, the conduction band structure
close to G is essentially parabolic. The lowest conduction
band minimum occurs at k¼0 with further minima in the
D /1 0 0S and L /111S directions. Other important
conduction and minima occur at 0.31 and 0.52 eV above
the first G minima for X and L. The valance band structure
has heavy hole and light hole bands that degenerate at k
¼ 0 and spin–orbit split bands at 0.34 eV below this level.
The energy band structure for GaAs are shown in Fig. 3.
The direct energy bandgap is the difference in energy
between the conduction band minima and the valance
band maxima.

The energy band structure of other III–V semiconduc-
tors such as ternary and quaternary alloys is dependent
on the mole fractions x and y (e.g., AlxGa1� xAs and
GaxIn1� xAsyP1� y). The direct energy bandgap E0(x,y) is
usually expressed as a quadratic function of the mole
fraction, characterized by the coefficient of the second-
order term, also known as the ‘‘bowing parameter.’’ The
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bowing parameter typically varies from 0.2 for AlGaAs to
0.88 for GaInP. Positive bowing parameters imply that the
energy band bows downward. In contrast to the energy
bandgap, the lattice constant of ternary alloy semiconduc-
tors generally varies linearly with composition. The lattice
constant behavior for quaternary compounds is more
complex with a higher-order dependence on the mole
fractions. The energy bandgap, lattice constant, and other
parameters of binary III–V semiconductors are shown in
Table 2.

The energy bandgap is a very important parameter in
device design. The temperature dependence of the band-
gap Eg, which decreases with increasing temperature, is
generally expressed as

EgðTÞ¼Egð0Þ �
aT2

Tþ b

where Eg(0) is the energy bandgap at 0 K and a and b are
constants; a typically lies in the range 2.5–6�
10� 4 eV K� 1, b in the range 75–600. In the case of GaAs
Eg(0), a and b have the values 1.519, 5.405�10�4 eV/K,
and 204.

The bandgap of ternary and quaternary III–V alloys
depends on their composition and mole fraction [8]. The
lattice matching criteria and compositional factors (Ve-
gard’s law) limits the range of mole fractions. In the case of
AlxGa1� xAs and InxGa1� xAs the bandgap dependence on
mole fraction x (at 300 K) is described by simple quadratic
equations:

AlxGa1�xAs : Eg¼ 1:424þ 1:429x� 0:14x2 eV

InxGa1�xAs : Eg¼ 1:425� 1:501xþ 0:436x2 eV

In the case of ternary compounds such as InAlGaAs, the
energy bandgap is a function of two mole fractions x and y
such that at 300 K:

In1�x�yAlxGayAs : Egðx; yÞ¼ 0:360þ2:093xþ0:629yþ0:577x2

þ 0:436y2þ 1:013xy� 2:0xy

ð1� x� yÞev

Additionally in the case of InAlGaAs, it is necessary
to account for the lattice-matching condition 0.98xþ y¼
0.47 and the compositional parameter z where x¼ 0.48z
and

EgðzÞ ¼0:76þ 0:49zþ 0:20z2 eV

The range of mole fraction compositions in III–V ternary
and quaternary semiconductors is limited by the require-
ment to achieve lattice matching to GaAs, InP or GaSb
substrates. Figure 4 shows the variation in lattice para-
meter with energy bandgap for a range of III–V semicon-
ductors [6]. The shaded regions show the range of
parameters for quaternary alloys GaxIn1� xAsySb1� y and
GaxIn1� xAsyP1� y.

Table 2. Physical Properties of III–V Binary Semiconductor Materials

Material
Lattice

Constant (Å)
Direct Energy
Bandgapa (eV)

Indirect
Bandgapb (eV)

Density
(�109 kg/m3)

Melting
Point K

Thermal
Conductivitya

(W m� 1 K� 1)
Dielectric
Constantc

AlAs 5.660 3.03 2.15 3.76 2013 80 10.1
GaP 5.450 2.78 2.27 4.14 1735 77 11.1
GaAs 5.653 1.42 1.80 5.32 1513 46 12.8
GaN 3.19/5.19 3.44 — 6.09 — 120 10.4
AlN 3.11/4.98 6.20 — 3.28 — 300 9.1
InP 5.869 1.34 2.74 4.81 1335 68 12.6
InAs 6.058 0.36 — 5.67 1215 27 15.2

aValues at 300 K.
bIndirect energy bandgap is the difference between the first X minima and the valance band maximum at 300 K.
cIn units of free-space permittivity e0 8.85� 10�12 F/m.
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2.3. Crystal Growth

Ideally, integrated circuits require an insulating substrate
to provide electrical isolation between the various circuit
elements. Silicon does not have a native insulating or
semiinsulating state, although the more recent silicon-on-
insulator (SoI) technology facilitates a suitable substrate
for silicon RF and microwave integrated circuits. On the
other hand GaAs and many other III–V semiconductors
can be grown as semiinsulating materials. The active
(conductive) regions of the circuit are defined by combina-
tions of epitaxy, ion implantation, and mesa etching (or
isolation by ion implantation).

Active devices and integrated circuits are fabricated on
semiinsulating wafers that may have epitaxial layers
grown on the surface. Some devices such as diodes may
use bulk doped substrates. The wafers are obtained by
sawing single-crystal boules along predetermined planes.
These single crystal boules may be grown using a variety
of techniques, including horizontal or vertical Bridgman,
Czochralski, liquid-encapsulated Czochralski (LEC), mag-
netic LEC, liquid-encapsulated Kryopoulos (LEK),
horizontal gradient freeze, or by float-, horizontal- or
vertical-zone melting [9]. Bridgman techniques are the
most commonly used methods of growing semiinsulating
substrates.

The horizontal Bridgman technique involves the pro-
gressive crystallization of a molten bar of material as it is
passed through a carefully controlled temperature gradi-
ent. The semiconductor crystal is grown in a quartz boat
using a seed crystal and the constituent materials. In the
case of GaAs, the boat containing the GaAs seed crystal
and Ga is placed in a sealed quartz ampoule, with an
overpressure of arsenic produced from a separate charge
of arsenic at the opposite end of the ampoule. A tempera-
ture difference is produced along the tube, ensuring that
one end of the boat is at the melting point (12381C for Ga)
while the arsenic, at the other end of the ampoule, is
maintained at 6141C. Stoichiometry is ensured by precise
control of the temperature and by accurate weighing of the
Ga and As. Precise temperature control is required, en-
suring horizontal thermal uniformity within 0.11C. Long
crystals of up to 1 m in length have been produced using
this method. Very-good-quality material is produced using
the horizontal Bridgman technique, and dislocation den-
sities approaching 105 m�3 have been achieved for low-
chromium-doped GaAs. The horizontal gradient freeze
technique is similar to the horizontal Bridgman method;
the main difference is that the former method induces
crystallization from the seed by carefully controlled cool-
ing of a melt. Both the Bridgman and gradient freeze
techniques tend to have Si as impurities in the finished
GaAs crystal as a consequence of the quartz boat.

The Czochralski technique is often used to grow large-
diameter boules, suitable for wafers up to 6-in. in dia-
meter. This pulling method uses a chamber with heated
walls to maintain the required arsenic pressure. The LEC
method is the more common than the basic Czochralski
approach since it avoids arsenic loss and atmospheric
contamination. The LEC system consists of a growth
chamber housing a vertical puller with a seed crystal at

the tip of a rotating tip, which, in the case of GaAs growth,
is immersed in a Ga melt, which in turn is fed with arsenic
vapor from a separately heated quartz ampoule of arsenic.
The susceptor containing the crucible with the Ga melt is
heated with an RF coil. A molten B2O3 encapsulating
layer on the surface of a Ga melt is used to prevent arsenic
loss and contamination. An inert gas, such as nitrogen, is
used to pressurize the growth chamber to a level higher
than the As partial pressure. The rotating seed crystal is
slowly withdrawn vertically upward, and the GaAs crystal
boule is grown from the melt. The magnetic LEC method
is a variation on the LEC technique that reduces the
thermal convection currents found in the conventional
LEC approach, improving the boule’s homogeneity.

2.4. Epitaxy and Implantation

Semiinsulating substrates, available as wafers usually in
the region of 600 mm thickness, are usually used as the
basis for fabricating devices and integrated circuits in
most III–V technologies. The conductive regions required
for the active devices are formed using either epitaxial
layers grown on the surface of the semiinsulating sub-
strate, or by selective ion implantation.

Ion implantation techniques, which are used widely in
Si technology to define conductive regions, were used
widely to form the channel regions for MESFETs, bipolar
junction transistors, varactor diodes, and IMPATT diode
structures, especially in earlier integrated circuit designs.
This low-cost approach, which is still widely in use today,
can provide devices with moderate low-field channel mo-
bilities (0.35 m2 V�1 s� 1) associated with channel doping
densities of up to the mid–1023 m� 3 range for GaAs. High
doping densities of up to 2� 1025 m�3 are achievable for
ohmic contacts, but have very low mobilities
(0.03 m2 V� 1 s� 1) [10].

Ion implantation is achieved by bombarding the semi-
conductor substrate with high-energy ions of the required
dopant species. These ions displace semiconductor atoms
from their sites in the crystal structure. In order to avoid
extreme surface damage, which would render the surface
amorphous, GaAs substrates are usually heated to 1501C
during implantation. Fabrication of FETs and diodes with
ion-implanted active profiles usually requires several im-
plantations with energies tailored to produce the required
doping profile. Each implantation produces an almost
Gaussian profile of implanted ions as a function of depth
from the semiconductor surface. This allows a selective
three-dimensional doping profile to be produced in planar
devices with localized highly doped regions for ohmic
contacts. The wafers require annealing at a temperature
in the range 800–9501C (for GaAs) after implantation
to reduce the damage (defects) caused by the high-energy
ion bombardments and achieve activation of the donor
species. The doping efficiency is a function of the type of
ion, implantation dose, and annealing temperature. An-
nealing is performed using either annealing furnaces,
infrared radiation from halogen lamps, pulsed laser
beam or electron-beam, techniques. The surface of GaAs
looses arsenic at temperatures above 6001C, and hence
annealing is performed either under arsenic overpressure
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(‘‘capless’’ annealing) or encapsulated using Si3N4 or AlN.
The implanted dopants diffuse during annealing. Implan-
tation can be used to produce either n- or p-type materials.
Materials such as S, Se, Te, Si, and Sn are used to produce
n-type GaAs. Dopants for p-type GaAs include Be, Zn, Cd,
Mg, and C.

Ion implantation is widely used as an alternative to
etched mesa isolation in integrated circuit designs to
isolate the active regions of individual devices, allowing
a more planar fabrication technology. In this scenario,
semiinsulating material is produced locally by ion induced
damage using proton bombardment or oxygen implanta-
tion, followed by annealing at a temperature between 650
and 8001C.

The advent of heterostructure devices, including high-
electron-mobility transistors (HEMTs) and heterojunction
bipolar transistors (HBTs), coupled with the demand for
higher mobilities, higher channel carrier densities, lower-
noise-figure FETs, and higher power densities from exist-
ing devices, has led to widespread use of epitaxial layer
growth techniques. Although there are four potential
candidates, vapor-phase epitaxy (VPE), liquid-phase epi-
taxy (LPE), molecular-beam epitaxy (MBE), and metallor-
ganic chemical vapor deposition (MOCVD, also known as
OMVPE), only the latter two techniques provide the
necessary abruptness of interface and quality of growth
necessary for most contemporary III–V semiconductor
devices. MBE allows precise thickness and dopant control
and is widely used as the basis of material for HEMTs,
while the thicker layers found in HBTs are normally
grown using MOCVD. Both techniques have been shown
to produce very-high-quality material on high-quality
semiinsulating substrates, achieving high mobilities and
low defect densities [11].

MBE requires an ultra-high-vacuum growth chamber
in a system that has multiple ultra-high-purity sources,
achieving stoichiometric growth [12]. The growth rate is
relatively slow, achieving 0.1–10 mm/h, but allowing very
precise control of the film thickness, material composition,
and dopant density. Highly abrupt interfaces are easily
achieved and pulse (or delta) doping layers are readily
grown, with layer thicknesses as thin as 5 Å. Heated
crucibles, known as Knudsen cells, containing the ele-
ments or compounds used to form the various material
layers are used as the sources. Contemporary multiwafer
MBE production systems are capable of simultaneously
growing high-quality material, with excellent uniformity
on up to seven 6-in.-diameter wafer substrates (or a larger
number of smaller-diameter substrates). This has led to
widespread use of MBE grown wafers in modern III–V
fabrication facilities. A wide range of compound semicon-
ductor material systems can be grown using MBE and the
same system can contain a range of Knudsen cells with
ultra-high-purity Ga, In, Al, As, P, and Sb, as well as
smaller cells for doping such as Si. It is common practice to
have the most heavily used cells, such as Ga, duplicated.
Growth is carried out on a single-crystal substrate—most
commonly GaAs, which is heated to a temperature in the
range 540–6501C. Faster growth rates tend to occur at
the higher temperatures, and require careful control of the
ratio of arsenic to gallium. The upper limit on growth

temperature is generally limited by the availability of the
group V element over pressure.

MBE is used to grow highly complex multilayer hetero-
structures such as those found in quantum-well lasers and
optical guides. Indeed, it is common for over 10 layers to
be grown to form the active region of HEMTs, pseudo-
morphic HEMTs (PHEMTs), and metamorphic HEMTs
(MHEMTs). MBE is used to produce the epitaxial material
for a wide range of other microwave devices, including
HBTs, MESFETs and resonant tunneling diodes. Super-
lattices, consisting of alternating layers of wide- and
narrower-bandgap materials, are often used in these
structures, and MBE is ideally suited to forming these
abrupt interfaces [13].

The basic configuration of an MBE system requires a
stainless-steel growth chamber, analysis chamber, and a
load lock for transporting wafers into and out of the
system (Fig. 4). The growth chamber is maintained at an
ultrahigh vacuum and requires extreme cleanliness to
ensure low defect densities during crystal growth. In
addition to the Knudsen cells, the growth chamber houses
shutters, substrate-handling equipment (which is robotic
in many production systems), cryoshrouds, and surface
analysis equipment to monitor growth. The effusion cell
shutters regulate the emission of material from the cells.
Normally, an additional ‘‘main’’ shutter is placed in front
of the rotating substrate. The substrate is mounted on a
heated holder, which rotates at speeds of up to 150 rpm for
smaller holders, although lower rates of 5 rpm are nor-
mally used. This rotation and heating assist in maintain-
ing uniformity in doping and thickness. The cryoshroud,
which requires liquid nitrogen, encloses the entire growth
area and minimizes water vapor and other unwanted
gases during growth. Cooling of the regions surrounding
the Knudsen cells also ensures that cross-contamination
is minimized. In addition, each cell is usually water-
cooled. The cells themselves, which are contained in
stainless-steel housings, are made of graphite or boron
nitride. The flux emitted from the cells is regulated by the
shutters and monitored by an ion gauge behind the wafer
holder. In more recent times, many systems use additional
‘‘cracker cells’’ placed between the Knusden cells and the
substrate. The cracker cells operate a high temperature
(850–10001C), and as effusion beams of arsenic or phos-
phorus pass through the region occupied by these cells,
the As4 and P4 tetramers form As2 and P2 dimers. Dimer
sources have been shown to reduce the density of deep
levels and have a higher ‘‘sticking’’ coefficient, reducing
the arsenic flux required during growth. Finally, surface
analysis tools are normally incorporated into the system,
including a scanning electron microscope (SEM), reflective
high-energy electron diffraction (RHEED), Auger electron
spectroscopy, secondary-ion mass spectroscopy (SIMS),
and X-ray photoelectron spectroscopy. The RHEED ana-
lysis instrument plays a crucial role in determining sub-
strate quality, growth condition and monitoring the
thickness of the layer growth.

The molecular-beam epitaxial growth process (Fig. 5)
for III–V materials requires precise control of the beam
fluxes from the Knudsen cells and careful control of the
surface temperature on which crystal growth is required.
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Prior to initiating III–V growth, the substrate is heated to
absorb the oxide layer on the surface, to ensure that the
surface is atomically clean. This occurs at temperatures in
the region of 5901C for GaAs and 5201C for InP. The
process itself involves adsorption of the constituent atoms
and molecules, surface migration and dissociation of the
adsorbed molecules and incorporation of the atoms into
the substrate, leading to nucleation and growth. In the
case of GaAs, stoichiometric growth requires that an
excess of arsenic be available at the growing surface,
and that any excess that does not incorporate with gallium
reevaporate. The growth of ternary (e.g., GaxIn1� xAs) and
quaternary compounds (e.g., AlxIn1� xAsyP1� y) is
achieved with MBE using precise control of the ratios of
the beam fluxes to ensure that growth occurs with the
required mole fractions. A high-volume multiwafer MBE
system for production purposes is shown in Fig. 6.

In contrast to the MBE, the metallorganic chemical
vapor deposition growth (MOCVD) technique involves
chemical reactions between gases that occur at tempera-

tures far below the melting point of the growing material.
A typical MOCVD process involves a pyrolysis reaction
between a metal alkyl vapor, such as trimethylgallium
(TMGa), trimethylindium (TMIn), or trimethylaluminium
(TMAl), and a hydride such as arsine (AsH3) or phosphine
(PH3), in proximity to a heated substrate (Fig. 7). Epitax-
ial growth occurs on the crystal surface of the substrate as
a result of the deposition. Common substrates used for
growth include semiinsulating GaAs and InP. In MOCVD,
all the constituents of the process are in the vapor phase.
This allows for easy control of gas flowrates and partial
pressures in the vicinity of the growth surface. Also since
the pyrolysis reaction is relatively insensitive to growth
temperature, MOCVD achieves highly reproducible de-
position of thin layers and can also produce very good
abrupt interfaces between the various deposited layers.

MOCVD systems are available in a range of configura-
tions, including high-volume 150-mm substrate growth
systems. The hydrides, including arsine and phosphine
are highly toxic and require special handling. The choice
of source material is critical to the efficient operation of the
MOCVD process. In particular, the group V sources must
possess high vapor pressures, pyrolysis at temperatures
above 3951C, and low temperature stability. They must
also be available with very high purity and not prone to
parasitic reactions with the group III sources. Group V
sources used in MOCVD include the elemental, hydride,
trimethyl, triethyl, and tertiarybutyl materials; As, AsH3,
TMAs, TEAs, TBAs, P, PH3, TMP, TEP, IBP, and TBP.
Although arsenic and phosphorus require heating to be
used as sources, arsine and phosphine have high vapor
pressures of 760 torr at –55 and –881C, respectively. TMAs
and TMP have vapor pressures of 4250 torr at room
temperature, but both these sources have the disadvan-
tage of requiring high pyrolysis temperatures. Similarly,
TEP is not an effective phosphorus source since it is stable
at normal growth temperatures and TEA has a relatively
low vapor pressure, despite its ability to pyrolize at
normal growth temperatures. Metallorganic sources
used for MOCVD typically have the lowest molecular
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Figure 5. Schematic diagram of a molecu-
lar-beam epitaxy system [based on A. Y. Cho,
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tures, L. L. Chang and K. Ploog, eds.,
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Figure 6. High-volume MBE production system capable of si-
multaneously growing epitaxial layers on seven 150-mm wafers
(Veeco Applied Epitaxy GEN2000 system at Filtronic plc).
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weights possible with vapor pressures in the region of
1–100 torr at temperatures from –25 to 251C, and decom-
pose thermally at the required growth temperatures of
550–8001C [14]. Generally, trimethyl compounds are used
in preference to triethyl materials because of their higher
vapor pressures promoting faster growth rates. Typical
group III organometallic sources used in MOCVD include
TMGa, TMAl, TMIn, and TMSb. Group III alkyls used
in MOCVD readily pyrolize at low or atmospheric
pressures.

The purity of III–V material grown using MOCVD is
dependent on the quality of the substrate and the purity of
the starting materials (the metal alkyls and hydrides),
growth temperature, and the ratio of the constituents in
the reactor. In the case of GaAs grown using TMGa and
AsH3, the purity deceases with increasing growth tem-
perature, probably due to the incorporation of carbon and
silicon at higher temperatures. Carbon impurities usually
take the form of acceptors, and Stringfellow has shown
that a large increase in carbon incorporation occurs at
higher growth temperatures [14]. In the case of AlGaAs
growth, carbon contamination can lead to significant
degradation in mobility, especially with increasing alumi-
num mole fraction. Doping of MOCVD grown material is
usually performed using either Si, Ge, Se, S, or Te for
donor impurities and Zn, Cd, Mg, and Be as acceptor
impurities. Zinc (p-type) and selenium, tellurium or sili-
con (n-type) are the most common dopants. Hydrogen
selenide H2Se, SiH4, or DETe are used as sources for the
donors, and dimethyl or diethyl zinc (DMZn or DEZn) as
the p-type dopants.

2.5. Defects and Traps

Semiconductor crystals contain three types of defect:
dislocations (or line defects), point defects, and volume
defects (precipitates). Line defects occur as the melt
crystallizes and shortly after solidification, and are
associated with polygonization and slip interactions. The
dislocation density is nonuniform and typically lies in
the range 105–109 m�2. High values of dislocation density

are detrimental to device performance and are extremely
undesirable. Point defects are due to either native defects
or chemical impurities. Native defects are usually asso-
ciated with energy levels deep in the bandgap (known as
deep levels) [15,16]. Chemical impurities often originate
from the crucible or B2O3 encapsulant in LEC material
and may include Si, C, or B. Other unwanted impurities,
including Fe, Mg, Mn, S, Se, Te, and Zn, may also be found
at concentrations of up to 1021 m� 3. Impurities, such as
Cr, may be added to increase the resistivity of the semi-
insulating material, with densities in the region of
1019 m� 3. Volume defects are often found in association
with dislocations. Hexagonal precipitates of arsenic and
GaAs microparticles create volume defects in some cir-
cumstances. Heat treatment of ingots reduces the effect of
volume defects.

Point defects are usually characterized as either elec-
tron or hole traps. A particularly important point defect is
the EL2 deep donor level, common in LEC grown GaAs.
Traps play a key role in producing semiinsulating beha-
vior in GaAs substrates [15]. Semiinsulating GaAs has
intrinsic behavior in addition to high-resistivity proper-
ties, and is remarkably tolerant of small variations in
impurity concentrations, retaining good uniformity
throughout the ingot. It is important to appreciate that
the presence of the deep donor (acceptor) and an excess of
shallow acceptors (donors) are required for semiinsulating
behavior. If these conditions are not satisfied, it is extre-
mely difficult to achieve semiinsulating behavior [15].
In order to significantly reduce the concentrations of
deep traps required to produce semiinsulating material,
the concentrations of shallow donors and acceptors
must be reduced, requiring material of very high chemical
purity. In the case of bulk material, this is most easily
achieved for LEC bulk material where the dominant
shallow levels are acceptors, possibly due to Zn, Mg, Be,
and carbon introduced in the growth process. These
compensate the deep donor EL2. Bridgman material
tends to be n-type, probably attributable to silicon intro-
duced during growth. Semiinsulating material can be ob-
tained from Bridgman by adding acceptors to compensate
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the deep-level EL2 or adding chromium to introduce a
deep acceptor, which, along with compensation with ex-
cess shallow donors, behaves in a manner analogous to
EL2 [15].

Semiinsulating GaAs substrates (undoped and lightly
Cr-doped) are often characterized using only one or two
deep level traps: the EL2 midgap trap around 0.72 eV,
dominant for LEC undoped substrates, and a shallower
trap with an activation energy of approximately 0.39 eV.
The EL2 level has been found to have an emission time
constant that has a strong dependence on electric field
[17]. The ionisation of the EL2 level produces an ionized
EL2 center and an electron in the conduction band.
Spectra associated with hole-type trap behavior have
been observed bulk GaAs substrates [18].

The presence of the EL2 level, located near the middle
of the bandgap, is essential to avoid nonuniformity and to
ensure semiintrinsic behavior. The presence of the EL2
level and its concentration in GaAs ingots is dependent on
the melt stoichiometry, and is minimized by having a
slightly arsenic-rich content. The arsenic atom fraction
in the melt stoichiometry during growth of the ingot
determines whether the material is semiinsulating, for
fractions in the range 0.475–0.535 with resistivity typi-
cally above 105O �m, or whether it is p-type in behavior for
fractions in the range 0.43–0.47 with resistivities of the
order of 10� 2O �m. The association of semiinsulating
behavior with the EL2 level suggests that the electrical
properties of the material are due to the deep donor EL2
level and additional residual compensating acceptors,
such as carbon.

A comprehensive survey of electron and hole traps was
published in Refs. 18 and 19, in which over 33 electron and
22 hole trap levels were tabulated from various sources. It
was suggested that some of these observations related to
the same traps levels in differing materials. Even so, if this
is the case, over 20 separate electron and 11 separate hole
trap energies exist. A number of different transient spec-
troscopy methods have been developed to characterize
traps in GaAs; the most commonly used is deep-level
transient spectroscopy (DLTS) [10]. These include vol-
tage-pulsed stimulated current and capacitive DLTS
[e.g., 18,20], thermally stimulated current and capaci-
tance techniques TSC, TSCAP [e.g., 21], and optically
stimulated methods.

The presence of traps in active-device structures can
have a profound effect on their transient electrical beha-
vior. Many III–V devices suffer from adverse transient
effects such as ‘‘gate and drain lag’’ in FETs, where the
drain current responds with a transient of typically many
hundreds of microseconds in response to a step excitation
in the gate or drain voltages, respectively. The origin of
these effects is associated with combinations of surface,
bulk, and substrate traps. Surface traps, which are re-
sponsible for surface charge, play a particularly important
role in determining the transient response of planar
devices such as FETs. The transient behavior of these
traps gives rise to dispersion phenomena in the drain
current, transconductance, output resistance, and gate–
drain capacitance. Surface charge can also have a
profound impact on the breakdown voltage of these

transistors (which can consequently be a time-dependent
phenomena). Ladbrooke [22] provides a detailed insight
into the impact of surface charge effects and dispersion in
III–V MESFETs.

2.6. Substrates and Wafers

Although doped (and unintentionally doped) substrates
were commonly grown in the past, for vertically oriented
devices such as diodes, today the majority of substrates
are semiinsulating. In 2003 over 13 million III–V sub-
strates were manufactured worldwide. The rapid growth
in III–V technology demand over the period 2001–2006 is
expected to see a threefold increase in substrate supplies
with a shift to increase wafer diameter [23].

As in all semiconductor technologies, wafer diameter
plays a key role in the economics of manufacturing III–V
devices. Since it is proportionately cheaper to fabricate
devices on larger wafers than on smaller wafers, there
has been a progression over the years from 1-in.-diameter
wafers through to the current 6-in.-diameter wafers
used for GaAs technologies. Up until 2000, 3- and 4-in.-
diameter wafer processes dominated the industry.
However, with the successful introduction of 6-in. semi-
insulating substrates and associated epitaxial processes
(MBE initially, followed by MOCVD), by 2004 there
were over 10 large-scale 6-in. fabrication facilities world-
wide, gradually displacing the less cost-effective smaller
diameter fabrication facilities. This migration to larger
wafer sizes can be compared with the movement from
2- through to 12-in.-diameter silicon wafers. The prospect
of larger-diameter wafers for GaAs needs to be considered
in the context of the level of demand and return
on investment in the fabrication equipment as well
as the fact that boules of GaAs have a density of
more than double that of Si, presenting substantial chal-
lenges for growing boules for wafers of over 150 mm (6 in.)
diameter.

Generally speaking, in applications where very low
defect densities are required (e.g., laser diodes), or for
more specialised materials, smaller diameter wafers are
used. For example, at the time of writing high-quality
GaN is usually grown on 2-in. wafers, and while GaAs is
well established on 6-in. wafers, InP technology is still
based on 3-in.- and more rarely 4-in.-diameter wafers.
Continual improvements in epitaxy have led to dramatic
improvements in defect density and epitaxial wafer qual-
ity, and this is reflected in the impressive yields, of over
95%, which can be achieved routinely on 150-mm (6-in.)-
diameter GaAs wafers [24].

The quality of substrates and epitaxial layers is exam-
ined using a range of material characterization techni-
ques, including X ray, photoluminescence, SEM/EDAX,
and classical Hall mobility and sheet resistance measure-
ments. In the case of epitaxial layers, the aim is to
determine layer thicknesses, uniformity, surface morphol-
ogy, chemical composition, carrier mobility, Hall factor,
defect density, doping profile, and sheet carrier densities.
A wide variety of techniques are used and cannot be
covered in this article; the reader should consult Refs. 10
and 25. Surface and layer analysis is performed using a

III–V SEMICONDUCTORS 5245



range of spectrometry systems, including X-ray spectro-
scopy, secondary-ion mass spectrometry, Auger electron
spectrometry, and X-ray photoelectron spectroscopy. De-
fect density and trap density and type are investigated
using X-ray spectrometry systems, supported by DLTS.
Sheet resistance and Hall mobility are often determined
using van der Pauw measurements, based on Schottky
gate patterns [26] and magnetoresistance measurements
[27]. The doping density and in some cases the doping
profile is determined for bulk doped materials, using tests
such as C–V profiling, or evaluation from a combination of
C–V and I–V data on long-gate length FETs. In the case of
heterostructure layers, such as those used in HEMTs, the
material is also characterized in terms of its sheet carrier
concentration.

3. CARRIER TRANSPORT PROPERTIES

The carrier transport properties of materials determine
a material’s electrical behavior. The key properties
that characterize carrier transport in semiconductor ma-
terials are the mobility and velocity of the electrons
and holes, which are dependent on the scattering mechan-
isms in the particular material. The main scattering
processes, which influence the mobility of electrons and
holes, are acoustic phonon, nonpolar optical mode, polar
mode, and ionized impurity scattering. Ionized impurity
scattering dominates at low temperatures (o100 K). Alloy
scattering is a limiting process at room temperature in
some material systems, such as in AlGaN/GaN used in
HEMTs. The bulk electrical conductivity is then expressed
in terms of the mobilities and carrier densities in the
bulk material. The low field mobilities of electrons and
holes are a strong function of lattice temperature, carrier,
and doping density. The transport properties have funda-
mental dependence on the electric field within the
device structure, and are further modified by nonequili-
brium behavior in small-scale structures, where rapid
changes in the electric field can occur quickly changing
the energy of the carriers leading to ‘‘hot’’ carrier trans-
port phenomena.

The mobility in III–V semiconductor samples is nor-
mally determined from Hall effect measurements [5],
where bulk samples of the material are characterized
under the influence of a strong magnetic field. The hole
mobility mp for p-type material in a small electric field is
determined from the Hall mobility mH according to the
relationship,

mH¼ sRH¼ rHmp

where s is the conductivity, RH is the Hall constant, and rH

is the Hall factor, which tends to unity for strong magnetic
field conditions (Bmpb1). Similarly for electrons mobility
mn for n-type material in a small electric field is deter-
mined from the Hall mobility mH according to the relation-
ship

mH¼ sRHj j ¼ rHmn

where the Hall factor rH is close to unity for strong
magnetic fields and greater than 1 for medium or
weak magnetic fields. Electron and hole mobilities are
strongly temperature-dependent, showing approximately
(300/T)2.3 behavior above 100 K for GaAs. Below 70 K
ionized impurity scattering reduces the mobility with
decreasing temperature. Mobilities are also a function of
carrier density. Typical values of hall mobility for p-type
GaAs are in the region of 0.04 m2 V�1 s�1 for hole den-
sities below 1022 m� 3, falling to 0.005 m2 V�1 s� 1 for
densities above 1025 m�3. The Hall mobility of the elec-
trons in GaN/AlGaN HEMTs at 300 K has been found to be
as high as 0.14 m2 V� 1 s� 1 in high-quality material for
sheet carrier concentrations of 1017 m�2.

The electron and hole drift velocities are defined
by the product of the mobility and electric field
E. Hence, for electrons, the drift velocity vd is given by
mnE. In the case of low doped n-type GaAs mn is in the
region of 0.8 m2 V� 1 s� 1 at 300 K for low values of electric
field. At low values of electric field the velocity increases
with increasing electric field. However, as the electric
field increases and the electrons gain energy, the mobility
decreases slightly. Increasing the electric field still further
results in the most energetic electrons transferring
from the central G valley to the first satellite valley
X, which has a higher effective mass and reduced mobility.
Eventually, a value of electric field is reached where
the velocity attains a peak value, in the region of
2� 105 m/s for GaAs. Beyond this value the drift velocity
decreases with increasing electric field, asymptotically
approaching the saturated value of 7� 105 m/s at
very high values of electric field. The steady-state
electron velocity–electric field characteristics for several
III–V semiconductors compared with silicon at 300 K
are shown in Fig. 8 [28–32]. The region of negative-
differential mobility beyond the peak velocity in each
characteristic, where the velocity decreases with increas-
ing electric field, is due to the transferred electron effect
where electrons are transferring from the high-mobility
central (G) valley to the low-mobility satellite (X) valley
in the energy band structure. This phenomenon can
give rise to oscillations in samples of InP and GaAs, and
forms the basis of the Gunn diode (transferred electron
device) [5].

The transient (nonequilibrium) carrier transport prop-
erties of semiconductors may be markedly different from
their steady-state (equilibrium) characteristics [33,34]. In
the case of many III–V semiconductors, the change in
velocity experienced by electrons entering a high-electric-
field region can lead to a phenomenon known as ‘‘velocity
overshoot,’’ where the electron is accelerated in the elec-
tric field, rapidly gaining energy, to a velocity significantly
higher than the peak steady-state value, for a short
interval (usually less than 0.1 ps). In the case of GaAs
the transient velocity of these hot electrons may reach
values in excess of 5� 105 m/s over a short distance
(o0.1mm) until scattering, energy, and momentum re-
laxation lead to a reduction in velocity that subsequently
approaches the steady-state value over a short interval in
time and distance [33,34]. Velocity overshoot in III–V
devices can enhance their high-frequency performance
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and is significant for short-gate (submicrometer)-length
FETs.

The conductivity of semiconductors is given by

s¼snþ sp¼qðnmnþpmpÞ

where n and p are the electron and hole densities (n0,p0 for
intrinsic condition). In the case of GaAs doped with
shallow donors or acceptors, the ratio of n/p is far from
unity at 300 K, and the conduction is essentially unipolar
depending on the dopant type. GaAs can be engineered to
achieve a high value of resistivity, close to the intrinsic
state, by the use of chromium doping, which introduces
EL2 centers (see Section 2.5), creating semiinsulating
GaAs. The room temperature resistivity of semiinsulating
GaAs is typically in the range 103–107O �m, which makes
an ideal substrate for integrated circuits.

4. PROCESSING AND DEVICE FABRICATION

The fabrication of semiconductor devices using either
semiinsulating wafers with ion implantation of epitaxial
layered wafers requires several stages of lithography,
selective etching, deposition, and passivation, finishing
with die separation, final test, and packaging. It is not
possible to provide a detailed description of processing in
this article, but an outline is a useful aid in understanding
the design constraints and properties of the finished
semiconductor devices. Williams provides a useful intro-
ductory text for GaAs processing [11].

4.1. Lithography

One of the most fundamental elements of device proces-
sing is the definition of the active and passive regions of
the device, electrical contacts, bondpads, implantation
regions, passivation areas, and interconnecting lines.
This process of transferring patterns, made up of geo-
metric shapes, to a thin layer of radiation sensitive
material (resist) deposited on the surface of a semiconduc-
tor wafer is known as lithography. The resist is usually

deposited on the wafer by spinning a few drops of resist
fluid into thin film at very high speeds, on to the surface of
the wafer. The resist is then patterned (exposed) using
photolithography, ultraviolet light lithography, electron-
beam lithography, or in special cases X-ray or ion-beam
lithography. The resist is then developed, selectively
removing either the exposed or unexposed areas. The
remaining pattern is then used to define areas for etching,
deposition, or implantation. The resists are classified as
either positive or negative depending on whether the
exposed region is removed (positive) or whether the un-
exposed regions are removed (negative). An additional
technique is based on image-reversal, which can provide
enhanced resolution, which is particularly useful for sub-
micrometer photolithography.

The photolithography techniques used in III–V proces-
sing include contact printing, proximity printing, projec-
tion printing, and stepping. Contact printing, which is
frequently used for initial research development and for
backside processing, is a straightforward process where
the mask is aligned on the wafer and the resist exposed
using a beam of ultraviolet light. Resolutions down to the
region of one micrometer are possible as a result of the
direct contact between the mask and the wafer. The two
main disadvantages of this approach are (1) abrasion of
the mask through direct contact, which reduces mask
lifetime, and (2) runout due to any lack of planarity
between the mask and wafer, preventing contact. Runout,
due to curvature in either the mask or wafer, results in
misalignment in areas of the pattern. Contact printing
systems are significantly lower in cost than steppers or
other precision lithography systems. Proximity printing
places the mask in close proximity to the wafer, but avoids
direct contact. Diffraction at edges in the pattern produces
a slightly blurred image. This technique cannot achieve
high resolutions and is not widely used in modern fabrica-
tion processes.

Optical steppers are the mainstay of silicon fabrication
and are becoming widely used in III–V fabrication. The
mask consists of the patterning for device and integrated
circuit designs and is known as a reticule. The reticule is
projected onto the wafer, which has previously been coated
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in resist. A typical reticule is 20� 20 mm. Many reticule
patterns can be accommodated on a wafer. After the first
reticule pattern is exposed, the wafer is moved very
precisely and a second image is created. This process
repeats across the wafer until the whole wafer is exposed.
This step and repeat process is well established and is
precisely indexed to allow multiple mask sets to be used,
achieving precise alignment between layers. Steppers
normally allow reduction of the reticule pattern on the
mask by factors of 5 or 10, although in some circumstances
unity reduction is used. Steppers achieve optical imaging
using either lenses (refractive optics) or mirrors (reflective
optics). The limitations of the optics are constrained by
diffraction, where the optical surfaces must be accurate to
within a quarter-wavelength. Steppers achieve a highly
repeatable pattern, where any runout or misalignment is
generally confined to the reticule. As a result, steppers
have become established as a key element of high-yield
processing, producing very-high-quality, highly repeatable
lithographic patterning. Contemporary steppers for III–V
lithography are available that achieve feature sizes of
0.35, 0.18, and 0.12mm; the cost of the system increases
with increased resolution. Excimer laser (KrF) sources are
used for the high-resolution steppers in the 0.18 mm range.
Even higher resolutions are possible today, but the cost of
the stepper is prohibitive for anything other than very-
high-volume Si applications (microprocessors and mem-
ory). More recently there has been increased interest in
using phase-shifting masks [35], which improve optical
resolution by using interference to cancel diffraction ef-
fects. Steppers are available for 3, 4, 6, 8, and 12 in. wafer
sizes.

Electron-beam (e-beam) lithography is widely used in
III–V processing, as a means of both precisely patterning
the masks used in photolithography and directly exposing
(direct writing) patterns on wafers. Submicrometer gates
were first written on GaAs using e-beam systems,
although more recently, gate lengths above 0.35 mm are
more routinely written using steppers, and it can be
expected that 0.25- and 0.15-mm gates will in due course
be written using steppers. At the heart of e-beam systems
is the electron gun, which operates continuously, and
beam-blanking plats that turn the beam on and off. The
beam is moved over the surface of the wafer, within the
scanned region, using deflection coils. The wafer is coated
in a resist such as polymethylmethacrylate (PMMA). The
wafer is positioned using a precision mechanism to move
from one scanning field to the next. The pattern is
generated in e-beam systems using computer controlled
raster or vector scanning techniques. Electron-beam sys-
tems can achieve very high resolutions (currently below
70 nm), excellent registration, and great flexibility and do
not require masks. Wafer flatness is not a problem for e-
beam systems as they have a greater depth of field than do
steppers. However, the throughput of e-beam systems is
significantly slower than steppers at present. Also, on
larger wafers e-beam systems can suffer from degradation
of alignment accuracy, especially toward the edge of the
wafers, away from the initial scanning fields. E-beam
systems for III–V processing are available that will handle
wafer sizes up to 6 in. (150 mm).

III–V processing has a number of significant differences
to silicon device fabrication and in some respects is
simpler — generally requiring fewer steps for monolithic
microwave integrated circuits (MMICs) than for silicon
ICs. A key stage in semiconductor device fabrication is the
metal patterning, where, following evaporation of the
required metal, the unwanted metal regions are removed.
The metals used with silicon processing (typically Al) are
usually fairly easy to etch, whereas the metallization
schemes used in III–V processing (frequently TiPtAu,
AuGeNi) are often difficult to etch. In silicon, this is
achieved by depositing the metal first and then coating
the metal with resist and lithographically defining the
pattern. The unwanted metal, which is not protected by
resist, is then removed by etching after developing the
resist pattern. The resist is then removed using a solvent.
In the case of III–V semiconductors a process known as
‘‘lift-off ’’ is normally used, where the resist pattern is
produced using lithography prior to evaporation of the
metal. The desired metal pattern is then obtained by
removing (‘‘lifting off ’’) the resist (with metal evaporated
on its surface) using a solvent, leaving the metal deposited
on the semiconductor surface in the regions where the
resist was originally removed following the development
stage. The liftoff process is very sensitive to the pattern
defined by the resist and an undercut in the resist profile
is usually used to help define the desired metal regions.

It is convention to include a process control monitor
(PCM) site in the reticule. This important element of the
patterning includes a range of test devices, such as simple
contact structures, transistors, and diodes and if it is a
MMIC, a small range of transmission-line structures
resistors, capacitors, and inductors. The purpose of these
structures is to monitor the key parameters against the
expected values as the wafer goes through each stage of
the processing. This allows the quality of the processing to
be closely monitored and assists in process control and
yield optimization. The PCM sites are usually tested after
each processing stage or at suitable intervals. The PCM
site usually occupies only a small area of the reticule —
often less than 1%.

4.2. Etching Techniques

III–V semiconductors can be etched using either wet- or
dry-etch techniques or a combination of both. Prior to
processing and at stages during the fabrication, it is
necessary to clean the wafer surfaces. Exposure of GaAs
to the atmosphere leaves an oxide layer on the exposed
surface of the material, which can be 50 Å thick, which is
removed using a highly diluted acid such as HCl. Highly
pure deionized water is used extensively in processing to
avoid contamination. Wet and dry etchings are used as a
means of forming patterns and defining features in the
surface of the semiconductor wafer, and for polishing (e.g.,
after thinning of wafers during backside processing).

Wet etching techniques have been established since the
early days of fabrication and normally have the properties
of providing selective and preferential etching depending
on the crystallographic orientation of the wafer. In the
case of Si, this allows distinctive etching that is exploited
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in MEMs, and, for example, allows ‘‘V’’ grooves to be
readily defined. Etching of III–V compounds is usually
crystallographic, and key features and critical dimensions
can be defined by ensuring proper alignment with the
lattice planes. In the case of GaAs, (111) Ga faces etch up
to 5 times slower than do (1 0 0), (11 0), and (111) As faces.
Wet etches are categorized either as electrolytic or none-
lectrolytic. Electrolytic etches require an electrical contact
to the wafer and in the case of GaAs have an anodic
oxidation mechanism. One advantage of electrolytic
etches is that they can be used to provide accurate
technical depth control. Nonelectrolytic etching rates are
either diffusion or chemical-reaction-limited. Diffusion-
limited etches are generally isotropic and are well suited
for polishing wafers after mechanical grinding. Chemical-
reaction-limited etches are often anisotropic are particu-
larly suitable for defining patterns. Wet etches generally
contain an oxidizing agent, such as Br2 or HNO3, a
complexing agent, such as NH4OH, NaOH, HC, citric
acid, or H2SO4 and water. The complexing agent ensures
that the relatively insoluble oxidized layer is dissolved in
the water. The etch is chosen to remove areas of the wafer
that are not protected by the exposed resit pattern.

Dry etching techniques have become increasingly pop-
ular for use in III–V device fabrication in more recent
years. They are widely used in III–V processing to produce
recesses (e.g., single- and double-gate recesses), mesas for
isolation, and via holes through the substrate that are
metallized to connect the top surface to the metallized
back surface of the wafer. These reactive plasma etching
techniques have several important advantages over wet-
etch methods, including better directional control of the
etch and improved anisotropy of the etch. Specifically, the
laterals etch rates in plasma etching are very low indeed,
preventing undesirable undercutting of the resist pattern.
Dry etching utilizes an ionized gas to achieve plasma-
driven chemical reactions or use highly energetic ion
beams to remove material that is not protected by the
resist pattern. Dry etching can be classified as plasma
etching, reactive-ion etching (RIE), ion milling, or reac-
tive-ion-beam etching (RIBE). Inductively coupled plasma
etching is also widely used in III–V device fabrication.
Control of the plasma by varying the system electrode
configuration, gas composition, pressure, and bias vol-
tages allows the characteristics of the etching process to
be tailored to the particular semiconductor material and
the required shape of the etched region.

Plasma etching systems often use chlorine, HCL, PCl3
as sources of chlorine ions. O2 and Ar are often added.
CH4/H2 systems have been used for InP and GaAs. The
system itself in its basic form consists of two parallel
plates with a DC and RF ionizing source (100–600 V at
13 MHz) attached to the top plate and the wafers clamped
to the lower water-cooled plate. The plasma is formed
between the plates and energetic ions perpendicularly
impact the surface of the exposed semiconductor material.
The resist prevents the ions penetrating the unexposed
surface of the semiconductor. Plasma etching can give rise
to radiation damage and in some circumstances leaves
residues that require subsequent removal (often using a
light wet etch). RIE is in many ways similar to plasma

etching, with the reactive species generated from the
plasma, but with greater directionality of the ions. RIE
systems typically operate at low pressures and the sub-
strates are mounted on the powered electrode. Reactive-
ion etching is usually used to etch GaN/AlGaN because of
the difficulty in finding suitable wet etches. BCl3/Ar is
found to produce surfaces smoother than those obtained
with Cl2/Ar for GaN/AlGaN. Finally, the electrodes them-
selves are often asymmetric with the chamber forming the
grounded electrode. In RIE the semiconductor is etched
through a combination of chemical reaction and sputter-
ing. Similar ion species can used to plasma etching, but a
smoother surface is obtained using H2, BCl3, or CCl3F.
Again O2 is added to CCl3F and CCl4 to increase etch
rates, and Ar to increase anisotropy.

Ion-beam milling is a high-energy (B1000 eV) etching
process, where inert ions (Ar) are allowed to impinge on
the target substrates in a uniform beam. Ion-beam milling
can achieve relatively high resolutions, and can be used to
define structures smaller than 0.01 mm. It is a highly
anisotropic process, and the profile of the etched sidewall
can be determined by positioning the relative angle of the
substrate and by using shadow masking. Ion-beam milling
can be used to etch metals, including Ti, Pt, and Au
metallization layers and will etch materials that are
challenging for plasma or wet-etch systems. The main
disadvantages are damage from ion bombardment, poor
sensitivity, and redeposition of materials. Focused ion-
beam etching can be used to define small-scale structures.
The final dry etching process, reactive-ion-beam etching
(RIBE) takes advantage of both chemical reaction and ion
bombardment to etch material. Unlike ion beam milling it
uses a reactive gas although the etch characteristic are
very similar. Redeposition of the etched material is
avoided in RIBE by using a vacuum removal system.

4.3. Deposition and Metallization

It is usually necessary to provide insulating coatings on
the surface of semiconductors at various stages in proces-
sing, either to planarize the surface for additional proces-
sing (e.g., metallization) or as a dielectric for capacitors in
integrated circuits, or as a passivation to protect the
surface of the semiconductor. The type of materials de-
posited can be either inorganic, such as silicon nitride or
silicon dioxide, or organic, such as BCP. Plasma-enhanced
chemical vapor deposition (PECVD) techniques, which use
RF excited plasmas, are often used to deposit these films,
as they can achieve this at relatively low temperatures
(typically 250–3501C). This low temperature capability is
very important for III–V processing, where higher tem-
peratures would lead to changes or decomposition of the
semiconductor material. PECVD films are amorphous,
and the density and quality of the material depend
strongly on growth conditions. In particular, the frequency
of the RF stimulated discharge, which may lie between
50 kHz and 13 MHz, directly influences the stress in the
film (the higher the frequency, the lower the compressive
stress). PECVD layers are usually deposited in thickness
between 1000 Å and 1 mm, with growth rates typically of
the order of 300 Å/min.
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Plasma deposition is usually carried out in either a
planar (parallel-plate) or barrel (tubular) reactor. The best
uniformity is achieved in radial flow planar reactors,
where the substrates are positioned on the lower electrode
of the two parallel plates. Deposition is performed under a
vacuum to minimize contamination, and a wide variety of
highly reactive chemical species are used, including chlor-
ine, fluorine, hydrogen, oxygen, silane (SiH4), and ammo-
nia. Silicon nitride, which is one of the most frequently
used insulating materials, is often deposited using electron
cyclotron resonance systems, which operate at 2.45 GHz.

Silicon nitride Si3N4 is used widely in III–V processing
as a dielectric layer in capacitors, an encapsulant (to
prevent diffusion) or for passivation to protect the surface
of the semiconductor or die from the environment. It is
normally grown using silane as a source of silicon and
ammonia (or nitrogen in some cases) as the nitrogen source.
The silane is mixed with an inert gas (argon). The dielectric
constant of the amorphous silicon nitride is a function of
film thickness and silane concentration. The film thickness
dependence is due to the impact of stress and nonuniform
growth of the layer. Thin films (below 1000 Å) can achieve
relative dielectric constants of up to 11, whereas thicker
films typically have dielectric constants in the region of 8.
Silicon dioxide has a lower dielectric constant than silicon
nitride and is often used as a spacer layer in metal cross-
overs to minimize parasitic capacitance. Again, silane is
usually used as the silicon source, and the oxygen source is
selected from CO, O2, or N2O.

Some III–V processes utilize aluminium nitride as an
insulator or passivation layer. AlN for these purposes is
grown either by sputtering, vapor phase, or MBE. Single-
crystal films may be grown at temperatures in the region
of 11501C, although amorphous AlN films can be grown at
lower temperatures or using plasma CVD. Other dielectric
films such as silicon oxynitride are used in some circum-
stances.

The final element in processing is the provision
of metallization on the surface of the semiconductor to
act either as contacts or interconnections. Two types of
metal–semiconductor contact can be fabricated in III–V
devices: ohmic contacts and Schottky contacts. Ohmic
contacts have the property that they possess very
low resistances across the metal–semiconductor interface,
while Schottky barrier contacts have a more complex
rectifying contact behavior, representative of a diode,
where in reverse bias the interface demonstrates very
high resistance (ideally no current flow) and capacitance
associated with the charge developed in the depletion
region below the contact. In contrast in forward bias, the
interface behaves likes a diode, with the potential for
significant current flow, but only supporting relatively
low forward voltages across the interface. In addition to
the contacts, first- and second-level metallization is used
to interconnect the various elements of the active devices,
and circuits, where the metal is chosen to possess high
conductivity, excellent adherence, and conformal coating,
coupled with compatibility with the Schottky and ohmic
contacts. Additionally, via holes that connect between
levels or between the top and backside metallized surfaces
of the substrate.

Schottky contacts can be formed with III–V semicon-
ductors using sputter or evaporation deposited multi-
player metal contact structures such as TiPtAu, TiW,
TiWSi, Pt, Al, WSi, Wal, and TiPdAu. Metal silicides,
such as tungsten silicide, widely used in silicon VLSI,
can achieve low contact resistances for III–V devices when
annealed at high temperatures and may be deposited
using RF cosputtering. Schottky contacts on AlGaN can
be achieved using Ni/Au. The barrier height of the
Schottky barrier varies with the semiconductor material
composition, crystal orientation, and the contact metal. In
the case of GaAs and gold, for example, the barrier height
varies from 0.82 eV for (1 0 0) orientation to 0.97 eV for
(11 0) crystal orientation at the interface [36]. The range
of barrier height for Schottky contacts on several III–V
binary semiconductors is shown in Table 3 [5,36,37].

Ohmic contacts are formed with III–V semiconductors
using nþ or pþ layers immediately below the contact
metallization. Very high doping levels above 5� 1024 m�3

are used with multilevel metal-alloyed contacts. In the
case of GaAs, alloys based on Au or Ag are popular choices.
In the case of contacts made on p-type material, zinc is
usually added to the alloy, which acts as a dopant in the
semiconductor. In the case of n-type contacts germanium
and tin are used in the alloy. AuGeNi contacts provide
among the lowest contact resistances and high reliability
in III–V devices. Other GaAs metal alloy ohmic systems
include Au-Zn, Au-Zn-Sb, Au-Be, and Au-Be-Ni. Ohmic
contacts to InP are achieved using Au-Ge-Ni, Au-Sn, Ag-
Sn-In, In-Zn, Au-Mg, and Au-Be. AlGaAs ohmic contacts
are made with Al, Au-Zn, and Au-Ge-Ni; GaInAs, with Au-
Zn, Au-Sn, and Au-Ge-Ni. Ohmic contacts to AlGaN/GaN
devices are usually made with alloys based on Ti/Al
annealed at 850–8751C. Rapid thermal annealing is
usually employed for ohmic contacts. ‘‘Balling’’ of the
metals on the contact surface can be avoided by including
a thin cover layer of Ni/Au over the Ti/Al prior to annealing
at 9001C. It should be noted that it is hard to form ohmic
contacts to AlGaN when the mole fraction exceeds 33%.

A first-level metal used as part of the interconnection
metallization has the characteristic of good adhesion to
ohmic and Schottky barrier metals. Gold-based alloys are
generally used for interconnection first metallization —
the most common are TiPtAu and TiPdAu, using e-beam
deposition systems. Copper, with its very high conductiv-
ity, which is used with silicon, diffuses in several III–V
semiconductor materials and cannot be used. Aluminum

Table 3. Schottky Barrier Heights for n-Type III–V
Semiconductors

Barrier Heights (eV)

Material Ag Al Au Ni Pt Ti W

GaAs 0.88 0.80 0.90 0.79 0.85 0.82 0.79
GaP 1.20 1.07 1.30 1.27 1.45 1.12 —
AlAs — — 1.20 — 1.00 — —
InAs — — 0.47 — — — —
InP 0.65 — 0.65 — — — —
Al0.14Ga0.86As — 0.90 1.02 — — — —
Al0.32Ga0.68As — 1.09 1.10 — — — —
In0.53Ga0.47As 0.20 — 0.20 0.20 — 0.15 —
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interacts adversely with gold, with high-resistance inter-
metallic products. Silver is very reactive and is rarely used
in III–V devices. First metallization is usually in the
region of 0.5mm thickness. Second-level metallization is
usually based on gold (Ti/Au), due to its low tendency to
electromigration [38] and ability to handle very high
current densities. Airbridges are also formed in the sec-
ond-level metal. Metallization is achieved using sputter-
ing, evaporation of electroplating. An evaporation system
for 150-mm-diameter wafers is shown in Fig. 9. Thicker
layers (41mm) are usually deposited using RF sputtering
systems. Via holes may be plated using either electroplat-
ing or electroless plating (based on gold–cyanide solutions)
or magnetron sputtering or by evaporation of TiAu.

4.4. Backside Processing

The final stage of the fabrication process is backside
processing and die separation. After completing the front-
side with the devices, metallization, contacts, and circuit
elements, the reverse side of the wafer is processed. At
this stage the wafer is usually thinned to its final thick-
ness, which usually lies in the range 30 mm (for high
power) to 150mm (Fig. 10). A mechanical grinding process
is used to remove the bulk of the material, which is then
finished with a chemical etch. If there is a requirement for
via holes to connect the top surface to the backside,
vias will be etched, usually using dry etching techniques
(Fig. 11). If a ground plane is required, the backside is
metallized with gold (as in the case of vias). After comple-
tion of processing, the wafer may be attached to a film
frame to facilitate temporary die retention during the on-
wafer test and die separation processes. The die on the
wafer are then subject to visual inspection and electrical
testing. The process control monitor (PCM) sites receive
their final electrical tests to complete the process data for
the wafer. The die may be probed using DC and RF testing
to determine whether they meet the specification (and
hence determine the final yield). After on-wafer testing
the final stage is to separate the die, which is achieved
using either a diamond scriber (‘‘scribe and break’’) or a

diamond saw. Laser separation techniques are beginning
to appear that also show promise. The die are retained on
the film in preparation for packaging using robotic pick-
and-place instruments.

5. RF AND MICROWAVE DEVICE TECHNOLOGY

III–V RF and microwave devices may be fabricated as
unipolar or bipolar designs. The early interest in GaAs
and InP centred around the properties of these materials
that demonstrated negative-differential resistance as a
consequence of their velocity–electric field relationships.
J. B. Gunn demonstrated microwave oscillations in 1963,
using a simple GaAs two-terminal structure. This phe-
nomena forms the basis of the transferred electron effect

Figure 9. Evaporation system for metallizing semiconductor
wafers.

Figure 10. Cross section of a die, showing thinning of the GaAs
to 30mm and gold metallization of the backside (B10mm). The
FET structure can be seen on the frontside (Filtronic plc).

Figure 11. A via hole etched in a 125-mm substrate and plated in
gold (light color) (Filtronic plc).
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[5], which is characterized by the behavior of the Gunn
diode. GaAs and InP Gunn diodes have found widespread
application as the active devices in microwave oscillators
ranging from 1–100 GHz.

The most common transistor technologies in use
today are based on unipolar field-effect transistor (FET)
or heterojunction bipolar transistor technologies [39,40].
GaAs and Si bipolar transistors were widely used prior to
the advent of higher-frequency FETs [41]. In 1971 Turner
reported a 1-mm-gate-length FET with gain of r18 GHz
[42]. By 1980, GaAs metal semiconductor field-effect
transistors (MESFETs) were established as the device
of choice in microwave low-noise and medium-power
amplifiers, achieving noise figures of less than 1 dB
at 4 GHz and output powers of up to 25 W [43]. Although
MESFETs were employed in oscillator designs, especially
varactor tuned designs, from their introduction in the
mid-1970s [44], relatively poor 1/f noise performance in
early MESFETs led to the continued use of bipolar junc-
tion transistors in low-noise oscillators up to 6 GHz.
The advent of AlGaAs/GaAs high-electron-mobility tran-
sistors (HEMTs), also known as modulation-doped
FETs (MODFETs), in the 1980s with their improved
noise performance displaced MESFETs in low-noise
amplifiers and wider use in oscillators and mixers,
although still with some remaining 1/f noise limitations.
AlGaAs/GaAs heterojunction bipolar transistors (HBTs)
were introduced in the early 1980s, but were not widely
used until the advent of mobile communications and
the widespread development of low-voltage, high-effi-
ciency power amplifiers for cellular handsets. By
2000 pseudomorphic HEMTs (PHEMTs) had become the
established high-frequency transistor, operating at
frequencies up to 200 GHz and achieving noise figures
below 0.2 dB at 2 GHz. HBTs based on AlGaAs/InGaAs/
GaAs, and InGaP structures demonstrating maximum
frequencies of oscillation fmax above 100 GHz, are now
readily available. GaAs-based PHEMTs have demon-
strated high power and high efficiency operation up to X
band [45].The state of the art is now occupied by gallium
nitride transistors, with AlGaN/GaN FETs achieving
power densities above 10 W/mm gate periphery and cap-
able of over 170 W at high efficiencies [46], and power
densities of over 4 W/mm at 30 GHz [47]. Similarly, GaN/
AlGaN HBTs show potential for high-power high-fre-
quency operation and demonstrate high emitter injection
efficiencies.

6. APPLICATION OF TRANSISTOR TECHNOLOGIES

Up until 1985, the MESFET dominated as the preferred
choice of microwave transistor, with some usage of silicon
bipolar remaining for niche applications below 8 GHz (such
as low-noise oscillators). By 1990, the PHEMT had begun
to displace MESFETs for low noise amplifiers, and the
AlGaAs/GaAs HBT had begun to emerge as a candidate for
low-voltage power amplifier applications (such as in the
emerging cellular handset market). Up until this time,
MESFET technology had been dominated by ion-im-
planted designs, utilizing semiinsulating GaAs substrates.
Improvements in epitaxial growth (MBE and MOCVD/
OMVPE) allowed higher performance FETs to be designed,
with improved gain, current, and power handling. By
2000, MESFET technology was being displaced in many
applications by PHEMT and HBT, because of the superior
gain and power handling of these technologies. Never-
theless, the simpler fabrication technology MESFETs re-
mains attractive for low-cost applications where the
performance is undemanding. At the present time, HBTs
are the most common choice for power amplifiers in
cellular handsets, while PHEMTs power FETs are being
introduced in many microwave and millimeter-wave power
amplifier applications and are even challenging silicon
LDMOS in some specialized applications at 2 GHz. By
2006 GaAs-based HEMTs are expected to be found in
over 35% of microwave applications, while HBTs provide
another 30%, with MESFETs falling to around 20%.

The maximum electric field sustainable before the
material breakdown determines the maximum voltage
sustainable across the device, which in turn directly
influences the power handling of the device. The electron
and hole mobilities impact the resistivity, frequency limit,
and current handling (and thus power handling) of the
device. The saturation velocity determines the current
handling and frequency limitations. The thermal conduc-
tivity limits the temperature of operation and thus the
power-handling and frequency limits. Table 4 lists these
parameters for a range of semiconductors used or poten-
tially available for power devices. The potential for newer
materials such as GaN, SiC, and diamond is still being
evaluated. It should be noted that the reported data for
more recent materials varies in the literature. The John-
son and Baliga figures of merit are frequently used to
compare the potential of materials for power device appli-
cations [48,49]. Baliga’s figure of merit is a measure of the

Table 4. Material Properties for Power Devices at 300 K

Property GaAs InP GaN Si 4 HSiC Diamond Units

Energy bandgap 1.42 1.34 3.44 1.12 3.26 5.47 eV
Relative permittivity 12.8 12.6 9.5 11.8 10.1 5.7 —
Breakdown field 48 53 330 31 300 2000 MV/m
Electron mobility 0.86 0.54 0.15 0.15 0.08 0.28 m2 V� 1 s� 1

Hole mobility 0.04 0.02 0.02 0.04 0.01 0.20 m2 V� 1 s� 1

Saturation velocity 0.8 0.8 1.3 0.9 2.0 2.7 �105 m/s
Peak velocitya 2.1 2.3 2.6 1.0 2.0 2.7 �105 m/s
Thermal conductivity 46 68 130 150 490 2200 W m�1 K� 1

aNontransient (steady-state).
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ON resistance of the drift region of a transistor (usually
applied to vertical FETs) [50]. The Johnson figure of merit
(JFM) is a measure of the ultimate high frequency cap-
ability of the material and is given by the product of
critical breakdown field EBr and saturated electron drift
velocity vsat:

JFM¼
EBrvsat

2p

� �2

The Johnson figure of merit is shown for a range of power
semiconductors in Table 5. It should be noted that prac-
tical limitations encountered in fabricating power transis-
tors limits the actual performance of devices, although the
more mature technologies of Si and GaAs can approach
these limits in some applications. InP has demonstrated
excellent performance in applications, including MMICs,
above 100 GHz, although it is still mainly applied to small-
signal transistor applications and a limited range of
relatively low-power millimeter-wave devices such as
Gunn diodes (75 mW at 94 GHz).

7. APPLICATIONS AND MARKETS FOR MMICs AND
DIGITAL ICs

Historically, the market for III–V integrated circuits grew
steadily up until 2000, without the cyclical behavior often
seen in the silicon digital IC market. In 2000 over $2
billion MMICs and digital GaAs ICs were sold and despite
the technology recession observed in 2001/02, the market
for these products is expected to grow to over $4 billion by
2006. Wireless communications represented over 70% of
this market in 2000, but by 2006 this is expected to fall to
around 60% as the use of MMICs in automotive applica-
tions increases. Interestingly, despite the intense interest
in optoelectronics, the total share of the GaAs IC market
in this application (for modulators, switches, driver ICs,
detectors, and high-speed processing) is not expected to
exceed 12% in the foreseeable future (indeed, its market
share fell to 8% in 2002). Although digital GaAs was
originally seen as a major growth element of the industry
in the late 1990s, the collapse in the optoelectronic market
in 2000 and the increase in CMOS Si and SiGe capabil-
ities, have seen the GaAs largely displaced for digital
applications below 2.5 Gbps. Analogue applications now
dominate for III–V MMICs with increased usage in mobile
terminal products (cellular handsets, personal digital
assistants wireless LANs, etc.), principally for power
amplifiers and low-loss RF switches (Fig. 12). The emer-

gence of automotive radar applications has led to forecasts
of significant growth for chipsets at 17, 24 and 77 GHz,
possibly reaching 5 million chipsets per annum by 2007.
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TRANSCEIVERS

FRANCIS DOMINIQUE

Lucent Technologies

1. COMMUNICATION SYSTEMS

The ability of electromagnetic radiation to provide almost
instantaneous communication without any interconnect-
ing wires has been a major factor in the explosive growth
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of mobile communications, especially cellular and person-
al communications during the latter half of the twentieth
century. The vacuum tube made the radio practical and
affordable during the earlier half of the twentieth century.
The invention of the transistor and highly complex yet
cheap integrated circuits have allowed the development of
ever complex digital communication systems that operate
quite close to theoretical limits on channel capacity, spec-
trum efficiency, and so on.

The word transceiver is actually a combination
of two words, transmitter and receiver. Figure 1 shows
the block diagram of a general radio transceiver.
Below each system block is a list of some of the popular
techniques used. A modern digital transceiver uses
most, if not all, of the system blocks in Fig. 1. Based
on the direction of information transfer, radio systems
are of three general types: simplex, half-duplex, and
full-duplex systems. A simplex system transmits informa-
tion in only one direction from a transmitter to a receiver.
Examples of simplex systems are commercial audio
and television broadcast systems organized in a star con-
figuration. A half-duplex system is one in which
transmission is bidirectional but only one transmitter at
a time can transmit. A full-duplex or duplex system is one
in which bidirectional communication can occur at any
time. Although all communication systems are either
some kind of simplex or duplex system, a variety of
communications architectures exist dependent on the
end application.

Section 2 points out the important characteristics
of radio transceivers. Section 3 is devoted to the evolution
of transceiver architecture. The characteristics of
various different architectures are discussed in detail.
Section 4 describes the implementation of important
transceiver components with special emphasis on
digital processing. Section 5 concludes by looking at the
future.

2. TRANSCEIVER CHARACTERISTICS

2.1. Radio Transmitter Characteristics

This section details the important characteristics and per-
formance issues for a transmitter.

2.1.1. Out-of-Band Emissions. There are stringent re-
quirements as part of the standards for out-of-band pow-
er emissions. For example, the interim standard IS-54 for
digital cellular radio specifies that power emission in ad-
jacent and alternate channels must be 26 dB and 45 dB
below the mean output power, respectively. Spectral shap-
ing to maintain out-of-band emissions below those re-
quired by the standards is usually achieved through a
combination of baseband pulse shaping, IF/RF filtering,
and proper operation of the radiofrequency (RF) power
amplifier.

2.1.2. Output Power, Distortion, and Efficiency of the
Power Amplifier. In the early days of radio, power was
amplified by vacuum tubes. With the invention of the
transistor, solid state circuits have replaced vacuum
tubes. The power amplifier should provide adequate out-
put power with the least distortion and maximum possible
efficiency [1]. The gain, efficiency, distortion, and power of
the transistors typically used in solid-state power ampli-
fiers depend on the choice of the bias point and the drive
mechanism through the familiar designation of the oper-
ating class (Class A, B, AB, C, or E). The distortion intro-
duced by the amplifier is specified by its AM–AM and
AM–PM transfer characteristics.

The two most important parameters of the power am-
plifier, namely, efficiency and distortion, are incompatible
with one another. Linear power amplifiers provide the
least distortion but have quite large quiescent currents,
resulting in poor efficiency. Nonlinear amplifiers, like
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Class C amplifiers, are highly efficient but cannot be used
for linear modulation because of the distortion introduced
by the amplifier. The type of power amplifier used depends
on the requirements of the modulation used. Constant en-
velope modulation like frequency modulation (FM) can be
amplified with nonlinear Class C amplifiers. However, in
recent years, increasing demand for RF spectrum usage is
forcing the use of spectrally efficient linear modulation
techniques. These signals have a fluctuating envelope,
and nonlinear amplification results in spectral spreading
and intermodulation products. Therefore highly linear
power amplifiers are required. One way to achieve linear
amplification is to back off the amplifier from saturation
and operate in the linear region of its transfer function.
However, such amplifiers have poor dc-to-RF conversion
efficiency. A major challenge in designing a high-power
amplifier is to maintain linearity without compromising
power efficiency [2].

2.2. Radio Receiver Characteristics

This section details the important characteristics and per-
formance issues for a receiver.

2.2.1. Antenna and Input Characteristics. The main
function of a radio receiver is to pick up electromagnetic
radio energy at the antenna and transfer it efficiently to
the processing section of the receiver. The important char-
acteristics of an antenna are its efficiency, impedance, 3 dB
beam width, bandwidth, and gain. Other characteristics
are null-fill, upper sidelobe suppression, and performance
versus specification. All antenna characteristics are func-
tions of the physical antenna dimensions relative to the
operating wavelength. Another important component is
the coupler between the antenna and the input circuit of
the receiver, which typically is a filter or an amplifier.
Maximum energy is transferred if the impedance of the
input circuit matches that of the antenna throughout the
band of interest. Some of the antenna matching problems
in a radio receiver are as follows:

1. The problem of matching the antennas at certain fre-
quencies may be limited by component availability.

2. The impedance of antennas used in mobile applica-
tions or in locations where the environment changes
with time due to foliage or traffic.

The problem of antenna matching is often solved by the
system designer taking into account and compensating for
a range of mismatch losses that might occur in practice.
Other input characteristics that need to be taken into ac-
count are as follows:

1. The input RF circuits may be balanced, unbalanced,
or both.

2. Protection from high-voltage discharges due to light-
ning.

3. Ability to handle high-power cochannel and adjacent
channel transmissions

2.2.2. Gain and Sensitivity. Radio receivers typically
process signals with a wide range of powers. The extent
to which the signals can be received and processed use-
fully depends on the noise levels received at the antenna
and those generated by the circuits within the receiver it-
self. The receiver is also required to produce a certain level
of output power suitable for the application. Receivers are
designed so that the gain is distributed among the various
stages as required. Modern receivers are usually not gain-
limited, and the weakest signal that can be processed is
usually noise-limited. This signal level is known as the
sensitivity of the receiver. A measure of sensitivity is the
minimum detectable signal (MDS), which is the power of a
sinusoidal signal that just equals the noise power at the
intermediate frequency (IF) output of the receiver. MDS
[1] can be expressed in decibels as

MDS¼KTBnF

where K is Boltzmann’s constant ð1:38� 10�20 mW=�KÞ, T
is the reference temperature (typically 2901K), Bn is the
noise bandwidth of the receiver, and F is the noise figure.

2.2.3. Noise Figure. The noise figure compares the total
receiver noise with the noise that would be present if the
receiver generated no noise. This ratio is called the noise
factor F, and, when expressed in decibels, the noise figure
(NF). It is thus a measure of the amount of noise intro-
duced by the circuits within the receiver itself.

F¼
ðS=NÞinput

ðS=NÞoutput

where (S/N) is the signal-to-noise ratio.

2.2.4. Selectivity. Selectivity is the ability of a receiver
to separate a signal at one frequency from signals at other
frequencies. Selectivity is defined as the bandwidth for
which a signal x dB stronger than the minimum accept-
able signal at a nominal frequency is reduced to the level
of that minimum acceptable signal. Two important char-
acteristics are required in establishing the selectivity of a
receiver. One is that the selective components of the re-
ceiver must be sufficiently sharp to suppress unwanted
interference from adjacent channel transmissions and
spurious responses. The other is that the components
must be sufficiently broad to pass the highest frequency
of interest with acceptable gain and phase distortion.

2.2.5. Dynamic Range. Dynamic range is used to indi-
cate the ratio between the strongest and weakest signals
that a receiver can handle with acceptable noise or dis-
tortion. The weakest signal commonly considered is the
minimum detectable signal. This definition is of limited
value especially when the desired signal is surrounded by
other signals with varying signal power. The selectivity of
a receiver provides protection against many of the un-
wanted signals. The strong unwanted signals, however,
can still cause degradation because of nonlinearities in the
receiver chain. Therefore it is important to consider the
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definition of the strongest signal component when deter-
mining the dynamic range of the receiver.

2.2.6. Characterization of Spurious Outputs. A modern
receiver typically has a synthesizer and possibly several
local oscillators, especially if superheterodyne architec-
ture is used. It is possible for these frequencies to interact
and produce spurious outputs without any inputs present.
The following are other sources of spurious signals:

1. Parasitic oscillations in amplifiers because of para-
sitic feedback

2. Intermediate frequency subharmonics

3. Power supply harmonics

2.2.7. Frequency/Clock Generator Characteristics
2.2.7.1. Accuracy and Stability. Modern transceivers

have a frequency synthesizer to which all other local os-
cillators are slaves. Earlier radios had free running oscil-
lators that have largely been replaced by digital
synthesizers because of the superior frequency accuracy,
stability, flexibility, and cost performance of digital cir-
cuitry. Once the synthesizer has been set to operate at a
specified frequency, its frequency must remain unchanged
for a period sufficient for nominal operation despite tem-
perature and environmental changes. Modern transceiv-
ers use temperature-compensated crystal oscillators as
clocks for their digital circuitry. These oscillators typical-
ly are accurate to about 1 part per million. Higher accu-
racies are provided by oven-stabilized crystal oscillators
and rubidium oscillators when sufficient power is avail-
able. In certain applications, such as mobile handsets
where cost and power are at a premium, less expensive
clocks with accuracies of approximately 3 to 10 parts per
million are used.

2.2.7.2. Settling Time. Modern receivers typically span
large frequency ranges and might be required to retune to
a different frequency of operation. Because the frequency
synthesizer used is typically based on a phase-locked loop,
the loop goes out of lock for a short period whenever the
receiver retunes. The settling time of the loop is important
as any loss of lock results in degraded receiver perfor-
mance.

2.2.8. Digital Receiver Characteristics. In addition to
the characteristics previously mentioned, these are other
important characteristics useful for systems using digital
modulation.

2.2.8.1. Eye Diagram. The eye diagram [3], the tradi-
tional way of displaying digital data, is obtained by dis-
playing the received demodulated digital data signal in
successive symbol intervals on top of each other. The eye
pattern provides the following wealth of information:

1. The width of the eye opening defines the time inter-
val over which the received signal can be sampled
without error from intersymbol interference.

2. The sensitivity of the system to timing error is de-
termined by the rate of closure of the eye, as the
sampling time instant is varied.

3. The height of the eye opening at any specified time
defines the margin over channel noise.

2.2.8.2. Bit Error Rate (BER). The BER [1] is the pri-
mary measure of the quality of a digital communication
system. The BER is defined as

BER¼
NE

N

where NE is the number of bit errors and N is the total
number of bits transmitted.

3. RADIO ARCHITECTURES

3.1. Evolution

Radio architectures have remained relatively unchanged
since the invention of the homodyne and superheterodyne
receivers in the early part of the twentieth century. With
the advent of integrated processors during the 1970s and
1980s, there was a migration from analog to digital pro-
cessing in almost every aspect of radio systems engineer-
ing. The only radio system block that survived this
migration was the RF front end, which by its function
has to be analog. However, the basic radio architecture
has remained the same. The word digital in digital radio
has a double meaning. First, it refers to the fact that in-
formation is carried in digital form and second that the
radio uses digital processing to recover the transmitted
signal after it has been downconverted by an analog front
end. The following are the advantages of using digital
processing [1,4]:

1. The repeatability and temperature stability of digi-
tal processing are substantially better than analog
processing.

2. Certain functions that cannot be or are difficult to
implement in analog hardware, such as sharp rolloff
linear phase filters, can easily be implemented with
digital processing.

3. Once engineered, digitally implemented system
functions do not require the tuning or tweaking typ-
ically required in analog systems.

The software radio [5] can be thought of as the next logical
evolution of the digital radio, where software control of
radio functions is pushed as close as possible to the an-
tenna in the conventional digital radio architecture. Here,
the entire RF band of interest is digitized right at the op-
erating RF band by high-speed analog-to-digital convert-
ers (ADCs). The rest of the radio functions, such as
downconversion, equalization, demodulation, and decod-
ing, would be carried out by reprogrammable logic, typi-
cally digital signal processors (DSPs).
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Software radio architecture has the following advanta-
ges over conventional hardwired digital radio architec-
ture:

1. A highly flexible and reconfigurable transceiver can
be implemented.

2. The transceiver can be easily adapted to any partic-
ular environment by changing the modulation, fil-
tering, demodulation, and so on.

3. Because of open architecture, future upgrades can
easily be made without reengineering the entire
radio.

4. Software radio architecture benefits readily from
concentration, where multiple radio channels share
the same RF front end, whereas analog systems
need a separate RF front end for each channel.

Applications that already use or are likely to use dig-
ital/software radio architectures include cellular and per-
sonal communications systems, satellite communications,
digital television, digital audio broadcasting, navigation
and position location systems, and test equipment.

3.2. Transmitter Architectures

The earliest analog radio transmitter architecture was the
direct conversion transmitter. Figure 2 shows the general
block diagram of an analog direct conversion architecture.
Although this architecture is simple, it has the following
disadvantages [6].

1. The analog implementation of precise modulators at
the operating RF is difficult.

2. When used as an analog quadrature modulator, gain
and phase imbalances between the mixers require
compensation because unwanted sidebands are gen-
erated.

3. The filtering required to reduce out-of-band emis-
sions to conform to government-mandated spectral
masks must be carried out completely at the RF

band of interest. Designing high rolloff RF filters
that introduce minimal amplitude and phase distor-
tion across the frequency band of interest is difficult.

The superheterodyne architecture shown in Fig. 3 was in-
tended to overcome some of the disadvantages of the direct
conversion architecture. Here, modulation is carried out
at a low IF. Then the desired signal band is filtered to
conform to the desired spectral mask, and the filtered sig-
nal is upconverted to the desired RF band. The main dis-
advantage of the superheterodyne architecture is that the
one or more IF stages used increase power consumption,
space, and cost.

The advent of digital modulation and digital integrated
circuits has resulted in the ever increasing use of digital
processing in the transmitter chain. Digital processing
can alleviate most of the problems associated with analog
direct conversion transmitters, and as a result there is a
resurgence of interest, especially for low-power mobile
handsets where space and power are at a premium. Fol-
lowing are the advantages of digital architecture [7]:

1. Design and implementation are flexible.

2. Digital implementation overcomes the problems of
gain and phase, dc offsets, and performance drifts in
analog implementations.

3. Multichannel digital IFs especially at base stations
eliminate the multiple analog IF chains required in
analog architecture. With digital upconversion, all
digital IF signals can be combined in a digital sum-
mer and then transformed into a single analog sig-
nal by a digital-to-analog converter (DAC).

4. Manufacturing is reliable.

Some of these combined analog-digital architectures are
shown in Fig. 4.

The advent of software radio architecture will result in
almost complete replacement of the RF system by pro-
grammable digital processing. Figure 5 shows the block
diagram of an ideal software radio. In this ideal architec-
ture, except for the final RF power amplifier and filter, the
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Figure 2. General block diagram of an analog homodyne transceiver.
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analog upconversion chain has been replaced by digital IF
upconversion. Limitations on the maximum sampling rate
by currently available technology, however, permits re-
placing only the first analog IF strip.

3.3. Receiver Architectures

The earliest analog receiver architecture was the homo-
dyne or the direct conversion architecture, as seen in
Fig. 2. The receiver consists of a bandpass filter (BPF)
following the antenna for noise and interference rejection

followed by a low-noise amplifier (LNA). Then the signal is
downconverted to baseband by a pair of analog mixers.
The in-phase and quadrature components are low-pass fil-
tered to remove the mixer products and are demodulated.
Following are the advantages of direct conversion archi-
tecture:

1. Reduced hardware complexity as there are no IF
stages

2. No image frequencies
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Figure 3. General block diagram of an analog superheterodyne transceiver.
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Following are the disadvantages of the direct conversion
receiver, especially with an analog implementation:

1. Amplitude and phase mismatches between the mix-
ers distort the signal.

2. Sharp rolloff analog low-pass filters (LPF) also dis-
tort the desired signal.

3. Carrier leakage, 1/f noise in the mixers, and bias in
the filters all contribute to an unpredictable time-
varying dc offset in the recovered signal.

4. All signal amplification has to be done at the carrier
frequency. Building high-gain RF amplifiers at such
high frequencies is difficult and expensive.

5. Carrier recovery for coherent reception has to be
carried out at the carrier frequency. Precise control
of high-frequency oscillators is difficult.

The superheterodyne receiver shown in Fig. 3 was devel-
oped to alleviate some of the disadvantages of the direct
conversion receiver. In this architecture, the RF signal is
downconverted to an intermediate frequency before being
downconverted to baseband. This is known as the single
IF stage superheterodyne receiver. Various versions of
this general architecture with multiple IF stages have
been developed. The most common version is the dual IF
stage architecture. Following are the advantages of su-
perheterodyne architecture compared with the direct con-
version receiver:

1. Most of the signal amplification is done at relatively
lower IFs, where it is easier to build high-gain am-
plifiers.

2. Automatic frequency control is usually carried out at
the lower IFs and hence is easier to implement.

With the advent of digital modulation, high-speed ADCs,
and digital integrated circuits, digital processing started
to replace segments of the analog receiver architecture
especially in demodulation and baseband processing. This
led to the development of digital radio architecture. Both
direct conversion and superheterodyne RF front-end
architectures have been used in digital radios. The direct
conversion digital radio requires two ADCs to digitize the
in-phase and quadrature components of the downconvert-
ed signal. Superheterodyne digital radios have used both
low-pass and bandpass digitization. The advantage of
bandpass digitization is that it can replace the last ana-
log downconversion stage. In addition, because the final

downconversion to center the chosen spectral image
around dc is done digitally, all problems associated with
quadrature analog downconversion disappear. Some of the
digital receiver architectures are shown in Fig. 6.

Although the digital radio provides superior perfor-
mance, its architecture is still based on the direct conver-
sion or the superheterodyne architectures. Recently, a
more fundamental change in receiver architecture oc-
curred with the advent of software radio architecture,
made possible by technological advances in ADC technol-
ogy, computing technology, and software engineering. The
software radio architecture looks similar to that of the
digital radio with one crucial difference. In software radio
architecture, programmable digital processing is pushed
as close to the antenna as technology permits. The block
diagram of an ideal software radio architecture is shown
in Fig. 5. In this architecture, the only analog RF compo-
nents are the preselection bandpass RF filter and the low-
noise RF amplifier. Then the RF signal is directly digitized
using bandpass subsampling, and the rest of the receiver
functions are carried out in embedded software modules
running on high-speed DSPs. This architecture is still a
few years away from commercial implementation because
high-speed ADCs that operate with sufficient resolution at
the desired RF band are unavailable. Current software
radio architectures use at least one IF stage.

4. TRANSCEIVER IMPLEMENTATION

4.1. Transmitter

The design and implementation of transmitters involves
the following:

1. Filtering

2. Modulation and frequency upconversion

3. Power amplification

4.1.1. Filtering. In analog radios, analog filters are the
only way to achieve frequency selectivity and to limit out-
of-band emissions. In digital radios, digital filters in addi-
tion to analog filters are used to shape the spectrum of the
transmitted signal. Analog filters are discussed in detail
later. Some of the popular digital filters used for pulse
shaping to achieve a compact modulated spectrum are the
raised cosine and Gaussian filters [8]. The advantages of
using digital filters are discussed in Section 4.2.7.2.
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DACRF power
amplifier

RF
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BPF

Digital
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Data
video
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Figure 5. General block diagram of an ideal
software radio architecture.
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4.1.2. Modulation. Modulation [8] is the process of en-
coding information from a message source onto a format
suitable for transmission. The process involves translat-
ing the baseband message signal, called the modulating
signal, onto a bandpass signal at a much higher frequency,
called the carrier. This process is called modulation. Mod-
ulation is usually carried out by varying the amplitude,
frequency, phase, or any combinations of these three pa-
rameters of a carrier signal. Based on whether the mes-
sage information signal is analog or digital, modulation is
classified as analog or digital modulation.

4.1.2.1. Analog Modulation. In analog modulation, the
modulating signal is analog and can assume an infinite
number of amplitude values. Analog modulation is broad-
ly classified into two categories, amplitude modulation
and angle modulation.

In amplitude modulation (AM), the amplitude of a
high-frequency carrier signal is varied in accordance
with the instantaneous amplitude of the modulating in-
formation signal [3,8]. The amplitude-modulated signal is
expressed as

SðtÞ ¼ AC½1þmðtÞ� cos 2p fCt

where AC is the amplitude of the carrier, fC is its frequen-
cy, m(t) is the modulating information signal, and S(t) is
the modulated signal. The spectrum of an AM signal con-
tains a component at the carrier frequency and two side-
bands that replicate the original information spectrum.

An AM signal is generated by a nonlinear device, such as a
diode or transistor. Many variations of amplitude modu-
lation exist based on what percentage of the sidebands is
transmitted. Some of these variations are single-sideband
AM (SSB-AM), pilot-tone-sideband AM, and vestigial-
sideband AM (VSB-AM).

Angle modulation [3,8] varies the angle of the carrier
signal according to the amplitude of the modulating sig-
nal. There are two important classes of angle modulation,
FM and phase modulation (PM).

In FM, the instantaneous frequency of the carrier is
varied with the information signal m(t), as shown by the
following equation:

SðtÞ¼AC cos 2pfCtþ 2pkf

Z t

�1

mðlÞdl

� �

where kf is the frequency deviation constant measured in
units of hertz per volt. There are two basic methods for
generating an FM signal, the direct method and the indi-
rect method. In the direct method, voltage-controlled
oscillators vary the frequency of the carrier signal directly
in accordance with the amplitude of the information signal.
Such oscillators commonly use devices, such as varactor
diodes, whose reactance can be varied in accordance with
the modulating signal’s voltage level. The indirect method
is based on approximating a narrowband FM signal as the
sum of a carrier signal and a single sideband signal where
the sideband is 901 out of phase with the carrier.
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Figure 6. Some digital receiver architectures.
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PM is a form of angle modulation where the phase of
the carrier is varied according to the information signal
m(t). A PM signal can be generated by first differentiating
the information signal m(t) and then outputting it to a
frequency modulator.

4.1.2.2. Digital Modulation. Modern communication
systems use digital modulation. In digital modulation,
the modulating information signal is represented as a
time sequence of symbols in which each symbol has m fi-
nite states. Each symbol represents n bits of information,
where n¼ log2m bits/symbol. Digital modulation offers
many advantages over analog modulation, including
greater noise immunity, robustness to channel impair-
ments, and easier multiplexing of various forms of infor-
mation, such as voice, data, and video. Furthermore,
digital transmissions use error-correcting codes and sup-
port complex signal conditioning and processing tech-
niques, such as source coding/compression, encryption,
and equalization to improve the performance of the com-
munications. Advancements in very large-scale integra-
tion and digital signal processing technology have made it
possible to implement digital modulators and demodula-
tors easily. The use of embedded software to do most of the
signal processing allows alterations without having to
replace the hardware.

Some of the widely used digital modulation techniques
are m-ary amplitude-shift keying (ASK), m-ary frequency-
shift keying (FSK), m-ary phase shift keying (PSK), com-
bined amplitude and phase modulation, combined coding
and modulation, and multicarrier modulation.

In ASK, the amplitude of the carrier signal is varied in
accordance with the instantaneous amplitude of the mod-
ulating information signal, which can take one of several
discrete amplitudes. In FSK, the frequency of the carrier
signal is varied in accordance with the instantaneous dis-
crete amplitude of the modulating information signal. In
PSK, the phase of the carrier signal is varied in accor-
dance with the instantaneous discrete amplitude of the
modulating information signal. In a general sense, ASK,
FSK, and PSK can be thought of as special cases of AM,
FM, and PM, respectively, where the modulating signal is
discrete in amplitude. In combined amplitude and phase
modulation, both the amplitude and phase of the carrier
are varied according to the amplitude of the modulating
signal. Ungerboeck [9] realized that error-correction cod-
ing and modulation can be combined at a fundamental
level to realize performance gains greater than with the
conventional method of coding and modulating separately.
Combined coding and modulating is more commonly
known as trellis-coded modulation. The basic concept of
multi-carrier modulation is dividing a given RF band-
width into many narrowband subchannels that are trans-
mitted.

4.1.3. Frequency Upconversion. Frequency conversion
is usually achieved by devices called mixers. A mixer
is a component that acts as a frequency converter by
mixing two input signals together to produce a desired
signal. A mixer can be implemented by a variety of
semiconductor devices, such as diodes (typically Schottky

diodes), bipolar-junction transistors, and field-effect
transistors. Mixers are generally of two types, single-bal-
anced and double-balanced. The single-balanced mixer
improves port-to-port isolation and reduces the magni-
tude of some of the spurious signals. It consists of two
single-ended mixers interconnected in a configuration
that greatly reduces some spurious products. A double-
balanced mixer further improves port-to-port isolation
and suppresses spurious inter-modulation products even
further.

4.1.4. Amplifiers. The triode vacuum tube amplifier
was the mainstay for many communication systems be-
fore the transistor was invented. Because of transit time
limitations, triodes were limited to VHF and UHF. For op-
eration at higher microwave frequencies, the magnetron
was invented in the early 1940s. The invention of the
transistor was a boon for developing low-cost, reliable,
handheld, low-power mobile communication systems.
Since then, solid-state amplifiers have replaced vacuum
tube amplifiers in almost all communication systems. Sys-
tems requiring extremely high power at microwave fre-
quencies, such as deep space and radar systems, continue
to use tube amplifiers.

All commercial communication systems use solid-state
transistor amplifiers. Solid-state amplifiers come in
four main types: discrete, hybrid, integrated (ICs), and
application-specific IC (ASIC). A discrete amplifier is one
built with discrete transistors and passive components.
Hybrid modules, also known as microwave integrated cir-
cuits (MICs), have a substrate and discrete devices, in-
cluding RF matching and bias circuitry. RF ICs, also
known as microwave monolithic ICs (MMICs), have
all bias and RF matching circuitry on the same substrate,
whereas MICs use different materials to achieve optimum
matching. The advantage of using a single substrate is
that components can be closely matched in value. The
difference between an IC and an ASIC is that an IC typ-
ically integrates only a few transistors together with
transmission line filters and inductors, whereas ASICs,
on the other hand, contain several hundred or thousands
of transistors.

Several amplifier configurations are based on operating
classes A, B, AB, C, D, E, or F. Silicon (Si) bipolar, hetero-
junction-bipolar, and field-effect transistors (FET) have
been used most often to date in RF circuits. Gallium ars-
enide (GaAs) and complementary metal oxide semicon-
ductor transistors have been gaining interest. GaAs
amplifiers offer simple functionality with some biasing
and matching components around a chain of transistors.
One of the advantages of GaAs versus silicon is that GaAs
is an insulator, whereas silicon is a conductor at RF fre-
quencies. As a result, GaAs can integrate several RF com-
ponents monolithically, facilitating closer components and
better matching.

High-power amplification at microwave frequencies,
especially those used for satellite communications, are
usually handled by traveling-wave tube amplifiers
(TWTAs). Other tube amplifiers are the magnetron, cou-
pled-cavity TWT, continuous-wave TWT, helix TWT, klyst-
ron, and crossed-field amplifier (CFA).
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4.2. Receiver

The main function of the receiver is to pick up the RF en-
ergy transmitted at its antenna and efficiently and effec-
tively recover the original information signal transmitted.
The design and implementation of receivers involves the
following:

1. Antennas

2. Amplification

3. Filtering

4. Downconversion

5. Automatic gain control

6. Demodulation and other associated signal process-
ing functions

Antennas, amplification, analog filtering, and downcon-
version are common to both analog and digital/software
radios. The rest of the receiver functionality depends on
its implementation, whether analog or digital. Because
these implementations are quite different, they are dis-
cussed in different sections with special emphasis on dig-
ital implementation.

4.2.1. Antennas. The type of antenna used in a trans-
ceiver depends on its application. Handheld or back-
packed transceivers require integral antenna structures.
Vehicular transceivers must use antennas of limited size
and relatively short wavelengths. Antennas that operate
at frequencies substantially below their first resonance
are called small antennas. Large point-to-point systems
use large antennas. Some of the most popular antennas
used in commercial communication systems are the ver-
tical whip antenna, the loop antenna, and the dipole array.

4.2.1.1. Whip Antenna. For operating frequencies be-
low the quarter-wave resonance of the antenna, the whip
input impedance appears as a small capacitance in series
with a resistance. The radiation resistance RR of a short
vertical whip is given by [1]

RR¼ 40p2 h

l

� �2

where h is the antenna height and l is the operating
wavelength. The whip is also used as a quarter-wave-
length monopole antenna for applications, such as cellular
and PCS handsets. The whip antenna has an omnidirec-
tional antenna pattern in azimuth.

4.2.1.2. Loop Antennas. Loop antennas have been used
in portable broadcast receivers and radio direction finders.
When the dimensions of the loop are small compared with
the wavelength, the loop is said to be small and its im-
pedance is an inductance in series with a resistance. The
radiation resistance RR for a loop with N turns is given by

RR¼ 320p4 AN

l2

� �2

where A is the area of the loop. The loop antenna responds
as the cosine of the angle between its face and the arrival
direction of the electromagnetic wave. This results in a
figure-eight antenna pattern with the null for waves ar-
riving perpendicularly to the loop face.

4.2.2. Amplification. The RF signal picked up by the
antenna is very weak and has to be amplified before it can
be processed. Typically the very first amplifier used is a
specially designed, low-distortion, low-noise amplifier. The
operating characteristics of the amplifier are important,
as its noise performance dominates the noise figure of the
receiver. Both bipolar-junction and FET amplifiers have
been used. In recent years, the use of GaAs instead of Si
has been gaining interest.

4.2.3. Analog Filters. The selectivity of an analog radio
receiver is achieved solely by bandpass and low-pass an-
alog filters. Even in digital and software radio architec-
tures, the analog bandpass filter is an important
component and is used both for preselection and antialia-
sing. Digital radios also use analog filters in their RF front
end to implement some selectivity.

The most important characteristics of a filter are its
amplitude and phase response. The various characteris-
tics of a filter are interrelated because they are completely
determined by the poles and zeros of the transfer function
of the filter. Following are some of the common filter
families:

1. Butterworth

2. Chebychev

3. Elliptic

4. Equiripple

Analog filters are implemented with a number of different
resonators. Following are the available technologies:

1. Inductor–capacitor (LC) resonators

2. Mechanical resonators

3. Quartz crystal resonators

Another important filter implementation is the surface
acoustic wave (SAW) filter, of interest because it can be
implemented with integrated circuit techniques and can
use finite impulse response designs, similar to those for
digital filters.

4.2.4. Downconversion. Downconversion is the process
of shifting the received RF signal to baseband. Both direct
conversion and superheterodyne architectures are used.
The basic components of downconversion are mixers,
bandpass and low-pass filters, and oscillators.

4.2.5. Automatic Gain Control (AGC). The large dynam-
ic range of signals that must be handled by radio receivers
requires gain adjustment to prevent overload or intermod-
ulation of the stages to adjust the demodulator input level
for optimum operation. Gain control is generally distrib-
uted over several stages throughout the receiver architec-
ture. AGC typically measures the signal level into the
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demodulator and tries to keep the level in the desired
range by a feedback control loop. The control should be
smooth and cause a generally logarithmic variation with
the input variable.

4.2.6. Other Analog Radio Receiver Functions. The re-
maining functionality of the analog radio receiver is de-
modulation. Double-sideband AM signals are usually
detected by an envelope detector. An envelope detector is
any rectifier circuit that produces a component at the
modulating frequency that is then recovered by a low-pass
filter. The rectifier is generally implemented by diodes and
by bipolar and field effect transistors. Other AM trans-
missions, such as SSB-AM and VSB-AM, are demodulated
by a coherent demodulator. The coherent demodulator
uses a mixer circuit with a local oscillator signal synchro-
nized to the AM input carrier. Carrier synchronization is
achieved through a carrier recovery circuit, such as the
Costas loop. Common FM demodulators are the slope de-
tector, quadrature detector, phase-locked loop (PLL), de-
modulator, and zero-crossing detector. The slope detector
uses linear circuits to convert the frequency variations to
envelope variations that can then be detected by an enve-
lope detector. The quadrature detector consists of a net-
work that shifts the phase of the FM signal by an amount
proportional to its instantaneous frequency and uses a
phase detector to detect the phase difference between the
original FM signal and the signal at the output of the
phase shift network. The output of the phase detector is
proportional to the instantaneous frequency of the FM
signal. In this manner, a frequency-to-amplitude conver-
sion is achieved and the FM signal is demodulated. Phase
detectors are generally implemented by diode-based mixer
circuits. Because a PM signal can be modeled as an FM
signal where the modulating signal has first been differ-
entiated, PM demodulation is achieved by passing the PM
signal through an FM demodulator and integrating its
output.

4.2.7. Other Digital/Software Radio Receiver Functions.
The rest of the digital/software radio receiver can be split
into two distinct segments: signal digitization and signal pro-
cessing.

4.2.7.1. Signal Digitization. Signal digitization, imple-
mented by ADCs, is a two-step process [10], signal sam-
pling followed by quantization. The sampling process is
critical in signal digitization. There are two types of sam-
pling, uniform and nonuniform sampling. In uniform sam-
pling, signal samples are taken at uniform intervals,
whereas in nonuniform sampling, the samples are non-
uniformly spaced. The ADCs in communication systems
use uniform sampling, and so the rest of the discussion
concentrates on uniform sampling ADCs. The sampling
methods for uniform sampling are Nyquist sampling,
oversampling, quadrature sampling, and bandpass
sampling.

The general sampling theorem for a bandlimited ana-
log signal with no spectral components above fM Hz

requires that the sampling rate FS satisfies

FS � 2fM

FS¼ 2fM is known as Nyquist sampling, and at this rate,
the replicas of the spectrum of the original analog signal
do not overlap. Two practical problems develop when im-
plementing Nyquist sampling. The first is defining what a
truly bandlimited signal is, and the second is antialiasing
filtering before the ADC. In general, an RF signal has
components at all frequencies. It is desirable that the dis-
tortion of the desired signal be dominated by ADC non-
linearities, not by spectral overlap. This requires that
signals higher in frequency than FS=2 be lower in power
than the largest spurious response of the ADC. Bandlim-
iting is usually carried out by the analog antialiasing filter
before the ADC. Unfortunately, practical analog filters
cannot provide the kind of ‘‘brickwall’’ filter response re-
quired. Also, as the steepness of the filter rolloff increases,
the phase response of the filter becomes more nonlinear,
introducing more distortion.

Sampling the signal at a rate higher than the Nyquist
rate is called oversampling. The benefit of oversampling is
that the spectral replicas of the original analog signal in
the sampled signal spectrum become increasingly sepa-
rated as the sampling rate is increased beyond the Ny-
quist rate. Hence, a simpler antialiasing analog filter with
a more gradual transition band can be used.

In quadrature sampling, the signal to be digitized is
split into two signals. One of the signals is multiplied by a
sinusoid to downconvert the signal to a zero-center fre-
quency and then filtered to form the in-phase component
of the analog signal. The other signal is multiplied by a 901
phase-shifted version of the sinusoid and filtered to form
the quadrature component. Because each of these two sig-
nals occupies only one half the bandwidth of the original
RF signal, the sampling rate can be reduced by one half at
the expense of requiring two ADCs.

Bandpass sampling is based on the bandpass sampling
theorem, which states that a bandpass signal with no fre-
quency components below fL Hz and none above fH Hz can
be determined uniquely by sampling the signal at a rate
FS Hz, where

2f H

k
� FS �

2f L

k� 1

where k is restricted to integral values that satisfy

2 � k �
f H

f H � f L

and

ðf H � f LÞ � f L

Bandpass sampling provides an image of the desired sig-
nal at multiples of the sampling frequency, and the spec-
tral replica of the original analog bandpass signal closest
to dc is usually chosen for further processing.
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Once sampling is over, the sampled analog signal with
its infinite range of amplitudes has to be converted to a fi-
nite set of discrete amplitudes. This is known as quantiza-
tion. There are two general quantization methods, uniform
and nonuniform quantization. In uniform quantization, the
voltage difference between each quantization level is the
same. In nonuniform quantization, the quantization levels
are nonlinearly spaced in voltage. The ADCs used in RF
and IF digitization typically use uniform quantization. In
uniform quantization, some error is introduced into the
quantized signal because the analog signal cannot be rep-
resented exactly by a finite number of discrete amplitude
levels. Statistically, it can be assumed that the error signal
is uniformly distributed within a quantization level.

4.2.7.2. Signal Processing. Signal processing is the core
of the radio receiver and is the segment where the original
transmitted information signal is recovered. Many opera-
tions are carried out by this system. These operations are
quite application specific and may include some or all of
the following:

1. Downconversion

2. Filtering, either spatial or temporal or both

3. Equalization

4. Despreading

5. Synchronization

6. Demodulation

7. Automatic gain control

8. Carrier recovery

9. Error-correction decoding

10. Source decoding

11. Decryption

12. Timing recovery

Some of the most important signal processing functions of
a receiver are examined here in further detail.

Downconversion. When bandpass subharmonic digiti-
zation is used, spectral replicas of the original analog sig-
nal are found at multiples of the sampling frequency.
However, there is generally no spectral replica centered
around the zero-center frequency. To generate the complex
baseband signal centered around the zero-center frequen-
cy, the output of the ADC is sent to a pair of digital mul-
tipliers. The reference inputs for the digital multipliers
come from a quadrature-output, numerically controlled
oscillator (NCO). The multipliers shift the spectral replica
to the zero-center frequency. Then the outputs of the mul-
tipliers are sent to low-pass digital filters, which are typ-
ically finite impulse response (FIR) filters, to recover the
baseband signal and filter out the other mixer products.

Filtering. Digital filters [11] are widely used in com-
munication signal processing for tasks, such as digital
downconversion, equalization, interference suppression,
and pulse shaping. Following are the advantages of digital
filters:

1. Exact linear phase filters can be implemented
easily.

2. Filters with almost any desired frequency and phase
response can be designed and implemented easily.

3. Changes in filter responses due to component vari-
ations caused by aging are eliminated.

4. Changes to the filters can be carried out easily be-
cause most of the filtering is implemented in soft-
ware running on programmable processors.

Digital filters are of two general types, FIR filters and in-
finite impulse response (IIR) filters. Finite impulse re-
sponse filters are the most common digital filters in radio
receivers mainly because of the following advantages:

1. Filters with exactly linear phases can be easily de-
signed.

2. There are efficient recursive and nonrecursive real-
izations of FIR filters.

3. FIR filters realized nonrecursively are always sta-
ble.

4. Round-off noise inherent in finite precision arithme-
tic implementations are easily made small for non-
recursive realizations.

Following are the disadvantages of FIR filters:

1. A large filter order is required for sharp cutoff filters.

2. The delay of linear phase FIR filters need not always
be an integral number of samples.

The main advantage of IIR filters is that sharp cutoff fil-
ters can be realized in relatively small filter orders. Fol-
lowing are the main disadvantages:

1. IIR filters generally do not possess linear phases.

2. IIR filters are more prone to be unstable because of
quantization and round-off noise.

Carrier Recovery. Coherent demodulation requires that
the phase and frequency of the transmitted carrier be
known. Carrier recovery is the process of estimating the
phase and frequency of the carrier to establish a reference
for demodulation at the receiver. Any error in estimating
the phase and frequency of the carrier causes significantly
degraded performance. The information signal may be
modulated onto the RF carrier so that a residual compo-
nent at the RF exists in the overall transmitted signal
spectrum. This residual RF component can be easily
tracked by a narrowband PLL and provides the desired
reference signal. However, this residual component rep-
resents power unavailable to transmit the information.
Techniques that conserve power are of interest especially
in mobile applications where power is at a premium be-
cause batteries supply power to the radio. As such, sup-
pressed carrier transmissions are widely used. Following
are some of the popular suppressed carrier recovery tech-
niques:

1. Squaring loop

2. Costas loop

3. Decision feedback loop
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Demodulation. The ultimate function of the radio re-
ceiver is to recover the original information signal that
modulated the transmitted carrier. This process is known
as demodulation. The portion of the receiver system that
implements demodulation is known as the demodulator.

Some of the popular FSK demodulators are the limiter-
discriminator, the PLL, and noncoherent and coherent
demodulators. Noncoherent demodulation is carried out
by a bank of bandpass filters whose outputs are envelope-
detected. The largest output is selected as the transmitted
symbol. The bandpass filters used to detect the tones are
implemented either as FIR or IIR filters. Coherent de-
modulation compares the received signal with all refer-
ence frequencies. The comparison is done by multiplying
the received signal by all the reference signals and then
low-pass filtering the outputs of the bank of multipliers.
The largest output is selected as the demodulated symbol.
The locally generated reference signals must be synchro-
nized in phase and frequency to the transmitted signal
states.

Common PSK demodulators are the coherent demodu-
lator and the differential demodulator. PSK can also be
demodulated by using a frequency demodulator, such as a
limiter-discriminator or a PLL, and integrating the output
before the decision stage. The block diagram of a coherent
PSK demodulator is shown in Fig. 7. Differential demod-
ulators determine the cosine and sine of the phase differ-
ence and then decide on the phase difference accordingly.
Differential demodulation shown in Fig. 7 is implemented
by taking the product of the signal and a delayed version
of the same signal. The output of the multiplier is low-pass
filtered, usually by a FIR filter, to recover the information
symbol transmitted. The transmitted symbols need to be
encoded differentially to use differential demodulation.

Differential demodulators are often used in highly mobile
applications where fading in the channel makes it impos-
sible to get a robust coherent estimate of the transmitted
carrier.

Processing Implementation. The processing elements
that implement the functions in a radio are crucial, espe-
cially in software radio architecture, as they implement
virtually all of the functions of the radio transceiver except
the frequency conversion and RF amplification. The main
attraction of the software radio concept, namely, its flex-
ibility and ease of adaptation, is possible because signal
processing is implemented in software modules. The soft-
ware requires a hardware platform to run on, and the ca-
pability of the hardware architecture of the processing
platform is critical.

Typically digital signal processing functions are imple-
mented on special digital processors called DSPs [12]. Al-
though DSPs are also microprocessors, there are several
crucial differences between general multipurpose micro-
processors and DSPs. General microprocessors are typi-
cally built for a range of general functions and normally
run large blocks of software. The DSP, on the other hand,
is built for a small dedicated group of tasks, the most im-
portant being the multiply-accumulate arithmetic opera-
tion that forms the core of any digital filter. DSPs contain
large, high-speed data busses and use direct memory ac-
cess to transfer large amounts of data, thereby avoiding
communication bottlenecks. In addition, DSPs contain
dedicated hardware blocks, such as multipliers, to speed
up the arithmetic-intensive signal processing steps.

Some of the signal processing functions are so complex
that parallel and sequential partitioning of algorithms is
required to get the required processing power. DSPs are
getting faster but are currently incapable of implementing
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Figure 7. Some general demodulator archi-
tectures.
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everything possible on a single chip. One approach has
been to use multiprocessing to share the computational
burden. The traditional approach to multiprocessing has
been to integrate various DSPs on a board. Modern DSPs
contain various hooks to simplify multiprocessing, such as
simplified addressing across processors. A recent ap-
proach has been to integrate multiple processors within
a single chip. This within-the-chip approach benefits from
having closely coupled memory and cache, which improves
communication efficiency.

To keep the flexibility of a programmable solution and
the efficiency of a dedicated solution, field-programmable
gate arrays (FPGAs) are increasingly becoming another
viable option to implement highly complex signal process-
ing functions. FPGAs are logic devices whose hardware
architecture can be programmed before use. Techniques,
such as distributed arithmetic for array multiplication,
can increase the data bandwidth and throughput of an
FPGA-based solution by orders of magnitude beyond those
possible with general-purpose DSPs. It is projected that
DSP cores will have onchip FPGA sections to provide con-
figurable accelerators.

5. CONCLUSION

This article has presented an overview of the radio trans-
ceiver, its architecture, and the implementation of its most
important system blocks. Several other specialized func-
tions are not present in all transceivers and have not been
discussed here. Some of these circuits are noise limiting
and blanking, squelch, diversity reception, and adaptive
antenna array processing.

Traditionally, transceivers have used analog circuits for
implementation. The capabilities and advantages of digi-
tal processing have allowed replacing many of these ana-
log functions. The movement of the digital portions of the
processing closer to the antenna has resulted in the de-
velopment of software radio architecture. The software
radio is a powerful architectural framework that helps to
deliver advanced radio services by leveraging the econom-
ics of contemporary micro-electronics and software tech-
nologies. Although much technological progress has been
made in the field of digital processing, technology is not
currently available to implement the ideal software radio.
Following are some of the challenges and issues that face
radio designers today:

1. To engineer low-cost, low-loss, and low-distortion
wideband antennas

2. To engineer low-cost, low-loss, and low-distortion
wideband RF front ends

3. To develop high-efficiency linear power amplifiers

4. To develop low-power integrated RF front ends

5. To develop low-cost, high-resolution (414 bits), and
high-speed ADCs

6. To develop low-cost, high-speed reconfigurable digi-
tal processors

The development of the software radio transceiver is by no
means over. Further technological advances are required,

especially in the hardware implementation of ADCs and
reconfigurable processors. There will be further develop-
ment toward integrating the analog RF front end into a
single integrated circuit. The development of low-power
RF and digital circuits is another challenge. The ultimate
goal of implementing a radio on a chip, although not yet a
practical reality, is not far away.

6. ABBREVIATIONS

ADC ¼Analog-to-digital converter
AFC ¼Automatic frequency control
AGC ¼Automatic gain control
AM ¼Amplitude modulation
ASIC ¼Application-specific integrated circuit
BER ¼Bit error rate
BPF ¼Bandpass filter
DAC ¼Digital-to-analog converter
DSP ¼Digital signal processor
FET ¼Field-effect transistor
FIR ¼Finite impulse response
FM ¼Frequency modulation
FPGA ¼Field-programmable gate array
FSK ¼Frequency-shift keying
GaAs ¼Gallium arsenide
Hz ¼Hertz

IC ¼ Integrated circuit
IF ¼ Intermediate frequency
IIR ¼ Infinite impulse response
LNA ¼Low-noise amplifier
LPF ¼Low-pass filter
MDS ¼Minimum detectable signal
MIC ¼Microwave integrated circuit
MMIC¼Microwave monolithic integrated circuit
NCO ¼Numerically controlled oscillator
NF ¼Noise figure
PLL ¼Phase-locked loop
PM ¼Phase modulation
PSK ¼Phase-shift keying
RF ¼Radiofrequency
SAW ¼Surface acoustic wave
TWTA¼Traveling-wave tube amplifier
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1. INTRODUCTION

Transient circuit analysis is used to find transient cur-
rents and voltages in a circuit. The word ‘‘transient’’ de-
scribes a quantity that is fleeting rather than permanent,
and distinguishes this branch of circuit analysis from
steady-state analysis, which is concerned with the long-
term or settled behavior of a circuit. Transient circuit
analysis asks not just ‘‘Where will my circuit end up?’’ but
also ‘‘How will it get there?’’ The charging of a capacitor is
one of the classic examples, but we might also consider
what happens when a short pulse is applied to a trans-
mission line (perhaps an interconnection on a high-speed
digital integrated circuit), or when a burst of radiofre-
quency energy is applied to the antenna in a radar system.
In this article, we review the basic principles of transient
circuit analysis, which is a long-established branch of cir-
cuit theory with a wide range of applications. We will not
consider the many techniques that are used in the simu-
lation of transient behavior in circuits—these are an enor-
mous topic in their own right, and are covered elsewhere.

Before proceeding, it should be noted that the circuits
to be considered in this article in fact form only a subset of
the universe of circuits—they are all linear and time-in-
variant. A linear circuit is one in which each element (ex-
cept the sources that drive the circuit) is described by one
or more linear equations involving its current(s) and volt-
age(s). For example, the resistor defined by v¼Ri is linear,
but the diode defined by i¼ Isðe

v=VT � 1Þ is nonlinear, and
any circuit containing the diode is therefore nonlinear.
Nonlinear circuits can exhibit highly complex behavior

and cannot be handled by the techniques described in
this article. A time-invariant circuit is one in which the
equations defining the elements (except the independent
sources) do not change with time.

The equations describing a circuit arise from two sources:
(1) Kirchhoff ’s laws tell us how the elements in the circuit
are interconnected, and then (2) each element in the cir-
cuit has an individual equation (or equations) describing
its behavior. If all of the circuit elements are described by
algebraic equations (i.e., ones in which no derivatives ap-
pear) involving their currents and voltages, these equa-
tions can be combined with Kirchhoff ’s equations to give a
set of algebraic equations that completely describe the
circuit. These equations are linear equations in terms of
the currents and/or voltages in the circuit, and can be
solved by any of the techniques of linear algebra. The
power of linear algebra means that these circuits, known
as resistive circuits, are (relatively) easy to analyze. The
behavior of these circuits is quite simple; if a linear resis-
tive circuit is driven by a 1-V battery, then changing to a 2-
V battery will cause all voltages and currents in the circuit
to double. There is no time delay in this response—the
doubling of voltages and currents occurs at the precise in-
stant when the 2-V battery is inserted into the circuit. If
the battery is replaced by a more complicated voltage
source that varies with time, each voltage and current in
the circuit will also vary with time as a scaled replica of
the new voltage source.

Although easy to analyze, the limited behavior of a lin-
ear resistive circuit means that such circuits are not hugely
useful. Instead of producing a scaled replica of
the signal that drives them, most circuits are required to
convert a signal into a more useful form. For example, the
ignition circuit in a car is ‘‘driven’’ by a battery with
almost constant voltage, but its output is a short, sharp
spark; the circuits in a radio receiver are ‘‘driven’’
by a jumble of signals from many different sources, but
must select the signal of interest and extract some infor-
mation from it. These effects rely on the use of capacitors
and/or inductors. These circuit elements are defined by
equations involving not only their currents and voltages
but also the rate of change (or derivative) of these quan-
tities with time. Specifically, the current through a capac-
itor is proportional to the derivative of the capacitor’s
voltage with respect to time, and the voltage across an in-
ductor is proportional to the derivative of the inductor’s
current with respect to time. Capacitors and inductors are
known as dynamic circuit elements, conveying the impor-
tance to them of time variation, or energy storage ele-
ments, since they are capable of storing energy for later
release.

Dynamic elements can be placed deliberately in a cir-
cuit, or they can be unwanted parasitic elements, model-
ing, for example, the capacitance between wires in the
circuit. If a circuit contains even a single dynamic ele-
ment, it is in general described no longer by a set of alge-
braic equations, but by one or more differential equations,
in which the variables are not only the voltages and cur-
rents but also the derivatives of certain of these quantities
with respect to time. A dynamic circuit is one that contains
at least one dynamic element.
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At higher frequencies, there is an additional complexity
to consider in our circuit analysis, namely, the appearance
of distributed circuit effects. Distributed circuits, unlike
lumped circuits, have voltages and currents that vary not
only with time but also with position within the circuit.
The basic distributed circuit element is the transmission
line, an incremental length of which is commonly modeled
by a series resistance and inductance and a shunt capac-
itance and conductance. The inductance and capacitance
in the model give rise to time derivatives in the equations
that describe the line, while the distributed nature of the
element gives rise to derivatives with respect to position
along the line. Thus circuits of this nature are described
by differential equations containing derivatives with re-
spect to position as well as derivatives with respect to
time. This gives rise to new forms of transient behavior in
a circuit.

The goal of transient circuit analysis is to solve the dif-
ferential equations that describe a dynamic circuit and
thus to come up with expressions predicting the way in
which the voltages and currents in the circuit will vary
with time. It is often concerned in particular with the re-
sponse of the circuit to changes, such as when a source is
inserted, removed, or suddenly changed in some way, or a
switch is closed and the makeup of the circuit thereby
changed.

Dynamic circuits can exhibit more interesting behavior
than resistive circuits, but they are also more difficult to
analyze. One of the simplest dynamic circuits contains a
single capacitor in series with a resistor and a constant
voltage source that is switched on at some specified time.
This circuit is described by an equation involving the ca-
pacitor voltage vC and its derivative with respect to time
dvC/dt. The absence of any higher derivatives gives this
equation the description ‘‘first order.’’ A circuit containing
just a single dynamic element is described by a first-order
differential equation and is called a first-order circuit.

The solution of a first-order differential equation will
contain an unknown constant. To find this constant, it is
necessary to apply some additional information about the
value of the solution at a specified time instant. Since we
are in general concerned with finding the response of the
circuit to changes that occur at a certain time instant, we
often know the state of the circuit just before the change
occurs and can apply this information in order to find the
unknown constant. The value of the capacitor voltage (or
inductor current, if the circuit contains an inductor rather
than a capacitor) just before the change occurs, is known
as the initial condition.

Solving the first-order circuit just described yields the
result shown in Fig. 1. The capacitor voltage plotted as a
function of time is of exponential form, moving from its
initial value toward the value of the constant voltage
source and eventually settling there. (Certain assump-
tions have been made here, and are discussed in the next
section.) This is intuitively plausible—once the voltage
source has been inserted, the resistor voltage and capac-
itor voltage must sum to equal the voltage of the source. If
the capacitor voltage does not initially equal that of the
source, the voltage difference must be developed across the
resistor by a current flowing through it. This current

charges the capacitor, bringing its voltage closer to that
of the source, and the net effect is to cause the capacitor
voltage to approach that of the voltage source.

Already in this simple circuit we can see how dynamic
circuits behave in ways that would be impossible for a re-
sistive circuit. If the circuit described above had been re-
sistive, all voltages and currents would have been scaled
versions of the source. In this circuit, however, the capac-
itor voltage takes on a form quite unlike that of the
source—it varies exponentially with time, whereas the
source is constant. The action of the resistor and capacitor
has processed the source signal, with the capacitor voltage
resisting the sudden change when the source was insert-
ed, but retaining the steady behavior of the source. The
resistor voltage, on the other hand, captures the change in
the source very well, but eventually dies away to include
nothing of the steady behavior of the input. This behavior
is an example of the filtering behavior of this simple re-
sistor–capacitor combination, which is useful in a variety
of communications applications.

The exponential nature of the voltage observed in this
simple circuit is not unusual—in fact, as we shall see, ex-
ponential functions appear in various guises in the solu-
tion to linear differential equations. Possibly the most
widely known example of an exponential function appears
in the analysis of radioactive decay, where the rate of de-
cay of a substance is proportional to the amount of the
substance present, and so the amount remaining decays
exponentially to zero at a rate depending on the half-life of
the substance.

A circuit that contains two dynamic elements in gen-
eral gives rise to a second-order differential equation (con-
taining the second derivative of the variable with respect
to time) and is termed a second-order circuit. If all sources
in the circuit are DC (constant) sources, this equation can
be solved by application of standard theory of linear dif-
ferential equations, with the aid of two initial conditions,
one for each dynamic element. Instead of the single expo-
nential transient of the first-order circuit, this circuit con-
tains two exponential transients that are added to give the
overall transient. The relationship (via complex numbers)
between the exponential and sinusoidal functions can give
rise to new types of behavior arising from these transients,
as shown in Fig. 2. If the arguments of these exponentials
are complex, as may turn out to be the case, then they can
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Figure 1. Capacitor voltage in a first-order circuit increasing
exponentially from its initial value to its final value.
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be added to give a transient that oscillates sinusoidally. In
most circuits the magnitude of this oscillation decays ex-
ponentially with time. A common example of such a de-
caying oscillation is produced when a tuning fork is struck
or a child’s swing given a single push. If there are no losses
in the circuit (not a practical requirement), the oscillation
could persist indefinitely without decaying, and if the cir-
cuit is unstable, it is possible that the oscillation can
actually grow.

In a radiofrequency system, a circuit would normally be
‘‘driven’’ by a more complicated signal, but the same basic
principles apply. We can consider a simple example, where
a short burst of a sinusoidal signal is applied to a second-
order system. Such a signal might arise in a radar system
or in a digital communication system. The resulting tran-
sient, shown in Fig. 3, is essentially sinusoidal in form, but
its amplitude changes with time in a way that is similar to
the transients shown earlier, first increasing in response
to the start of the burst of sinusoidal signal, eventually
settling to a steady amplitude, and then decaying expo-
nentially following the end of the burst.

While it is possible to analyze simple first- and second-
order dynamic circuits by applying standard theory of dif-
ferential equations, such solution becomes rapidly more
difficult when the order of the circuit increases or when
the sources become more complicated. When faced with

such a problem, one might look enviously back at the
much simpler process of solving a resistive circuit. In fact,
it is possible to apply techniques of resistive circuit anal-
ysis to dynamic circuits with the aid of a variety of trans-
forms. A transform is a method of changing a problem into
a different form, solving it in the new form (where the so-
lution is easier to obtain) and then changing the solution
back to the original form. For example, a student unfa-
miliar with binary arithmetic, when asked to add two bi-
nary numbers, might convert the numbers to decimal form
(presumably with the aid of a table), add the decimal
numbers, and then convert back to binary. The transforms
to be applied in this context change a system of differential
equations to a system of algebraic equations that are sig-
nificantly easier to solve.

The most important and most widely used of these
transforms in circuit analysis is the Laplace transform. A
second transform, the Fourier transform, is particularly
useful in analyzing circuits designed for applications in
communication systems. These transforms convert a set of
differential equations involving the time variable into a
set of algebraic equations involving a new variable called
the frequency (in the case of the Fourier transform) or the
complex frequency (in the case of the Laplace transform).
Application of these transforms allows us to analyze a cir-
cuit by transforming it into an equivalent form in the fre-
quency domain, where its equations are purely algebraic,
analyzing the circuit in this frequency domain using the
techniques of linear algebra, and then applying the trans-
form in reverse to convert the result of this analysis into a
function of time. We will see how the Laplace transform
can be applied to distributed circuits as well as lumped
circuits.

Once again, Laplace transform analysis shows up the
special role of the exponential function (and its complex
cousin, the sinusoid) in the behavior of circuits. Every dy-
namic circuit favors certain exponential (including sinu-
soidal) modes of behavior whose rate of decay (and
frequency of oscillation, if applicable) is governed by the
so-called natural frequencies of the circuit. These natural
frequencies tell us whether the currents and voltages in a
circuit will, of their own accord, tend to exhibit exponen-
tial or oscillatory decay, constant behavior or steady oscil-
lation, exponential or oscillatory growth, or some
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Figure 2. Two possible responses of a second-order circuit, made up of the sum of two exponen-
tials.
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Figure 3. Example transient response of a second-order circuit
in response to a short burst of a sinusoidal signal.
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combination thereof. When an input signal is applied to
the circuit, the currents and voltages may contain compo-
nents controlled by the natural frequencies as well as a
component controlled by the input. In many practical cir-
cuits it is desirable for the output to depend on the input,
and the prospect of a growing oscillation in the circuit is a
designer’s nightmare. (This effect is similar to that dem-
onstrated by sound systems when a microphone is placed
in the path of a loudspeaker and an unwanted tone ap-
pears and swamps the desired signal.) In other cases, a
sustained oscillation is the objective, and the designer’s
aim is to fix the frequency and amplitude of this oscilla-
tion. The issue here is one of stability. An asymptotically
stable system is one in which all exponential transients
die away, leaving only the effect of the input signal.
Laplace transform techniques allow us to analyze a sys-
tem to determine whether it is asymptotically stable, or
whether a sustained oscillation is possible.

The effects of transients are seen in a huge range of
electronic and electrical engineering applications, from
the transmission of tiny pulses between parts of a com-
munication system to the behavior of an electrical power
system struck by lightning. The techniques described in
this article provide the reader with the ability to under-
stand and analyze transient behavior in a wide variety of
circuits.

2. TIME-DOMAIN ANALYSIS

2.1. Natural Response and Step Response of a
First-Order Circuit

Consider the circuit shown in Fig. 4a. Until the time t¼ 0,
the switch S is in position 1, and the resistor R and ca-
pacitor C are connected in a loop. At time t¼ 0 the switch
is moved to position 2, connecting the DC voltage source E
in series with R and C. We assume that the switch closes
instantaneously and that it presents a short circuit be-
tween the terminals that it connects. Mathematically, we
say that the voltage applied to the RC series combination
is EU(t), where U(t) is the unit step function given by

UðtÞ¼
0 for to0

1 for t�0

(
ð1Þ

The circuit of Fig. 4a can, therefore, also be drawn in the
form shown in Fig. 4b.

The analysis of the circuit for tZ0 in Fig. 4 will require
knowledge of the initial voltage across the capacitor just
after the switch is thrown, vC(0þ ), where 0þ ¼ lime!0

e>0
e.

We generally know, or can find from analysis of a previous
regime, vC(0� ), the voltage at the instant just before the
switch is thrown: ð0� ¼ lime!0

e>0
�eÞ: If the capacitor current

is finite, vC(0þ ) must equal vC(0� ), and we can refer to
both as vC(0). Similarly, if the voltage across an inductor is
finite, its current waveform must be continuous. We will
assume these continuity conditions throughout this analy-
sis. The alternative case, where the capacitor current or
inductor voltage can be infinite, is not practical but turns
out to be mathematically interesting and useful in anal-
ysis. It can be handled by an extension of our analysis in
this section (see Ref. 1 for details), but we will postpone
consideration of this possibility until Section 3, where it
can be handled more conveniently.

For tZ0, Kirchhoff ’s voltage law gives the equation

vCðtÞþ iðtÞR¼E

or, applying the constitutive relation iðtÞ¼C dvCðtÞ
dt for the

capacitor

RC
dvCðtÞ

dt
þ vCðtÞ¼E ð2Þ

This is a first-order differential equation in the capacitor
voltage vC, and so this circuit is referred to as a first-order
circuit. It can be solved by a number of methods to give an
expression for vC as a function of time. One such method is
to recast the equation in the form

dðvCðtÞ � EÞ

dt
¼ �

1

RC
ðvCðtÞ � EÞ

This equation is of the familiar form

dxðtÞ

dt
¼axðtÞ

which has the solution [2]

xðtÞ¼ xð0Þeat

where x(0) is the value of x at time t¼ 0. This initial con-
dition must be known if the equation is to be solved for
x(t). Thus Eq. (2) has the solution

vCðtÞ � E¼ ðvCð0Þ � EÞe�t=RC ð3aÞ

or

vCðtÞ¼ vCð0Þe
�t=RCþEð1� e�t=RCÞ ð3bÞ

The response of the series RC circuit with zero initial ca-
pacitor voltage to the application of a voltage source given

R

C

E

S

1

2
R

CE.u(t)

(a) (b)

i i

vC

+
−

+

−

vC

+

−

Figure 4. (a) The switch S moves from
position 1 to position 2 at time t¼0, so the
voltage applied to the RC series combina-
tion is 0 for to0 and E thereafter. The
switch/voltage source combination is rep-
resented in (b) by the single voltage
source EU(t).
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by the unit step function is known as the step response
of the series RC circuit. (Note that we will use the
word ‘‘response’’ to signify any current or voltage in the
circuit, or any set thereof, including, for example, the set
of all currents and voltages. Throughout this article the
variables that constitute the response in any given in-
stance will be clear from the context in which the term is
used.)

It is clear from Eq. (3a) that the difference between vC

and E varies exponentially with time, and when the prod-
uct RC is positive (a condition that will be assumed to hold
unless otherwise stated), this difference tends to zero as t
tends to infinity. vC is plotted as a function of time in
Fig. 5, where, as expected, vC is seen to converge expo-
nentially to E. The rate of this convergence is governed by
the value of RC, which is termed the time constant of the
waveform and denoted by the symbol t. The smaller the
time constant, the faster the rate of convergence. After one
time constant has elapsed (i.e., at t¼ t), vC(t)-E has de-
creased to e�1

¼ 36.8% of its value at t¼ 0, and at time t¼
5t this difference has decreased to e�5

¼ 0.7% of its initial
value. Although vC does not reach E within any finite time
(unless, of course, it started out at E), after five time con-
stants have elapsed, the difference between vC and E has
been reduced to less than 1% of its initial value. The time
constant is a useful measure of the response speed of a
first-order circuit. For more general circuits, the risetime
is used as a measure of response time. This is defined as
the time taken for the step response to rise from 10% to
90% of the steady-state value. For the first-order circuit
analysed in this section, the risetime can be found to be
t ln 9E2.2t.

The value E to which the capacitor voltage converges is
termed the steady-state value of this voltage. It is the only
value of capacitor voltage at which the circuit can settle, or
in other words it is only when vC¼E that all currents and
voltages in the circuit cease to vary with time. Clearly,
when a quantity ceases to vary with time, its derivative
with respect to time is zero, and so the steady-state value
of vC can be found directly from the differential equation
(2) by setting the term dvC/dt to zero (or, in circuit terms,
replacing the capacitor by an open circuit), yielding the

equation vC¼E, as expected. The overall waveform vC(t) is
the sum of this steady-state component and a second com-
ponent that dies away with time. This second component
is known as the transient component (or just the tran-
sient). The exponential form of the transient in this circuit
is, as we will see later, particularly common in linear cir-
cuits and other linear systems.

Note, however, that the procedure just outlined yields
the value of vC at which the circuit variables (currents and
voltages) can remain constant, but it does not guarantee
that the circuit will actually converge to this state. For
example, if RCo0, Eq. (3a) implies that vC will diverge
exponentially away from E and the circuit has no steady-
state response. [The only exception to this divergence
is when vC(0)¼E, in which case it will theoretically re-
main fixed at E for all time. The word ‘‘theoretically’’ is
important—in practice, any noise in the circuit that caus-
es vC to differ even infinitesimally from E will result in its
diverging exponentially from E.] This distinction relates
to the issue of the stability of equilibria of differential
equations [2].

Another useful view of the solution waveform (3b) for
vC(t) is that it is composed of two components: one caused
by the initial condition vC(0), and the other caused by the
voltage source E. If E¼ 0, the response (3) reduces to
vCðtÞ¼ vCð0Þe

�t=RC; which is termed the ‘‘natural’’ or ‘‘un-
forced’’ response of the circuit. This is a viewpoint to which
we will return later.

Any circuit consisting of a single capacitor in an other-
wise resistive circuit containing only DC sources is gen-
erally analyzed by transforming it to single-loop form by
means of a Thévenin transformation [3], as shown in
Fig. 6. The analysis described above is then applicable,
where E is the Thévenin equivalent voltage source, and R
the Thévenin equivalent resistance. (The small number of
circuits that do not have a Thévenin equivalent can be
handled separately.)

Before leaving the single-loop first-order circuit of
Fig. 4, we note that the analysis of this section can be
used to find the response of a first-order circuit to a voltage
source that is piecewise-constant, that is, constant over
certain time intervals with discontinuous jumps between
these constant levels. One important such waveform is the
pulse

pðtÞ¼

0 for to0

E for 0�tot0

0 for t�t0

8
>><

>>:

Time t

vc (o)

vc (t)

E

� 2� 3� 4� 5�

Figure 5. The capacitor voltage in the circuit of Figure 1 varies
exponentially from its starting value vC(0) to its steady-state val-
ue E, with time constant t¼RC.

Rth

C
Eth

CResistive
one-port

Figure 6. A circuit consisting of a single capacitor in an other-
wise resistive circuit is simplified by replacing the resistive one-
port seen by the capacitor by its Thévenin equivalent.
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The response of the first-order RC circuit to this source
waveform is found by an extension of the analysis just
performed. For 0rtot0, the analysis proceeds as before
and vC(t) is given by Eq. (3b):

vCðtÞ¼ vCð0Þe
�t=RCþEð1� e�t=RCÞ for 0�tot0 ð3cÞ

For tZt0, the response is just the natural response found
previously; the only difference is that since this phase of
the analysis commences at t¼ t0 instead of t¼ 0, the initial
condition is vC(t0) instead of vC(0). Applying this initial
condition in the usual way, we find that

vCðtÞ¼ vCðt0Þe
�ðt�t0Þ=RC for t�t0 ð4Þ

vC(t0) is, by our assumption of bounded currents, equal to
vC(t0

� ), the capacitor voltage just before the source wave-
form drops to zero. Since Eq. (3c) gives vC(t) for all times in
the range 0rtot0, it can be used to find that

vCðt
�
0 Þ¼ vCð0Þe

�t0=RCþEð1� e�t0=RCÞ

Substituting this value for vC(t0) in (4) completes the anal-
ysis of the response of the series RC circuit to the voltage
pulse. This response is plotted in Fig. 7 for two different
values of the time constant. The response of a circuit to a
pulse is particularly important in communication systems
where such pulses are used to carry information and must
be clearly identifiable at the receiver. An RC combination
of the type studied here often occurs in such transmission
systems, formed by the output resistance of the part of the
system where the signal originates and the input capac-
itance of the part of the system into which the signal is fed,
and thus exponential distortion will inevitably ensue.
Clearly the ‘‘smearing’’ of the pulse evident in Fig. 7
when the time constant is large limits the rate at which
pulses can be transmitted if they are to be separated at the
receiver.

The response of the series RC circuit to any piecewise-
constant source waveform is found by an extension of the

analysis performed above. The circuit is analysed using
the standard method over each of the time intervals in
which the source is constant, starting with the first time
interval. The initial condition for the nth time interval,
commencing at time t¼ tn, is found by evaluating the re-
sponse from the previous time interval at time t¼ tn

� .
The second type of first-order circuit is one in which the

single energy storage element in the circuit is an inductor
rather than a capacitor, and by application of a Norton
transformation (where possible) is of the form shown in
Fig. 8, where the constant current source I is connected in
parallel with conductance G and inductance L for tZ0.
Kirchhoff ’s current law applied to this circuit gives the
following differential equation in the inductor current iL

for tZ0

GL
diLðtÞ

dt
þ iLðtÞ¼ I

which can be solved as before to find

iLðtÞ � I¼ðiLð0Þ � IÞe�t=GL

or

iLðtÞ¼ iLð0Þe
�t=GLþ Ið1� e�t=GLÞ

Thus the inductor current waveform for the circuit of
Fig. 8 takes the same form as the capacitor voltage wave-
form for the circuit of Fig. 4b, with time constant GL and
steady-state value I. This is a consequence of the fact that
the circuit of Fig. 8 is the dual of that of Fig. 4b. The re-
sponse to a piecewise-constant source waveform can be
found by applying the method previously described for the
series RC circuit.

2.2. Natural Response of Second-Order Circuits

The circuit in Fig. 9 consists of a resistor and two energy
storage elements—a capacitor and an inductor. Kirchh-
off ’s voltage law gives the equation

vCðtÞþL
diLðtÞ

dt
þRiLðtÞ¼ 0

which on application of the relation iL(t)¼C[dvC(t)/dt]
becomes

LC
d2vCðtÞ

dt2
þRC

dvCðtÞ

dt
þ vCðtÞ¼ 0 ð5Þ

Time t

t0 2t0

E

vc(t)

� = t0/5

� = t0/50

Figure 7. The response of a first-order RC circuit to a voltage
pulse of amplitude E and duration t0. The solid line shows the
response if t¼ t0/50; the dashed line, the response if t¼ t0/5.

iL

LGI.U (t)

Figure 8. First-order circuit consisting of the parallel combina-
tion of current source IU(t), conductance G, and inductor L.

TRANSIENT ANALYSIS 5273



This is a second-order differential equation, and so the
circuit is termed a second-order circuit. The exponential
waveform

vCðtÞ¼Aest

is a solution to Eq. (5) provided

LCs2þRCsþ 1¼ 0

which yields

s¼
�R

2L
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2

4L2
�

1

LC

r

If these two values, s1 and s2, are distinct (i.e. s1as2), then
the general solution of Eq. (5) is of the form

vCðtÞ¼A1es1tþA2es2t ð6Þ

Since there are no sources in the circuit, this is the natural
or unforced response of the series RLC circuit. The con-
stants A1 and A2 will be determined by applying the initial
conditions vC(0) and iL(0) and solving the resulting simul-
taneous equations:

vCð0Þ¼A1þA2

iLð0Þ¼C
dvC

dt

����
t¼ 0

¼CA1s1þCA2s2

We will now consider the nature of the natural or unforced
voltage waveform represented by Eq. (6). We will use the
following shorthand form for s1 and s2

s1¼ � aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � o2

0

q
and s2¼ � a�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � o2

0

q

where

a¼
R

2L
and o0¼

1ffiffiffiffiffiffiffi
LC
p

We will assume for now that aZ0.
The first case to be considered is the case where o0

2oa2

and s1 and s2 are real and distinct. In this case the circuit
is said to be overdamped and the response vC(t) is the sum
of two exponentials with time constants 1/|s1| and 1/|s2|.

An example of an overdamped response is plotted in
Fig. 10a.

The second case occurs when o0
24a2 and s1 and s2 are

complex conjugates of the form � a7jod, where

od¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2

0 � a2
q

: In this case the circuit is said to be under-
damped. Equation (6) remains valid but can be expressed
more clearly in the form

vCðtÞ ¼ e�at ðA1þA2Þ cos odtþ jðA1 � A2Þ sin odt½ �

where A1 and A2 are complex conjugates, and so the coef-
ficients B1¼ (A1þA2) and B2¼ j(A1�A2) are real and can
once again be found from the initial conditions. The un-
derdamped response takes the form of an oscillation of
frequency od multiplied by an exponential envelope e�at: If
a40, the amplitude of the oscillation decreases exponen-
tially with time, with the rate of this decrease, known as
‘‘damping’’, controlled by a. If a¼ 0, the response is an os-
cillation of constant amplitude and frequency
od¼o0¼ 1=

ffiffiffiffiffiffiffi
LC
p

: This is the case of the well-known LC
oscillator, which arises when R¼ 0 and there is no dissi-
pation in the circuit. The underdamped response is plotted
in Figs. 10b and 10c for the two cases a40 and a¼ 0. Note
that the underdamped response is always characterized
by oscillation, sometimes termed ‘‘ringing’’.

If o0
2
¼ a2, then s1¼ s2¼ � a¼ �R/2L. In this case the

general solution of Eq. (5) is no longer given by Eq. (6) but
instead by [2]

vCðtÞ¼ ðD1þD2tÞe�at

and is said to be ‘‘critically damped’’. The constants D1 and
D2 are once again found by application of the initial con-
ditions. An example of a critically damped response is
plotted in Figure 10d.

2.3. Step Response of Second-Order Circuit

The circuit in Fig. 11 is identical to that of Fig. 9 but for
the addition of the voltage source E at t¼ 0. Applying
Kirchhoff ’s voltage law for tZ0 gives the equation

vCðtÞþL
diLðtÞ

dt
þRiLðtÞ¼E

which on application of the relation iL(t)¼C[dvC(t)/dt]
becomes

LC
d2vCðtÞ

dt2
þRC

dvCðtÞ

dt
þ vCðtÞ¼E ð7Þ

To solve this equation, we apply the fact that the general
solution to a differential equation is the sum of two com-
ponents, which are known in mathematics as the ‘‘homo-
geneous solution’’ and a ‘‘particular solution’’ [2]. The
homogeneous solution is the solution to the differential
equation obtained when all input terms (i.e., all terms not
involving the variable or its derivatives) are set to zero. In
circuit terms, this is just the response obtained when all
independent voltage and current sources are removed,
namely, the natural or unforced response. A particular

+

−

R LiL

vCC

Figure 9. Second-order circuit consisting of resistor R, capacitor
C and inductor L.
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solution is any solution to the differential equation. This
decomposition may seem to be of no particular benefit,
since it states that to solve the differential equation, one
must obtain a solution to the differential equation. The
benefit lies in the ability to choose a particularly simple
form for the particular solution, which can then be ex-
tended to yield the general solution by the addition of the
homogeneous solution. The simplest particular solution is
the constant solution, which is obtained by setting all
derivatives to zero.

The particular solution to Eq. (7) obtained by setting all
derivatives to zero is vCðtÞ¼E. Adding this solution to the
homogeneous solution that has already been found in
Eq. (6) yields the general solution, which is of the form

vCðtÞ¼A1es1tþA2es2tþE if o2
0oa2 ðoverdampedÞ ð8aÞ

vCðtÞ¼ e�at B1 cos odtþB2 sin odt½ � þE if o2
0 > a2

ðunderdampedÞ
ð8bÞ

vCðtÞ¼ ðD1þD2tÞe�atþE if o2
0¼ a2 ðcritically dampedÞ

ð8cÞ

The appropriate constants A1 and A2, B1 and B2, or D1 and
D2 are found by applying the initial conditions. If the ini-
tial conditions are zero, Eqs. (8) represent the step re-
sponse of the series RLC circuit, and are plotted in Fig. 12.

Depending on the system in which a circuit is to be
used, different demands may be made of its step response.
In some applications, for example, there may be a require-
ment that the voltage reach its steady-state value as soon
as possible, while in others it may be necessary that the

Time t

vc (t)

0

Time t

vc (t)

0

 (a)

 (c)

Time t

vc (t)

0

 (d)

Time t

vc (t)

0

 (b)

Figure 10. Examples of the natural response of the series RLC circuit: (a) overdamped; (b) un-
derdamped; (c) underdamped and lossless; (d) critically damped.

+
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E.U(t) VC

C

+

−

Figure 11. Second-order circuit consisting of resistor R, capaci-
tor C, inductor L, and voltage source EU(t).
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voltage never exceed its steady-state value by more than
some specified percentage, to avoid driving circuit ele-
ments into saturation. A number of figures of merit have
been defined to characterize the step response of a circuit
in order to test its suitability for a given application [1].
The risetime has already been defined. The settling time is
the time beyond which the step response does not differ
from its steady-state value by more than 2%. The delay
time is the time taken for the step response to reach 50% of
its steady-state value. The overshoot is defined as the dif-
ference between the peak value and the steady-state value
of the step response, expressed as a percentage of the
steady state value.

3. LAPLACE TRANSFORM CIRCUIT ANALYSIS

The analyses described above have found the circuit vari-
ables as a function of time by directly solving the differ-
ential equations that describe the circuit. While such a
procedure is reasonably straightforward for first- and sec-
ond-order circuits with simple source waveforms, it be-
comes significantly more difficult as the order of the circuit
increases and as the source waveforms become more com-
plex. It is desirable, therefore, to have a more powerful
method of finding a solution. In the special case where all
sources in the circuit are sinusoidal of the same frequency,
the transformation of circuit variables into phasor or com-
plex number form [3–5] allows the circuit to be handled
using purely algebraic equations instead of differential
equations. Although extremely useful in certain circum-
stances, this is not a general circuit analysis method: it
can handle only sinusoidal sources, it is applicable only if
the circuit is stable, it finds only the steady-state compo-
nent of the waveform and does not allow consideration of
initial capacitor voltages and inductor currents.

3.1. The Laplace Transform

A more general transform than the phasor transform is
the Laplace transform, named after the French mathe-
matician Pierre-Simon Laplace (1749–1827) [3–6]. This
transform method retains the fundamental advantage of
the phasor transform, which is the ability to transform a
system of differential equations into a system of algebraic
equations, but has the additional advantages of being able
to handle a much broader class of source waveforms

(including all that are of any practical interest), accom-
modating initial conditions, and yielding solutions that
incorporate both transient and steady-state components
without requiring that the circuit be stable.

The Laplace transform is discussed in the article on
linear systems, and we will merely summarize its proper-
ties here. Given a function of time f(t), its Laplace trans-
form is

FðsÞ¼Lff ðtÞg¼

Z 1

0�
f ðtÞe�stdt ð9Þ

where the variable s is complex and is termed the (com-
plex) frequency. Thus the Laplace transform converts a
function f(t) from the time domain into a function F(s) in
the frequency domain. There exist functions that do not
have a Laplace transform, since the integral in (9) fails to
converge, but all functions of interest in circuit theory
have a Laplace transform. Since the interval of integra-
tion is from 0� to N, the transform defined by Eq. (9) is
sometimes called the ‘‘one-sided Laplace transform’’, to
distinguish it from another version in which the integra-
tion is from �N to N, but we will not need to draw this
distinction here and will refer to it simply as the Laplace
transform. The lower limit of integration of 0� is chosen
in order to accommodate functions with infinite spikes at
t¼ 0. Such functions will prove extremely useful in our
analysis.

Some of the properties of the Laplace transform that
make it so useful in circuit analysis are the following [3,6],
where F(s) denotes the Laplace transform of f(t), F1(s) the
Laplace transform of f1(t) and F2(s) the Laplace transform
of f2(t):

Uniqueness: f1ðtÞ¼ f2ðtÞ for all t�0, F1ðsÞ¼F2ðsÞ (More
precisely, if F1ðsÞ¼F2ðsÞ then

R1
0� f1ðtÞ � f2ðtÞ
�� ��dt¼ 0;

but for our purposes it will suffice to assume that
F1ðsÞ¼F2ðsÞ ) f1ðtÞ¼ f2ðtÞ for all tZ0)

Linearity: L k1f1ðtÞþ k2f2ðtÞ
� �

¼ k1F1ðsÞþ k2F2ðsÞ; where
k1 and k2 are scalars.

Differentiation: Lfðd=dtÞf ðtÞg ¼ sFðsÞ � f ð0�Þ:

Integration: L
R t

0� f ðtÞdt
n o

¼ð1=sÞFðsÞ:

Time shift: L f ðt� tÞUðt� tÞ
� �

¼ e�stFðsÞ; where t40
and U(t) is the unit step function given by Eq. (1).

Frequency shift: L e�atf ðtÞ
� �

¼Fðsþ aÞ:

Time t Time t

vc(t) vc(t)

0

vc(t)

0

0
Time t

 (a)  (b)  (c)

Figure 12. Examples of the step response of the series RLC circuit: (a) overdamped; (b) under-
damped; (c) critically damped.
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The first three of these properties are particularly impor-
tant. The uniqueness property guarantees that if a sys-
tem of differential equations is solved by transforming
to the frequency domain, solving in the frequency domain
and transforming back to the time domain, the solution
obtained will be the same as would have been obtained
if the solution had been carried out entirely in the
time domain. The linearity property guarantees that a
system of linear equations in the time domain will remain
linear in the frequency domain, allowing powerful linear
analysis techniques to be applied in both domains.
The differentiation property allows differentiation in
the time domain to be replaced by multiplication in
the frequency domain, together with the addition
of a term related to the initial condition. It is this proper-
ty that allows a system of differential equations in
the time domain to be replaced by a system of algebraic
equations in the frequency domain, which can be solved
by a variety of powerful and elegant techniques. The
Laplace transforms of some important functions are
given in Table 1, in which d(t) is the delta function
defined by

dðtÞ ¼0 for tO0

Z 1

�1

dðtÞ¼ 1
ð10Þ

Three steps are to be taken in solving a set of differential
equations using Laplace transform analysis: (1) the sys-
tem of differential equations in the time domain is trans-
formed to a set of algebraic equations in the frequency
domain; (2) this set of algebraic equations is solved in the
frequency domain, using standard linear techniques; and
(3) the solution is transformed from the frequency domain
back to the time domain. Step (1) involves application of
the definition of the Laplace transform (9) together with
certain of its properties (notably the differentiation prop-
erty). Step (2) involves standard techniques from linear
algebra. The third step involves the application of the in-
verse Laplace transform, which converts a function F(s) in
the frequency domain to a function of time f ðtÞ¼L�1

ðFðsÞÞ
in such a way that Lðf ðtÞÞ ¼FðsÞ: Note that the function f(t)
is unique only for tZ0, since two functions of time that

differ for to0 but are identical for tZ0 will have the same
Laplace transform.

3.2. The Inverse Laplace Transform

There is a closed-form equation for the inverse Laplace
transform (see Ref. 6 for details), but it is rather difficult to
apply (involving contour integration) and is rarely used in
circuit analysis applications. Instead, the inverse Laplace
transform of a function is generally found by writing the
function as the sum of simpler functions, each of whose
inverse Laplace transform is known. A technique that is
particularly useful here is the partial fraction expansion
[2,6]. This is a technique that allows the decomposition of
a function F(s) that is the ratio of two real polynomials in s
into the sum of simpler terms. It is assumed that the de-
gree of the numerator of F(s) is less than that of the
denominator—if this is not the case, then F(s) can be ex-
pressed in the form FðsÞ¼ rðsÞþ n̂nðsÞ=d̂dðsÞ; where r(s) is a
polynomial in s and the degree of n̂nðsÞ is less than that of
d̂dðsÞ: The inverse Laplace transform of R(s) can be found
from Table 1, leaving only the component n̂nðsÞ=d̂dðsÞ to be
handled by the partial fraction expansion. Thus, without
loss of generality, we can assume that the degree of the
numerator of F(s) is less than that of the denominator. The
first step in the partial fraction expansion is the facto-
rization of the denominator polynomial:

FðsÞ¼
nðsÞ

dðsÞ
¼

nðsÞ

s� p1ð Þ
a1 s� p2ð Þ

a2 � � � s� pmð Þ
am

The quantities pi, the zeros of the denominator d(s) of F(s),
are known as the poles of F(s), and the multiplicity of the
pole pi is the number of times ai that it appears as a zero of
d(s). A pole of multiplicity 1 is called a simple pole. If all
poles are simple, then

FðsÞ¼
nðsÞ

s� p1ð Þ s� p2ð Þ . . . s� pmð Þ

¼
k1

s� p1
þ

k2

s� p2
þ � � � þ

km

s� pm

where ki¼ ðs� piÞFðsÞ½ �s¼pi
:

The term ki is the residue of F(s) at the pole pi. If F(s)
has a pole of multiplicity aj at pj, the partial fraction ex-
pansion takes the form

FðsÞ¼
nðsÞ

s� pj

� �aj ~ddðsÞ
¼

kj1

s� pj

þ
kj2

ðs� pjÞ
2
þ � � � þ

kjaj

ðs� pjÞ
aj
þ
~nnðsÞ
~ddðsÞ

where

kji¼
1

ðaj � iÞ!

daj�i

dsaj�i
ðs� pjÞ

aj FðsÞ
	 
� �����

s¼pj

Since the numerator and denominator of F(s) are real
polynomials in s, poles appear in complex conjugate pairs,

Table 1. Some Important Laplace Transforms

f(t) FðsÞ¼Lðf ðtÞÞ

d(t) 1

U(t)
1

s

tn n!
1

snþ1
n¼1;2; . . .

e�at 1

sþa

sinot
o

s2þo2

cosot
s

s2þo2
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as do their residues. This allows the combination of any
complex term in the expansion with its conjugate to give a
real term.

The inverse Laplace transform of each of the terms in
the partial fraction expansion is known:

L�1 kjaj

ðs� pjÞ
aj

� �
¼ kjaj

taj�1

ðaj � 1Þ!
epjt

In this way it is possible to find the inverse Laplace trans-
form of any function consisting of the ratio of two polyno-
mials in s by decomposing the function via the partial
fraction expansion and taking the inverse Laplace trans-
form of each of the constituent functions. This method re-
lies fundamentally on the uniqueness and linearity
properties of the Laplace transform. Clearly the method
applies only to a restricted range of functions, those which
can be expressed as the ratio of two polynomials in s. As
will be seen, however, functions of this type are particu-
larly important in circuit analysis, and so this is not a
significant limitation.

3.3. Circuit Analysis

The first step in the Laplace transform analysis of a circuit
is the transformation of the circuit from the time domain
to the frequency domain. All branch voltages v(t) and cur-
rents i(t) that appear as variables in the differential equa-
tions describing the circuit will appear in the transformed
equations as variables VðsÞ¼LfvðtÞg and IðsÞ¼LfiðtÞg: In-
dependent voltage and current sources are transformed
from known functions of time vs(t) and is(t) to known func-
tions of frequency VsðsÞ¼LfvsðtÞg and IsðsÞ¼LfisðtÞg: A re-
sistor is described in the time domain by the linear
equation v(t)¼Ri(t) and so is defined in the transformed
circuit by the relation V(s)¼RI(s). Similarly the linear
equations describing all resistive two-ports (including
ideal transformers, gyrators and controlled sources),
and indeed resistive n-ports, are unchanged in the trans-
formation from time domain to frequency domain. The

capacitor is defined in the time domain by the equa-
tion

iCðtÞ¼C
dvCðtÞ

dt

Applying the differentiation property of the Laplace trans-
form yields the frequency-domain equation for the capa-
citor:

ICðsÞ¼ sCVCðsÞ � CvCð0
�Þ

Thus the capacitor C with initial voltage vC(0� ) appears
in the transformed circuit as the parallel combination of
the independent current source CvC(0� ) and the linear
element defined by the relation V(s)¼ (1/sC)I(s). This sec-
ond element can be regarded as a generalized resistance
(known as an impedance) 1/sC and throughout the anal-
ysis in the frequency domain can be handled as if it were a
resistance. Figure 13 shows the transformation of a ca-
pacitor from the time domain into the parallel combina-
tion of an impedance and an independent current source
in the frequency domain or, by Thévenin’s theorem, into
the series combination of an impedance and an indepen-
dent voltage source. In a similar manner, the inductor de-
fined in the time domain by the relation

vLðtÞ ¼L
diLðtÞ

dt

is defined in the frequency domain by the relation

VLðsÞ¼ sLILðsÞ � LiLð0
�Þ

Thus, as shown in Fig. 14, the inductor appears in the
transformed circuit as the series combination of an im-
pedance sL and voltage source LiL(0� ) or the parallel
combination of the same impedance and current source
[iL(0� )]/s. Note that once again this circuit transformation
could have been obtained from Fig. 13 by application of the

+

VL(t) VL(s) VL(s) iL(0−)/s

LiL(0−)

L

iL(t)
IL(s)

sL

IL(s)

−

+

−

+

−

or

+
−

sL

Figure 14. Transformation of an inductor with initial
current iL(0� ) into the frequency domain.

+

VC(t)
VC(s) VC(s)

VC(0−)/s

CvC(0−)

1/sC

1/sC

C

iC(t)

IC(s) IC(s)

−

+

−

+

−

or

+
−

Figure 13. Transformation of a capacitor with ini-
tial voltage vC(0� ) into the frequency domain.
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principle of duality. Coupled inductors can be transformed
in a similar manner.

When all the elements in the circuit have been trans-
formed into the frequency domain, the first step of the
analysis process is complete. The second step is to analyze
the circuit in the frequency domain, employing any of a
wide variety of techniques such as loop current analysis,
node voltage analysis, modified nodal analysis, and sparse
tableau analysis. The analysis of a circuit in the frequency
domain is described in the article on frequency-domain
circuit analysis, and also in most circuit theory textbooks,
such as Refs. 3–5. The third step is then to transform the
results of the analysis back to the time domain via the
inverse Laplace transform.

Example 1. The circuit of Fig. 4 can be transformed
into the Laplace transform domain, yielding the circuit
of Fig. 15. Analysis in the frequency domain, followed by
partial fraction expansion, yields the result that

VCðsÞ¼
vCð0

�Þ

sþ
1

RC

þ

E
1

RC

s sþ
1

RC

� � ¼ vCð0
�Þ

sþ
1

RC

þ
E

s
�

E

sþ
1

RC

The inverse Laplace transform is then applied to find

vCðtÞ¼ vCð0
�Þe�t=RCþEð1� e�t=RCÞ for t�0

which agrees with the time domain analysis performed
earlier.

3.4. Laplace Transform Analysis of Distributed Circuits

Laplace transform techniques can also be applied to the
analysis of distributed circuits. Consider the example of a
transmission line modeled as in Fig. 16 by incremental
series inductance L and resistance R and shunt capaci-
tance C and conductance G, all per unit length. Applying
Kirchhoff ’s laws and taking the limit of vanishing line
length gives the telegrapher’s equations

@iðx; tÞ

@x
¼ �Gvðx; tÞ � C

@vðx; tÞ

@t

@vðx; tÞ

@x
¼ � Riðx; tÞ � L

@iðx; tÞ

@t

The current and voltage now vary not only with time t but
also with distance x along the line. The appearance of dis-
tance in this fashion, and also of the derivative with re-
spect to distance, does not occur in lumped circuits.

The new parameter x can be shown explicitly in the
definition of the Laplace transform:

L f ðx; tÞ½ � ¼

Z 1

0�
f ðx; tÞe�stdt¼Fðx; sÞ

There is now a second differentiation property:

L
@f ðx; tÞ

@x

 �
¼
@Fðx; sÞ

@x

Then taking

Iðx; sÞ¼L½iðx; tÞ�

Vðx; sÞ¼L½vðx; tÞ�

the telegrapher’s equations become

@Iðx; sÞ

@x
¼ �GVðx; sÞ � sCVðx; sÞþCvðx; 0�Þ

@Vðx; sÞ

@x
¼ �RIðx; sÞ � sLIðx; sÞþLiðx; 0�Þ

If, for simplicity, we assume zero initial voltage and cur-
rent along the line, these equations can be solved for
V(x,s)and I(x,s):

Vðx; sÞ¼V þ ðsÞe�gxþV�ðsÞegx

) Iðx; sÞ¼
1

Z0
V þ ðsÞe�gx � V�ðsÞegx
	 


where Z0¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ sLÞ=ðGþ sCÞ

p
, g¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ sLð Þ Gþ sCð Þ

p
and

Vþ and V� are as yet unknown constants of integration.
Z0 is called the characteristic impedance of the line, and
g is the propagation constant. If the line is lossless, R¼
G¼ 0, and so Z0¼

ffiffiffiffiffiffiffiffiffiffi
L=C

p
; which is purely real (generally

denoted R0) and g¼ s
ffiffiffiffiffiffiffi
LC
p

: We define u¼ 1=
ffiffiffiffiffiffiffi
LC
p

; and so
g¼ s=u: (We shall shortly see the physical significance of
this variable.)

Inserting typical terminations for a line of length L,
consisting of the series combination of voltage source V0(s)

E/s
+

−
+

−

1/sC

VC(0−)/s

−

VC(s)

+

R

Figure 15. Laplace transform of the circuit of Figure 4.

i(x,t)

V(x,t)

R∆x L∆x

+

−

I
x

C∆x G∆x
V(x+∆x, t)

i(x+∆x, t)

−

I
x+∆x

+

Figure 16. Basic model of a length Dx of transmission line.
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and generator impedance Zg at x¼ 0, and load impedance
ZL at x¼L, we can solve these equations for Vþ and V� to
find

V�

V þ
e2gL¼

ZL � Z0

ZLþZ0
¼GR

where GR is the receiving end reflection coefficient, and in
a similar manner we define the generating end reflection
coefficient

Gg¼
Zg � Z0

ZgþZ0

We can substitute for Vþ and V� to find the expressions
for the voltage and current along the line in the frequency
domain:

Vðx; sÞ¼
Z0V0

Z0þZg

e�gxþGRe�gð2L�xÞ

1� GRGge�2gL

 �

Iðx; sÞ¼
V0

Z0þZg

e�gx � GRe�gð2L�xÞ

1� GRGge�2gL

 �

In the important case of a lossless line, these equations
can be rewritten as

Vðx; sÞ¼
V0R0

R0þZg

e�ðsx=uÞ þGRe�sð2t�ðx=uÞÞ

1� GRGge�2st

 �

Iðx; sÞ¼
V0

R0þZg

e�ðsx=uÞ � GRe�sð2t�ðx=uÞÞ

1� GRGge�2st

 � ð11Þ

where t¼L/u is the delay of the line. (Once again, we
shall shortly see the physical significance of this variable).

We will now consider the solution of these equations in
three cases of increasing complexity. It suffices to consider
the voltage equation (11), since the current follows easily.

3.4.1. Matched Lossless Line. If the load impedance ZL

equals the characteristic impedance R0 of the line, then
GR¼ 0 and Eq. (11) becomes

Vðx; sÞ¼
V0R0

R0þZg
e�ðsx=uÞ

In the time domain, applying the time-shift property of the
Laplace transform, we get

vðx; tÞ¼L�1 Vðx; sÞ½ � ¼ f t�
x

u

� �
U t�

x

u

� �

where U(t) is the unit step function given by (1) and

f ðtÞ¼L�1 V0R0

R0þZg

 �

The voltage at the generator end of the line, that is, at
x¼0, is

V0R0

R0þZg

which agrees with the result expected by voltage division.
The voltage at any point x along the line is an undistorted

replica of the voltage at x¼0 delayed by the time interval
x/u, where u is the velocity at which the waveform prop-
agates along the line.

3.4.2. Lossless Line with Matched Source and Unmatched
Load. If the lossless line is matched at the source end but
unmatched at the load end (i.e., Gg¼ 0 and GRa0), the
voltage in the frequency domain is given by

Vðx; sÞ¼
V0

2
e�ðsx=uÞ þGRe�sð2t�ðx=uÞÞ
h i

The inverse Laplace transform gives the voltage in the
time domain:

vðx; tÞ¼ f1 t�
x

u

� �
U t�

x

u

� �
þ f2 t� 2tþ

x

u

� �
U t� 2tþ

x

u

� �

ð12Þ

where

L�1 V0

2

 �
¼ f1ðtÞUðtÞ

and

L�1 GR
V0

2

 �
¼ f2ðtÞUðtÞ

The voltage given by Eq. (12) is the sum of two terms. The
first of these is a waveform that starts from the generator
end of the line (x¼0) at t¼ 0 and travels along the line
toward the load with velocity u. This waveform reached
the load at time L/u¼ t. The second, or reflected, term
originates at the load end of the line (x¼L) at time at t¼ t,
and travels to the left with velocity u.

3.4.3. Lossless Line with Unmatched Source and
Unmatched Load. The voltage equation (11) can be ex-
panded to the form

Vðx; sÞ¼FðsÞ
X1

n¼ 0

Gn
RG

n
ge�sð2ntþ ðx=uÞÞ

þFðsÞ
X1

n¼ 0

Gnþ 1
R Gn

ge�sð2ðnþ 1Þt�ðx=uÞÞ

where

FðsÞ¼
V0R0

R0þZg

Defining

FðnÞ1 ðsÞ¼FðsÞGn
RG

n
g ¼L f ðnÞ1 ðtÞUðtÞ

h i

and

FðnÞ2 ðsÞ¼FðsÞGnþ 1
R Gn

g ¼L f ðnÞ2 ðtÞUðtÞ
h i
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we get

Vðx; sÞ¼
X1

n¼ 0

FðnÞ1 ðsÞe
�sð2ntþ ðx=uÞÞ þ

X1

n¼ 0

FðnÞ2 ðsÞe
�sð2ðnþ 1Þtþ ðx=uÞÞ

Taking the inverse Laplace transform, we get the time-
domain voltage

vðx; tÞ¼
X1

n¼ 0

f ðnÞ1 t� 2nt�
x

u

� �
U t� 2nt�

x

u

� �

þ
X1

n¼ 0

f ðnÞ2 t� 2ðnþ 1Þtþ
x

u

� �
U t� 2ðnþ 1Þtþ

x

u

� �

Hence the voltage waveform consists of a sum of two types
of terms. The first type has the form

f ðnÞ1 t� 2nt�
x

u

� �
U t� 2nt�

x

u

� �
ð13Þ

which represents a waveform traveling toward the load
with velocity u. This expression is zero for to2ntþ (x/u).
Since 0rxrL, 0rx/urt, and so the term (13) is zero ev-
erywhere on the line if to2nt. Thus this term represents a
waveform that starts at the generator end of the line
at time t¼ 2nt and travels to the load, reaching it at time
t¼ (2nþ 1)t.

The second type has the form

f ðnÞ2 t� 2ðnþ 1Þtþ
x

u

� �
U t� 2ðnþ1Þtþ

x

u

� �

which represents a waveform traveling to the left with
velocity u. This expression is zero for to2(nþ 1)t� (x/u),
and is zero everywhere on the line if to2(nþ 1)t� x/u.
Thus this term represents a waveform that starts at the
load at time t¼ (2nþ 1)t and travels toward the generator
end of the line, reaching it at time t¼ (2nþ 2)t.

4. NATURAL RESPONSE AND ZERO-STATE RESPONSE

When converted into the frequency domain, a (lumped or
distributed) circuit contains independent sources of two
types. The first are the transformed versions of the inde-
pendent sources from the time domain. These sources
drive the circuit in the time domain, and are often termed
the ‘‘inputs’’ to the circuit, borrowing a viewpoint from
system theory. The second group of independent sources in
the frequency-domain circuit are those that are intro-
duced during the transformation of energy storage ele-
ments and account for the initial conditions in the circuit,
specifically, the capacitor voltages and inductor currents
at time t¼ 0� . We will call these sources the ‘‘initial’’ con-
dition generators, to distinguish them from those sources
that represent the independent sources from the time do-
main. By superposition, the response of the circuit to these
sources (by which we mean any current or voltage in the
circuit, or any collection thereof) is the sum of two com-
ponents: one due to the independent sources acting alone,
with the initial condition generators removed, and the

other due to the initial condition generators acting alone,
with the independent sources removed. Since these two
components of the response arise from different mecha-
nisms, it is often useful to treat them separately. The com-
ponent of the response due to the independent sources,
with the initial conditions set to zero, is called the zero-
state response, and the component due to the initial con-
ditions, with the independent sources set to zero, is the
natural or unforced response (also called the zero-input
response).

4.1. Natural Response and Natural Frequencies

We will consider first the natural response of a circuit.
Application of any of the standard frequency-domain ana-
lysis techniques will yield a matrix equation of the form [3]

MðsÞXðsÞ¼UðsÞ

where M(s) is a matrix each element of which is a poly-
nomial in s; X(s) is a vector containing some subset of the
unknown branch voltages, branch currents, node voltages,
and loop currents; and U(s) is a vector, each nonzero ele-
ment of which is a linear combination of the initial condi-
tion generators. If the circuit has a unique solution, that
solution is given by [2]

XðsÞ¼M�1
ðsÞUðsÞ¼

1

detðMðsÞÞ
AdjðMðsÞÞ .UðsÞ

where the existence of a unique solution guarantees that
the determinant det(M(s)) is not identically zero. We as-
sume, unless otherwise stated, that all zeros p1, p2,y, pm

of det(M(s)) are simple. Each component Xi(s) of the vector
X(s) is the ratio of two polynomials in s, and so the partial
fraction expansion can be applied to yield the expression

XiðsÞ¼
k1

s� p1
þ

k2

s� p2
þ � � � þ

km

s� pm

The time-domain response xi(t) is therefore

xiðtÞ¼ k1ep1tþ k2ep2tþ � � � þkmepmt

for tZ0. [If some of the zeros of det(M(s)) have multiplicity
greater than one, the time response will contain terms of
the form taepit.]

Clearly the zeros pi of det(M(s)) play a crucial role in
determining the natural response of the circuit. These
quantities are known as the natural frequencies of the
circuit. The number of natural frequencies in a circuit is
less than or equal to the number of energy storage ele-
ments in the circuit. The contribution of each natural fre-
quency to the natural response depends on its location in
the complex plane. A natural frequency at zero contrib-
utes a constant term to the natural response. A real and
positive natural frequency pi contributes a term kie

pit that
grows exponentially with time. A real and negative natu-
ral frequency pi contributes a term kie

pit that decays ex-
ponentially with time. Complex natural frequencies occur
in conjugate pairs, and their contributions add to make a
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real contribution to the response waveform. If the natural
frequencies in question lie on the imaginary axis at 7jo,
their composite contribution to the time response is of the
form kie

jotþ �kkie
�jot¼2 kij j cosðotþffkiÞ; an oscillation of

constant amplitude. If the complex natural frequencies
lie in the right half-plane at a7jo, their composite contri-
bution is of the form kie

ðaþ joÞtþ �kkie
ða�joÞt¼

2 kij je
at cosðotþffkiÞ; an oscillation whose amplitude

grows exponentially with time. Finally, if the complex
natural frequencies lie in the left half-plane at a7jo,
their composite contribution is of the form kie

ðaþ joÞtþ
�kkie
ða�joÞt¼ 2 kij je

at cosðotþffkiÞ; an oscillation whose am-
plitude decays exponentially with time. (If some of the
natural frequencies have multiplicity greater than one,
their contribution to the time response will be more com-
plicated, with polynomials times exponentials in place of
exponentials, but can be handled by an extension of the
preceding analysis.)

The preceding discussion leads to the important con-
clusion that if all natural frequencies of a circuit lie in the
open left half-plane (i.e., if their real parts are less than 0),
then for any set of initial conditions the natural or zero-
input response of the circuit decays to zero as t-N. This
decay may be oscillatory, depending on the presence of
complex natural frequencies. A circuit is said to be as-
ymptotically stable or exponentially stable if all of its nat-
ural frequencies lie in the open left half-plane. If any
natural frequency lies in the open right half-plane, then
the initial conditions can cause certain currents and volt-
ages to grow exponentially with time, which is clearly un-
desirable. Obviously in a real circuit this growth cannot
continue indefinitely as the circuit elements will eventu-
ally cease to function, possibly in dramatic fashion. Also
obvious is the fact that this behavior cannot occur in a
circuit made up entirely of passive elements, since the ex-
ponential growth requires that energy be supplied to the
circuit by an active element such as a controlled source or
negative resistance.

While the natural frequencies determine the possible
natural modes of behavior of a circuit, the actual response
that will be observed in a circuit with zero input depends
on the values of the initial conditions. Certain sets of ini-
tial conditions will excite one mode only, which means that
all circuit variables will exhibit the same exponential or
oscillatory behavior, but for most sets the response will be
the combination of various modes. Also, not all modes can
be observed in any given circuit variable—it may be that
certain variables are not susceptible to the influence of one
or more natural frequencies.

Example 2. To find the natural frequencies of the circuit of
Fig. 17, the voltage source can be set to zero and the re-
sulting circuit analyzed by any of the usual methods. In
this case node voltage analysis is possible, yielding the
matrix equation

1

R1
þ sC1 0

�gm
1

R2
þ sC2

0
BB@

1
CCA

V1ðsÞ

V2ðsÞ

 !
¼

C1v1ð0
�Þ

C2v2ð0
�Þ

 !

The natural frequencies are the values of s for which the
determinant of the matrix in this equation is zero, and
therefore equal (� 1)/R1C1 and (� 1)/R2C2. Solving explic-
itly for V1(s) and V2(s), we find that

V1ðsÞ ¼
V1ð0

�Þ

sþ
1

R1C1

and V2ðsÞ¼

gm

C2
V1ð0

�Þþ
1

C1
V2ð0

�Þ

sþ
1

R1C1

� �
sþ

1

R2C2

� �

Thus the voltage v1 (natural or zero-input component) ex-
hibits only the behavior controlled by the natural frequency
at (� 1)/R1C1 and is unaffected by the natural frequency at
(� 1)/R2C2.

4.2. The Zero-State Response and Transfer Functions

The zero-state response of a circuit is its response to one or
more independent sources (inputs) with all initial capac-
itor voltages and inductor currents set to zero. It suffices to
consider the response to a single input, since superposi-
tion can then be applied to calculate the response due to
multiple inputs. Application of any of the standard fre-
quency-domain analysis techniques to a single-input zero-
state circuit will yield a matrix equation of the form

MðsÞXðsÞ¼UðsÞ

where M(s) is a matrix, each element of which is a poly-
nomial in s; X(s) is a vector containing some subset of the
unknown branch voltages, branch currents, node voltages,
and loop currents; and U(s) is a vector, each nonzero ele-
ment of which is a term involving the independent source,
say, Vs(s) (although the theory applies equally to the case
where the input is a current source). It follows from linear
algebra [2,3] that

XiðsÞ¼
nðsÞ

detðMðsÞÞ
VsðsÞ¼HðsÞVsðsÞ ð14Þ

where n(s) is a polynomial in s and det(M(s)) is nonzero, by
our standing assumption of unique solvability. Thus the
zero-state response to a source vs(t) is obtained by multi-
plying its Laplace transform Vs(s) by the appropriate func-
tion HðsÞ¼nðsÞ=detðMðsÞÞ and taking the inverse Laplace
transform to return to the time domain. This function is
known as a transfer function or network function. Note
that the poles of a transfer function are zeros of det(M(s))
and are therefore natural frequencies of the circuit.

Vs
R1

R2v1
+
−

+ +

− −

C1

C2

v2
gmv1

Figure 17. Circuit to be analyzed in Examples 2 and 3.
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However, not all natural frequencies need show up as
poles of a given transfer function, due to cancellations
with numerator terms.

Once again we see that the natural frequencies play a
crucial role in determining the response of the circuit—
even, as in this case, when the initial conditions are zero.
From (14) the poles of Xi(s) will be some subset (deter-
mined by numerator cancellations) of the poles of Vs(s) and
the natural frequencies. Therefore, xi(t) will in general,
contain terms related to the input together with exponen-
tial, constant, or oscillatory terms governed once again by
the natural frequencies. If the circuit is asymptotically
stable, the contributions governed by the natural frequen-
cies will die away, leaving only the component governed by
the input.

The simplest application of Eq. (14) occurs when
Vs(s)¼ 1, that is, when the independent source vs(t) is
the delta function or impulse function defined by (10). Al-
though this function is physically unrealizable, it proves
extremely useful in circuit and system analysis. When
vs(t)¼ d(t), then XiðsÞ¼HðsÞLfdðtÞg¼HðsÞ; and so the zero-
state response is xiðtÞ¼hðtÞ¼L�1

fHðsÞg: The zero-state re-
sponse to an impulse function is known as the impulse
response, and so we have found that the Laplace transform
of the impulse response equals the transfer function. The
expression

XiðsÞ¼HðsÞLfvsðtÞg

giving the frequency-domain response of the system with
transfer function H(s) to an input vs(t) can be expressed in
the time domain as

xiðtÞ¼hðtÞ 
 vsðtÞ¼

Z tþ

0�
hðt� tÞvsðtÞdt

where hðtÞ¼L�1
fHðsÞg is the impulse response and the

asterisk * is the convolution operator [3,6].
If the input is the unit step function U(t), which has

Laplace transform 1/s, that is, XiðsÞ¼HðsÞ .LfuðtÞg ¼
HðsÞ=s; and so the step response is xiðtÞ ¼L�1

fHðsÞ=sg: It
is easy to see that the impulse response is the derivative
of the step response.

Example 3. The transfer function V2(s)/Vs(s) of the circuit
of Fig. 17 is

HðsÞ¼

gm

C2
s

sþ
1

R1C1

� �
sþ

1

R2C2

� �

¼

gm

C2

R2C2 �R1C1

R2C2

sþ
1

R1C1

� �� R1C1

sþ
1

R2C2

� �

2

664

3

775

and so the impulse response is

hðtÞ¼
gmR2

R2C2 � R1C1
e�t=R1C1

�
gmR1C1=C2

R2C2 �R1C1
e�t=R2C2 for t�0

The step response is

L�1

gm

C2

sþ
1

R1C1

� �
sþ

1

R2C2

� �

8
>><

>>:

9
>>=

>>;

¼
gmR1C1R2

R2C2 � R1C1
�e�t=R1C1 þ e�t=R2C2

h i
for t�0

Note the exponential modes corresponding to the natural
frequencies in both the step response and the impulse re-
sponse. Note also that the impulse response is the deriv-
ative of the step response.

5. FOURIER TRANSFORM CIRCUIT ANALYSIS

The power of the Laplace transform in finding the tran-
sient and steady-state response of a circuit, the variety of
source waveforms that it can handle and its ability to ac-
commodate initial conditions make it the method of choice
in transient circuit analysis. Despite these advantages,
another transform, closely related to the Laplace trans-
form, is preferred in certain situations. This is the Fourier
transform [4–6], named after the French mathematician
Jean Baptiste Joseph Fourier (1768–1830). The close re-
lationship between the Fourier transform of a signal and
the frequency content of that signal make it particularly
useful in applications such as communications and signal
processing where this frequency content is of paramount
importance. However, the Fourier transform is defined for
a smaller class of source waveforms than the Laplace
transform, and it cannot handle initial conditions. The
latter condition in particular makes it poorly suited to
transient circuit analysis and so we will merely give a
brief discussion of its properties here, with the intention of
(1) explaining why it is unsuited to transient circuit anal-
ysis and (2) providing a link to other forms of transient
circuit analysis for circuits such as filters that are more
usually handled using Fourier analysis.

The Fourier transform is closely related to the Fourier
series [4–6], in which a periodic function with period T is
decomposed into the weighted sum of sinusoids whose an-
gular frequencies are integer multiples of 2p/T. By super-
position, the response of a circuit to a periodic function
could be obtained by decomposing the function into the
sum of sinusoids, finding the response to each of these
sinusoids via phasor analysis, and summing these respons-
es to find the overall response. The main disadvantage to
this Fourier series method of analysis is that many source
waveforms of interest are not periodic, and since the
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method is based on phasor analysis, it finds only
the steady-state component of the response. The funda-
mental idea underlying this method, however, namely,
the idea of a sum of input sinusoids being processed (i.e.,
altered in magnitude and phase) in different ways by
a circuit and then added to form the response, is a very
useful one and underlies the more general Fourier trans-
form analysis.

The Fourier transform is a generalization of the Fourier
series to accommodate nonperiodic functions. A nonperi-
odic function can be viewed as the limit of a periodic func-
tion as the period T tends to infinity. The Fourier series of
this periodic function consists of weighted sinusoids
spaced in frequency at integer multiples of 2p/T. As T
tends to infinity, the separation of these sinusoidal fre-
quency components tends to zero, and in the limit we have
the nonperiodic function represented by a continuum or
spectrum of sinusoidal components. This spectrum of si-
nusoidal components constitutes the Fourier transform of
the function. The Fourier transform of a signal f(t) is
found, as in the preceding discussion, by taking the limit
of the expression for the Fourier series of a periodic func-
tion as the period tends to infinity, which turns out to be

FðjoÞ¼Fff ðtÞg ¼

Z 1

�1

f ðtÞe�jotdt ð15Þ

and exists if the integral in (15) converges. Once again we
say that the Fourier transform converts a function from
the time domain into the frequency domain, with F(jo)
indicating the frequency content of the signal at frequency
o. If f(t)¼ 0 for to0 and the integral shown above con-
verges, the Fourier transform of f is just the Laplace trans-
form with jo substituted for s. Given F(jo), the function
f(t) such that FðjoÞ¼Fff ðtÞg is found by application of the
inverse Fourier transform

f ðtÞ¼F�1
fFðjoÞg¼

1

2p

Z 1

�1

FðjoÞejotdo

One important feature of the Fourier transform is the dif-
ferentiation property, which states that differentiation in
the time domain is equivalent to multiplication by jo in
the frequency domain. Thus the Fourier transform can,
like the Laplace transform, be used to transform a system
of differential equations in the time domain to a system of
algebraic equations in the frequency domain.

In Fourier transform analysis a circuit is transformed
into the frequency domain by replacing all independent
sources by their Fourier transforms, replacing each induc-
tor L by an impedance joL (and replacing any time-
domain coupling M between inductors by the frequency-
domain coupling joM), replacing each capacitor C by an
impedance 1/joC and leaving resistive components un-
changed. Note the lack of any initial condition genera-
tors—this is a consequence of the fact that the lower limit
of integration in the definition of the Fourier transform is
�N rather than 0� . Analysis in the frequency domain
proceeds as described in the article on frequency-domain
analysis or in Refs. 4 and 5, using the standard tools, and

the frequency-domain response is converted back to the
time domain by application of the inverse Fourier trans-
form. Once again there is a transfer function—in this case
a function of frequency H(jo)—relating input and output
in the frequency domain. Note that the response obtained
through Fourier transform analysis is the zero-state re-
sponse only, since the method contains no provision for
handling initial conditions.

Given a circuit with input sin(o0t) and transfer
function H(jo) [which is in general complex and, for
the circuits in which we are interested, has the property
that H(� jo) is the complex conjugate of H(jo)], the output
is obtained by taking the inverse Fourier transform
of HðjoÞ .F sinðo0tÞ

� �
; which turns out to be

Hðjo0Þ
�� �� sinðo0tþffHðjo0ÞÞ: In other words, the sinusoidal
input appears at the output as a sinusoid of the same fre-
quency, with amplitude multiplied by the magnitude of
the transfer function at that frequency and phase incre-
mented by the phase of the transfer function at that fre-
quency. If the input to the circuit is more general, it can be
viewed as the finite or infinite sum of sinusoids, which will
be altered in magnitude and phase by the action of the
circuit and then recombined to form the output of the cir-
cuit. The magnitude and phase of the transfer function
will generally vary with frequency, and when plotted
against frequency are called the amplitude (or magnitude)
response and phase response plots.

Frequency-selective circuits that pass certain ranges of
frequencies from input to output while blocking other
ranges are known as filters [7]. For example, an ideal low-
pass filter would pass to the output all frequency compo-
nents of its input up to a certain cutoff frequency, and pass
no higher frequency components. This ideal lowpass filter
cannot be realized and is therefore approximated by a va-
riety of functions such as the Butterworth and Chebyshev
approximations. Figure 18 plots the amplitude response of
the ideal lowpass filter with cutoff frequency at 1 rad/s,
together with the amplitude responses of the normalized
Butterworth filters of orders 2,3,4,5. The amplitude re-
sponse of each of these Butterworth filters is 0.7071 or
� 3 dB at o¼ 1 rad/s, which is to say that their 3 dB band-
width is 1 rad/s.

In a communication system designed to transmit
pulses, the step response of a filter is crucial. Too slow a
risetime leads to neighboring pulses in a pulsetrain being
smeared over one another, rendering them indistinguish-
able at the output. Too high an overshoot can drive circuit
elements into saturation. The step response of a filter can
be found by Fourier transform methods, by taking the in-
verse Fourier transform of the function HðjoÞF uðtÞ

� �
; but

there is in general no reason to prefer the Fourier trans-
form over the Laplace transform in this situation, and it is
usual to take instead the inverse Laplace transform of the
function HðsÞL uðtÞ

� �
: For example, the normalised third

order Butterworth lowpass filter has transfer function
H(s)¼ 1/(s3

þ 2s2
þ 2sþ 1), and so its step response is

L�1
f1=½sðs3þ 2s2þ 2sþ 1Þ�g; which can be found by the

partial fraction decomposition to be

1� e�t �
2ffiffiffi
3
p e�t=2 sin

ffiffiffi
3
p

2
t for t > 0
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Figure 19 plots the step response of the normalised But-
terworth filters of orders 2,3,4,5, as obtained by applica-
tion of the Laplace transform. It can be seen that as the
order increases (and the amplitude response more closely
approximates the ideal) the overshoot, settling time and
delay time of the filters all increase, but the risetime is
approximately constant.

The procedure outlined above can be used to find the
exact step response of a filter, allowing a designer to com-
pare the suitability of various filters in pulse transmission
applications. Designers should also have an intuitive un-
derstanding of the relationship between amplitude re-
sponse and transient response of a filter. A lowpass
filter allows low frequencies to pass to the output, but
blocks high frequencies. Thus when the input is a step

function, the output will preserve the steady-state con-
stant behavior of the input, but will act to block the high
frequencies involved in the transition from 0 to 1. This can
be seen in Fig. 19, where the high-order filters that are
most effective at blocking high frequencies are least effec-
tive in capturing the discontinuity in the input. We now
recognize the RC circuit of Fig. 4, with the output voltage
taken across the capacitor, as a lowpass filter. If the output
voltage were taken across the resistor, we would have a
highpass filter whose step response captures the initial
discontinuity in the step but then falls away to zero due to
its inability to pass DC. Readers interested in a more de-
tailed discussion of the relationship between frequency
response and transient response of filters are referred to
Refs. 1 and 7.
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Figure 18. Amplitude response of the
ideal lowpass filter with cutoff frequency
at 1 rad/s, together with the amplitude
responses of the normalized Butter-
worth filters of orders n¼2, 3, 4, 5.
Note that the approximation more close-
ly matches the ideal as the order of the
filter increases.
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Figure 19. Step response of the normalized
Butterworth filters of orders n¼2, 3, 4, 5.
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1. HISTORICAL BACKGROUND

The transmission-line modeling or matrix method,
commonly referred by the acronym TLM, belongs to the
class of differential equation methods and it is best known
in its implementation in the time domain (TD-TLM).
Implementations in the frequency domain are also avail-
able, but the method is known primarily as a time-domain
method. It models electromagnetic field phenomena by
analogy to pulse propagation in networks of transmission
lines—hence its name. The idea of using circuits to model
fields is not a new one. The foundation work in this area
was done some time ago [1–3], but the difficulty at the
time of solving such large networks precluded any useful
implementation. This had to wait the advent of modern
digital computers and the work of John and Beurle in
1971 [4], which set the scene for the rapid development
of TLM into a versatile and general tool for EM simula-
tion. The first developments were for models in two
dimensions where an intuitive derivation of suitable
network topologies is straightforward. The first three-di-
mensional structure appeared in 1975 [5]. There followed
a period of development to obtain a circuit structure
with good accuracy, efficiency, and versatility as described
by Hoefer [6]. The circuit structure (TLM node), which
is the workhorse of TLM today, is described as the sym-
metric condensed node (SCN) and was developed in
1985 [7]. This marks the year when TLM entered its
period of maturity. Many developments followed thereaf-
ter both improving the basic SCN and introducing
complementary techniques that enhanced the power

of TLM. These are described in more detail in the follow-
ing sections. More details of the TLM technique may
be found in a large number of journal papers and in a
number of texts that may be consulted for a fuller expla-
nation of TLM and its applications [8–10]. The next
section introduces the basics of TLM in a manner that
should be accessible to all before more complex issues are
addressed.

2. BASIC CONCEPTS

A basic introduction to the idea of TLM can proceed from
an example of propagation in a transmission line and of
one-dimensional field propagation. For a typical transmis-
sion line, as shown by two segments in Fig. 1, the differ-
ential equation describing the evolution of the current in
space and in time is

@2i

@x2
¼

LC

ðDxÞ2
@2i

@t2
þ

GL

ðDxÞ2
@i

@t
ð1Þ

where L and C are the inductance and capacitance, re-
spectively, for a segment of the line of length Dx and G
represents line losses.

In a similar way one can derive an equation for the
current density j in one-dimensional field propagation

@2j

@x2
¼ me

@2j

@t2
þ ms

@j

@t
ð2Þ

where m, e, and s respectively are the magnetic perme-
ability, electric permittivity, and electrical conductivity of
the medium.

One can see that Eq. (1) for the circuit and (2) for the
field have the same structure. This isomorphism between
the two equations means that field behavior may be un-
derstood by reference to circuit behavior. All that needs to
be done is to establish appropriate circuit topologies in two
and three dimensions and a formal equivalence between
field and circuit quantities. This is possible to do. For the
case of the one-dimensional example shown here, the
equivalence is shown in Table 1.

Inspection of Eq. (2) shows that the two terms on the
right-hand side represent wavelike behavior and diffu-
sionlike behavior, respectively. By minimizing the wave
term relative to the diffusion term, the models described

L 

i 

v 
G 

C 

x+∆x x 

Figure 1. A simple one-dimensional transmission-line network
to illustrate circuit–field analogies.
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thus may be used to study diffusion phenomena such as
thermal conduction [9].

The lumped circuit shown in Fig. 1 can be replaced
by transmission-line (TL) segments. Hence, in essence,
in TLM models the field problem is reduced to lumped
circuit models (space discretization), which in turn are
reduced to TL models (time discretization). The art in
TLM modeling is to devise TL interconnect topologies,
in what are referred to as ‘‘nodes,’’ with each node describ-
ing a small block of space of dimensions Dx Dy Dz, such as
there is an exact equivalence between the voltages and
currents in each node and electric and magnetic fields.
The TLM node is the equivalent of the computational el-
ement or molecule in other methods much like the Yee cell
in FDTD.

A schematic arrangement in two dimensions is shown
in Fig. 2a. Here, a mesh of transmission lines is
shown, each line in the diagram representing a TL, name-
ly, a line and its return conductor (not shown). One node
is shown highlighted by a broken line. If a voltage pulse

of magnitude 1 V is incident as shown in Fig. 2b, then
this pulse will scatter at the node. If the TL characteristic
impedance is Z, then at the node the pulse encounters
three TLs in parallel (characteristic impedance Z/3)
and scatters at this discontinuity with a reflection coeffi-
cient �0.5 and a transmission coefficient 0.5. The
scattered pulses are as shown in Fig. 2c. The reflected
pulse of � 0.5 V combines with the incident pulse of 1 V
so that in total the pulse on this TL has a magnitude
of 0.5 V. As a result of the scattering, a secondary isotropic
wavefront is formed at the node in accordance with
Huygens’ principle [11]. TLM can thus be viewed as a dis-
crete implementation of the Huygens principle [12]. After
the initial scattering, pulses propagate to adjacent nodes
and the process repeats. The TLM algorithm consists of
the process of ‘‘scattering’’ at each node; ‘‘connection,’’ that
is, the exchange of pulses between nearest neighbors; fol-
lowed by another ‘‘scattering’’; and so on. Figure 3 illus-
trates the results of scattering and connection at the
first two timesteps following the isotropic excitation of
one node.

For TM modes the basic TLM node in two dimensions
(2D) is described as a ‘‘shunt’’ node and is shown in Fig. 4.
The dual of this node for TE modes is described as a ‘‘se-
ries’’ node. As an illustration, the scattering process in a
shunt node is described below:

In order to proceed for the node shown in Fig. 4, we
assume that four incident pulses travel toward the node at
timestep k. These are labeled as

kV i
j j¼ 1; 2; 3;4

where the superscript ‘‘i’’ stands for incident pulse (trav-
eling toward the center of the node). We also assume that
the characteristic impedance of each line segment is ZTL.
For each of the four line segments, a Thevenin equivalent
circuit is derived and therefore each node is now repre-
sented as in Fig. 5. The total voltage at the center of the
node can then be obtained directly:

kVz¼ 0:5ðkV i
1þ kV i

2þ kV i
3þ kV i

4Þ ð3Þ

The electric field component Ez and magnetic field com-
ponents Hx,Hy are then directly obtained:

kEz¼ � 0:5
ðkV i

1þ kV i
2þ kV i

3þ kV i
4Þ

Dz
ð4Þ

kHx¼
kV i

3 � kV i
1

ZTLDx
; kHy¼

kV i
2 � kV i

4

ZTLDx
ð5Þ

Scattering is directly implemented as follows

kVr
1¼ kVz � kV i

1¼ 0:5ð�kV i
1þ kV i

2þ kV i
3þ kV i

4Þ ð6Þ

and similarly for the other reflected components. These
expressions can be put into a matrix form

kVr
¼SkV i

ð7Þ

Table 1. Equivalence between Circuit and Field
Quantities

Circuit EM Field

I j
L/Dx m
C/Dx e
1/R Dx s

(a)

1 

(b) 

0.5
0.5

0.5

−0.5 

(c) 

Figure 2. Schematic of a 2D TLM mesh: (a) 2D mesh with one
node marked out; (b) impulse excitation at one port; (c) output
after the first scattering event.
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where S is the scattering matrix , which for the case of the
shunt node shown here is given by

S¼ 0:5

�1 1 1 1

1 �1 1 1

1 1 �1 1

1 1 1 �1

2

666664

3

777775
ð8Þ

Equations (7) and (8) show the process of scattering at
each node. Scattered pulses are passed on to the adjacent
ports of neighboring nodes to form the new incident volt-
ages at timestep kþ 1 in a process described as ‘‘connec-
tion.’’ This is expressed schematically as

kþ 1V i
¼CkVr

ð9Þ

where C is described as the ‘‘connection’’ matrix. The TLM
algorithm consists of the repetition at each timestep of the
processes of scattering and connection at each node with
appropriate modifications to account for initial and bound-
ary conditions. The same procedure applies to all TLM
schemes, including those in three dimensions, but the
form of the scattering matrix in (8) is different. It will
be seen from this basic description of TLM that it is a

V2 

V1 

V3 

V4 
ZTL 

Vz 

Figure 4. The shunt 2D TLM node for TM modes.

−1/4 

1/4 1/4
1/4

 

1/2

1/2
−1/2 

−1/2 

−1/2 

−1/2 

(c) 

(a)

1 

1 
1 

1 

(b) 

0.5
0.5 

0.5 
−0.5 

Figure 3. Scattering in a 2D TLM mesh: (a) sym-
metric excitation at one node; (b) output after the
first timestep; (c) output after the second timestep.

+2V1
i +2V2

i +2V3
i +2V4

i

ZTL

VZ

Figure 5. The Thevenin equivalent circuit of the shunt node.
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scattering algorithm—energy goes in at each node (inci-
dent pulses) and comes out (reflected pulses). The scatter-
ing process is lossless (S is unitary). Because we have an
exact solution of a passive network, unconditional stabil-
ity is ensured. Accuracy is good as long as at least 10 seg-
ments per wavelength are used.

Several modifications can be made to this basic scheme
to extend the applicability of the model in Fig. 4. Foremost
among them is the inclusion of stubs to allow for the mod-
eling of inhomogeneous lossy materials. A suitable node is
shown in Fig. 6, where two stubs are included: an infi-
nitely long stub (conductance Gs) and an open-circuit stub
(admittance Ys). This node can model TM propagation in a
medium of relative dielectric constant er and electrical
conductivity s. The choice of parameters is as follows:

uTL¼
Dx

Dt
¼

ffiffiffi
2
p 1

ffiffiffiffiffiffiffiffiffi
m0e0
p ; ZTL¼

ffiffiffi
2
p

ffiffiffiffiffi
m0

e0

r
ð10Þ

Ys¼4
ðer � 1Þ

ZTL
; Gs¼ sDx ð11Þ

In this case the scattering matrix is given by

S¼
1

ŶY

2� ŶY 2 2 2 2ŶYs

2 2� ŶY 2 2 2ŶYs

2 2 2� ŶY 2 2ŶYs

2 2 2 2� ŶY 2ŶYs

2 2 2 2 2ŶYs � ŶY

2
666666664

3
777777775

ð12Þ

where

ŶY ¼ 4þ ŶYsþ ĜGs; ŶYs¼YsZTL; ĜGs¼GsZTL ð13Þ

The inclusion of stubs permits the development of a model
where all linklines have the same (free-space) parameters,
hence ensuring the same timestep (synchronism) in the
entire mesh. Stubs add capacitance to account for the
presence of dielectric materials other than free space.
Similar procedures apply to the dual node (series node).
More detailed information may be found in the references
already cited.

3. TLM IN THREE DIMENSIONS

In the previous section the rudiments of TLM were pre-
sented with reference to simple two-dimensional struc-
tures so that the basic modeling philosophy could be
explained in simple physical terms. In this section the
model is extended to three dimensions (3Ds) by presenting
the symmetric condensed node (SCN), which is extensively
used in 3D TLM models.

The structure best suited to general 3D models is the
SCN described by Johns [7] and shown in Fig. 7. In
this figure the traditional labeling of each port is shown
(numbers 1–12) alongside an alternative labeling scheme
introduced latter. This node describes the properties
of EM propagation in a cuboidal block of space Dx Dy Dz.
In a regular SCN, Dx¼Dy¼Dz. But with the addition
of stubs, this restriction can be removed to form a
more flexible structure for general modeling. For simplic-
ity, the regular SCN is discussed first, which results in a
uniform mesh.

At each of the six faces of the cube there are two ports
polarized at 901 to each other to account for all possible
wave polarizations. In total, therefore, there are 12
ports and the scattering matrix is a 12� 12. It is a sparse
matrix, and its elements, which are nonzero, can be
identified by physical intuition or by formal methods.
The value of each element can be readily obtained by
enforcing circuital laws, charge, and energy conservation

V1 

V3 

V4 ZTL 

O/C 

V2 

V5 

Gs 

Ys

Figure 6. The shunt node with capacitive and lossy stubs added.
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V7
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Vynx Vypx

Vynz

Vzpy

Vzpx

Vxnz

Vxny

Vxpy
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V12

y

z

x

Figure 7. The three-dimensional symmetric condensed node
(SCN).
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(the scattering matrix must be unitary). A detailed
discussion may be found in Refs. 7 and 9. For the stubless
SCN, S is given by

It will be seen from (this matrix) that the scattering
process is particularly simple, amounting to a simple
averaging of four incident voltage pulses to obtain each
scattered (reflected) pulse. There is no need for matrix
inversion or matrix manipulation of any kind. The 3D
TLM algorithm is then an implementation of the scheme
described for 2D format in connection with Eqs. (7) and
(9), where the scattering matrix is as given by (14). The
connection matrix C is again very simple, codifying in-
formation for each node and its nearest ports in each
coordinate direction. The correspondence between field
and circuit quantities is again, as in the case of the 2D
node, straightforward.

Fields may be calculated at the center of the node or at
the boundaries between nodes. As an illustration the
electric field component Ex at the center of the node is
associated with port generating voltages in the x direction
and is obtained as follows:

Ex¼ �
Vx

tax
¼ �

V i
1þV i

2þV i
9þV i

12

2tax
ð15Þ

Similarly, for the magnetic field component in the same
direction, we obtain

Hx¼
Ix

tax
¼

V i
4þV i

7 � V i
5 � V i

8

2Z tax
ð16Þ

Fields at the boundary between nodes are also easily
obtained as shown below for two field components at the
boundary between nodes (x,y,z) and (xþ 1,y,z):

Ey¼ �
V i

11ðx; y; zÞ þV i
3ðxþ 1; y; zÞ

tay

Hz¼
V i

3ðxþ 1; y; zÞ � V i
11ðx; y; zÞ

Z taz

ð17Þ

Current and charge density may be obtained directly from
the fields using Ampere and Gauss laws or with reference
to the analogies between field and circuit quantities.

Excitation of the mesh is achieved by launching appro-
priate voltage pulses on the TL of particular nodes. As an
illustration, to launch an electric field component Ex¼E0

at a particular node, the following voltage pulses must be
applied:

V i
1¼V i

2¼V i
9¼V i

12¼ �
E0 tax

2
ð18Þ

Perfectly conducting boundaries are easily imposed on the
mesh at the connection stage, at the boundaries between
nodes, by specifying that the reflection coefficient there is
equal to � 1. More complex boundaries (e.g., with fre-
quency-dependent properties) can also be specified as
explained in the following sections.

A variable mesh (DxaDyaDz), or a mesh describing an
inhomogeneous material, is established by adding stubs to
the standard SCN described above, to maintain synchron-
ism and account for values of permittivity and permeabil-
ity larger than one. In the most general case, open-circuit,
short-circuit, and infinitely long stubs are used to account
for e, m, s of the medium [7,9]. The structure thus obtained
is referred to as the stubbed SCN. However, this is not the
most efficient structure, and in most practical implemen-
tations of TLM the hybrid SCN is employed. In this node,
synchronism is maintained, but the condition that all link
lines have the same characteristic impedance is relaxed.
This allows all the required inductance (m in field terms) to
be modeled by the linklines, and stubs are needed only to
account for e [13]. This results in a reduction of the storage
required and in operating the mesh at a larger timestep
compared with a stubbed SCN. Alternatively, all the
required capacitance may be described by the linklines,
and stubs then account for extra inductance. A general
discussion of the properties of the hybrid SCN may be
found in a paper by Trenkic et al. [14]. For problems with

S¼ 0:5

0 1 1 0 0 0 0 0 1 0 �1 0

1 0 0 0 0 1 0 0 0 �1 0 1

1 0 0 1 0 0 0 1 0 0 0 �1

0 0 1 0 1 0 �1 0 0 0 1 0

0 0 0 1 0 1 0 �1 0 1 0 0

0 1 0 0 1 0 1 0 �1 0 0 0

0 0 0 �1 0 1 0 1 0 1 0 0

0 0 1 0 �1 0 1 0 0 0 1 0

1 0 0 0 0 �1 0 0 0 1 0 1

0 �1 0 0 1 0 1 0 1 0 0 0

�1 0 0 1 0 0 0 1 0 0 0 1

0 1 �1 0 0 0 0 0 1 0 1 0

2
666666666666666666666666666664

3
777777777777777777777777777775

ð14Þ
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cylindrical symmetry, non-Cartesian nodes are available
to facilitate modeling [15].

Developments to increase the efficiency of TLM compu-
tation are described in the literature. A particular techni-
que to speed up scattering is described in another paper by
Trenkic et al. [16]. For each coordinate direction, total
voltage and current are first calculated and the reflected
voltages are then obtained from

Vr
ynx¼Vx � ZIz � V i

ypx ð19Þ

Similar equations apply for the y and z directions. The
notation used to designate voltage pulses in (19) is as
follows: superscripts ‘‘i’’ or ‘‘r’’-indicate incident or re-
flected voltages, the first subscript indicates direction of
propagation (x, y, or z), the second subscript (‘‘n’’ or ‘‘p’’)
indicates line segment along the negative of positive axis,
and the third subscript indicates the polarization direction
of the pulse (x, y, or z).

4. THEORETICAL FOUNDATIONS OF TLM

In this section some of the general concepts that underpin
the foundation of TLM are discussed together with im-
portant features of the method such as dispersion and
accuracy.

4.1. The General SCN TLM Node

A number of TLM nodes are available, many of them
derivatives of the basic SCN, which appeared in the
literature over the years. These may be unified under a
general formulation described in Ref. 17. It accounts for a
general anisotropic materials represented by eri, mri, i¼
1,2,3 where the indices 1,2,3 refer to the coordinate
directions x,y,z. In this node, for the i-directed, j-polarized
link line, the capacitances and inductances per unit length
are Cij,Lij. The i-directed stubs represent capacitance and
inductance:

Ci
0; Li

s

The TLM constitutive equations are (Di is the node size in
i direction)

CkitakþCjitajþCi
0¼ epsilon0epsilonri

tajtak

tai

LjktajþLkjtakþLi
s¼ m0mri

tajtak

tai

ð20Þ

Synchronism requires that the same timestep prevail
throughout; therefore

tat¼ tai
ffiffiffiffiffiffiffiffiffiffiffiffi
CijLij

q
ð21Þ

Using all possible permutations of i,j,k A {x,y,z}, we obtain
six equations from (20) and another six from (21). There

are 18 unknown parameters

Cij;Lij;C
i
0;L

i
s

and therefore there remain 6 degrees of freedom. By
imposing additional restrictions on the linkline and stub
parameters, several TLM nodes may be derived. Accord-
ing to Trenkic et al. [17], a classification of 3D TLM
condensed nodes in the time domain is as follows:

* Stub-loaded nodes, which have the same character-
istic impedance for all linklines (constant L/C ratio
for all six lines giving the additional constraints).

* Hybrid nodes, which have either open- or short-
circuit stubs (thus supplying three additional condi-
tions), the other three conditions obtained by de-
manding that all the line impedances modeling the
same magnetic or electric field components are the
same.

* Supercondensed nodes, which have no stubs at all;
therefore six conditions are imposed by demanding
that all stub capacitances and inductances be equal
to zero. The supercondensed node is described in
Ref. 18.

* General nodes, which have a combination of linklines
and stubs.

According to the constitutive equations above, a gen-
eral symmetric condensed node (GSCN) may be derived
where material properties may be shared between link-
lines and stubs. The advantage of this option is that an
optimization is possible to achieve, for example, particular
dispersion characteristics. This in general results in a
node with six different characteristic impedances, six
stubs, and six lossy elements. The general theory of the
GSCN and its scattering properties may be found in Ref.
17.

4.2. Field-Theoretic Derivation of TLM

An elegant derivation of TLM SCN method is by applying
the method of moments (MoM) to Maxwell’s equations
[19,20]. The field components are expanded in a set of
subdomain basis functions, as shown below for the x
components,

Exð~xx; tÞ ¼
X

lim itsk;l;m;nkþð1=2ÞE
x
l;mþð1=2Þ;n Fx

l;mþð1=2Þ;nð~xxÞ Tkþð1=2ÞðtÞ

þ
X

lim itsk;l;m;nkþð1=2ÞE
x
l;m;nþð1=2Þ F

x
l;m;nþð1=2Þð~xxÞ Tkþð1=2ÞðtÞ

Hxð~xx; tÞ ¼
X

lim itsk;l;m;nkþð1=2ÞH
x
l;mþð1=2Þ;n Fx

l;mþð1=2Þ;nð~xxÞ Tkþð1=2ÞðtÞ

þ
X

lim itsk;l;m;nkþð1=2ÞH
x
l;m;nþð1=2Þ F

x
l;m;nþð1=2Þð~xxÞTkþð1=2ÞðtÞ

ð22Þ

where

kþ ð1=2ÞE
m
l;m;n; kþ ð1=2ÞH

m
l;m;n; m¼ x; y; z

are the expansion coefficients. The other components are
obtained by permutation of x,y,z and the corresponding
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discrete coordinates l,m,n. The basis functions in time are
defined as

Tk�ð1=2ÞðtÞ¼ g
t

tat
� k�

1

2

� �

where

gðxÞ¼ trix1� jxj; jxjo10; jxj � 1f

The spatial basis functions are defined as

Fm
l;m;nð~xxÞ¼HlðxÞFm�ð1=2Þ;nðpa; m; nÞ

where H is a rectangular pulse function and F is a two-
dimensional triangular basis function. This spatial basis
functions provides a step approximation in the m direction
and a piecewise linear approximation in the diagonal
directions of the plane perpendicular to the m direction.
Substituting these expansions into Maxwell’s equations,
sampling with delta functions and the derivatives of delta
functions, and combining the 12 resulting equations gives
the following form:

ðM1þTM2Þb¼ ðM3þTM4Þa ð23Þ

In this expression a and b are the incident and reflected
wave amplitudes, respectively. Introducing the normal
TLM choices for the timestep, one obtains, after some
manipulation [19]

b¼TSa ð24Þ

where S is the normal scattering matrix for the TLM SCN
node, thus demonstrating that the TLM scattering scheme
may be derived directly from MoM procedures. An inter-
esting development, which stems from the theoretical
foundation of TLM described above, is the derivation of
the alternating TLM (ATLM) scheme, which reduces
computational effort and removes spurious solutions at
the expense of more complicated boundary conditions [20].

4.3. Dispersion Properties of TLM

A mesh consisting of a lattice of SCN TLM nodes is
essentially a lowpass network, and therefore propagation
properties are dependent on both frequency and propaga-
tion angle. At the interface between areas of the mesh
with different spatial resolutions, waves encounter, effec-
tively, a numerical discontinuity. These features are gen-
erally described as ‘‘dispersion’’ and are common to all
numerical schemes such as FDTD. However, each parti-
cular scheme has its own unique dispersion characteris-
tics, and a basic understanding is useful in applications
where control of errors is important. A simple analysis of
the 3D SCN based on circuit concepts may be done in
certain cases [21], and results may be obtained using
numerical means [22]. For propagation along the diagonal,
the regular SCN exhibits no dispersion, but in other
directions there is dispersion that increases with fre-
quency. The best advice, which is common to all similar

numerical schemes, is to use a resolution of at least 10
segments per wavelength at the highest frequency of
interest. If this is done, dispersion errors of a few percent
under the worst circumstances should be expected. Study-
ing dispersion properties by deriving dispersion relations
in a closed analytical form is a much more demanding
task, but some significant progress has been reported
[23,24].

The problem of propagation behavior at the interface
between different meshes is a difficult one, and no general
analytical expressions are available that allow a rapid
assessment of prevailing errors. Most studies are based on
numerical work and the general advice is that abrupt
changes in resolution should be avoided. A study that
compares the behavior of TLM and FDTD for the same
grading ratios across interfaces may be found in Ref. 25.

4.4. A Modal View of TLM

Another interesting insight into TLM is to examine its
structure in terms of modal components.

At the surface of each mode there are 12 electric and 12
magnetic field components, which are related by an ad-
mittance operator Y:

H¼YE ð25Þ

Expressing field components in terms of incident and re-
flected voltages at the node gives

E¼V i
þVr; H¼ y0ðV

i
�Vr
Þ ð26Þ

where y0 is a scalar quantity. Combining these expres-
sions, one obtains the scattering equation for the TLM
node

fy0IþYgVr
¼fy0I � YgV i

ð27Þ

where I is the identity matrix. The best way to solve Eq.
(27) is to solve an eigenvalue problem

YUn¼ gnUn ð28Þ

where Un and gn are the eigenvectors and eigenvalues of
Y, respectively. Defining a matrix U with columns that are
the eigenvector of Y, the voltage components incident and
reflected at each node may be expressed in terms of modal
components:

V i
¼UX i; Vr

¼UXr
ð29Þ

Combining these expressions with (27) gives the following
equation, after some manipulation:

Xr
n¼

y0 � gn

y0þ gn

X i
n ð30Þ

This expression shows that, effectively, the admittance
seen into the node by each mode is the eigenvalue, as
shown schematically in Fig. 8.
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The structure of Y and its eigenvalues can be formally
derived or obtained from physical intuition in terms of 12
cylindrical harmonics (two TE and two TM modes per co-
ordinate direction). As an example for TM modes the field
components are

Ez;n¼
Jnðk0rÞ

Jnðk0DÞ
cosðnjÞ

Hj;n¼
1

jom
dJnðk0rÞ=dr

Jnðk0DÞ
cosðnjÞ

ð31Þ

where k0 is the wavenumber and the fields were normal-
ized at the edge of the node r¼D. The eigenvalues for this
mode are

gn¼
Hj;n

Ez;n
¼

1

jom
dJnðk0rÞ=dr

Jnðk0rÞ

����
r¼D

ð32Þ

Using a small argument expansion for the Bessel func-
tions, the eigenvalue for the n¼ 0 TMz0 mode is obtained:

g0¼ j
oeD

2
ð33Þ

Hence the reflection coefficient for the TMz0 mode is

G¼
y0 � g0

y0þ g0

’ e�jkD ð34Þ

This represents a simple phase shift on a lossless line seg-
ment. Similar expressions are obtained for the other
modes. TLM therefore may be interpreted as a procedure
for implementing in the time domain the process of anal-
ysis of total voltages into modes, the proper reflection of
each mode at the node, and the recombination of modes to
obtain total voltages for transmission to adjacent nodes.
These ideas are useful in implementing schemes for em-
bedding thin wires into TLM nodes. More details may be
found in Ref. 26.

5. FURTHER DEVELOPMENTS AND SELECTED
APPLICATIONS

5.1. Absorbing Boundary Conditions

All differential equation numerical techniques that are
based on a volumetric discretization require special
boundary conditions to deal with open-boundary prob-
lems.

Typically, at the extremities of the numerical mesh,
where an open boundary exists, a termination must be

placed that mimics, as far as possible, the open boundary
of the real physical problem. The simplest approach in
TLM has been to use the ‘‘matched boundary condition,’’
which effectively terminates the line segments at the open
boundary with the medium’s characteristic impedance.
This is an inexpensive absorbing boundary condition to
use and should be employed whenever possible. The re-
sulting small reflections are acceptable in all except the
most demanding problems.

In cases where a better absorbing boundary condition
is required, two approaches have emerged for use in a
TLM mesh. The first approach is based on the Johns
matrix concept and is particularly suitable for terminat-
ing waveguide problems [27]. In time-domain diakoptics
the impulse response of the TLM mesh at selected input
points is in effect a discrete Green function, which is
referred to as the ‘‘Johns matrix’’. If this response is
known, then the response to any excitation is obtained
by convolving the excitation with its Johns matrix. At
an interface marking an open boundary, the Johns matrix
is in effect a reflection coefficient matrix such as impulses
reflected at the interface are dependent on the impulses
not only at a given time but also at previous times. This
approach works well and efficiently on simple open bound-
aries such as those found in waveguide problems.

For terminating open boundaries in more general
configurations, the computational cost of the Johns ma-
trix approach is unacceptable and schemes based on
the ‘‘perfectly absorbing layer’’ [also known as ‘‘perfectly
matched layer’’ (PML)] are generally preferred. This
effectively introduces a fictitious material as an absorber
and is used extensively in FDTD schemes. An implemen-
tation of the PML boundary condition in TLM is described
in Ref. 28. It should be noted that the PML schemes
exhibit instabilities under certain conditions, notably
when terminating waveguides contain irises, and
hence in such cases the Johns matrix approach should
be preferred.

5.2. Multigrid Schemes

Mesh refinement is necessary whenever fine features such
as wires, wire looms, edges, and thin walls with perfora-
tions need to be described in the mesh. It would appear
that the simplest way and the one resulting in the best
accuracy is to use a finer mesh so that the finest feature
can be accommodated by the resolution of the mesh. This
would imply typically four sampling points per fine fea-
ture. The resulting size of the computation, however,
would be excessively large. An alternative is to use a fin-
er mesh only where it is required, thus resulting in a mul-
tigrid mesh.

Substantial effort has been expended in this area
over many years as reviewed in Ref. 29. There are
many difficulties to overcome, and it appears that an en-
tirely satisfactory scheme is not available. Two schemes,
that allow for a multigrid mesh in TLM are described in
Refs. 30,31. Multigrid schemes are available mainly
as research tools and should be used with caution and
only for small resolution ratios between fine and coarse
meshes.

γny0

Xn
i

Xn
r

Figure 8. Admittance seen by each mode incident on a TLM
node.
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5.3. The ADI TLM

Another development in TLM, which results in an implicit
algorithm, is the alternate-direction-implicit TLM (ADI-
TLM) or split-step TLM (SS-TLM) [32–34] scheme. These
algorithms split sampling in time into two steps. As an
example, for the x component of the electric field, two sub-
equations are obtained:

1

2
e
@Ex

@t
þ sEx

 �
¼
@Hz

@y

1

2
e
@Ex

@t
þ sEx

 �
¼ �

@Hy

@z

ð35Þ

The first step is implemented by approximating the first
equation in (35) between times ðn� 1

2ÞDt and n Dt and the
second equation between n Dt and ðnþ 1

2ÞDt. The second
step is similarly obtained by approximating the second
equation between ðnþ 1

2ÞDt and (nþ 1)Dt, and the first be-
tween (nþ 1)Dt and ðnþ 3

2ÞDt. This results in an implicit
algorithm, but a larger timestep can be employed com-
pared to nonsplit explicit TLM algorithms. The overall re-
sult is that in some circumstances a computational saving
is achieved. It is not clear at present whether these ben-
efits persist when dealing with general EM problems with
inhomogeneous materials, embedded wires, or similar.

5.4. Modeling of General Materials with Frequency-
Dependent Properties in the Time Domain

Simple materials with frequency independent properties
are easily modeled in TLM by adjusting node parameters
(dielectrics, losses) or reflection coefficients (perfect con-
ductors). For more general materials, which may involve
dependence on frequency, anisotropy, chirality, nonlinear-
ity, and other properties, special techniques need to be
developed for time-domain models. The simplest way to
visualize the procedures to be followed in the development
of such models, is to consider that in the frequency-domain
material properties represent in effect the transfer func-
tion of an analog filter. By deriving an equivalent digital
filter, which has the same frequency response as the an-
alog filter, a time-domain procedure is readily obtained
that can be directly embedded into the time-domain TLM
model.

A simple yet important example is of propagation in a
Debye material where

eðoÞ¼ e1þ
es � e1
1þ jot

ð36Þ

where es,ep,t, are the static permittivity, permittivity at
infinite frequencies, and relaxation time, respectively.
Limiting, for simplicity, the discussion to 1D propagation
in a Debye medium the calculation proceeds as follows.

The basic circuit equivalent for the problem is shown in
Fig. 9. The TLM equivalent of this circuit is shown in

Fig. 10, where all impedances are normalized to

Z0¼
1

Y0
¼

ffiffiffiffiffi
m0

e0

r
ð37Þ

The timestep and the following parameters are calculated
from

Dt¼
Dx

c

b¼ exp
�Dt

t

� �

a¼ ðes � e1Þð1� bÞ

g¼ sDxZ0

t¼
2

2e1 þgþ 2a

ts¼ 2tðe1þ a� 1Þ

tf ¼ tb

ð38Þ

v(x,t) 

i(x,t)

L/2 L/2 

Cs(t) G 

∆x 

Figure 9. A segment of a model to describe 1D propagation in a
Debye medium.

V0
i 

Vs
i

V1
i

V 
g ys(t) 

1
1

Figure 10. The normalized equivalent circuit of the circuit in
Fig. 9, where lumped components were replaced by link and stub
lines.
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The total voltage is obtained from

kV¼ tðkV i
0þ kV i

1Þþ ts kV
i
sþ tf k�1u ð39Þ

The quantity u is obtained by the procedure shown in
Fig. 11. The reflected voltages are then calculated as fol-
lows:

kVr
0¼ kV � kV i

0

kVr
1¼ kV � kV i

1

kVr
s ¼ kV � kV i

s

ð40Þ

The algorithm requires one backstore variable. Similar
procedures are available to deal with material modeling in
three dimensions and with a range of material parameters
[35–39].

5.5. Multiscale Schemes

The problem of fine features in large computations and the
need to deal effectively and efficiently with multiscale
problems were already discussed [29]. Two examples are
given here for two important practical problems: the sim-
ulation of coupling to wires and the simulation of the
shielding effectiveness of cabinets.

For describing thin wires, the approach first described
by Holland and Simpson [40] has been used for some time.
It is based on the principle of calculating an in-cell capac-
itance to represent the wire and thus building an interface
between the wire and the rest of the TLM mesh. Calcula-
tion of the parameters of this interface is based on the
quasistatic assumption regarding the field around the
wire. Several papers discuss in detail the nature of this
interface for a wire placed between nodes [41], a wire
placed at the node center [42], and multiconductor looms
[43]. All these developments suffer from a number of as-
sumptions and limitations.

An alternative technique is based on taking into ac-
count more than one modes for the field around the wire
[modal expansion technique (MET)]. Because MET takes
more modes into account (some of which are asymmetric),
it is suited to placing the wire arbitrarily anywhere in the
node. It is also accurate and removes several other re-
strictions inherent in the conventional approach. MET is
based on the approach described in Section 4.4 for a node
without a wire, with the important modification that more
modes need now be taken into account, and, the imped-

ance seen by incoming pulses takes account of the
presence of the wire. The complete field solution for a
long wire is

Ezðr;jÞ¼
X1

n¼�1

Bnejnj Jnðk0rÞ �
Jðk0aÞ

Nnðk0aÞ
Nnðk0rÞ

 �

Hjðr;jÞ¼
1

jom0

@Ez

@r

ð41Þ

From this it can be seen that the static solution used in the
conventional approach based on Holland and Simpson is
only the first term in this expansion. Depending on the
degrees of freedom available, several modes may be used.
In two dimensions, where TLM nodes have four ports, four
modes are employed. In three dimensions, for a z-directed
wire, four modes (TE, TM, TEM odd, TEM even) and four
angular instances are selected, making a total of 16
modes. Wires that are offset from the center of the node
may also be described by exploiting as an example the ad-
dition theorems for Bessel functions. The approach of
working out the eigenvalues, the impedance seen by
each mode and for constructing suitable algorithms, may
be found in Ref. 26.

Another problem of importance in many applications is
the description of a thin wall with numerous perforations
that is part of a resonant box (e.g., equipment cabinet).
It is simply computationally far too expensive to generate
a mesh with the necessary resolution to describe all rel-
evant features. The simplest approach to this type of prob-
lem is to place the thin wall with perforations between
nodes and to account for its properties by a frequency-de-
pendent scattering matrix S(o) implemented during the
connection process in TLM. This technique is referred to
as a digital filter interface (DFI) since it reduces to a time-
domain algorithm as part of the connection process. Each
coefficient of the scattering matrix is put into standard
Padé form and then the frequency-domain Prony method
is used to find its poles and zeros. The resulting expression
is converted into the discrete time domain by application
of the bilinear transformation. The resulting equations in
state form relating incident and reflected voltages are of
the form

V i¼B0VrþB0X

X ¼ z�1A0Xþ z�110Vr
ð42Þ

In (42) the first equation is the output equation and the
second is the state equation, and the computational pro-
cedure is shown in Fig. 12. Details may be found in Ref. 44.
Using this approach, very substantial computational sav-
ings can be made. Moreover, the frequency-dependent
scattering matrix may be obtained by numerical simula-
tion, analytically or experimentally. The calculation of the
poles and zeros is a preprocessing task and therefore is not
an overhead on the main timestepping simulation.

   

 �
+

+ 

kVc k
u 

k−1u

� �

Figure 11. Signal flow diagram representing the algorithm for
implementing the model for Debye materials.
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5.6. Frequency-Domain TLM (FD-TLM)

TLM is mainly used as a time-domain method but can also
be implemented in the frequency domain. In FD-TLM
time-harmonic variations are used and therefore disc-
retization in space only is required. This considerably
simplifies the modeling of materials and other features.
However, the algorithm requires the inversion of a large
matrix.

Several schemes are available in which either the char-
acteristic impedance of each line is kept the same or phase
constants are kept the same. Details may be found in the
literature [45–48].

BIBLIOGRAPHY

1. G. Kron, Equivalent circuit of the field equations of Maxwell,
Proc. IRE 32:289–299 (1944).

2. J. R. Whinnery and S. Ramo, A new approach to the solution
of high-frequency problems, Proc. IRE 32:284–288 (1944).

3. J. R. Whinnery et al., Network analyser studies of
electromagnetic cavity resonators, Proc. IRE 32:360–367
(1944).

4. P. B. Johns and R. L. Beurle, Numerical solution of two-di-
mensional scattering problems using transmission-line ma-
trix, Proc. IEE 118:1203–1208 (1971).

5. S. Akhtarzad and P. B. Johns, Solution of Maxwell’s equations
in three space dimensions and time by the TLM method of
numerical analysis, Proc. IEE 122:1344–1348 (1975).

6. W. J. R. Hoefer, The transmission-line matrix method-theory
and applications, IEEE Trans. Microwave Theory Tech. MTT-
33:882–893 (1985).

7. P. B. Johns, A symmetrical condensed node for the TLM
method, IEEE Trans. Microwave Theory Tech. MTT-35:
370–377 (1987).

8. W. J. R. Hoefer and P. P. M. So, The Electromagnetic Wave

Simulator—a Visual Electromagnetics Laboratory Based on

the 2D TLM Method, Wiley, New York, 1991.

9. C. Christopoulos, The Transmission-Line Modeling Method-

TLM, IEEE Press, New York; 1995.

10. P. Russer and C. Christopoulos, Transmission-line method,
Part IV, in N. K. Uzunoglu et al., eds., Applied Computational

Electromagnetics, Springer-Verlag, Berlin, 1998.

11. C. Huygens, Traite de la Lumiere, Leiden, Paris; 1690.

12. P. B. Johns, A new mathematical model to describe the
physics of propagation, Radio Electron. Eng. 44:657–666
(1974).

13. R. A. Scaramuzza and A. J. Lowery, Hybrid symmetrical con-
densed node for the TLM method, Electron. Lett. 26:
1947–1949 (1990).

14. V. Trenkic et al., On the time step in hybrid symmetrical con-
densed nodes, IEEE Trans. Microwave Theory Tech. MTT-
43:2172–2174 (1995).

15. R. Allen and M. J. Clark, Application of the symmetrical TLM
method to the cold modelling of magnetrons, Int. J. Num.

Model. 1:61–70 (1988).

16. V. Trenkic et al., Simple and elegant formulation of scattering
in TLM nodes, Electron. Lett. 29:1651–1652 (1993).

17. V. Trenkic et al., Development of a general symmetrical con-
densed node for the TLM method, IEEE Trans. Microwave
Theory Tech. MTT-44:2129–2135 (1996).

18. V. Trenkic et al., Theory of the symmetrical super-condensed
node for the TLM method, IEEE Trans. Microwave Theory

Tech. MTT-43:1342–1348 (1995).

19. M. Krumpholz and P. Russer, A field theoretical derivation of
TLM, IEEE Trans. Microwave Theory Tech. MTT-42:
1660–1668 (1994).

20. P. Russer and B. Bader, The alternating transmission-line
matrix (ATLM) scheme, Proc. IEEE Microwave Theory Tech.
MTT-S:19–22 (1995).

21. W. J. R. Hoefer, The transmission-line matrix (TLM) method,
in T. Itoh, ed., Numerical Techniques for Microwave and Mil-
limeter-Wave Passive Structures, Wiley, New York, 1989.

22. J. S. Nielsen and W. J. R. Hoefer, A complete dispersion anal-
ysis of the condensed node TLM mesh, IEEE Trans. Magn.
27:3982–3985 (1991).

23. M. Krumpholz and P. Russer, On the dispersion in TLM and
FDTD, IEEE Trans. Microwave Theory Tech. MTT-42:
1275–1279 (1994).

24. V. Trenkic et al., Analytical expansion of the dispersion rela-
tion for TLM condensed nodes, IEEE Trans. Microwave The-

ory Tech. MTT-44:2223–2230 (1996).

25. F. J. German et al., A numerical comparison of dispersion in
irregularly graded TLM and FDTD meshes, Proc. Annu.

Rev. Prog. Appl. Computational Electromagn. 12:270–278
(1996).

26. P. Sewell et al., An accurate thin-wire model for 3D TLM
simulations, IEEE Trans. Electromagnetic Compatibility,
EMC-45:207–217 (2003).

27. W. J. R. Hoefer, The discrete time-domain Green’s function or
Johns matrix—a new powerful concept in TLM, Int. J. Num.
Model. 2:215–225 (1989).

28. S. Le Maguer and M. M. Ney, Extended PML-TLM: An effi-
cient approach for full wave analysis of open structures, Int. J.
Num. Model. 14:129–144 (2001).

29. C. Christopoulos, Multi-scale modelling in time-domain elec-
tromagnetics, Int. J. Electron. Commun. (AEU) 57:100–110
(2003).

30. J. L. Herring and C. Christopoulos, Solving EM problems us-
ing a multiple grid TLM method, IEEE Trans. Anten. Propag.
AP-42:1654–1658 (1994).

31. J. Wlodarczyk, New multigrid interface for the TLM method,
Electron. Lett. 32:1111–1112 (1996).

32. T. Namiki, A new FDTD algorithm based on alternating di-
rection implicit method, IEEE Trans. Microwave Theory Tech.
MTT-47:2003–2007 (1999).

33. F. Zheng et al., Toward the development of a 3D uncondition-
ally stable FDTD method, IEEE Trans. Microwave Theory

Tech. MTT-48:1550–1558 (2000).

kV r
k+1V 

A′

B ′1′

+ 

+ 

+ 

+ 
z−1

B0

Figure 12. Signal flow diagram of the ‘‘connection’’ process to
account for fine features using the DFI algorithm.

5296 TRANSMISSION LINE MATRIX (TLM) METHOD



34. S. Le Maguer and M. M. Ney, Split step TLM (SS-TLM) for
efficient electromagnetic simulation of small heterogeneous
apertures, Proc. Zurich Electromagnetic Compatibility Symp.,
2003, pp. 275–278.

35. L. De Menezes and W. J. R. Hoefer, Modeling of general cons-
titutive relationships using SCN TLM, IEEE Trans. Micro-
wave Theory Tech. MTT-44:854–861 (1996).

36. J. Paul et al., Generalised material models in TLM—Part 1:
Materials with frequency dependent properties, IEEE Trans.

Anten. Propag. AP-47:1528–1534 (1999).

37. J. Paul et al., Generalised material models in TLM—Part 2:
Materials with anisotropic properties, IEEE Trans. Anten.

Propag. AP-47:1535–1542 (1999).

38. J. Paul et al., Generalised material models in TLM—Part
3:Materials with non-linear properties, IEEE Trans. Anten.
Propag. AP-50:997–1004 (2002).

39. I. Barba et al., Multiresolution model of electromagnetic wave
propagation in dispersive materials, IEEE Trans. Microwave

Theory Tech. MTT-S:243–246 (2000).

40. R. Holland and J. W. Simpson, Finite-difference analysis of
EMP coupling to thin struts and wires, IEEE Trans. Electro-

magnetic Compatibility, 23:88–97 (1981).

41. J. Wlodarczyk and D. P. Johns, New wire interface for graded
3D TLM, Electron. Lett. 28:728–729 (1992).

42. J. A. Porti et al., A comparison of thin wire models for the
TLM method, Electron. Lett. 28:1910–1911 (1992).

43. J. Wlodarczyk et al., A fully integrated multiconductor model
for TLM, IEEE Trans. Microwave Theory Tech. MTT-46:
2431–2437 (1998).

44. J. Paul et al., The use of digital filtering techniques for the
simulation of fine features in EMC problems solved in the
time-domain, IEEE Trans. Electromagnetic Compatability

EMC-45:238–244 (2003).

45. D. P. Johns et al., New TLM technique for steady-state field
solutions in three dimensions, Electron. Lett. 28:1692–1694
(1992).

46. H. Jin and R. Vahldieck, The frequency domain transmission-
line matrix method—a new concept, IEEE Trans. Microwave
Theory Tech. MTT-40:2207–2218 (1992).

47. D. P. Johns, An improved node for frequency-domain TLM—
the distributed node, Electron. Lett. 30:500–502 (1994).

48. P. Berini and K. Wu, A new frequency domain symmetrical
condensed node, IEEE Microwave Guided Wave Lett. 4:
180–182 (1994).

TRANSMISSION LINE THEORY
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A transmission line is a network that connects a generator
circuit to a load for the purpose of transmitting electric
energy or information from one point to another. Exam-
ples of transmission lines include cable connection be-
tween a service provider and your television set, telephone
wires, interconnection between a transmitter and an an-
tenna, and optic nerves and neural networks in human
brain. The list can go on and on with the same essential
purpose of transporting energy or information between

two points. In these examples, we can notice one impor-
tant difference for each scenario. The choice of transmis-
sion line is different and depends on the purpose
and application. For example, high-power transmission
lines that are used to transport megawatts of electric
energy need to be thicker and bulkier to accommodate
the large power-handling capability and minimize power
losses. On the other hand, a microminiaturized intercon-
nect in the 4 GHz central processor of your desktop or lap-
top needs to be precisely designed to transfer the
information in a densely packed circuit environment! In
electrical engineering applications, the choice of a suitable
transmission medium depends on a variety of factors in-
cluding the frequency of operation, power handling, and
the topology.

Many readers might be familiar with basic circuit
analysis techniques for low-frequency electric circuits,
which have been well developed over decades. At low
frequencies, the physical size of the circuit is much small-
er compared with the wavelength. This condition implies
that when a load is connected to a voltage source via
a length of transmission line, the voltage appears instan-
taneously at the load end without any time delay, which
also implies that lumped elements such as inductors, ca-
pacitors, and resistors will have much smaller sizes com-
pared with wavelength, and we can conveniently assume
that the voltage across an element on one side of the cir-
cuit was exactly in phase with the voltage on the other
side. Thus size or separation between elements was never
an issue in the low-frequency circuit design!

When the size of an element is a considerable fraction
of a wavelength or many wavelengths, the network be-
comes distributed in nature. In this case, aside from time
variation, voltages and currents can vary in magnitude
and phase as a function of distance. A transmission line
may no longer be considered as a simple interconnecting
mechanism between two points. It behaves like a distrib-
uted-parameter network, for which the transmission prop-
erties need to be considered as a part of the design process,
which leads to electromagnetic wave propagation on
transmission lines with possible standing wave forma-
tions.

1. PROPAGATION MODES

The orientation of electric and magnetic fields and their
interaction along a transmission line is essentially decided
by the geometry of the transmission line structure, which
is generally characterized by the mode supported by the
transmission line structure for the electromagnetic wave
propagation. Figure 1 shows several commonly used
transmission lines, which are broadly classified into three
main categories. The two-wire line, coaxial line, and strip-
line, shown Figs. 1a–1c, support transverse electromag-
netic (TEM) mode, where the electric and magnetic fields
are entirely transverse to the direction of propagation.
Many of the characteristics of wave propagation in
TEM supporting structures are the same as those for a
uniform plane wave propagating in an unbounded dielec-
tric medium.
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A microstrip line and a coplanar waveguide (Figs. 1d
and 1e) are two commonly used planar transmission lines
at microwave frequencies. As a result of the presence of
the air-dielectric interface, these structures are consid-
ered as inhomogeneous transmission lines. Here, the field
lines between the conducting strip and the ground lines
are not contained entirely in the substrate, and these
structures support quasiTEM mode of propagation. How-
ever, because the nontransverse field components are con-
siderably smaller compared with the transverse field
components, for most practical applications, they can be
included in the TEM class of transmission lines. A com-
mon feature among TEM and quasiTEM transmission line
structures is that they require at least two conductors to
support TEM mode and frequencies as low as DC can
propagate along these lines.

Several other transmission lines exist that do not sup-
port TEM or quasiTEM mode of propagation. These
include the rectangular and circular waveguides (Fig. 1f)
and slotlines (Fig. 1g). Depending on the configuration,
these structures support several higher order modes,
such as transverse electric (TE) and transverse magnetic
(TM), where the presence of a longitudinal field compo-
nent cannot be ignored. The minimum frequency
(also called the cutoff frequency) of the electromagnetic
wave that can be supported in these structures depends
on factors such as mode number and physical dimensions.
Further, the transmission properties will have a strong
frequency dependence. As transmission lines supporting
TEM/quasiTEM wave propagation are more commonly
used in practice, this article focuses on understanding

the wave propagation in the case of TEM supporting struc-
tures.

2. TRANSMISSION LINE EQUATIONS

As we have noticed in our earlier discussion, incorporating
the spatial dependence of fields is important while ad-
dressing the characteristics of the transmission lines at
high frequencies. For a given structural geometry, the
transmission line characteristics can be determined by
solving the Maxwell’s equations [1] in various regions.
This approach can provide a complete description of elec-
tric and magnetic fields at every point in the region. How-
ever, many times we are interested in terminal quantities
such as voltage, current, impedance, and power, for which
a discretized circuit representation of a distributed trans-
mission line may offer simpler, yet adequately accurate
solution.

Let us consider a transmission line connected to a
source at one end and a load at the other end, as shown
in Fig. 2a. If we choose a small section of the line with
differential length Dz, it can be modeled as a discrete cir-
cuit, as shown in Fig. 2b and described by the following
four basic parameters:

– R, resistance per unit length for both conductors,
in O/m

– L, inductance per unit length for both conductors,
in H/m

– G, conductance per unit length in S/m

– C, capacitance per unit length in F/m

The inductance L, represents the total series self in-
ductance in both the conductors and the capacitance C,
represents the capacitive coupling between the two con-
ductors, which depends on the proximity between the con-
ductors. R and G develop because of the conductor losses of
both conductors and dielectric losses that exist in the me-
dium between the conductors respectively. Thus R and G
are essentially the attenuation or loss parameters of the
transmission line. A finite length of transmission line can
be considered as a cascade of several sections of infinites-
imal length Dz, representing the distributed nature of
the line.

The quantities v(z, t) and i(z, t) represent the instanta-
neous voltage and current at the input of the differential
length section at node N. Similarly, v(zþDz, t) and
i(zþDz, t) represent the same quantities on the output
side at node Nþ 1. Applying Kirchhoff ’s voltage law, we
obtain

vðz; tÞ � RDziðz; tÞ � LDz
@iðz; tÞ

@t
� vðzþDz; tÞ¼ 0 ð1aÞ

Rearranging the terms in Eq. (1a) leads to

�
vðzþDz; tÞ � vðz; tÞ

Dz
¼Riðz; tÞþL

@iðz; tÞ

@t
ð1bÞ
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Figure 1. Commonly used transmission lines supporting differ-
ent propagation modes.
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Similarly, applying Kirchhoff ’s current law to node Nþ 1
in Fig. 2b leads to

iðz; tÞ �GDzvðzþDz; tÞ � CDz
@vðzþDz; tÞ

@t

� iðzþDz; tÞ¼ 0 ð2aÞ

Again, rearranging the terms in Eq. (2a), we have

�
iðzþDz; tÞ � iðz; tÞ

Dz
¼Gvðz; tÞþC

@vðz; tÞ

@t
ð2bÞ

In the limit, Dz-0, Eqs. (1b) and (2b) become

�
@vðz; tÞ

@z
¼Riðz; tÞþL

@iðz; tÞ

@t
ð3aÞ

�
@iðz; tÞ

@z
¼Gvðz; tÞþC

@vðz; tÞ

@t
ð3bÞ

The first-order partial differential equations given in
Eqs. (3) are the time-domain form of the transmission line
equations, which are also called the Telegrapher’s equa-
tions.

As we are primarily interested in sinusoidal steady-
state conditions, we can apply the phasor notation with
cosine reference to represent the time-domain equations
given in Eqs. (3) in frequency-domain. For this, we define

vðz; tÞ¼Re½VðzÞejot� ð4aÞ

iðz; tÞ¼Re½IðzÞejot� ð4bÞ

where, V(z) and I(z) are phasor quantities dependent on
space coordinate z only, and each of them could be real or

complex, and Re represents the real part of a complex
quantity. Substituting Eqs. (4a) and (4b) in Eqs. (3) yields
the following first-order ordinary differential equations in
frequency-domain:

�
dVðzÞ

dz
¼ ðRþ joLÞIðzÞ ð5aÞ

�
dIðzÞ

dz
¼ ðGþ joCÞVðzÞ ð5bÞ

Eqs. (5) are called the time-harmonic transmission line
equations.

3. WAVE PROPAGATION ON AN INFINITE
TRANSMISSION LINE

The two coupled first-order time-harmonic transmission
line equations given in Eqs. (5) can be combined to give
two second-order uncoupled differential equations in V(z)
and I(z) as

d2VðzÞ

dz2
� g2VðzÞ¼ 0 ð6aÞ

d2IðzÞ

dz2
� g2IðzÞ¼ 0 ð6bÞ

where

g¼ aþ jb¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRþ joLÞðGþ joCÞ

p
ðm�1Þ ð7Þ

is the complex propagation constant of the transmission
line, whose real and imaginary parts, a and b, represent

ZG
i (z, t ) IL(t )

VG(t) VL(t )v (z, t )

N N +1

ZL

+ +

∆z

−−

(a)

i (z, t )

v (z+∆z, t )v (z, t )

i (z+∆z, t )

+ L∆zR∆z
N

G∆z

∆z

C∆z

N +1

−−

(b)

+

Figure 2. Transmission line and lumped-ele-
ment representation for the purpose of deriv-
ing the Telegrapher’s equations. (a) Definition
of voltages and currents on a transmission line
connected between a source and a load.
(b) Lumped-element equivalent circuit for an
elemental length of transmission line.
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the attenuation constant (Np/m) and phase constant
(rad/m) of the line, respectively. For all passive transmis-
sion lines, a will be either zero or a positive quantity.

The wave equations given in Eqs. (6) have solutions of
the form

VðzÞ ¼V þ0 e�gzþV�0 egz ð8aÞ

IðzÞ¼ Iþ0 e�gzþ I�0 egz ð8bÞ

The terms e� gz and egz represent the wave propagation in
þ z and –z directions, respectively. V þ0 and Iþ0 are the
wave amplitudes in the þ z direction, and V�0 and I�0 are
the wave amplitudes in the -z direction. These amplitudes
are related via the expression

V þ0
Iþ0
¼ �

V�0
I�0
¼

Rþ joL

g
ð9Þ

The ratio of the forward wave amplitudes or the negative
of the backward wave amplitudes is also defined as char-
acteristic impedance, Zo, of the transmission line,

where

Zo¼
Rþ joL

g
¼

g
Gþ joC

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rþ joL

Gþ joC

s

ðOÞ ð10Þ

Note that the parameters g and Zo can be complex and
are independent of the length of the transmission line. As
seen in Eqs. (7) and (10), these characteristic properties of
the line are directly related to the line parameters R, L, G,
and C, which are real in nature. These parameters are
dependent on the geometry of the transmission line and
material properties of the conductors and the dielectric
medium. For example, the line parameters for coaxial line
and a two-wire transmission line are given in Table 1.

3.1. Special Cases

3.1.1. Lossless transmission line. The transmission line
equations derived in Section 3 are for a general transmis-
sion line taking the effect of finite conductivity of the con-
ductors and dielectric losses into account. However, in
many practical situations, transmission lines at radiofre-
quencies are designed to have conductors with high

conductivities and dielectric materials with small values
of loss tangent, tand, which would result in values of
R5oL and G5oC. Therefore, if we approximate R¼ 0¼
G in Eqs. (7) and (10), we get

g¼ aþ jb¼ jo
ffiffiffiffiffiffiffi
LC
p

ð11aÞ

a¼ 0 ð11bÞ

b¼o
ffiffiffiffiffiffiffi
LC
p

ð11cÞ

Zo¼

ffiffiffiffi
L

C

r
ð11dÞ

Thus, the propagation constant, g, for a lossless trans-
mission line becomes purely imaginary, reasserting the
fact that attenuation will be zero for ideal lines with no
dielectric and conductor losses. From Eq. (11d), it can be
seen that the characteristic impedance, Zo, becomes real
for a lossless line. Phase velocity vp, which is defined as
the velocity of propagation of an equiphase front on the
transmission line, is given as

vp¼
o
b
¼

1ffiffiffiffiffiffiffi
LC
p ð12Þ

From Eq. (12), it can be seen that the phase velocity is
independent of the frequency of the propagating wave. As
any arbitrary signal can be composed of a combination of
sinusoidal waves of different frequencies and amplitudes,
a constant phase velocity for all frequencies will ensure
that all these waves will travel with the same velocity
along a lossless line without suffering any attenuation,
thus preserving the shape of the signal. On the other
hand, for a general lossy transmission line, from Eq. (7), it
can be seen that the phase velocity, b, and attenuation, a,
are functions of frequency. As different frequency compo-
nents propagate with different velocities and attenuation
factors, the signal suffers dispersion and gets distorted as
it propagates along the line.

3.1.2. Distortionless line. The theory for distortionless
line was first proposed by Oliver Heaviside, whose contri-
butions to the electromagnetism were well described
in [2]. Consider a general lossy transmission line, which

Table 1.

Transmission line parameters

Structure R (O/m) L (H/m) G (S/m) C (F/m)

Two-wire Line (Fig. 1a)
Rs

pa

m
p

ln
d

2a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d

2a

� �2

�1

s0
@

1
A

ps

ln
d

2a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d

2a

� �2

�1

s0
@

1
A

pe

ln
d

2a
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d

2a

� �2

�1

s0
@

1
A

Coaxial Line (Fig. 1b)
Rs

2p
1

a
þ

1

b

 �
m
2p

ln
b

a

� �
2ps

ln
b

a

� � 2pe

ln
b

a

� �

Notes:

a. m, e, and s are the material properties of the dielectric medium.

b. Rs is the surface resistance of the conductors, which is related to the frequency and material properties of the conductor.
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satisfies the condition

R

L
¼

G

C
ð13Þ

Substituting Eq. (13) in Eqs. (7) and (10), we get

g¼ aþ jb¼R

ffiffiffiffi
C

L

r
þ jo

ffiffiffiffiffiffiffi
LC
p

ð14Þ

Zo¼

ffiffiffiffi
L

C

r
ð15Þ

Phase velocity, vp, is given by,

vp¼
o
b
¼

1ffiffiffiffiffiffiffi
LC
p ð16Þ

Comparing Eqs. (14)–(16) with Eqs. (11) and (12), it can
be seen that, except for a nonzero value of attenuation
constant, the distortionless line has same characteristics
as that of a lossless line. Although the signal suffers at-
tenuation as it propagates along the line, because of the
constant phase velocity, waves of different frequency com-
ponents will travel with the same velocity, thus preserving
the shape of the signal, which is why it is called the dis-
tortionless line.

4. WAVE CHARACTERISTICS ON TERMINATED
TRANSMISSION LINE

As you may recall, the general solution for transmission
line wave equations given in Eqs. (8) consists of two types
of wave propagation—the wave traveling in forward (þ z)
direction and the wave traveling in the backward (� z)
direction. When a wave is incident at one end on an infi-
nitely long transmission line, it continues to propagate in
þ z or � z direction depending on the direction of the in-
cident wave. Thus, only one of the two terms consisting of
either e� gz or eþ gz exists. Let us now consider a transmis-
sion line of finite length l, terminated by an arbitrary load
impedance ZL, as shown in Fig. 3. It is assumed that the
load is at z¼ 0 and the source is connected at z¼ � l.

Using Eqs. (9) and (10), Eqs. (8a) and (8b) can be mod-
ified to contain only two unknown voltage amplitudes V þ0
and V�0 as

VðzÞ ¼V þ0 e�gzþV�0 egz ð17aÞ

IðzÞ¼
V þ0
Zo

e�gz �
V�0
Zo

egz ð17bÞ

At z¼ 0, Eqs. (17a) and (17b) become

VL¼Vðz¼ 0Þ¼V þ0 þV�0 ð18aÞ

IL¼ Iðz¼ 0Þ¼
V þ0
Zo
�

V�0
Zo

ð18bÞ

Also, VL and IL are related via the load impedance, ZL, as

ZL¼
VL

IL
ð19Þ

Using Eqs. (18a) and (18b) in Eq. (19) and rearranging
terms, we get

V�o ¼GV þo ð20aÞ

where

G¼ jGjejyG ¼
ZL � Zo

ZLþZo

� �
ð20bÞ

G, which is the ratio of the reflected wave amplitude and
the incident wave amplitude, is called the voltage reflec-
tion coefficient. As both Zo and ZL could be complex quan-
tities, G can also be complex in general. It may be seen
that, for all transmission lines, |G|r1.

Using Eq. (20a) in Eqs. (17a) and (17b), we get

VðzÞ¼V þ0 ðe
�gzþGegzÞ ð21aÞ

IðzÞ¼
V þ0
Zo
ðe�gz � GegzÞ ð21bÞ

The ratio of V(z) and I(z) is called the input impedance, Zin,
and is given by

ZinðzÞ¼
VðzÞ

IðzÞ
¼Zo

1þGe2gz

1� Ge2gz

 �
ðOÞ ð22Þ

At the input of the transmission line, the input impedance
can be written as

Zinð�lÞ¼Zo
1þGe�2gl

1� Ge�2gl

 �
ðOÞ ð23Þ

Substituting Eq. (20b) in Eq. (23) and rearranging the
terms, we get

Zinð�lÞ¼Zo
ZLþZo tanh gl
ZoþZL tanh gl

 �
ðOÞ ð24Þ

Thus, Zin is the impedance seen at the input of
the transmission line, when the line is terminated
with a load impedance ZL. From the generator standpoint,
the transmission line-load impedance combination can
be replaced by a simple impedance Zin, without
disturbing the input voltage and current amplitudes,
as shown in Fig. 3b. If the line is lossless, we can substi-
tute for g ¼ jb in Eq. (24) and get a modified expression for
Zin, as

Zinð�lÞ¼Zo
ZLþ jZo tan bl

Zoþ jZL tan bl

 �
ðOÞ ð25Þ

4.1. Standing Wave Ratio

Consider a lossless transmission line of characteristic im-
pedance Zo, which is terminated by an arbitrary load im-
pedance ZL. From Eqs. (21a) and (21b), the expressions for
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V(z) and I(z) for the lossy transmission line can be
written as

VðzÞ¼V þ0 ðe
�jbzþGejbzÞ ð26aÞ

IðzÞ¼
V þ0
Zo
ðe�jbz � GejbzÞ ð26bÞ

The magnitude of the voltage, |V(z)|, will be

jVðzÞj ¼ jV þ0 j . j1þ jGje
jðyG þ 2bzÞj ð27Þ

where, G¼ jGjejyG has been substituted.
Equation (27) shows that the voltage magnitude oscil-

lates as a function of z, as shown in Fig. 4, indicating the
standing wave formation. We can see that the voltage will
be maximum when ejðyG þ 2bzÞ ¼ 1, and is given by

Vmax¼ jV
þ
0 jð1þ jGjÞ ð28aÞ

Similarly, voltage will be minimum when ejðyG þ 2bzÞ ¼ � 1,
and is given by

Vmin¼ jV
þ
0 jð1� jGjÞ ð28bÞ

It may be noticed that when the load impedance is the
same as the characteristic impedance of the line, the re-
flection coefficient G¼0, from Eq. (27), and we can see that
jVðzÞj ¼ jV þ0 j, a constant value independent of z. As |G|
increases, the ratio of Vmax to Vmin increases, which leads
us to define voltage standing wave ratio (VSWR), or simply
standing wave ratio (SWR), as

SWR¼
Vmax

Vmin
¼

1þ jGj
1� jGj

ð29Þ

SWR is always a real number such that 1rSWRrN. For
a matched transmission line (when Zo¼ZL), SWR¼ 1. It
may also be noted that the distance between two succes-
sive voltage maxima (or minima) is l/2, where l is the
wavelength on the transmission line.

4.2. Special Cases of Terminated Lossless Transmission Lines

Often, we use lossless transmission lines with special ter-
minations to give interesting characteristics. For example,
in impedance tuning networks and microwave filter de-
sign we commonly use stubs (open- or short-circuited
transmission lines) in series or shunt configuration as
part of the design. Also, at microwave frequencies, the

ZG

Z inVi
VG

ZG

z = − l z = 0

ILIi

VL
ZLZ0 , �Vi

Zin

+ +

−−

(a)

(b)

+

−

+

−

VG

Figure 3. (a) A finite length transmission
line terminated with a load impedance, ZL.
(b) Equivalent representation in terms of the
input impedance, Zin.

Distance from the load, z

 |V(z)|

Vmin

Vmax

−� −3� /4 −� /2 −� /4 0

Figure 4. Standing wave formation on a lossless transmission
line.
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open- and short-circuited stubs can be used to replace
lumped capacitors and inductors, which are otherwise im-
practical to realize. Similarly, we use lines with quarter
wavelength for impedance transformation. Section 4.2.1
briefly describes the special properties of some of the loss-
less lines.

4.2.1. Open-Circuited Line. When a transmission line is
open-circuited at one end, as shown in Fig. 5a, it sees an
infinite load impedance (ZL ¼ N). From Eq. (20b), we can
see that the voltage reflection coefficient G ¼ 1, which
means that the SWR becomes N. From Eqs. (26a) and
(26b), the voltage and current on an open-circuited loss-

less transmission line are given by

VocðzÞ¼V þ0 ðe
�jbzþ ejbzÞ¼ 2V þo cos bz ð30aÞ

IocðzÞ¼
V þ0
Zo
ðe�jbz � ejbzÞ¼

�2jV þo
Zo

sin bz ð30bÞ

Both voltage and current are plotted as a function of
the distance from the load location in Figs. 5b and 5c, re-
spectively. As a result of the sinusoidal nature, both the
quantities are periodic and repeat for multiples of l.

Substituting ZL¼N in Eq. (25) for the expression for
input impedance, we get

Zoc¼Zin¼ � jZo cot bz ðOÞ ð31Þ

We can see from Eq. (30) that the input impedance Zoc

for the open-circuited line is always purely imaginary ir-
respective of length z. The variation of open-circuit reac-
tance (imaginary part of Zoc) is plotted as a function of z in
Fig. 5d. The plot is again periodic and repeats for multi-
ples of l/2. The behavior varies between being inductive
and capacitive as the length z is varied.

4.2.2. Short-circuited line. A lossless transmission line
short circuited at the load end (ZL¼ 0) is shown in Fig. 6a.
Here, G¼ � 1 and SWR¼N. The voltage and current
along the line can be given by

VscðzÞ¼V þ0 ðe
�jbz � ejbzÞ¼ � 2jV þo sin bz ð32aÞ

IscðzÞ¼
V þ0
Zo
ðe�jbzþ ejbzÞ ¼

2V þo
Zo

cos bz ð32bÞ

From Eq. (25), the input impedance for a short-circuited
line can be given as

Zsc¼ jZo tan bz ðOÞ ð33Þ

The voltage, current, and the input reactance are plot-
ted in Figs. 6b–6d as a function of the distance, z. As it can
be seen, the input reactance for a shorted transmission
line is also purely imaginary irrespective of the value of z.
Comparing Figs. 5 and 6, we can see that in the range
where Xoc is inductive, Xsc is capacitive, and vice versa.
The input reactances of the short-circuited and open-
circuited lossless transmission lines are essentially the
same if their lengths differ by an odd multiple of l/4.

Consider an open-circuited transmission line of length
much smaller compared with a wavelength. As the elec-
trical length of the line bl51; we can make the approxi-
mation that tan blffi bl. From Eq. (31), at the input of the
line, we have

Zoc ffi
Zo

jbl
¼

ffiffiffiffiffiffiffiffiffiffi
L=C

p

o
ffiffiffiffiffiffiffi
LC
p

l
¼

1

joCl
ð34Þ

This equation implies that an open-circuited lossless
transmission line with a very short length will behave as a
capacitance of Cl farads as shown in Fig. 7a. Similarly,

−� −3�/4 −�/2 −�/4 0 z

−5�/4

−5�/4

−� −3�/4 −�/2 −�/4 0 z

z−5� /4

Zo,�

l

ZL= ∞

Voc(z)

2 jVo
+

Zin = − j Zocot�l

−� −3�/4 −�/2 −�/4 0

(a)

(b)

(c)

(d)

Ioc(z)Zo

2 Vo
+

Xoc

−1

1

1

−1

Figure 5. A lossless transmission line terminated with an
(a) open circuit, (b) voltage distribution, (c) current distribution,
and (d) input reactance as a function of the distance from the
termination.
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consider a short-circuited transmission line of small
length. From Eq. (33), we get

Zsc ffi Zo . jbl¼
ffiffiffiffiffiffiffiffiffiffi
L=C

p
. jo

ffiffiffiffiffiffiffi
LC
p

l¼ joLl ð35Þ

Thus a short-circuited lossless transmission line with a
short length can behave as an inductance of Ll henries, as
shown in Fig. 7b.

This property of open- or short-circuited transmission
lines behaving as lumped inductors or capacitors will
be a useful feature at microwave frequencies, where
discrete capacitor or inductor realization will be very dif-
ficult because of the parasitics associated with the struc-
ture. By proper choice, an open-circuited or short-circuited

line can replace the lumped elements during circuit
design.

4.2.3. Quarter-wave line. When the length of a trans-
mission line is an odd multiple of l/4, (l¼ (2n� 1)l/4, n is a
nonzero positive integer),

bl¼
2p
l
ð2n� 1Þ

l
4
¼ ð2n� 1Þ

p
2
) tan bl!�1

and Eq. (25) becomes

Zin¼
Z2

o

ZL
ð36Þ

Hence, the load impedance connected at one end of a
quarter-wave transmission line appears to be inverted at
the other end. Thus, an open-circuited quarter-wave line
appears to be short circuited at the input terminals and
vice versa. This impedance inverting feature is used in
many circuit design applications such as filters and im-
pedance transformers.

4.2.4. Half-wave line. When the length of a lossless line
is an integral multiple of l/2 (l¼nl/2, n is a nonzero pos-
itive integer),

bl¼
2p
l

.
nl
2
¼np; ) tan bl! 0

and Eq. (25) reduces to

Zin¼ZL ð37Þ

which implies that a load impedance connected to a half-
wave lossless transmission line appears to be the same
without any change at the input terminals.

−5�/4

Zo, �

l

ZL= 0

Vsc(z)

2 jVo
+

Zin= jZotan�l

−� −3�/4 −�/2 −�/4 0

(a)

(b)

(d)

1

1

−5�/4 −� −3�/4 −�/2 −�/4 0

0

z

z

z

(c)

Isc(z)Zo

2 Vo
+

−1

−1

−5�/4 −� −3�/4 −�/2 −�/4

Xsc

Figure 6. A lossless transmission line terminated with a
(a) short circuit, (b) voltage distribution, (c) current distribution,
and (d) input reactance as a function of the distance from the
termination.
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ZL= ∞ �l   1 Cl

Ll
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� �
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Figure 7. Transmission lines as circuit elements.
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4.3. Transmission Line Characterization from Open- and
Short-Circuit Measurements

A microwave network analyzer is an instrument, which
can be used to measure the input impedance of any device
connected to its input terminal. We can determine the
characteristics of an unknown lossy transmission line of
length less than or equal to l/2, by measuring the input
impedance under open-circuit and short-circuit condi-
tions.

From Eq. (24), when ZL¼N,

Zoc¼Zo coth gl ðopen�circuited lineÞ ð38Þ

when ZL¼ 0,

Zsc¼Zo tanh gl ðshort�circuited lineÞ ð39Þ

From Eqs. (38) and (39), we have

Zo¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZocZsc

p
ðOÞ ð40Þ

and

g¼
1

l
tanh�1

ffiffiffiffiffiffiffi
Zsc

Zoc

s

ðm�1Þ ð41Þ

where Zo and g are the characteristic impedance and prop-
agation constant of the lossy line, respectively.

Example 1. A lossless transmission line of characteristic
impedance of 50 ohms is connected to a load impedance of
60 +601 O. What is the load reflection coefficient? Find the
input impedance and voltage reflection coefficient at
l¼ l/8 and 3l/8. Also, calculate the standing wave ratio
of the line.

Solution: A simple schematic indicating input impedances
at different locations is shown in Fig. 8a.

Load reflection coefficient,

GL¼
ZL � Zo

ZLþZo

� �
¼

30þ j51:96� 50

30þ j51:96þ 50

� �

¼ 0:1279þ j0:571¼ 0:5837ff78�

From Eq. (25), we have,

Zin¼Zo
ZLþ jZo tan bl

Zoþ jZL tan bl

 �

Case (i) l¼ l/8

bl¼
2p
l

.
l
8
¼

p
4
) tan bl¼ 1

ðZinÞl=8¼ 50
30þ j51:96þ j50

50þ jð30þ j51:96Þ

 �

¼ 165:96� j60:85 O

Gl=8¼
165:96� j60:85� 50

165:96þ j60:85þ 50

� �

¼ 0:571� j0:121¼ 0:5837ff� 12�

Case (ii) l¼ 3l/8

bl¼
2p
l

.
3l
8
¼

3p
4
) tan bl¼ � 1

ðZinÞ3l=8¼ 50
30þ j51:96� j50

50� jð30þ j51:96Þ

 �

¼ 13:28þ j4:87 O

The input impedance Zin at 3l/8 can also be determined
using a different procedure. Once we have calculated the
input impedance at l/8, that length of line terminated
with the load can be replaced by the calculated input im-
pedance at l/8, as shown in Fig. 8b, which leaves with a
line with length 3l/8� l/8¼ l/4. Thus, we have a quarter-

(Zin)3� /8

(Zin)�/8

(Zin )�/8

�/8

3�/8

(Zin)3� /8

Zo

Zo ZL

�/4

(a)

(b)

Figure 8. Transmission line problem in Example 1.
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wave line of characteristic impedance 50O, terminated
with a new load ðZinÞl=8¼ 165:96� j60:85O. From Eq. (36),
we can calculate ðZinÞ3l=8 as

ðZinÞ3l=8¼
Z2

o

ðZinÞl=8
¼

502

165:96� j60:85

¼ 13:28þ j4:87 O

The reflection coefficient at 3l/8 can be calculated as

G3l=8¼
13:28þ j4:87� 50

13:28þ j4:87þ 50

� �
¼ � 0:571þ j0:121

¼ 0:5837ff168�

We can see that the magnitude of reflection coefficient at
different locations is the same, and only the angle changes
depending on the distance from the load.

The SWR for the line is

SWR¼
1þ jGj
1� jGj

¼
1þ 0:5837

1� 0:5837
¼ 3:804

5. SMITH CHART

Transmission line calculations, such as determination of
input impedance and reflection coefficient, often involve
manipulations with complex quantities making it tedious
compared with dealing with real numbers. The Smith
chart, which was developed by P.H. Smith [3,4], is consid-
ered to be the most widely used graphical technique for
the analysis and design of transmission line circuits. Some
readers may feel that in today’s world of powerful com-
puters and modern scientific calculators, graphical ways
of solving engineering problems may seem out of the or-
dinary. More than just being a graphical tool, the Smith
chart provides a powerful way of visualizing the trans-
mission line phenomenon, which is why many commer-
cially available popular CAD software used for RF and
microwave circuit design have integrated Smith chart cal-
culations into the design stream.

The most common form of the Smith chart is shown in
Fig. 9. First, it is important to understand that a Smith
chart is essentially a polar plot of the voltage reflection
coefficient, G. Therefore, we begin with expressing G as a
complex quantity

G¼ jGjejyG ¼Grþ jGi ð42Þ

The right-hand side of the horizontal diameter in the
chart represents the Gr axis, and the top side of the ver-
tical diameter represents the Gi axis. |G| is plotted as a
radius (|G|r1) from the center of the chart. The angle, yG
(� 1801ryGr1801) is measured from the Gr axis. We can
also relate G to the load impedance as

G¼
ZL � Zo

ZLþZo

� �
¼

ZL=Zo � 1

ZL=Zoþ 1

� �
¼

zL � 1

zLþ 1

� �
ð43Þ

where

zL¼ rþ jx¼
ZL

Zo

zL is the normalized load impedance. In fact, all imped-
ances we plot on the chart are normalized with respect to
the characteristic impedance, Zo.

From Eq. (43), we can write zL in terms of G as

zL¼
1þG
1� G

� �
ð44Þ

Thus, we can write

zL¼ rþ jx¼
1þGrþ jGi

1� Gr � jGi

� �
ð45Þ

The real and imaginary parts of this equation are

r¼
1� G2

r � G2
i

ð1� GrÞ
2
þG2

i

ð46aÞ

x¼
2Gi

ð1� GrÞ
2
þG2

i

ð46bÞ

Eqs. (46a) and (46b) can be rearranged as

Gr �
r

1þ r

� �2

þG2
i ¼

1

1þ r

� �2

ð47Þ

Gr � 1ð Þ
2
þ Gi �

1

x

� �2

¼
1

x

� �2

ð48Þ

Equation (47) describes a family of circles called the
resistance circles, where each circle is associated with
a specific value of resistance, r. The resistance circles
for different values of r are shown on the chart. We
can notice that the centers of all r-circles lie on the
horizontal axis. All circles pass through the (Gr¼ 1, Gi¼

0) point. The largest r-circle is the r¼ 0 circle with a unity
radius.

Equation (48) represents the other family of circles
called the reactance circles, which are also shown on
the chart. Different values of x lead to circles of different
radii with centers at different positions on the Gr¼ 1 line.
These circles are always orthogonal to the resistance
circles. Reactance circles with positive reactance (x40)
lie in the upper half of the chart and those with xo0 lie
in the lower half. Intersection of a resistance and
reactance circle represents the normalized load imped-
ance, zL.

One of the main advantages of the Smith chart is that it
can be used directly to read the reflection coefficient for a
given normalized load impedance and vice versa without
having to calculate them. Another useful feature is that
the value of the resistance passing through the intersec-
tion of the |G| circle and the Gr axis (positive real axis)
directly equals the standing wave ratio, SWR. Perhaps the
most important feature of the Smith chart is that the an-
gular motion on a constant |G| circle in a clockwise or
counterclockwise direction represents a corresponding
movement on a terminated transmission line toward the
generator or the load, respectively. Thus, a movement of
half a wavelength in the line length on the transmission
line corresponds to a complete 3601 revolution on the |G|
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circle reaching the same normalized impedance (or reflec-
tion coefficient) point, which reasserts the fact we have
seen earlier in the case of a half-wave line, where the in-
put impedance is same as the load impedance. Thus the
Smith chart takes into account the periodic behavior of the
transmission line.

Example 2. Calculate the input impedance and reflection
coefficient for the problem given in Example 1 at l/8 and
3l/8 using the Smith chart. Also, find the SWR of the line.

Solution: The procedure for calculating the above param-
eters using the Smith chart is described in steps as
shown below:

1. Calculate normalized zL¼ZL/Zo¼ 0.6þ j1.039 and
mark the same on the Smith chart as point A in Fig. 10.

2. With OA as the radius, draw a circle. Measure the
radius and normalize it with respect to the radius of
the largest r circle (r¼ 0 circle). Read |G|¼ 0.58.

3. Extend OA to intersect the angular scale given on the
Smith chart for reflection coefficient. Mark the read-
ing. This gives the angle of G in degrees. yG¼781.

4. Mark the reading where the |G| circle intersects
the positive real axis. This gives SWR¼ 3.8.

5. From point A, move 0.125 l toward the generator
to reach point B. Mark the reading on the angular
scale of reflection coefficient. This gives angle of G at

Figure 9. The Smith chart.
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l¼ l/8. The magnitude of G remains the same. Mea-
sure (yG)l/8 as � 121.

6. Mark the normalized impedance value by observing
r and x values at B, where G¼ 0.58+� 121. We get

r¼3:3 and x¼ � 1:21

‘ðZinÞl=8¼ 50:ðzinÞl=8¼ 50:ð3:3� j1:21Þ

¼ 165� j60:5O

7. From B, move l/4 toward the generator to reach
point C. Join OC and extend it to intersect the

angular scale for G at 1681. This gives (G)3l/8¼

0.58+1681.

ðzinÞ3l=8¼ rþ jx¼ 0:265þ j0:1

ðZinÞ3l=8¼ 50:ðzinÞl=8¼ 50:ð0:265þ j0:1Þ

¼ 13:25þ j5O

6. NETWORK PARAMETERS OF A GENERAL LOSSY
TRANSMISSION LINE

Transmission lines are used in every microwave network
system design. When we look at various blocks of a

Figure 10. The Smith chart solution for Example 2.
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microwave system, such as a transceiver, we see compo-
nents such as amplifiers, mixers, oscillators, and filters
interconnected using transmission lines of different char-
acteristic impedances, propagation constants, and lengths.
Depending on the overall system requirement, these trans-
mission lines could be realized in different configurations
such as a microstrip line, coplanar waveguide, stripline,
or waveguide among several variations. For a given physi-
cal geometry, the electrical characteristics, Zo and g for
these transmission lines, can be obtained based on the
available analytical/numerical approaches from the litera-
ture. Interested readers are encouraged to refer to [5–7].

A common approach in microwave network analysis is
to represent each component as a two-port or multiport
network and use the network analysis principles to calcu-
late the overall characteristics of the larger network
formed by interconnecting various components. In this
procedure, each component is associated with a set of net-
work parameters, such as impedance (Z), admittance (Y),
transmission (ABCD) or scattering (S) parameters, and
the voltage/current or wave amplitudes are interrelated at
various junctions/interconnections to obtain the overall
characteristics of the system. As with other components,
transmission lines can also be treated as microwave net-
works, and the knowledge of network parameters will
often be useful when they are used in a system.

Table 2 presents various commonly used network pa-
rameters of a general lossy transmission line. The line is
assumed to have a characteristic impedance of ZC, prop-
agation constant, g, and length l. The expressions for the
scattering (S) parameters assume that the reference port
impedance is considered to be Zo, which is different from
the characteristic impedance ZC. The expressions for a
lossless transmission line can be directly obtained from
Table 2 by replacing g with jb. In the case of scattering

parameters, when ZC¼Zo, the line becomes a matched
lossy transmission line of length l and the scattering ma-
trix reduces to

S¼
0 e�gl

e�gl 0

" #
ð49Þ
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Table 2.

Zo

Zo

ZC ,�

l

.

Type Two-port Parameters

ABCD A¼ cosh(gl) B¼ZC sinh(gl)
C¼YC sinh(gl) D¼ cosh(gl)

Z Z11¼ZC coth(gl) Z21¼ZC cosech(gl)
Z12¼Z21 Z22¼Z11

Y Y11¼YC coth(gl) Y21¼ �YC cosech(gl)
Y12¼Y21 Y22¼Y11

S S11¼
Z2

C � Z2
o

2ZCZo coth glþZ2
CþZ2

o

S21¼
2ZCZo

2ZCZo cosh glþðZ2
CþZ2

oÞ sinh gl

S12¼S21 S22¼S11
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frequencies. The incoming signal from the channel passes
through the preselector filter, RF amplifier, and image fil-
ter, where it is applied to the mixer. The mixer combines
the incoming signal with the local oscillator (LO) waveform
to generate output at the sum and difference of the signal
and LO frequencies. The LO frequency can be above or
below the signal frequency. If the LO frequency is above the
signal frequency, the receiver uses high-side injection. If the
LsO frequency is below the signal frequency, the receiver
uses low-side injection. The intermediate frequency (IF) fil-
ter selects either the sum or the difference and rejects the
other. The selected frequency is termed the intermediate
frequency (IF), and the IF amplifier provides additional gain
at this frequency. The detector/demodulator extracts the
transmitted information from the IF waveform. Some
superhet architectures use two or more intermediate fre-
quencies in succession to simplify the requirements placed
on the filters. The mixing process is sometimes called con-
version. A receiver with one intermediate frequency is a
single-conversion receiver, and a receiver with two inter-
mediate frequencies is a dual-conversion receiver. Unless
explicitly stated otherwise, examples in this article refer to
single-conversion receivers.

Although other receiver architectures exist, the super-
heterodyne has many advantages. Distributing the
amplifier gain between the RF and IF frequencies makes
it less difficult to prevent unwanted oscillation. The
receiver is tuned to a wanted input frequency by select-
ing the frequency of the LO. The IF filter can have a fixed
center frequency, so its characteristics like bandwidth and
delay can be optimized. It does not have to be retuned
when the receiver is tuned to a new channel.

1.3.1. Weak Signal Performance. At UHF, internally
generated noise limits the weakest signal that can be de-
tected. The noise generated by the RF amplifier is ampli-
fied by all the stages in the receiver so that it determines
the receiver sensitivity. Low-noise, high-gain RF amplifi-
ers produce the greatest sensitivity. There is often a trade-
off between sensitivity and strong signal performance,
because a high-gain RF amplifier can overload the mixer
with a strong signal.

1.4. Images

The mixing or frequency conversion process introduces
unwanted and spurious responses. The most important
unwanted response is called an image. The image fre-
quency and the wanted frequency are symmetrical about
the LO frequency. Any unwanted signal at the image fre-
quency that gets into the mixer will be amplified and de-
modulated essentially as if it came in at the wanted
frequency. Consider a simple example. A TV broadcast re-
ceiver is tuned to 561.25 MHz, the video carrier frequency
for television channel 29. The receiver has an IF of
45 MHz, so the LO runs at 516.25 MHz. A difference fre-
quency of 45 MHz is generated by mixing 561.25 MHz and
516.25 MHz. Suppose there is a nearby transmitter on
channel 14. When the 471.25 MHz channel 14 video mixes
with the 516.25 MHz LO output, the difference is also

45 MHz. The receiver is tuned to channel 29, but it will
also pick up channel 14 if the channel 14 signal reaches
the mixer. The preselector and image filters must pass the
desired signal but reject the image. Figure 3 shows the
frequency relationship among the desired signal, the
image, and the LO for a single-conversion receiver. Note
that the image and the wanted response are separated by
twice the IF frequency. A dual-conversion superhet would
have three images.

Images are the key drawback to the superheterodyne
architecture. Their elimination requires filters, and image
rejection is easier with high IF frequencies. The higher the
IF frequency, the more difficult it is to make narrowband
filters. Filters are the major impediment to fully integrated
UHF receivers. They are usually separate discrete compo-
nents.

1.5. Spurious Responses

The image is only one of many possible unwanted mixer
outputs. The mixer is an inherently nonlinear device that
generates and combines harmonics of the LO and signal
frequencies. Continuing with the numbers from the pre-
vious example, the second harmonic of the 516.25 MHz LO
appears at 1032.5 MHz. If a 538.75 MHz signal reaches
the mixer, the mixer generates a second harmonic at
1077.5 MHz. The mixer also generates the sum and the
difference of the harmonics. One of these products is at the
45 MHz IF frequency, and the receiver has a spurious
response at 538.75 MHz. This response is sometimes
called the half IF spur because it appears 22.5 MHz or
one-half the IF frequency from the desired response. Two
times the IF, in this case 90 MHz, separates the image
from the wanted signal. It is much easier to design the
image and the preselector filters to remove the image than
the half IF spur.

Other spurious products are a serious problem in super-
het receivers. Mixers generate not only the second harmonic
but higher order harmonics as well. Balanced mixers, which
suppress the even-order harmonics, are widely used to elim-
inate some of the spurious mixing products. UHF receivers
may have multiple mixers and intermediate frequencies,
and predicting all the spurious mixing products can be dif-
ficult. Software for this purpose is commercially available to
help the designer select mixers.

Image
471.25 MHz

LO
516.25 MHz

Desired
561.25 MHz

22.5
MHz

IF
45 MHz

1/2 IF spur
538.75 MHz

IF
45 MHz

Figure 3. The frequency relationship between the desired signal,
the local oscillator signal, and the image signal for a TV receiver
with a 45 MHz intermediate frequency. Note that the image and
the desired signal frequencies are symmetric about the local
oscillator frequency.
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1.5.1. Strong Signal Behavior. At UHF frequencies, it is
difficult to build a preselector filter narrow enough to pass
a single channel of information. It may not be desirable to
build very narrowband filters if the receiver is to be tuned
over a range of frequencies. If the range of desired signal
frequencies cannot pass through the preselector filters,
then these filters must be retuned when the LO is tuned to
the new frequency. This process, called tracking, increases
the complexity of the receiver. For these reasons the
receiver’s ultimate bandwidth is usually set at IF, and a
number of unwanted signals can reach the mixer.

All of the unwanted signals that reach the mixer will
produce sum and difference frequency products with the
LO. The RF amplifier may generate some of the unwanted
signals. RF amplifiers are not perfectly linear; strong sig-
nals can cause them to saturate. This nonlinearity gener-
ates harmonics, which combine either in the amplifier
itself or in the mixer.

The nonlinear behavior of amplifiers and mixers is spec-
ified in terms of third-order mixing products. Figure 4
shows a test setup for measuring these products. The out-
put for an ideal amplifier would be only at the input fre-
quencies f1 and f2. Amplifier nonlinearities generate
harmonics of f1 and f2 plus the mixing products of these
harmonics. These mixing products are specified in terms
of the harmonic number of the signals that generate
them. Particularly important are the third-order products
2f1 � f2 and 2f2 � f1. Figure 5 shows the output of a non-
ideal amplifier. The third-order products are the most
problematic because their frequencies fall close to the
desired signal and are difficult to filter.

As an example, consider a handheld analog cellular
telephone receiver. Channel 1 is 870.030 MHz, channel 2
is 870.060 MHz, channel 3 is 870.090 MHz, and channel 4
is 870.120 MHz. The second harmonic of channel 2 is
1740.12 MHz. If this mixes with channel 3, the difference
is 870.030 MHz, which is channel 1. Similarly, the second
harmonic of channel 3 mixes with channel 2 to produce a
signal at 870.12 MHz, which is channel 4. Figure 5 shows
that third-order mixing of channels 2 and 3 creates signals
on channels 1 and 4. If the receiver is tuned to channel 1 or
4 and strong channel 2 and 3 signals are present, then
nonlinear RF amplifier or mixer products will interfere
with channel 1 or 4, limiting the receiver’s ability to detect
a weak signal on these channels.

The nonlinear products increase with increasing signal
levels. The power in the third-order products increases
three times faster than the power of the desired signals.
The point where the power in the third-order products

would be equal to the power in the desired signal is called
the third-order intercept point.

1.5.2. Spurious Free Dynamic Range. The weakest sig-
nal the receiver can detect is limited by the internally
generated noise. The equivalent power of this noise is the
noise floor. The strongest signals the receiver can tolerate
without internally generated interference are those that
create a third-order mixing product that equals the noise
floor. The ratio of the strongest signal power to the noise
floor power is the spurious free dynamic range (SFDR).

High-gain, low-noise RF amplifiers maximize sensi-
tivity. Maximizing SFDR requires a careful tradeoff
among the gain, noise performance, and third-order inter-
cept of all the stages prior to the narrowest filter in the
system. Building a sensitive receiver is relatively easy;
building a sensitive receiver that can handle strong
signals can be a challenge.

1.6. Other Receiver Topologies

1.6.1. Direct Conversion Receivers. The superhet
receiver converts the incoming signal to an intermediate
frequency, but it is possible to convert the radio signal
directly to the original baseband of the transmitted infor-
mation. This requires the LO to be tuned to the frequency
of the incoming signal. If the signal and LO frequencies
are equal, their difference is zero. The mixer output is the
original information, which was contained in modulation
sidebands, about the carrier frequency. A receiver that
works this way is called a direct conversion (DC), homo-
dyne, or zero IF receiver (see Fig. 6).

Direct conversion receivers offer a simpler design and
fewer components than superhets. High-gain amplifiers
are easier to build at baseband than at the signal or IF
frequency, so a DC receiver can be as sensitive as a su-
perhet. This topology minimizes the number of compo-
nents at the RF and IF frequencies. On the other hand,
mixer imbalance and LO leakage (LO feedthrough) into
the antenna can cause large DC offsets. Local oscillator
phase noise is highest close to the LO frequency, and the
mixer translates this noise directly to baseband. Low-
frequency noise in mixers and high-gain baseband ampli-
fiers can limit sensitivity. Depending on the choice of
mixer, DC receivers have spurious responses at integer
multiples of the input frequency, so a preselector filter is

Device under
test

Spectrum
analyzerCombiner

f1
870.060

MHz

f2
870.090

MHz

Figure 4. A test setup for measuring third-order products. The
frequencies shown are for the example presented in the text.

Input signals

Frequency (MHz)

Third-order
products

Power

870.03

870.06 870.09

870.12

Figure 5. Sketch of a spectrum analyzer display showing the
output of a nonideal amplifier with strong input signals at 870.06
and 870.09 MHz. The amplifier generates unwanted third-order
products at 870.03 and 870.12 MHz.
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still required. As all the signal processing occurs at base-
band, it is possible to integrate the entire receiver, including
the mixer. This is attractive for small low-power receivers
like those found in pagers. DC receivers cannot be used for
narrowband FM without extra signal processing.

1.6.2. Tuned Radiofrequency Receivers. The tuned ra-
diofrequency (TRF) receiver of Fig. 7 is an old design that
offers great simplicity. The signal passes through a prese-
lector filter and is amplified by an RF amplifier at the sig-
nal frequency. The classic TRF receiver consists of a
cascade of tuned amplifiers. The filtering and amplifying
functions are combined. The amplified signal goes directly
to the detector, which is typically a simple diode amplitude
demodulator. TRF receivers work well with amplitude
modulation or on-off keyed digital signals. They are not
used for narrowband phase or frequency modulation, be-
cause these waveforms are difficult to demodulate at UHF.
The simplicity of the TRF is attractive for low-current,
low-cost applications. As the TRF receiver has no oscilla-
tors, there is no oscillator radiation. TRF receivers escape
the government regulations that limit RF emissions. They
have none of the spurious mixing responses that are a
problem in superhet receivers. As TRF receivers contain
no mixers, they have no images and can reproduce exactly
the frequency or phase information in the original signal.

TRF receivers have several disadvantages. They are
not frequency agile and thus are useful only for single-
frequency systems. TRF receivers cannot use standard
low-cost filters like those available at common IFs for su-
perhets. Narrowband filters, which match modulation
bandwidths, are difficult to build at UHF, and tuning a
TRF receiver to a new frequency requires retuning or re-
placing the filters. TRF receiver sensitivity is limited be-
cause of the difficulty of building stable high-gain
amplifiers at UHF. For these reasons, the UHF applica-
tions for TRF receivers tend to be limited to low-cost,
short-range devices.

1.6.3. Regenerative and Superregenerative Receivers.
Regenerative receivers come from the earliest days of ra-
dio and are capable of very high sensitivity with only a

single active device. A regenerative receiver is an ampli-
fier to which frequency selective positive feedback has
been applied. If the feedback is adjusted below the point of
oscillation, the receiver acts as a square law detector. It is
suitable for amplitude-modulated signals. The feedback
can be advanced to the point where oscillation occurs. The
regenerative receiver then acts as a self-oscillating direct
conversion receiver. In this mode, it will demodulate
single sideband (SSB) or continuous wave signals.

The superregenerative receiver is a variation on the
regenerative theme. The positive feedback is advanced
beyond the point where oscillations begin. This increases
the gain. It takes a finite amount of time for the oscillation
amplitude to buildup because of energy storage in the os-
cillator-tuned circuit. Before the oscillation amplitude
reaches a significant level, the oscillating amplifier is
shut off or ‘‘quenched.’’ The process of oscillation buildup
and quenching is repeated. Injecting a signal close to the
oscillation frequency speeds the buildup of oscillations.
The envelope of any amplitude modulation on the injected
signal can be extracted from the amplitude of the oscilla-
tions in the superregenerative detector.

Superregenerative receivers find application in short-
range, low-cost devices such as radio-controlled toys and
garage door openers. They work well at UHF, and their
high sensitivity and extreme simplicity make them attrac-
tive for such applications.

The major drawbacks of a superregenerative receiver
are poor selectivity and the potential to create interfe-
rence. They can be easily overloaded by strong adjacent
channel signals, and, if not properly designed, they can
radiate a potent signal of their own. The use of positive
feedback results in very high gain, but it accentuates any
variations in amplifier gain because of temperature, volt-
age, aging, or other effects. Stable performance is difficult
to obtain, and receiver bandwidth will vary inversely with
gain. It is very difficult to meet emission specifications
with regenerative and superregenerative receivers.

2. DESIGNING SUPERHETERODYNE RECEIVERS FOR UHF

2.1. Weak Signal Behavior

2.1.1. Noise Temperature and Receiver Sensitivity. Sen-
sitivity is a measure of a receiver’s weak signal perfor-
mance. Depending on the particular application,
sensitivity may be expressed in terms of [1] the receiver’s
noise floor, [2] the minimum detectable signal, or [3] the
minimum input signal level necessary to achieve a useful
output. However defined, sensitivity is closely related to
the irreducible noise level at the receiver’s output.

Preselector
filter

RF
amplifier

Local oscillator

Mixer Low-pass
filter

Baseband
amplifier

OutputInputFigure 6. The homodyne or direct conversion
receiver. The incoming signal is converted di-
rectly to baseband without intermediate pro-
cessing at an intermediate frequency.

Preselector
filter

RF
amplifier

Baseband
amplifier

Detector
OutputInput

Figure 7. The tuned radiofrequency receiver. The incoming sig-
nal is amplified and detected without frequency conversion.
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Noise is generated within all electronic components,
active or passive. The noise power that a resistor at phys-
ical temperature T would deliver to an ideal power meter
whose response is frequency independent over a measure-
ment bandwidth B is given by

PN¼ kTB ð1Þ

where k is Boltzmann’s constant ð1:38� 10�23 J=KÞ.
Any other one-port noise source can be described by an

equivalent noise temperature TN such that the noise
delivered to an ideal power meter with measurement
bandwidth B is

PN¼ kTNB ð2Þ

Now imagine a two-port device with gain g connected
between an antenna or other noise source with noise tem-
perature TA and a load. The noise power delivered to the
load will consist of amplified input noise plus additional
noise that is generated inside the two-port device:

pN¼ gkTABþDp ð3Þ

where Dp is the internally generated noise (see Fig. 8).
For analysis, it is convenient to represent the internally

generated noise as if it came from a fictitious noise source
at the input of a noiseless equivalent circuit of the two-
port device. This noise temperature Te of this fictitious
noise source is the effective input noise temperature of the
device (see Fig. 9):

pN¼ gkTABþDp¼ gkTABþgkTeB¼ gkðTAþTeÞB ð4Þ

If a receiver with effective input noise temperature Te is
connected to an antenna with equivalent noise tempera-
ture TA, the resulting system noise temperature TS is
given by

TS¼TA þTe ð5Þ

The receiver noise floor is kTS B, where B is the overall
receiver bandwidth (usually set by the IF filter). The mini-
mum detectable signal (MDS) is usually specified as the
noise floor. Depending on the application, the receiver
sensitivity may be defined as the noise floor or as the

minimum signal necessary to produce a specified output
signal-to-noise ratio (SNR). The noise floor is sometimes
specified with a bandwidth B of 1 Hz. At room tempera-
ture, this corresponds to � 174 dBm.

2.1.2. Noise Figure. Although noise temperature is per-
haps a more immediately useful quantity, the noise figure
of a UHF receiver is more commonly specified. The noise
figure of a two-port device was originally defined as the
ratio of the input SNR to the output SNR. This definition
is quite useful for ‘‘back of the envelope’’ calculations for
point-to-point microwave systems, but it suffers from a
lack of uniqueness (because it depends on the antenna
noise temperature) and universal applicability. Officially,
noise figure is ‘‘the ratio of (A) the total noise power per
unit bandwidth (at a corresponding output frequency)
delivered by the system into an output termination to
(B) the portion thereof engendered at the input frequency
by the input termination, whose noise temperature is
standard (290 K at all frequencies)’’ [1].

Mathematically, the noise figure is given as a ratio by
nf and in decibels by NF:

nf ¼1þ
Te

290
ð6Þ

NF¼ 10 log10ðnf Þ ð7Þ

Although some authors argue rather vehemently that
noise figure is not a meaningful concept, it is well estab-
lished as a specification for UHF receivers and their com-
ponents. Overall values of 2 dB are achievable. Most
calculations ultimately require the noise temperature,
conveniently obtained from the noise figure by

Te¼ 290ðnf � 1Þ ð8Þ

The noise figure as defined in Eq. (6) is the standard noise
figure, based on an assumed standard source noise tem-
perature of 290 K. This is the one that manufacturers
measure and quote. An actual noise figure, based on the
true source temperature, is often used to calculate the
minimum detectable signal or SNR degradation. See
Ref. 2 for an excellent discussion of noise figure issues.

2.1.3. Determining Receiver Noise Temperature and
Noise Figure. Most analyses of receiver performance
assume that bandwidth narrows as one moves from the

TA

Real receiver
Gain g 
Bandwidth B
Noisy

Figure 8. Representation of a real receiver. It amplifies thermal
noise from the antenna and adds its own internally generated
noise.

TA

Te PN

Equiv receiver
Gain g
Bandwidth B
Noiseless

Figure 9. The noiseless equivalent receiver. Internally generat-
ed noise is represented as if it came from a fictitious input at
temperature Te.
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RF input to the IF output. The last stage has the narrow-
est bandwidth, and it effectively determines the overall
bandwidth. Thus, if the preselector, RF amplifier, mixer,
and so on, have bandwidths B1, B2, B3yBN, and if BN is
much less than any of the others, then the overall band-
width B is given by

B � minfB1;B2;B3 . . .BNg¼BN ð9Þ

Under these conditions, the overall noise temperature
and noise figure are given by

Te¼T1þ
T2

g1
þ

T3

g1g2
þ � � �TN

YN�1

m¼1

1

gm
ð10Þ

nfo¼nf1þ
nf2 � 1

g1
þ

nf3 � 1

g1g2
þ � � � ðnfN � 1Þ

YN�1

m¼ 1

1

gm
ð11Þ

where Ti; gi, and Bi, are the noise temperature, gain, and
bandwidth of the ith stage. It is important to note that the
gains and noise figures in the preceding equations are
ratios, not decibel values.

If one bandwidth dominates but is not the bandwidth of
the last block in the chain, it is still possible to calculate Te

and NFo. This situation occurs in some modern receiver
designs that put most of their gain in a wideband amplifier
at the end of the IF chain. A narrowband low-gain ampli-
fier precedes the mixer. This architecture leads to better
dynamic range performance. Under these conditions, let
B1 and g1 be the bandwidth and gain of the low gain and
narrowband part of the receiver, and let B2 and g2 be the
bandwidth and gain of the subsequent high gain and
wideband part of the receiver. The corresponding noise
temperatures and noise figures are T1 and nf1 and T2 and
nf2. Under these conditions, the output noise power is
given by Eq. (12) and the overall noise temperature and
noise figure by Eqs. (13) and (14).

po¼ g1g2kTAB1þ g1g2kT1B1þ g2kT2B2

¼ g1g2kTAB1þ g1g2kTeB1

ð12Þ

Te¼T1þT2
B2

g1B1
ð13Þ

nfo¼ 1þ
Te

To
¼nf1þ ðnf2 � 1Þ

B2

g1B1
ð14Þ

It is possible for the wideband IF stage to dominate the
receiver’s noise performance in this topology. Additional
filters are sometimes added just prior to the detector, or as
part of the detector, effectively narrowing B2.

2.1.4. Mixer Noise Performance. Like all two-port de-
vices, mixers both process incoming noise and add to it
their own internally generated noise. The situation is
more complicated in mixers because the input noise is
translated in frequency from two places in the spectrum.
Noise coming in at the wanted signal frequency and at the
unwanted image frequency appears at the IF frequency.

Depending on how the total output noise power is inter-
preted, a mixer can be described by both a double sideband
(DSB) noise figure and a single sideband (SSB) noise fig-
ure. A single sideband noise temperature corresponds to
the single sideband noise figure, and a double sideband
noise temperature corresponds to the double sideband
noise figure. The SSB quantities are twice as large (or
3 dB larger if expressed in decibels) as the DSB quantities,
which seems backward.

This confusion develops largely because SSB and DSB
apply to the NF measurement technique rather than to
the way in which the mixer is used. In an NF measure-
ment, the input to the mixer is connected to a broad-band
noise source, and the noise power at the mixer output is
compared with the noise power at the mixer input. The
noise figure so measured is called the DSB NF because
noise got into the mixer through both the wanted signal
frequency and the unwanted image frequency. Noise at
the two frequencies is analogous to the two sidebands that
surround a carrier in some modulation schemes. For the
given output power, there is twice as much input noise
power as there would be in an SSB noise measurement.
Thus, the signal-to-noise ratio is 3 dB better than it would
be in an SSB noise measurement, and the DSB noise fig-
ure is 3 dB better than the SSB noise figure. See Refs. 3
and 4 for a detailed discussion of the measurement issues.

A double set of parameters with the SSB quantities
larger than the DSB quantities leads to a great deal of
confusion about which noise figure should be used for a
particular application. See Ref. 2 for a detailed discussion
of this point. The rule of thumb is if, for a particular ap-
plication, the mixer input sees equal incoming noise pow-
ers at the signal and image frequencies, the mixer is
described by the SSB noise temperature and noise figure.
If the input noise level at the signal frequency is much
greater than the input noise level at the image frequency,
then the frequency-translated image noise has little effect
on the output noise power, and the mixer is described by
the DSB noise temperature and noise figure.

The last situation is attractive because it allows the
lower noise figure to be used. The reader should note that
its application does require that the mixer see insignificant
input noise in the image band. If the stage immediately
ahead of the mixer is an image rejection filter, its noise
output in the image band should be checked. The filter
could look like a noise source at the ambient temperature.

2.1.5. LO Phase Noise. Local oscillator noise can be a
significant contributor to the overall receiver noise level.
Oscillator noise takes two forms: amplitude and phase
noise. In well-designed oscillators, the effect of amplitude
noise can be neglected [5], but phase noise effectively
phase-modulates the oscillator frequency. Oscillator per-
formance is measured in terms of the power spectral den-
sity of the resulting modulation sidebands. The spectral
density can be predicted from the Q of the oscillator res-
onator and from the noise power generated by the active
device in the oscillator [6]. Figure 10 shows the phase
noise in a typical oscillator output spectrum.

Phase noise degrades receiver dynamic range through
what is called ‘‘reciprocal mixing.’’ Figure 11 shows the
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effect of reciprocal mixing in a receiver containing a noisy
LO and a strong adjacent channel signal that is outside
the IF bandwidth. Without the LO noise, this signal would
be rejected by the IF filter. With LO noise the strong
adjacent channel signal acts as a ‘‘local oscillator’’ for the
oscillator noise. The oscillator noise appears as signals
adjacent to the LO, and those noise frequencies separated
by the IF from the interfering signal will be mixed into the
IF. The noise floor is increased by the oscillator phase
noise, and it obscures the desired weak signal.

Phase noise produces an additional receiver impair-
ment in systems where information is carried in signal
frequency (frequency modulation, FM) or phase (phase
modulation, PM). In digital phase shift keyed (PSK) sys-
tems, it is necessary to regenerate the phase of the carrier
signal as a demodulation reference. Mixing transfers the
phase noise of the receiver’s LO to the incoming signal.
This increases the phase uncertainty of the demodulation
reference and leads to bit errors.

2.2. Strong Signal Behavior

2.2.1. Nonlinear Operation and Intermodulation Products.
In ideal linear components, superposition holds, and the
output waveform is linearly proportional to the input wave-
form. No frequencies appear in the output waveform that
were not present in the input waveform. Any real two-port
device will, when driven hard enough, become nonlinear.
Nonlinear operation in receivers creates unwanted signals
called intermodulation products that interfere with the

wanted signals. It also can cause a loss of sensitivity when
an unwanted strong signal is close in frequency to a wanted
weak signal.

To illustrate nonlinearity, consider an RF amplifier with
a sinusoidal input at frequency f1. A typical plot of input
power versus the output power delivered at frequency
f1 would appear as shown in Fig. 12.

At low power levels, the relationship between output
and input powers is linear. At high levels of input power,
the slope decreases and the input-output relationship be-
comes nonlinear. This onset of nonlinearity is called gain
compression (or just compression). A common measure of
large-signal handling ability is the input 1 dB compression
point, the input power level at which the output power
falls 1 dB below the extrapolation of the linear relation-
ship. Gain compression in a receiver results in an effect
called desensitizing. If a receiver is tuned to a weak signal
and a strong signal appears in the RF amplifier’s pass-
band, the strong signal can reduce the RF amplifier gain.
The gain reduction can make the weak signal disappear
even though the strong signal is not translated into the IF
passband and never reaches the demodulator. Desensitiz-
ing is a problem in large-signal handling that is distinct
from intermodulation products.

Increasing the input power beyond the 1 dB compres-
sion point causes the plot to fall farther below a linear re-
lationship. This part of the curve is called the compression
region. The output power reaches a peak and then de-
creases. The peak is called saturation, and the region be-
yond the peak is the overdrive region.

Output power falls below the linear value after com-
pression begins because output is developed t frequencies
other than the input frequency. As long as the input is a
sinusoid at frequency f1, these frequencies are harmonics
of f1 (i.e., 2f1;3f1 . . .Þ and easy to filter. If the input contains
two or more frequencies, then the resulting intermodula-
tion products can interfere with and distort the wanted
output signal.

Intermodulation products are usually described in
terms of a two-tone test, where the input signal is two
equal-amplitude sinusoids at closely spaced frequencies f1

and f2. These represent a wanted signal and an equal-am-
plitude adjacent-channel interferer. Nonlinearities cause
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Figure 10. The phase noise spectrum of a typical local oscillator.
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Figure 11. An illustration of reciprocal mixing, the process by
which local oscillator phase noise combines with an adjacent
channel signal to raise the receiver noise floor.
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Figure 12. Nonlinear behavior of an amplifier. As the input
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outputs to appear at all the sums and positive differences
of integer combinations of f1 and f2. The most important
are the third-order products at frequencies 2f1 � f2 and
2f2 � f1, described earlier (see Fig. 13).

To quantify the process, one should plot the output
power Po3 at one of the third-order frequencies ð2f1 �

f2 or 2f2 � f1Þ versus the input power Po1 at f1 or f2. On a
dBm or dBW scale, the curve will be a straight line with a
slope of 3, at least for reasonable values of input power [7].
On the same graph, we can also plot output power at one
of the input frequencies. Below the compression region,
this will be the straight line. If we extrapolate the straight
line far enough, it will cross the third-order curve at the
third-order intercept point. The corresponding input pow-
er is called the third-order input intercept point IIP3, and
the corresponding output power is called the third-order
output intercept point OIP3 (see Fig. 14). IIP3 and OIP3
measure the strong-signal handling capabilities of an
amplifier, mixer, or other two-port device. Note that the
third-order intercept point is a graphical construction. No
real device operates at that point.

To measure the intercept points, one can drive the
device at a level where the third-order products are
measurable and view the output on a spectrum analyzer.
Figure 13 sketches the resulting display. If Po1 and Po3 are
the output powers in dBm at one of the wanted frequen-
cies and one of the third-order frequencies, then the
rejection R is given by

R¼Po1 � Po3 dB ð15Þ

Po1 is related to the input power Pi at one of the wanted
frequencies (f1 or f2) by the gain, G, of the device.

Po1¼PiþG dBm ð16Þ

The input and output intercept points can be calculated
from

IIP3¼
R

2
þPi dBm ð17Þ

OIP3¼
R

2
þPo1 dBm ð18Þ

OIP3¼ IIP3þG dBm ð19Þ

2.2.2. Determining Receiver Third-Order Intercept
Point. Consider a receiver that consists of a cascaded sys-
tem of M stages with dB gains Gi and dBm input intercept
points IIPi. The corresponding linear values are gi and iipi.

Following Ref. 8, we assume that (1) the interfaces
between stages are all at 50 O and (2) the third-order
products add in-phase. Assumption (1) is realistic, and
assumption (2) leads to a worst-case analysis. Under these
conditions, we can project the output intercept points of
the individual stages through to the output of the last
stage and add the projected values reciprocally. For 1, 2, 3,
and M stages, the overall output intercept point in milli-

watts is given by

oipo¼
1
1

oip1

for 1 stage ð20Þ

oipo¼
1

1

oip2

þ
1

g2� oip1

for 2 stages ð21Þ

oipo¼
1

1

oip3

þ
1

g3� oip2

þ
1

g3� g2� oip1

for 3 stages ð22Þ

oipo¼
1

1

oipM

þ
XM�1

i¼ 1

1

oipi�
QM

k¼ iþ 1 gk

for M stages ð23Þ

This formula can be written in a simpler form to yield
OIPo directly in dBm:

OIPo¼ � 10 log10

XM

i¼ 1

1

oipi giþ 1giþ 2 . . . gM

" #
ð24Þ
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Figure 13. The spectrum of the output of a nonlinear amplifier
with inputs at frequencies f1 and f2. The amplifier creates
unwanted third-order products at frequencies 2f1 � f2 and
2f2 � f1. The wanted output signals are at power level Po1 and the
unwanted products are at power level Po3.
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Figure 14. An illustration of how first-order (Po1) and third-
order (Po3) output power increase with increasing input power in
a nonlinear device. The straight-line extrapolations of the two
curves cross at the third-order intercept point.
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The overall input intercept point is the overall output
intercept point divided by the total gain.

iipo¼
oipoQM
i¼ 1 gi

ð25Þ

Expressed in dBm,

IIPo¼OIPo �
XM

i¼ 1

Gi ð26Þ

2.3. Dynamic Range

The dynamic range of a receiver is the decibel difference
between the strongest signal and the weakest signal that
the receiver can handle. There are multiple definitions of
dynamic range, depending on how the strongest signal
and the weakest signal are defined.

2.3.1. Spurious Free Dynamic Range. Spurious free
dynamic range makes the weakest signal the MDS
(receiver noise floor kTSB), where TS is the system noise
temperature and B is the bandwidth. TS is the sum of the
antenna noise temperature TA and the effective input
noise temperature of the receiver Te:

TS¼TA þTe ð27Þ

so this definition describes the receiver when it is used
with an antenna having a specified noise temperature.

The strongest signal used in the SFDR definition is the
input power that, in a two-tone intermodulation test,
makes the power in either of the third-order products at
the receiver output equal to the noise power (see Fig. 15).
Mathematically,

SFDR¼
2

3
ðIIP3 �MDSÞdB ð28Þ

2.3.2. Other Definitions of Dynamic Range. In practice,
third-order products may be tolerated at levels somewhat
higher than the noise floor. The maximum permissible
signal may be the input power for which the rejection R in
Eq. (17) reaches a specified level.

2.4. UHF Receiver Design

2.4.1. LO and IF Frequency Selection. There are several
standard IF frequencies (10.7 MHz and 45 MHz are two
examples commonly used in UHF radios), and the selected
IF frequency should be one for which appropriately priced
components are available. The higher the IF frequency,
the farther images will lie from the wanted frequency and
the easier it will be to filter them out. Beyond these
general guidelines, the IF and LO frequencies should be
selected so that no high-level inter-modulation products
fall within the IF passband.

To illustrate the process, consider a mixer with input
signal fS, local oscillator signal fL, and wanted IF output
signal f1. Depending on whether the LO frequency is
above (high-side injection) or below (low-side injection)
the signal frequency, the mixer will produce a wanted
output at either

fI¼ fL � fR ð29Þ

or

fI¼ fR � fL ð30Þ

The mixer will also produce unwanted outputs at all
positive values of

foðm;nÞ¼ � ðmfL � nfRÞ ð31Þ

where m and n are positive integers. If any of these spu-
rious responses (‘‘spurs’’) fall within the IF passband—
that is, if

foðm;nÞ¼ fI �
B

2
ð32Þ

where B is the IF bandwidth—they can interfere with
wanted signals. The frequencies fI, fR, and fL, must be
chosen so that this either does not occur or any spurs
within the IF passband are at negligible power levels. The
process, described later, is outlined in Ref. 9. The ampli-
tudes of the spurs depend on the nature of the mixer’s
nonlinearity. Typical values are found in Ref. 10 and in
most mixer manufacturer’s catalogs.

We began by treating the frequencies as parameters
and m and n as positive real variables. The relationship
between m and n is

n¼ �
fI

fR
�m

fL

fR
ð33Þ

All solutions to Eq. (33) that yield integer values of m and
n correspond to spurious responses that may fall within
the IF passband of the receiver.
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Figure 15. The spurious free dynamic range of a receiver is the
decibel difference between the noise floor and the input signal
level that would bring third-order products to the noise floor.
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Plotting these equations on a set of n versus m axes
(Fig. 16) yields three straight lines whose equations are

n¼
fI

fR
þm

fL

fR
ðcurve IÞ

n¼
fI

fR
�m

fL

fR
ðcurve IIÞ

n¼ �
fI

fR
þm

fL

fR
ðcurve IIIÞ

ð34Þ

We plot these for fR and fL corresponding to the upper and
lower limits of the receiver’s tuning range. The needed
lines are easy to draw from the known intercepts ( fI/fR)
and ( fI/fL) and the slope ( fL /fR). Ideally, only the line rep-
resenting the wanted response should pass through a
point corresponding to integer values of m and n. That
should be the (1, 1) point.

If one of the plotted curves comes close to an integer-
valued point, we can determine if the corresponding spur
lies within the passband by plotting the appropriate line
with fI replaced by fI � B=2.

With properly chosen IF and LO frequencies, no high-
level spurs will fall within the IF passband. Usually, a
high LO frequency gives better performance.

2.4.2. Mixer Selection [11]. Almost any nonlinear de-
vice can serve as a mixer. Mixers can be active or passive,
and they can rely on filters or cancellation or on some
combination of both to provide needed isolation between
their RF, IF, and LO ports. Figures-of-merit for mixers in-
clude conversion gain, noise figure, third-order intercept
point, required LO drive, and relative levels of intermod-
ulation products. Some mixer types are more sensitive to
impedance mismatches than others.

Active mixers require dc power, less amplifier gain, and
less LO drive than passive mixers. Passive mixers do not
need dc, but they require more LO drive and more ampli-
fier gain than active mixers. Which type of mixer requires
less total dc power for the whole receiver depends on the
overall design. Manufacturing factors (cost, ease of auto-

mated assembly, etc.) may be more important in mixer
selection than small differences in RF characteristics or
power consumption.

Mixers may be unbalanced, single balanced, or double
balanced. An unbalanced mixer usually has a single active
component (a diode or a transistor) and relies on filters
to provide LO-RF and LO-IF isolation. Single-balanced
mixers use cancellation to achieve LO-RF isolation and
filters for LO-IF isolation. Double-balanced mixers use
cancellation to achieve both LO-RF and LO-IF isolation.
Usually (but not always), whether a mixer is unbalanced,
single balanced, or double balanced can be determined by
counting the balun transformers. An unbalanced mixer
has none, a single-balanced mixer usually has one, and a
double-balanced mixer usually has two.

Diode mixers operate as switches and chop the RF
waveform at the LO frequency. As proper operation de-
pends on the LO rather than the RF signal turning the
diodes on and off, the maximum RF power that a diode
mixer can handle without unacceptable distortion is some-
where between 10 and 6 dB below the LO level. Switching-
diode mixers usually offer a larger dynamic range but
higher conversion loss and noise figure than mixers whose
operation is based on device nonlinearity.

Low-cost double-balanced diode mixers are widely
available. They are inherently broad-band and offer con-
version gains typically between � 6 and � 8 dB. Required
RF drive levels are fairly high— þ 5 dBm is typical.

Passive field-effect transistor (FET) mixers apply the
LO directly to the gate of an unbiased FET. The LO drive
modulates the channel resistance at the LO frequency,
and the RF signal applied to the drain sees this modula-
tion. As their operation is based on this resistance modu-
lation, passive FET mixers are often called FET resistive
mixers. Their primary advantage over diode mixers is that
they offer very good intermodulation distortion perfor-
mance; third-order input intercept points of þ 30 dBm or
better are possible. FET resistive mixers can be made with
single devices or in single-balanced and double-balanced
configurations.

Active FET mixers can consist of single devices. In the
past, dual-gate active FET mixers were common, but these
have largely disappeared. Gilbert cell multipliers offer
uniformly good performance.

An image-canceling mixer contains two internal mixers
whose LO drives are 901 out of phase. The RF amplifier
output is divided and fed to both mixers in phase. The out-
put of one internal mixer is phase shifted by an additional
901. The resulting waveforms may be added or subtracted
to cancel the unwanted (image) response. (See Ref. 2.)
Successful operation of an image-canceling mixer depends
on maintaining the required power levels and phase shifts
over the IF bandwidth for the expected signal amplitudes
and operating temperature ranges. Typical image suppres-
sion is in the 28 to 45 dB range.

2.4.3. RF and IF Amplifiers. RF amplifiers for UHF re-
ceivers are selected to give the desired overall noise figure
and dynamic range. IF amplifiers are selected to present a
particular desired signal level at the demodulator. To keep
the demodulator from being overdriven at high-input
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Figure 16. A graphical technique to check for mixer spurious
responses in a receiver. The three straight lines are plotted from
Eq. (34). In an ideal receiver design, the lines would not cross any
points corresponding to integer values of both m and n except (1, 1).
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signal levels, IF amplifiers may incorporate limiting or
automatic gain control (AGC), depending on whether sig-
nal amplitude information is important. Both RF and IF
amplifiers are available as separate components for all
standard frequency bands, chips combining IF and mixing
or RF and mixing functions are widely available. These
typically incorporate Gilbert cell multipliers. One current
example is the Motorola MC13156 wideband IF system
that may be used as the basis for a complete radio or IF
system for frequencies up to 500 MHz. Another is the RF
Micro-Devices RF2411, covering 500 MHz to 1900 MHz.

2.4.4. RF and IF Filters. The first stage of most receivers
is a band-pass filter (often called a preselector) that rejects
noise and unwanted signals (particularly unwanted sig-
nals at image frequencies) outside of the desired tuning
range. Bandpass filters at IF keep unwanted mixer prod-
ucts out of the demodulator, select the desired channel,
and determine the overall noise bandwidth of the receiver.
The IF filter usually determines the selectivity of a super-
het receiver.

Selecting RF and IF filters is similar to selecting mix-
ers. There are many competing types and usually no
immediately obvious best choice for a given application.
RF filter design and manufacturing are so specialized that
receiver designers usually select filters from catalogs and
data sheets instead of building their own. Selection is
based on technical characteristics, price, and manufactur-
ing considerations.

Filters for IF include crystal, ceramic, and SAW (sur-
face acoustic wave). RF filters can be made with SAW,
dielectric, helical resonator, and transmission line tech-
nologies. LC filters tend to be too lossy for these
applications. Active filters are usually not available or
not cost effective at RF and IF frequencies.

Filter specifications are based on treating the filter as a
two-port device driven by a source with a specified resis-
tance RI and feeding a load resistance Ro. The values of RI

and Ro depend on the filter type and frequency range. For
example, ceramic filters for 10.7 MHz IF applications
expect to see 330O, whereas values between 1 and
2.5 kO are common for 455 kHz ceramic filters.

Let Vo and Vi be the phasor output and input voltages
for a filter operating at frequency f. The complex transfer
function Hðf Þ of the filter is given by

Hðf Þ¼
Voðf Þ

Viðf Þ
¼ Hðf Þ
�� ��e�jfðf Þ ð35Þ

The filter attenuation A in dB is given by

Aðf Þ¼ � 20 log10 Hðf Þ
�� �� ð36Þ

Insertion loss (IL) is the value of A at the filter’s center
frequency f0.

IL¼Aðf0Þ ð37Þ

Manufacturers normally provide plots of A versus f. A
variety of bandwidths are often specified in addition to the

expected 3 dB value. The shape factor of a filter is the ratio
of one of these larger bandwidths (for example, the 60 dB
bandwidth) to the 3 dB bandwidth. An ideal ‘‘brick wall’’
filter would have a shape factor of 1.

The phase response fðf Þ of a filter is also important, but
it is plotted far less frequently. Ideally, fðf Þ should be a
linear function of frequency. In that case, the spectral
components of a complex waveform would pass through
the filter without changing their relative phases. Phase
distortion is particularly important in analog FM and in
digital applications.

Phase distortion is measured by group delay, T, which
has units of time and is given by

T¼
@f
@o
¼

1

2p
@f
@f

ð38Þ

Relating receiver performance to filter group delays usu-
ally requires computer simulation. No simple formulas are
available.

Some mixers (diode mixers in particular) are sensitive
to the impedance presented at the IF port at frequencies
outside of the passband. Some crystal filters are particu-
larly troubling in this regard. Diplexer circuits are avail-
able to isolate the mixer from the filter’s impedance
variations. See Ref. 2 for a further discussion of this issue.

2.4.5. Demodulators. The choice of demodulator for a
given receiver design depends on the modulation that is to
be received. For a given application, demodulators differ
in fidelity, dynamic range, and input and output signal
levels.

2.4.6. RF Integrated Circuits for UHF Receivers. The level
of integration available in receivers and receiver subsys-
tems is increasing rapidly, particularly for consumer
applications. For further information, see Refs. 12–14.
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1. INTRODUCTION

Ultra-wideband signaling is essentially the art of gener-
ating, modulating, emitting, and detecting impulse wave-
let signals that inherently occupy large bandwidths.
Impulse transmissions date back to the infancy of wire-
less technology. They include the experiments of Heinrich
Hertz in the 1880s, and the 100-year-old sparkgap
‘‘impulse’’ transmissions of Guglielmo Marconi, who in
1901 sent the first ever over-the-horizon wireless trans-
mission from the Isle of Wight to Cornwall on the British
mainland. Early radio circuits consisted solely of passive
electrical components, without tubes or transistors, and
hence lacked the means to efficiently receive the short
transient impulse energy. Therefore radio subsequently
developed along narrowband frequency-selective analog
techniques. This led to voice broadcasting and telephony—
and more recently to digital telephony and wireless data.
Through the years, a small cadre of scientists have worked
to develop and refine impulse technologies. The origin of
modern UWB technology stems from work in time-domain
electromagnetics begun in the early 1960s to fully describe
the transient behavior of certain classes of microwave
networks. By 1970 the primary focus in impulse radio
research was on impulse radar techniques and govern-
ment-sponsored projects. Through the late 1980s, the
technology was alternately referred to as ‘‘baseband,’’ ‘‘car-
rier-free,’’ or ‘‘impulse’’—the term ‘‘ultrawideband’’ was
not applied until approximately 1989 by the U.S. Depart-
ment of Defense. By that time UWB theory, techniques,
and many hardware approaches had experienced nearly
30 years of extensive development [1] culminating in
today’s UWB technology [2]. In the late 1980s digital tech-
niques began to mature to the point where the commercial
practicality of modern low-power impulse radiocommuni-
cations and precision radar could be demonstrated using

an impulse time coding–time modulation approach. Digi-
tal impulse radio [3–12], the modern echo of Hertz’s cen-
tury-old transmissions, now emerges under the banner
‘‘ultrawideband’’ radio.

An FCC Report and Order legalized unlicensed UWB
emission in the United States on February 14, 2002, with
a full report issued on April 22, 2002 [13] and the subse-
quent publication of U.S. 47 Code of Federal Regulations
(CFR) Part 15(f) spelling out the rules for UWB emissions
in the United States. Five categories of UWB devices are
summarized in Table 1. The rules do not spell out either
the signaling or the waveforms. To access the UWB spec-
tra, the intentionally radiated EIRP levels must be below
� 41.3 dBm/MHz. The measurement method specifies the
use of a metal ground plane, or else EIRP must be below
� 46 dBm/MHz if measured in an anechoic chamber. A
UWB transmitter is defined as one that emits a UWB sig-
nal with bandwidth of the lesser of 500 MHz or 20% band-
width, as measured at the –10-dB point.

UWB wavelets or pulses are bursts of electromagnetic
energy. Normally, the wavelet duration in time is inversely
related to its occupied bandwidth. For example, a 1-ns
wavelet occupies 1 GHz of spectrum, a 2-ns pulse occupies
500 MHz, while a 133-ps pulse instantaneously occupies
7.5 GHz of spectrum. The ‘‘zero crossing’’ rate of a wavelet
determines where in the spectrum that wavelet bandwidth
will appear. Finally the envelope shape of the wavelet (and
to some extent the zero-crossing structure) determine the
detail of the distribution of the energy in the spectrum.
Conventional technologies like OFDM (orthogonal fre-
quency division multiplexing) can be configured so that
the signal meets the UWB spectrum access rules, and
hence might also appear in the UWB bands. OFDM in
the UWB spectrum does not employ short pulses, but rath-
er constitutes a symbol wavelet that is an ensemble of
modulated sinusoidal carriers spanning at least 500 MHz.
The OFDM wavelet is a long burst equal to the OFDM
symbol duration, where the symbol duration defines the
OFDM carrier spacing, while the total OFDM bandwidth
results from the aggregation of those carriers. For exam-
ple, 122 carriers spaced every 4.125 MHz span at total
of 504 MHz, and the OFDM symbol wavelet duration is
approximately 0.25 ms.

2. UWB RADIO TECHNOLOGIES

A UWB radio physical layer standard is under develop-
ment within the IEEE 802 LAN/MAN Standards Commit-
tee. The IEEE 802.15.3a, Wireless Personal Area Networks
(W-PAN)1 task group are tackling the definition of an
alternative UWB radio physical layer for the 802.15.3
W-PAN standard [14]. The IEEE 802.15.4 project in a
new group 4a are considering a new physical layer that is
to include positioning and distancing capabilities. UWB
proposals within 4a are inevitable because of the demon-
strated positioning capabilities of UWB systems [5].

1W-PAN is a trademark of IEEE, Piscataway, NJ; generic acro-
nym is WPAN (wireless personal-area network).
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The IEEE Project 802.15.3a task group provides us
with examples of three very different UWB radio systems.
All three systems described here evolved from the Project
802.15a UWB PHY (physical layer) proposal. As of this
writing, the approach to a standard has not been chosen,
and perhaps this reflects the abundance of good choices!
The three implementations show how differently a phys-
ical description of a radio can become while conforming to
the same broad regulatory requirements. One method is
based on orthogonal frequency-division multiplexing
(OFDM), and another is based on direct-sequence code-di-
vision multiple access (DSUWB). A third method is a time-
division/frequency division multiple access (TD/FDMA)
pulse approach. Of these, the TD/FDMA is closest to an
impulse radio. Additionally time-modulated (TM-UWB2)
and transmitted delayed reference (TDR-UWB) examples
are shown in Table 2.

The 802.15.3a process has exposed several viable tech-
niques to access the UWB spectrum, as summarized in
Table 2. All three systems access a minimum of about
1.5 GHz in the simplest mode of operation. OFDM and TD/
FDMA systems hop among at least three channels of
about 500 MHz width within the 3.1–5 GHz range.
DSUWB uses one channel of 1.4 GHz bandwidth. All three
have a way of utilizing the segment of spectrum between
3.1 and approximately 5 GHz with similar performance.
Each, additionally, has ways of increasing performance,
again essentially by similar amounts, by utilizing the rest
of the UWB band up to 10.6 GHz. Table 2 shows that each
method delivers more than 100 Mbps (megabits per sec-
ond) at 10 m distance and well over 400 Mbps at shorter
distances. All of the methods were crafted to meet the
regulatory criteria for access to the UWB spectrum. Time-
modulated ultrawideband (TM-UWB) and transmitted de-
lay reference (TDR-UWB) are also represented in Table 2.

Modulation efficiency is the needed energy per bit : noise
density ratio for achieving a bit error rate (BER) no greater
than a specified value. A BER less than 10� 3 is used for
comparison in the table. Table 3 lists various modulations
that have been applied to UWB systems. System designers
wishing to estimate performance in realistic environments
should consider the additional propagation losses usually
encountered in practical environments. Performance in
multipath and shadowing conditions should also be
considered.

2.1. An OFDM Approach to UWB

The OFDM approach to UWB meets the ‘‘500 MHz band-
width’’ requirement by using 122 carriers that are modu-
lated with a quadrature phase shift keying (QPSK)
constellation. The composite signal occupies a 504-MHz-
wide channel and persists on a channel for the informa-
tion length of 242.42 ns plus the 60.61 ns cyclic prefix time,
and then switches to another channel within a 9.5 ns
guard time. The long symbol interval, approximately
242 ns, means that multipath fading is effectively viewed
through a narrow band (approximately 4 MHz) filter. This
OFDM system will encounter full Rayleigh fading in mul-
tipath channels. Because the UWB emission regulations
limit power per megahertz, a larger utilized bandwidth
will result in a larger total emitted average power. The
three time-frequency hopping OFDM signals occupy
1.5 GHz. Frequency hopping is used in this OFDM
approach as a way of having this system occupy a large
total bandwidth for the purpose of increasing the total
radiated power.

The system parameters for an OFDM system are shown
in Table 4. At least three data rates are supported: 110,
200, and 480 Mbps, with additional data rates possible.
QPSK modulation is used on the OFDM tones, and a 128-
point Fourier transform generates the OFDM tones. Dif-
ferent data rates are supported by different combinations
of error correction coding rates, numbers of tones carrying
data, and the spreading rate on each tone. Additional
channels spaced 528 MHz all the way up to the bandlimit
at 10.6 GHz provide additional system capacity, more
available power, and combinations of power and capacity
to further improve performance. This OFMD approach
uses conventional radio techniques to access the
7500 MHz of unlicensed spectrum under the UWB rules.
The performance of this OFDM will resemble that of 122
narrowband radios, each occupying about 4 MHz of spec-
trum. Multipath manifests itself as full Rayleigh fading
and is dealt with by spreading the forward error correction
code across the frequency bands.

2.2. A DS-UWB Approach to UWB

Direct-sequence spread spectrum (DSSS) has roots in
secure and military communications systems. It also
appears in the IEEE 802.11b wireless local area network
standard. In this UWB implementation, summarized in
the DS-UWB column of Table 2, we see a direct sequence
approach designed to occupy at least 1.5 GHz bandwidth
in the 3.1–5.15 GHz range and 3.7 GHz bandwidth in the

Table 1. Classes of UWB Devices Authorized under U.S. FCC Rules

Class/Application UWB Spectra for Operation at Part 15 Limits User Limitations

Communications and mea-
surement systems

3.1–10.6 GHz (different out-of-band emission limits for indoor
and handheld devices)

No

Imaging: ground-penetrat-
ing radar, wall, medical
imaging

o960 MHz or 3.1–10.6 GHz Yes

Imaging: through-wall o960 MHz or 1.99–10.6 GHz Yes
Imaging: surveillance 1.99–10.6 GHz Yes
Vehicular 22–29 GHz No

2The proprietary (capitalized) term Time Modulated UWB and
acronym TM-UWB are trademarks of Time Domain Corporation,
Huntsville, AL.
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5.8–10.6 GHz range. The DS-UWB parameters are listed
in Table 5. Unlike a traditional carrier based DSSS sys-
tem, this UWB approach uses nonsinusoidal wavelets tai-
lored to occupy the desired spectrum in an efficient
manner. Figure 1 shows a sample wavelet along with its
spectral content in the 3.1–5.1 GHz band. Figure 2 shows
another sample wavelet that occupies the 5.8–10.6 GHz
band. The lowest-cost systems are envisioned to use the
lower frequency band. The two bands can be used inde-
pendently, or together to provide a range of options for
system deployment. This system uses a multilevel bior-
thogonal keying (M-BOK) modulation or M-BOK in com-
bination with QPSK depending on the required data rate.

The UWB bandwidth spreading is accomplished by
sending the wavelets shown in Figs. 1 and 2 at the
1.368 Gchip/s chip rate. Modulation of the sequence of
wavelets ‘‘whitens’’ the spectrum, which means that it
disrupts regularities that would otherwise result in spec-
tral lines. M-BOK modulation comprises 24/32-length ter-
nary orthogonal sequences (� 1, 0, þ 1) of wavelets. The
ternary codes simultaneously provide the DS spreading as
well as the M-BOK modulation symbol set. Either 1, 2, 3,

Table 2. Three UWB Systems Crafted to Meet U.S. Regulatory Requirements

OFDM DS-UWB TD/FDMA Pulses TM-UWB TDR-UWB

Bands 3–13 2 3–13 1 1
Bandwidths 3–13�504 MHz 1.5 and 3.6 GHz 3�550–13�

528 MHz
2 GHz 2 GHz

Frequency ranges (GHz) 3.1–4.8 3.1–5.15 3.1–5.0 3.1–5.2 3.1–5.2
4.8–10.6 5.825–10.6 4.9–10.6

Modulation OFDM-QPSK M-BOK, BPSK M-BOK, QPSK TM-PPM DPSK
Modulation efficiency

10� 3 BER
6.8 dB 4.1–6.8 dB 6.1–6.8 dB 7–10 dB 9–12 dB

Error correction codes Convolutional Convolutional and
Reed–Solomon

Convolutional and
Reed–Solomon

Various Various

Capabilities 10 m at 110 Mbps 10 m at 112 Mbps 10 m at 108 Mbps 40 m at 10 Mbps 30 m at 10 Mbps
7 m at 200 Mbps 7 m at 224 Mbps 7 m at 288 Mbps 10 m at 40 Mbps
3 m at 480 Mbps 2 m at 1.3 Gbps 3 m at 577 Mbps

Table 3. UWB Modulation Efficiencies

Modulation Efficiency eb (dB)

Modulation BER¼10� 2 BER¼10�3 BER¼10�5

64-BOK 2.4 4.1 6.1
16-BOK 3.0 4.9 7.1
8-BOK 3.4 5.4 7.8
4-BOK 3.8 6.1 8.6
2-BOK/2-PAM/BPSK 4.3 6.8 9.6
PPM/OOK 7.3 9.8 12.6
N-TDR 5.9 7.9 10.3
2-TDR 8.9 10.9 13.3
4-PAM 8.3 10.8 13.5
16-QAM 8.9 11.2 13.8
8-PAM 12.8 15.2 18.0
64-QAM 13.5 15.7 18.3
16-PAM 17.6 20.1 22.9
256-QAM 18.4 20.6 23.2

Table 4. OFDM System Parameters for a UWB System

Information Data
Rate: 110 Mbps 200 Mbps 480 Mbps

Modulation/
Constellation:

OFDM/
QPSK

OFDM/
QPSK

OFDM/
QPSK

FFT size 128 128 128

Coding rate
11

32

5

8

3

4
Spreading rate 2 2 1
Information tones 50 50 100
Data tones 100 100 100
Information length 242.42 ns 242.42 ns 242.42 ns
Cyclic prefix 32/528¼60.61 ns 60.61 ns 60.61 ns
Guard interval 5/528¼9.47 ns 9.47 ns 9.47 ns
Symbol interval 312.5 ns 312.5 ns 312.5 ns
Channel bit rate 640 Mbps 640 Mbps 640 Mbps
Symbol period 937.5 ns 937.5 ns 937.5 ns

Table 5. A DS-UWB System for the 3.1–5.1 GHz Band

Information Data Rate: 112 Mbps 224 Mbps 1.368 Gbps

Modulation/Constellation: 64-BOK QPSK/64-BOK BPSK
Symbol rate (Msym/s) 42.75 42.75 1,368
Coding rate 0.44 0.44 1
Code length (chips/s) 32 32 1
Channel chip rate (Gchips/s) 1.368 1.368 1.368
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Figure 1. UWB wavelet and its spectrum in the 3.1–5 GHz
range.
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or 6 bits are sent with each code symbol. For example,
64-BOK modulation takes 6 chips at a time (26

¼ 64 BOK
combinations) to form a symbol. The 24-length ternary
codes are used with 2-BOK, 4-BOK, and 8-BOK, while
32-length codes are used with 64-BOK. M-BOK modula-
tion has the property that as M increases without bound
the modulation efficiency approaches the Shannon-limited
value of � 1.59 dB.

Symbols are sent at 42.75 Msym/s, resulting in a chan-
nel bit rate of 256.5 Mbps. The data are encoded with a
rate 0.44 error correction code resulting in the 112 Mbps
information data rate seen in Tables 1 and 4. A second set
of wavelets that have orthogonal properties to the wave-
lets depicted in Figs. 1 and 2 are sent on top of the original
wavelets in a manner analogous to quadrature phase shift
keying (QPSK) in carrier-based radio systems. With QPSK
there are up to 12 bits per symbol. This doubles the data
information rate to 224 Mbps. Finally, moving from a 0.87
rate to a 0.44 rate error correcting code, and using QPSK,
a 448 Mbps data information rate is achieved. Many other
combinations of modulation depths (M-BOK) and coding
rates are possible including a 1.368 Gbps mode at 1 bit per
chip with error correction omitted. The M-BOK codes
along with forward error correction are especially effec-
tive in multipath propagation. This example of a UWB
system uses wavelets that are approximately 1.5 and
3.6 GHz, respectively, when measured at the points
10 dB down from the peak level. They resemble an im-
pulse approach where the impulses are sent with minimal
spacing between them. The design and characteristics of
wavelet impulses are given in Ref. 2.

2.3. A TD/FDMA Approach to UWB

The time-division/frequency-division multiple-access
approach (TD/FDMA) uses impulses that are centered
at frequencies spaced by 550 MHz. Here the impulses
are 3 ns long and occupy a 700 MHz bandwidth when
measured at points 10 dB below the peak value. The

impulse wavelets for the lower four bands are shown in
Fig. 3. The corresponding spectral occupancy is portrayed
in Fig. 4.

Multipath is mitigated by the time interval between
pulses that appear on the same channel. The TD/FDMA
system used impulses that are separated in time.

2.4. TM-UWB Technology

A TM-UWB system is introduced in Table 2. TM-UWB
transmitters emit ultrashort pulses with tightly controlled
pulse-to-pulse intervals. The waveform pulsewidths are
typically less than 1 ns in duration, and are centered near
4 GHz, with pulse-to-pulse intervals of 25–1000 ns. The
pulse-to-pulse interval is varied on a pulse-by-pulse basis
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Figure 2. UWB wavelet and its spectrum in the 6–10.6 GHz
range.
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Figure 3. Impulse wavelets for a TD/FDMA UWB system.
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in accordance with two components: an information signal
and a channel code. The TM-UWB receiver directly con-
verts the received RF signal into a baseband digital or
analog output signal. A receiver correlator coherently con-
verts the electromagnetic pulsetrain to a baseband signal
in one stage. A single bit of information may be spread
over multiple wavelets, providing a way of scaling the
energy content of a data bit with the data rate. The
receiver coherently sums the proper number of pulses to
recover the transmitted information.

TM-UWB systems use a fine pulse shift modulation by
positioning the pulse one quarter-cycle early or late rela-
tive to the nominal PN-coded location (Fig. 5), or by pulse
polarity. Furthermore, multilevel pulse position modula-
tion may be used to provide enhanced bit-energy:noise ra-
tio performance. The error probability for fine-shift
modulation in additive white Gaussian noise (AWGN)
follows the same behavior as conventional orthogonal or
ON/OFF keying (OOK), while the error probability of pulse
polarity modulation in AWGN follows the same behavior
as that of conventional BPSK or antipodal signaling.
Because TM-UWB modulation is based on accurate tim-
ing, the method is especially suitable for accurate distance
determination. FCC-certified TM-UWB devices demon-
strating communications, distancing, and 2D radar are
commercially available [5].

2.5. TRD-UWB Technology

A method of transmitting and receiving impulses that can
implement an efficient rake receiver is exemplified by
TRD-UWB, [15]. The method employs differentially en-
coded impulse pairs sent at a precise spacing D. The sys-
tem is shown in the simplified block diagram of Fig. 6. The
transmitter sends a pair of pulses separated by a delay D,
and differentially encoded by pulse polarity. The pulses,
including propagation induced multipath replicas, are
received and detected using a correlator with one input
fed directly and another input delayed by D. The receiver
resembles a conventional DPSK receiver that in AWGN
exhibits an error probability PD [16] of

PD¼
1

2
exp �gb

N � 1

N

� �
ð1Þ

where N41 is the number of differentially encoded pulses
in a sequence and gb is the SNR per bit. The integration
interval is sufficiently long to rake in some multipath

energy. TRD-UWB modulation performance is compared
with other modulations in Table 3.

One channelization method employing TRD-UWB,
[15], has N¼ 2 and employs a family of delays Di. Impulse
pair sequences of these delay combinations constitute the
channels. Table 3 compares the error probability PD of
TRD-UWB with N arbitrarily large to the performance of
other modulations.

3. UWB SHORT PULSE RADIATION AND RECEPTION

Solving for the radiated fields of pulses applied to anten-
nas involves finding solutions to Maxwell’s equations in
space and time. We begin by defining the geometry of a
dipole antenna that supports surface currents J(r0,t) at
points described by a vector r0 pointing from the coordi-
nate origin to the current density point, and by a retarded
time variable t¼ t�R/c. The solution to the dipole current
density on an arbitrarily shaped antenna is well beyond
the scope of this work, and approximations will be given
on the basis of Ref. 2. Numerical solutions for specific
antenna shapes can be found using the FDTD numerical
method, as described in Ref. 18. The solutions given below
are general, that is, they apply to narrowband signals as
well as UWB wavelets. Narrowband solutions are always
approximated by sinusoids; hence narrowband solutions
are always sine waves.

3.1. UWB Wavelet Fields

The vector r0 in Fig. 7 points to the antenna current vector
J, and the radiated field point is rar. An additional vector
R with magnitude R points from the current point to the
field point. A general expression for the magnetic far-zone
field for the geometry in Fig. 7 using the space-time

Time, t
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Figure 5. PN-coded UWB waveform sequence in time.
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integral equation (STIE) formulation [17] is

Hðr; tÞ¼
1

4prc

Z

V

@

@t
Jðr0; tÞ�ardV 0 ð2Þ

The integral over volume V reduces to an integration over
the surface current density J, the retarded time variable is
t¼ t�R/c, where c is the speed of propagation and ar is a
unit vector pointing in the direction of radiation. A key
factor in Eq. (2) is the appearance of the partial derivative
in t, which includes both time and delay. The radiated
magnetic field H and hence the electric field E are related
to a time and delay derivative of the antenna current den-
sity; that is, to the acceleration of charges on the antenna.
Thus, the radiated field signal shapes will be different
from the signal shape supplied to the feedpoint of the
antenna. This is a key difference from narrowband
solutions where the signal shape everywhere is sinusoidal.
We note that this time-delay derivative is not always
present, as for example in some traveling-wave antennas,
which are not consider here.

An approximate solution for the magnetic fields radi-
ated from the dipole aligned with the z axis and having
effective length 2ha is given in Ref. 2.

Hfðr; tÞ¼
sinðyÞ
4prc

ha

2

@

@t
IzðtÞþ Izðt� ½1� cosðyÞ�ha=cÞ
�

þ Izðt� ½1þ cosðyÞ�ha=cÞ
�

ð3Þ

where Iz(t) is the dipole feedpoint current. The usual spher-
ical (r,y,f) coordinates are employed, and the sin(y) term is
the projection of the z-directed current density on the y
direction at the observation point. The electric far field is

Eyðr; tÞ¼ � Z0Hfðr; tÞ ð4Þ

The fields in Eq. (3) appear to emanate from three sources
(see Fig. 7): one at the feedpoint and one at each dipole end.
The total magnetic field comprises time derivative compo-

nents that are delayed by t as well as by cos(y)ha/c. Thus
two processes contribute to the field signal shape, a time
and distance delay. Both processes tend to lengthen the sig-
nal in time; hence both processes will contribute to a nar-
rowing of the radiated bandwidth compared to the
bandwidth of the signal supplied to the antenna. Further-
more, and more generally, the delay term ½1� cosðyÞ�ha=c
in Eq. (3) means that the radiated signal shape as a func-
tion of time will vary depending on where the observation
point is, measured by the observation angle y relative to
the antenna axis.

3.2. Receiving UWB Wavelets

Antennas, for example dipoles, receive signals by a process
of impressing incident fields onto the receiving antenna
surface. These fields are weighted and summed up to ap-
pear as a voltage across the feedpoint terminals of the re-
ceiving antenna. The receiving process can be derived from
the principle of reciprocity in electromagnetic theory ap-
plied to the receiver antenna problem as shown in Ref. 2.
Alternatively, and perhaps in a clearer fashion, the
Lorentz force law can be used to relate the force F exert-
ed on a charge q by the incident electric E and magnetic
H fields on an antenna having length Dh. For the infini-
tesimal antenna

F¼Eqþ qm0v�H ð5Þ

The antenna velocity v here is zero acting over the incre-
mental antenna length here, so the magnetic field term
drops out. The force per charge, has the units of voltage, so

VRðtÞ¼ �

Z Dh=2

�Dh=2

1

q
F .dl¼

�

Z Dh=2

�Dh=2
Einc .dl¼ � EincðtÞDh

ð6Þ

giving the result that the open circuit received voltage on a
point antenna is proportional to the electric field incident
on it. For finite-size wideband dipole antennas, the re-
ceived voltage signal VR is related to the transmitted cur-
rent signal IT through several processes that can alter the
shape of the signal. First, IT gives rise to a current density
distribution J on the transmitting antenna. This current
density has time delays associated with it depending on
the transmitter antenna dimensions. The current densities
produce the electric field Einc at the field point on the
receiving antenna that is proportional to the time-delay
derivative of the transmitting antenna current density.
Finally, the received open circuit voltage VR is a summa-
tion of weighted electric field points, and another set of
signal time delays is encountered in this summation due to
the physical dimensions of the receiving antenna. A rea-
sonable approximation for the voltage received by a wide-
band dipole is

VRðtÞ¼ � haðEzðtÞþEzðt� ½1� cosðyÞ�ha=cÞ

þEzðt� ½1þ cosðyÞ�ha=cÞ
ð7Þ
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Figure 7. A wideband dipole.
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Thus, the received signal VR comprises weighted sum of
and time-delayed derivatives of the transmitted current IT.
If the antenna is small, then there are no time-delay com-
ponents in the received-signal shape.

4. PROPAGATION OF UWB SIGNALS

Wavelets, both UWB and narrowband, propagate in free
space as expanding spherical waves. Thus, the inverse
square law applies. In buildings and in cluttered environ-
ments the wavelets additionally shed energy to multipath
dispersion. Thus we expect a propagation phenomenon
that has a free-space term multiplied by a dispersion term.
It is easy to show theoretically and from measurements
[19] that the dispersion term gives rise to a term that in-
creases the propagation law (to approximately inverse
third power inside buildings). The dispersion term is
also related to the maximum energy available for rake
receiver gain.

4.1. The SBY Median Multipath Propagation Model

A propagation model in multipath, the SBY model [2], for
the strongest impulse is based on theory and measure-
ments given in Ref. 19. The path gain PG between 0 dBi
antennas is weighted by receiver antenna aperture (c2/
4 p f m

2 ), where fm is the geometric mean of the low- and
high-frequency band edges of the UWB pulse and c is the
velocity of propagation. The SBY path gain model is

PG¼ 10 logf½c=4pdfm�
2½1� expð�ðdt=dÞ

n�2
Þ�g ð8Þ

where n is the propagation law beyond a breakpoint dis-
tance dt. Nominally, based on measurements, n¼ 3. The
term in brackets represents wavelet (including sinusoidal
waves) attenuation due to the time dispersion of multi-
path occurring beyond the breakpoint distance dt. Using a
small argument approximation to the terms in the brack-
ets, the resulting (dt/d)n�2 term, with n¼ 3, gives rise to
an overall inverse third-power propagation law inside
buildings. Equation (8) is especially useful for modeling
propagation in short range indoor personal area networks
as exemplified by the IEEE 802.15.3 standard.

4.2. Relation to Maximum Rake Gain

The maximum average rake gain is defined by the ratio of
‘‘total energy density’’ to ‘‘single-impulse energy density,’’
which is the term in brackets in Eq. (8), and on average is

Gmax¼ 10 log½1� expð�ðdt=dÞ
n�2
Þ� ð9Þ

Based on some indoor measurements, dt¼ 1 and n¼3, so
Gmax¼ 10 log(d/dt), so that Gmax increases with d as 10
log(d). This means that on average, the maximum rake
gain possible results from the total collection of all the
multipath dispersed energy, and is given by Eq. (9).

5. RECOVERING UWB IMPULSE ENERGY

UWB signals are detected in a correlation-type receiver. A
filter with impulse response h(t) is optionally placed be-
tween signal s(t) at the receiver antenna load and the
correlator input. The locally generated correlation tem-
plate pulse p(t) multiplies the received data pulse and is
integrated and sampled at the correlator output. The
receiver implementation efficiency ec is

ec¼ 10 log

����
ZZ

sðtÞhðt� tÞdtpðtÞdt

����
2

Z
sðtÞ2dt

Z Z
pðtÞhðt� tÞdt

����

����
2

dt

2
6664

3
7775 ð10Þ

and is maximized when

C

Z
pðtÞhðt� tÞdt¼ sðtÞ ð11Þ

provided h(t) is causal and where C is the RMS value of
s(t). Solutions to Eq. (11) range from the matched tem-
plate, h(t)¼ d(t) (the Dirac delta function) with p(t)¼ s(t),
to the matched filter, h(t)¼ s(� t) with p(t)¼ d(t). The co-
rrelator efficiency depends strongly on the shape of the
signal s(t) and its relationship to h(t) and p(t). The effi-
ciency ec can typically range from –6 to � 2 dB for simple
rectangular templates, to a fraction of a decibel in some
receiver implementations.

6. A UWB LINK PERFORMANCE

The UWB link specifies a transmitter and antenna provid-
ing an EIRP of PTX, a receiver with sensitivity SRX,
and a propagation factor PL determined at a convenient
distance. A transmitter operating over an equivalent band-
width of about 1.3 GHz emits PTX¼ � 10 dBm. A companion
UWB receiver operating in AWGN (� 174 dBm/Hz), refer-
enced to a data bandwidth W Hz, with noise figure, imple-
mentation loss and margin totaling L dB, and operating at
an SNR dB signal-to-noise ratio per bit, has a sensitivity

SRX¼ � 174þ 10 logðWÞþLþSNR dBm ð12Þ

The propagation term PL is evaluated at a distance d¼1 m
using Eq. (8), and the resulting system gain SG, including a
receiver antenna gain of GRX dBi, is

SG¼PTX � SRXþPLþGRX dB ð13Þ

When fc¼ 4 GHz, then PL¼ �45 dB, and using a data band-
width of W¼ 40 MHz, losses L¼ 10 dB, SNR¼ 7 dB, and
GRX¼ 5 dBi, the receiver sensitivity is SRX¼ � 81 dBm,
and the system gain at one meter is SG¼31 dB.

Using Eq. (8), a 31 dB system gain at 1 m permits a
median range of approximately 11 m without rake gain. A
‘‘perfect rake’’ receiver would permit a median range of
more than 31 meters. Practical implementations would
result in a median-range performance between 10 and
30 m at a 40 Mbps throughput data rate.
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7. APPLICATIONS AND MARKETS OF UWB SYSTEMS

UWB technology uniquely harnesses an ultra wideband of
spectrum to provide high-bandwidth communications, but
in certain implementations also enables indoor precision
tracking and radar sensing on top of communications.

7.1. UWB Applications

The unique capabilities of UWB driving it into application
space markets include

* Communications and sensors
* Position location and tracking
* Radar

UWB has characteristic attributes that make it especially
attractive in those three categories. These include

* Stealth—in many varieties of UWB the signal
appears to be very-low-level background noise to an
unintended narrow band receiver

* Local-area networks—the exceptionally large avail-
able bandwidth can be used as the basis for a short-
range wireless local-area network with data rates
approaching 1 Gbps

* Position location—some UWB systems are capable of
determining the 3D location of any of its transpon-
ders to within a few centimeters

* Radar imaging—UWB systems can be used as an
open-air, through-wall, or ground-penetrating radar
imager

* Security bubble—some UWB systems can be config-
ured to create a security ‘‘bubble’’ in the fashion of a
bistatic radar to detect penetration of the bubble walls

* Vehicular radar systems—UWB has an available ve-
hicular radar band in the frequency range 22–29 GHz
for use in collision avoidance and parking aids.

7.2. The Role of UWB in Wireless Markets

Advancements in UWB radio technology promise the op-
portunity of creating unique solutions meeting emerging
market needs. There are essentially three basic market
spaces in which UWB plays a role.

7.2.1. Wireless Communications. As available band-
width to users increases, applications will continue to
evolve to fill the available bandwidth and demand further
increases. On top of this increasing demand for band-
width, the increase in mobile telephony and travel has
spurred demand for bandwidth mobility, implying wire-
less technology. Initial applications of UWB will evolve
from the existing market needs for higher-speed data
transmission, but demand for multimedia-capable wire-
less is already driving multiple initiatives in the wireless
standards bodies. UWB solutions will emerge that are
tailored for these applications because of the available high
bandwidth. In particular, high-density multimedia appli-
cations, such as multimedia streaming in ‘‘hotspots’’ such
as airports or shopping centers or even in multidwelling

units, will require bandwidths not currently enabled by
continuous-wave ‘‘narrowband’’ technologies. The ability to
tightly pack high-bandwidth UWB ‘‘cells’’ into these areas
without degrading performance will further drive the
development of UWB solutions. UWB radio systems using
microwatts of power have already been demonstrated with
data rates up to hundreds of Mbps at useful ranges in
home and office environments.

7.2.2. Precision Tracking. As the mobility of people and
objects increases, up-to-date and precise information about
their location becomes a relevant market need. While GPS
and some E911 technologies promise to deliver some level
of accuracy outdoors, current indoor tracking technologies
remain relatively scarce and have accuracies on the order
of 3–10 m. UWB implementations are an adjunct to GPS
and E911 that allow the precise determination of location
and the tracking of moving objects within an indoor space
to an accuracy of a few centimeters or less. This, in turn,
enables the delivery of location-specific content and infor-
mation to individuals on the move, and the tracking of
high-value assets for security and efficient utilization.
While this is an emerging market segment, the accuracy
provided by UWB will accelerate market growth and the
development of new applications in this area. UWB tech-
nology is uniquely positioned to provide distancing and
location capabilities to wireless sensor networks. The pop-
ularity of wireless sensor networks is expected to grow
dramatically in the near future because they provide prac-
tical machine-to-machine communication at a very low
cost. The growth is expected to duplicate the recent explo-
sion of wireless LANs [20]. Accurate distance measuring
using UWB has been demonstrated adequately in recent
years, and several corporations have developed chip sets as
early as 1993 demonstrating distance measuring capabil-
ities [5,21]. Aether Wire & Location, Inc., chose a direct-
sequence spread-spectrum (DSSS) approach to measure
distance using UWB. Time Domain Corporation pioneered
a time-modulated impulse approach, which not only mea-
sured position but also fused data communications within
the same protocol. In the IEEE 802 organization, a new
group, 4a, has begun work to propose a new radio physical
layer for the 802.15.4 standard. Because of the unique
capabilities of UWB to satisfy the need for positioning, low
data rates at longer distances, and high system capacities,
UWB proposal are inevitable.

7.2.3. Radar. Finally, UWB signals enable inexpensive
high-definition radar. With the new radar capability creat-
ed by the addition of UWB, the radar market will grow
dramatically and radar will be used in areas currently
unthinkable. Some of the key new radar applications where
UWB is likely to have a strong impact include
automotive sensors, collision avoidance sensors, smart air-
bags, intelligent highway initiatives, personal security sen-
sors, precision surveying, and through-wall public safety
applications. Through-wall radar is already being tested to
assist law enforcement and public safety personnel in clear-
ing and securing buildings more quickly and with less risk
by providing the capability to detect human presence
and movement through walls. Radar enhanced security
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domes based on precision radar have already demonstrated
the capability to detect motion near protected areas, such
as high-value assets, personnel, or restricted areas. The
dome is software configurable to detect movement passing
through the edge of the dome, but can disregard movement
within or beyond the dome edge. Operation of vehicular
radar in the 22–29 GHz band is permitted under the UWB
rules using directional antennas on automobiles. These
devices are able to detect the location and movement of
objects near a vehicle, enabling features such as near
collision avoidance, improved airbag activation, and
suspension systems that better respond to road conditions.

7.3. UWB over Wires

UWB technology can be delivered over wirelines and ca-
bles. This could effectively double the bandwidth available
to cable television (CATV) systems without modification to
the existing infrastructure [22]. Over-wire technology for
coax cable can provide up to 1.2 Gbps downstream and up
to 480 Mbps upstream of additional bandwidth, at low cost,
on differing CATV architectures. The UWB signals can be
introduced at the cable headend and extracted at the cus-
tomer premises. The wireline UWB technology does not
interfere with or degrade television, high-speed internet,
voice, or other services already provided by the CATV in-
frastructure. This will give operators the ability to lever-
age existing infrastructure to deliver greater functionality
in the pursuit of additional revenues. As shown in Fig. 8,
the system uses innovative techniques to seamlessly inte-
grate the UWB-wireless and UWB-wired communications.

This integrated wireline and wireless technology pro-
vides tremendous wireless networking bandwidth but that
also extends content security all the way from the cable
provider’s headend offices out to a variety of wirelessly
networked devices. The concept turns the home entertain-
ment center into a wireless hub and networking gateway.

8. ADDRESSING THE WIRELESS SPECTRUM SQUEEZE
WITH UWB

UWB operates at ultralow power, transmitting impulses
over multiple gigahertz of bandwidth. Each pulse, or pulse

sequence, is randomized by modulation, thus appears as
incremental ‘‘white noise’’ to other narrowband radiofre-
quency devices. UWB operates with emission levels com-
mensurate with levels of unintentional emissions from
common digital devices such as laptop computers and pock-
et calculators. Today we have a ‘‘spectrum drought’’ in which
there is a finite amount of available spectrum, yet there is a
rapidly increasing demand for spectrum to accommodate
new commercial wireless services. Even the defense com-
munity continues to find itself defending its spectrum
allocations from the competing demands of commercial
users and other government users. UWB exhibits incredi-
ble spectral efficiency that takes advantage of underutilized
spectrum, effectively creating ‘‘new’’ spectrum for existing
and future services by making productive use of what
appears as the ‘‘noise floor’’ in conventional receiver band-
widths. The best applications for UWB are for indoor use in
high-clutter environments. UWB technology enables not
only communication devices but also positioning capabili-
ties of exceptional performance. The fusion of positioning
and data capabilities in a single technology opens the door
to exciting and new technological developments.
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1. INTRODUCTION

The concept of ultra-wideband (UWB) has been in exis-
tence since the early 1960s when short subnanosecond
pulses were applied to the characterization of microwave
networks. Impulses were used to probe the network,
which allowed the system’s impulse response to be deter-
mined. In the late 1960s, this impulse excitation technique
was eventually applied to the design of wideband anten-
nas and, as a natural consequence, led to the beginnings of
pulse-based radar and communications systems [1]. Soon
after, the first UWB communications patent was awarded
in 1973 to Sperry [1], whose system focused on the trans-
mission and reception of short subnanosecond pulses.
However, until 1994, the majority of the research in the
United States was conducted under the umbrella of clas-
sified U.S. government projects [1]. Research continued
into what is now referred to as Impulse Radio and was
primarily propelled in the academic realm by the work of
Scholtz and Win [2–6] during the 1990s. Since the Federal
Communications Commission (FCC) approved a First
Report and Order in February 2002, allowing for the
development, production, and operation of unlicensed
commercial UWB devices, research efforts have increased
dramatically and interest in UWB remains strong.

This article focuses on the different aspects of UWB as
they relate to the research and development of future
UWB applications and places emphasis on pulse-based
UWB. First, a brief discussion of the FCC’s First Report
and Order is provided because it will directly impact the

development and production of UWB devices. A general
introduction into UWB follows, and the remainder of the
article focuses on possible UWB applications, including
the current IEEE standardization efforts for wireless
personal area networks (WPANs).

2. FCC GUIDELINES AND REGULATIONS

On February 14, 2002, the FCC approved a First Report
and Order allowing the development and operation of un-
licensed UWB devices in the United States, a milestone for
the commercial development of UWB technology. (At the
time this article was being written, regulation efforts were
underway in both Europe and Asia.) Much effort was
expended to characterize UWB and to determine the oper-
ating limitations that should be imposed on these devices.
The result was a description of several target applications
along with their allowable operating frequency ranges and
power emission limits. The specific applications of interest
to the FCC fall into three categories: imaging systems,
vehicular radar systems, and communications and mea-
surement systems. The imaging systems are subcatego-
rized into ground-penetrating radar (GPR), wall imaging,
through-wall imaging, medical, and surveillance systems.
(Surveillance systems are not imaging systems but are
regulated as such [7].)

Currently, all communications and imaging systems are
allowed to operate in the 3.1–10.6 GHz range (high-frequen-
cy range). However, some additional spectrum has been
allocated for certain imaging applications. GPR, wall imag-
ing, and through-wall imaging can currently also
operate below 960 MHz (low-frequency range). From 1.99–
3.1 GHz (mid-frequency range), through-wall imaging and
surveillance systems are permitted as well. The final ap-
plication area, vehicular radar, must operate in the 24 GHz
band with the stipulation that the center frequency is
24.075 GHz. Figures 1–3 provide the imposed limits on
the spectral emissions allowed for each type of device. Fur-
thermore, the regulations restrict the physical operation of
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Figure 1. FCC spectral mask for communications and measure-
ment systems. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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the devices and the individuals who may operate them. For
instance, GPR must be operated only within close proximity
to the ground. Use of GPR and wall imaging systems is
limited to law enforcement, fire and rescue, scientific re-
search organizations, commercial mining companies, and
construction companies. Through-wall imaging systems
may be operated by only law enforcement and fire and res-
cue entities. Medical systems are restricted to medical pro-
fessionals, and surveillance systems may be used by law
enforcement, fire and rescue, public entities, and industrial
entities [7]. The imaging devices, therefore, will target only
specific markets and are unavailable to the general public.
The largest and most recognizable application in the gen-
eral consumer market will be communications devices. Spe-
cifically, UWB is being targeted for high-speed home and
business networking, and the first devices will most likely
be for wireless personal area networks (WPANs). Vehicular
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Figure 2. FCC mask for imaging systems for (a) low (b) mid and (c) high frequency.
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radar may also appear in the consumer automobile market
for applications such as collision avoidance.

For any device designed for the previously mentioned
applications to be considered UWB, it must also adhere to
the guidelines set forth by the FCC. The commission
defines a UWB signal as one that has a fractional band-
width of 0.20 or greater when operating below 2.5 GHz or
a bandwidth exceeding 500 MHz when operating above
2.5 GHz (both measured at the –10 dB emission point). The
fractional bandwidth is defined as 2ðfH � fLÞ=ðfH þ fLÞ;
where fH is the upper frequency and fL is the lower fre-
quency, each measured at the –10 dB emission point [7].
As a point of reference, narrowband systems typically
have a fractional bandwidth of less than 0.01.

3. PROPERTIES OF UWB

For the United States, the FCC currently defines UWB for
commercial regulation. This definition allows for the pos-
sible use of many different waveform types as long as they
can adhere to the regulatory restrictions. Historically,
however, UWB refers to the use of pulses with ultra-short
time durations, typically subnanosecond, which conse-
quently have extremely large bandwidths, which is some-
times referred to as carrier-free or impulse radio/radar.
The ensuing discussion will focus on the properties of
UWB as they relate to impulse radio.

3.1. Pulses

Many researchers typically consider a Gaussian pulse or a
derivative of the Gaussian pulse as the pulse used in UWB
systems. Several pulse generation techniques use transis-
tors or diodes to create Gaussian pulses [8], but these are
not discussed here. A Gaussian pulse can be simply
described by the waveform

pðtÞ¼ e�
1
2ðt=tpÞ

2

�1oto1 ð1Þ

where tp is approximately the width of the pulse in sec-
onds. Figure 4 provides an example of a Gaussian pulse
with tp¼ 1 ns and its corresponding magnitude spectrum.
The –10 dB bandwidth of this signal is approximately
2 GHz. Note that all –10 dB bandwidth measurements
are with respect to power.

Considering the derivatives of the Gaussian pulse is also
of interest. Producing these pulses by filtering the original
Gaussian pulse is possible, but more importantly, the an-
tennas employed in a UWB system can largely impact the
shape of the pulse, and many times the antenna results in
the differentiation of the generated pulse on transmission.
Antennas are an extremely important component of a UWB
system and deserve a great deal of consideration when de-
signing a UWB system. (Schantz [9] offers a detailed intro-
duction.) Here we simply provide the first and second
derivatives of the Gaussian pulse, which are given by

d

dt
pðtÞ¼

t

t2
p

e�
1
2ðt=tpÞ

2

ð2Þ

and

d

dt2
pðtÞ¼

1

t2
p

e�
1
2ðt=tpÞ2 �

t2

t4
p

e�
1
2ðt=tpÞ

2

ð3Þ

Figures 5 and 6 provide example plots of the first and sec-
ond derivatives with their corresponding spectra, again for
tp¼ 1 ns. Here, the –10 dB bandwidths are approximately
2.5 GHz and 2.7 GHz, respectively.

As mentioned earlier and shown in Figs. 1–3, the FCC
specifies both the frequency range and the power limita-
tions for UWB emissions. Therefore, the baseband pulses
previously mentioned could not be used for the mid- and
high-frequency imaging, vehicular radar, or communi-
cations applications. Thus, it may be desirable to modu-
late a sinusoid using the Gaussian pulse in order to shift
the pulse into the proper frequency range. Such an RF
pulse could be described by

pðtÞ¼ e�
1
2ðt=tpÞ

2
. sinð2pfc;UWBtÞ ð4Þ

where fc,UWB is the center frequency of the RF pulse. Fig-
ure 7 provides an example of such an RF pulse, along with
its corresponding spectrum, for tp¼ 1 ns and fc,UWB¼
6 GHz. The –10 dB bandwidth for this pulse is approxi-
mately 4 GHz with the signal centered at 6 GHz.

These RF pulses, however, use the allotted spectrum in-
efficiently. Examining Figs 1 and 7 shows that the ampli-
tude must be reduced for the sides of the spectrum to fit
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under the spectral mask, which leaves portions of the spec-
trum significantly underutilized. Recent works have ap-
proached this as a filter design problem, designing a pulse’s
spectrum to more closely match the spectral mask [10,11].

These impulse-like signals provide some inherent ad-
vantages that make them appealing for use in communi-
cations and radar systems (including imaging systems).
First, because of the short duration and quick ‘‘rise’’ and
‘‘fall’’ times of these signals, the energy contained within
the pulse is spread over a large bandwidth, resulting in a
low-power spectral density, which makes UWB appealing
as an overlay technology, making coexistence with regu-
lated narrowband devices possible. This possibility could
partially ease the spectrum shortage in the United States
and is likely largely responsible for the FCC’s consider-
ation of UWB. The ‘‘spreading’’ of energy could also present
the possibility for low-probability-of-detection/interception
(LPD/I) communications and could be extremely beneficial
in a military setting. Several advantages in the time-
domain exist as well. In terms of radar, the pulses can be
used in a low-duty cycle system to provide precise timing
information and can, therefore, improve a radar’s ranging
precision. For communications, the narrow pulses provide
multipath immunity because paths arriving at the receiver
are much less likely to interfere with one another. Conse-
quently, a UWB system would experience much less fading
than a traditional narrowband system. However, it is dif-
ficult to exploit this diversity. A large number of resolvable

paths arrive at the receiver, and searching for these
paths and performing channel estimation is very compu-
tationally intensive, which remains a significant research
challenge.

3.2. Channel

The characterization of the wireless UWB channel is ex-
tremely important and will help ensure the success of fu-
ture UWB systems. Much of the recent UWB research has
focused on this characterization by trying to determine the
large- and small-scale effects of the indoor UWB channel,
ultimately creating a representative channel model that
would be applicable to system design. Channel measure-
ment campaigns have been conducted using both time-
domain and frequency-domain measurement systems
[12–19]. Frequency-domain measurements are typically
conducted using a vector network analyzer (VNA). Time-
domain measurement systems probe the channel using
pulses like those previously described and using a digital
sampling oscilloscope. The following describes both the
large- and small-scale modeling aspects of the channel.

The large-scale effects of the channel refer to the ex-
pected received power (i.e., path loss) seen at a receiver.
The power is expressed as a function of distance, obstacles,
and the channel properties in general. The modeling
aspects do not differ in principle from traditional narrow-
band path loss, but some differences should be noted. The
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calculation of path loss is still performed relative to a ref-
erence measurement, and the standard narrowband path
loss equation still applies, which is given by

PrðdÞdBm¼Prðd0ÞdBm � 10n log10

d

d0

� �
þXs ð5Þ

where PrðdÞdBm represents the received power at a dis-
tance d computed relative to a reference distance d0. Xs is
the shadowing term and is a log-normal random variable
with a standard deviation s. However, the Friis transmis-
sion formula, which traditionally provides a means for
predicting received power in free space, is no longer
applicable. The Friis transmission formula is given by

Pr¼
PtGtGtl

2

ð4pdÞ2
ð6Þ

where Pt is the transmit power, Gt is the transmit antenna
gain, Gr is the receive antenna gain, l is the wavelength of
interest, and d is the separation in meters between the
transmitter and receiver [19,20]. Several issues develop
when applying Eq. (6) to a UWB signal. First, the formu-
lation of the equation assumes constant gain antennas,
which is sufficient for calculating values for narrowband
signals. However, for UWB signals, the antennas used will
not likely be constant gain over the entire bandwidth of
the UWB signal. Second, even if the antennas were con-
stant gain, no single wavelength could be associated with
the UWB signal. In general, the impact of the antennas
on the UWB pulses makes the theoretical calculations of
the received power extremely problematic. Such calcula-
tions could be performed using an integral equation that
takes into account the antenna gains, but more practically,
the calculations would most likely have to be facilitated
through the use of a reference measurement. Note that
Eq. (6) can be restated similar to Eq. (5) as

PrðdÞ¼Prðd0Þ
d0

d

� �2

where Prðd0Þ contains all the antennas effects.
The small-scale effects of the channel refer to the

arrival of multipath components at the receiver. These

effects are typically modeled as a time-invariant linear fil-
ter with the channel impulse response, h(t), given by

hðtÞ¼
XN�1

k¼ 0

akdðt� tkÞ ð7Þ

where ak is a random amplitude whose polarity is deter-
mined by a binary random variable [2]. This equation can
be recognized as the classic narrowband model with the
phase replaced by polarity. Therefore, the traditional def-
initions for the small-scale statistics still apply. The mean
excess delay, t, is given by

t¼
P

a2
ktkP
a2

k

ð8Þ

where a2
k represents the power in the path at a time delay,

tk [20]. The RMS delay spread, st, is given by

st¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
t2 � ðtÞ2

q
; where t2¼

P
a2

kt
2
kP

a2
k

ð9Þ

using the same notation [20]. The goal is to then create a
statistical tap delay model matching the statistics of the
measured environment [18,21]. In practice, matching ad-
ditional statistics, such as the number of paths and the
max excess delay, is also helpful. Note that Eqs. (8) and (9)
refer to the average statistics of the data. To make the best
match possible, comparing the statistics cumulative dis-
tribution functions (CDFs) is also a good idea [22,23].

Creating such models can be facilitated through the use
of a time-domain measurement system, which probes the
environment using very short time duration pulses, which
results in the channel ‘‘impulse’’ response being received
at the receiver. Obviously, this is an approximation, and
the narrower the pulse, the better the resolution of the
system. However, techniques exist, most notably the
CLEAN algorithm, that allow one to extract an approxi-
mate tapped delay line channel model, like the one
described in Eq. (7) [24].

Much research has focused on the small-scale charac-
terization of the indoor UWB channel for both residential
and office environments. Foerster and Li propose that the
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UWB channel can be modeled using a modified Saleh–
Valenzuela model for both the line-of-sight (LOS) and non-
line-of-sight (NLOS) channels [25,26], and this modified
Saleh–Valenzuela model has been adopted by the 802.15.3
standards body. This modified model and the Saleh–
Valenzuela model both assume that multipath arrives in
clusters, with a cluster and the paths within a cluster both
arriving according to a Poisson distribution. The energy
decay of the cluster and paths are both considered to occur
exponentially. According to this model, the channel
impulse response can be given as

hðtÞ¼
XL

l¼ 0

XK

k¼ 0

ak;ldðt� Tl � tk;lÞ ð10Þ

where ak;l is the path amplitude, Tl is the arrival time of
the lth cluster, and tk;l is the delay of the kth multipath
component relative to the lth cluster arrival time. Note
that unlike the Saleh–Valenzuela model, the magnitude of
the path amplitudes, ak;l, are considered to vary according
to a log-normal distribution instead of a Rayleigh distri-
bution. Also, a path is modeled as being real instead of
complex, with its polarity being determined by an equally
likely binary random variable. The cluster and path dis-
tributions can then be given by

pðTljTl�1Þ¼L exp½�LðTl � Tl�1Þ�; l > 0

pðtk; ljtðk�1Þ; lÞ¼ l exp½�lðtk; l � tðk�1Þ ; lÞ�; k > 0
ð11Þ

where L is the cluster arrival rate, and l is the ray arrival
rate.

McKinstry found that, for his particular set of measure-
ment data, the indoor LOS channel was best modeled us-
ing a modified single Poisson model [24]. The channel
model, which uses a single cluster with paths arriving ac-
cording to a Poisson distribution, was modified to include a
few dominant early paths. This model was found to match
nicely in terms of BER performance and average statistics.

Using McKinstry’s measurement set, Venkatesh et al.
suggest a two-cluster NLOS channel model. This channel
model is very similar to the Saleh–Valenzuela model, but
rather than having a random number of arriving multi-
path clusters, this model defines only two clusters because
of the characteristics of the measurement set. The model
was found to match the data quite well in terms of BER
performance, average statistics, and cumulative distribu-
tion of those statistics. A good discussion of UWB channel
measurements and modeling can be found in [21].

It should be noted that how well a channel model fits a
particular environment will certainly vary from environ-
ment to environment. However, in general, the UWB
channel may be statistically modeled as having paths
that arrive according to a Poisson distribution, with the
path amplitudes decaying exponentially.

A strong advantage of UWB signals for communication
applications is that, because of the resolvability of the
multipath components in Eq. (10), the total received
energy shows very little fluctuation. However, the receiv-
er must capture the entire available signal. Simple struc-

tures may be unable to capture all of the multipath
components, leading to increased fading and lower aver-
age energy [4,5].

3.3. Communications

As wireless devices continue to proliferate and we head
more and more toward a completely wireless world, UWB
may make its largest immediate impact in communica-
tions. The following discussion describes the digital mod-
ulation techniques typically considered for UWB, which
mirror those for sinusoidal carrier modulation [27].

Any of the pulses described previously could be incorpo-
rated into several different M-ary or binary modulation
schemes. Of the several modulation techniques, two are pre-
dominately considered in research and industry: pulse posi-
tion modulation (PPM) and biphase modulation. (Note that
biphase is an antipodal modulation scheme, and ‘‘biphase’’ is
somewhat of a misnomer because a baseband pulse has no
phase parameter associated with it. However, the technique
is still commonly referred to as biphase modulation.)

PPM is an M-ary modulation format that conveys
information by placing pulses at specified time delays.
This modulation scheme is typically orthogonal in time,
and, in the binary case, its performance in Additive White
Gaussian Noise (AWGN) is identical to binary frequency
shift keying (BFSK). Consider Fig. 8, which illustrates
4-ary PPM modulation. Here, Tc is associated with the
amount time used to transmit one UWB pulse. Tc is then
accordingly divided into M (in this case, 4) different
timeslots of width d. The bit or symbol being transmitted
then determines within which timeslot the pulse is placed.
Demodulation is performed at the receiver by correlating a
template with each of the four timeslots to determine the
most likely transmitted symbol. Note that the demodula-
tion requires precise synchronization, making the issue
of delay spread extremely important. Depending on the
pulse width and the delay spread of the channel (i.e., pulse
interaction), synchronization could be difficult, rendering
the system ineffective.

Biphase modulation is strictly a binary scheme by
which information is encoded into the polarity of the
pulse. Biphase is therefore antipodal and has identical
performance in AWGN to binary phase shift keying
(BPSK). Figure 9 provides an illustration of biphase
modulation where a negative pulse represents a 0 and a
positive pulse represents a 1.

�

Tc

00 01 10 11

Figure 8. 4-ary pulse position modulation.
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Other modulation techniques are also possible with
UWB. These techniques include pulse amplitude modula-
tion (PAM) and on-off keying (OOK). PAM is an M-ary mod-
ulation format that encodes the information in the
amplitude of the pulse. Figure 10 gives an example of a
4-ary PAM scenario. PAM, however, is not a particularly
attractive modulation scheme because UWB systems are
typically power limited and PAM is increasingly energy
inefficient with increasing M. With every doubling of M,
approximately 6 dB/bit of additional signal-to-noise ratio
(SNR) is required to achieve equivalent performance.
(Proakis provides the relevant derivations [27].) OOK is a
binary scheme. In this case, the presence or absence of a
pulse determines whether a 1 or a 0 was transmitted. This
technique is also energy inefficient but may be attractive for
a low-cost, low-complexity system. Figure 11 provides an
example of OOK.

Some UWB system designs also include the use of time
hopping for the purpose of multiple access. (Time hopping
also provides some other advantages discussed later.) As
UWB is a target technology for WPANs, multiple access
will be a very important issue. Any of the previously dis-
cussed modulation types could be used in conjunction with
time hopping, but PPM is typically considered in the lit-
erature and will be the basis of the following discussion.
Scholtz first presented time hopping PPM (TH-PPM) for
UWB [28], and it has been discussed in many other works
[24,29]. Such a system can be described by

sðkÞðtÞ¼
X

j

Apðt� jTf � cðkÞj Tc � ddðkÞ
½j=Ns�
Þ ð12Þ

where

* s(k)(t) is the transmitted signal for the kth user
* A is the amplitude of the pulse, equal to

ffiffiffiffiffiffi
Ep

p
, where

Ep is the energy per pulse

* Ns is the number of pulses used to represent one data
symbol, i.e., the pulse repetition number

* p() is the transmitted pulse shape with normalized
energy

* Tf is the frame repetition time (a UWB frame is
defined as the time interval in which one pulse is
transmitted)

* cj
(k) is the time hopping sequence, often pseudoran-

dom and/or repetitive
* Tc is the granularity of the time hop delay (together

cj
(k) and Tc determine the ‘‘coarse’’ time dithering)

* d is the PPM time delay parameter
* d[ ]

(k) is a function of the data sequence (the notation [ ]
represents the integer portion of the argument)

The total received signal is given by

rðtÞ¼
X

k

sðkÞðtÞ �hðkÞðtÞ ð13Þ

where h(k)(t) is the channel impulse response between the
kth user and the receiver and * denotes the convolution
operation [28].

Figure 12 provides a depiction of an unmodulated pulse
train without time hopping. The frame, Tf, represents the
time between pulses, and Tp represents the pulse width.

In contrast, Fig. 13 provides an example of a time
hopped signal where a frame, Tf, is considered to be the
time in which one pulse is sent. The frame is divided into
several timeslots of period Tc. Referring to the discussion
on PPM, Tc represents the same timeslot given in Fig. 8. A
pulse is then transmitted in any one of the timeslots. In a
multiple access scenario, the kth user would have a unique
code, cj

(k), which is usually pseudorandom, and it would
specify the time hopping location of the pulse from frame
to frame. Modulation then occurs independently within
the timeslot. In regards to modulation, the variable Ns

specifies the number of pulses used to transmit one symbol
or bit. Using Ns41 introduces time diversity over the
period of one symbol, which provides the system with a
processing or spreading gain proportional to Ns, in turn
improving the ability to properly detect a symbol (for a
constant transmit power) at the cost of reducing the data
rate.

Several research issues must be addressed for UWB to
reach its full potential as a communications technology.
For example, the successful exploitation of the favorable
qualities of UWB signals is highly dependent on the
receiver structure. However, detector and channel estima-
tion approaches that can provide both high energy capture

0 1

Figure 9. Biphase modulation.

01 11 00 10

Figure 10. 4-ary pulse amplitude modulation.

1 100

Figure 11. On-Off keying modulation.
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[4,5] and low complexity are nontrivial. The problem is
further complicated by the difficulty of predicting the
pulse shape because of the channel or even the antenna
itself. This item highlights the need for a different ap-
proach for UWB than for traditional communication sys-
tem design. Second, the low-power spectral density and
dense multipath structure of the received signal make
synchronization particularly difficult. Third, data net-
works have traditionally relied on carrier sense mecha-
nisms for medium access control (MAC), which will be
particularly difficult with UWB signals in dense multi-
path. Finally, because UWB signals are to be overlayed on
existing systems, narrowband interference will exacerbate
an already difficult detection and synchronization prob-
lem. Many interference mitigation algorithms assume
acquisition has occurred, which ignores the difficulty in
achieving acquisition in the presence of strong interfer-
ence. Research is currently ongoing to address each of
these concerns.

3.4. Radar

All radar, whether it is imaging or target recognition, can
benefit from the use of UWB pulses. From a spectral
standpoint, the bandwidth of the signal directly relates
to the resolution of the radar, and, from a temporal stand-
point, the ability to periodically send very short pulses
allows for accurate timing and therefore improved ranging
precision. These characteristics make UWB an ideal can-
didate for radar.

Consider again the Gaussian pulses mentioned in Eqs.
(1)–(3). These pulses could be transmitted singularly, but a
method using a group of pulses offers some advantages,
which is sometimes referred to as pulse compression. It
involves sending a series of successive pulses that are
modulated by a pseudorandom (PN) binary sequence, bn.
Note that this technique could also be used in communi-
cations and is sometimes referred to as direct sequence
UWB (DS-UWB). The transmitted signal s(t) could then be
given by

sðtÞ¼
XN�1

n¼ 0

bnpðt� ntpÞ ð14Þ

where p(t) is a single pulse, N is the length of the PN
sequence, and bn takes on the values –1 and þ 1 [30]. The
advantages for radar are two-fold. First, by sending a se-
ries of pulses, the average power of the radar ‘‘pulse’’ is
increased. This increase is beneficial because the ability to
detect a target directly relates to the available signal en-
ergy. Second, the accurate range resolution may still be
attained by using a code matched filter for the pulse se-
quence. Doing so produces a spike when the sequence is
properly aligned in the matched filter, compressing the
sequence into one pulse, and like DS-SS, it also offers some
interference suppression. The performance of the radar is
then directly related to the autocorrelation of the group of
UWB pulses [30]. Also, although UWB does not suffer from
the effects of Doppler, like traditional sinusoidal radar,
motioned-induced effects still exist. Motion can contribute
to pulse distortion causing individual pulse shapes to vary
as pulses interact with each other and different materials.
This distortion can cause the compressed pulse to broaden,
degrading the resolution of the system.

Another important aspect for radar is target recogni-
tion, which directly relates to the interaction of the signal
with an object. One of the differences between UWB and
sinusoidal signals is that the interaction of UWB pulses
with certain objects and materials will result in a change
in the parameters of the pulse, causing a transformation
in the pulse’s shape. On the other hand, a sinusoidal sig-
nal’s interactions, such as subtractions, additions, differ-
entiations, and integrations, all result in a change in
signal parameters, specifically the magnitude and the
phase, but the shape of the signal remains the same.
The association of a specific pulse shape with a target
provides UWB with a distinct advantage in this area [31].

The interaction of a Gaussian pulse with a complex
target can be considered a linear time invariant system
(similar to the UWB channel) [30]. Thus each target will
have a unique impulse response that is a function of the
target’s material make-up, shape, size, and the signal’s
angle of arrival. The impulse response, hs(t), is given by

hsðtÞ¼
XN�1

i¼ 0

Eie
�a2

i
ðt�tiÞ

2

ð15Þ

Tf

Tp

Figure 12. UWB pulse train (no modulation
and no time hopping).

Tc

Tf

0 1 2 3 4 5 6 7
Figure 13. Example frame for time hopping
UWB.
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and is a series of time-shifted Gaussian pulses represent-
ing a complex target with N scattering centers, where Ei

weights the Gaussian pulse and ai controls the shape of
the Gaussian impulse [30]. The response of a Gaussian
pulse to a target is then given as

sðtÞ¼pðtÞ �hsðtÞ ð16Þ

where * denotes the convolution operation.
The received signal, s(t), then contains specific infor-

mation regarding the target’s location and structure and is
often referred to as the ‘‘target image.’’ It should be noted
that this profile is sensitive to the location of the radar
with respect to the target; more specifically, the relative
angle between the two is of importance because the target’s
response will change with different angles of arrival [30].

3.5. Interference

As a result of the extremely wide bandwidth of a UWB
signal, the interference a UWB system both inflicts and
observes is a concern. The spectral limits proposed by the
FCC are, by their own consent, conservative estimates of
the acceptable emission levels for UWB devices. This pro-
vision is mainly to protect the legacy narrowband govern-
ment systems from interference caused by UWB devices.
One major concern is the impact of UWB on the operation
of GPS systems, especially because of air traffic’s depen-

dence on this technology. Therefore, UWB transmissions
are not allowed in the spectrum allocated for GPS. The
following provides some comments on interference from
both perspectives.

The intent of the FCC is to eventually amend the
imposed limits once the interference that UWB systems
inflict can be sufficiently characterized. The initial think-
ing is that UWB will cause little interference to in-band
narrowband systems. Consider the illustration given in
Fig. 14. Even if the two signals are received with equal
power, a UWB signal should add little noise to the nar-
rowband signal because a very small fraction of the UWB
signal’s power is in the narrowband signal’s bandwidth.
Several research efforts have investigated the impact of a
UWB signal on existing systems. Light presents test re-
sults examining the effects of UWB signals on many dif-
ferent legacy military systems [32]. Light found that UWB
transmissions did interfere with some devices more than
others and that many factors impact the level of interfer-
ence, including pulse shape and pulse repetition frequency.
This work also reports that some devices were susceptible
to interference at transmit powers even below the FCC
spectral mask. Giuliano et al. analyzes the effects of UWB
on UMTS [33]. Using simulation, they conclude that UWB
poses no threat to the operation of UMTS. The effects of
aggregation are also a concern because, especially for com-
munications applications, many colocated devices may be
operating simultaneously. This issue requires much more
investigation.

In the context of UWB-based interference, it is impor-
tant to consider the effect of a stream of pulses. Consider
again the pulse train represented in Fig. 12. As a result of
the periodic nature of the pulse train, transmitting a signal
of this nature would produce spectral lines in the pulse’s
spectrum. Figure 15 provides an example of such a signal’s
spectrum. As previously stated, time hopping actually
serves a dual purpose: besides multiple access, it can also
be used to smooth the spectrum of the UWB signal. In con-
trast, Fig. 16 shows the spectrum with time hopping using
a random hopping sequence with sixteen different time-
slots. Comparing Fig. 15(a) and Fig. 16, a noticeable differ-
ence exists between the magnitudes of the two signals’
spectra. By employing time hopping, the periodicities are
greatly reduced, which smoothes the spectrum by reducing
the spectral lines. Note that it is also possible to combat
spectral lines by using biphase modulation.

UWB

NB

f

Figure 14. UWB versus narrowband signals.

Frequency spectrum :

M
ag

ni
tu

de
 (

dB
)

Frequency (Hz)

(b) 

0 2 4 6 8 10 12 14 16 18 20

10
15
20
25
30
35
40
45
50
55
60

Frequency spectrum :

M
ag

ni
tu

de
 (

dB
)

Frequency (Hz)

(a) 

60

40
20
0

−20
−40
−60
−80

−100
0 1 2 3 4 5 6 7 8 9 10

x 109 x 108

Figure 15. (a) Spectrum of unmodulated pulse
train and (b) a magnified portion. (This figure
is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Regardless of any future changes in the FCC’s spectral
mask, UWB will most likely continue to suffer from inter-
ference caused by in-band narrowband systems, which
will limit a system’s range. Firoozbakhsh et al. analyzed
the performance of a UWB system in the presence of an
802.11a network [34]. Through simulation, they found
that 802.11a could cause significant interference and
greatly degrades the UWB system’s performance, which
will likely be true of many narrowband systems. It will
therefore be necessary to apply advanced signal process-
ing techniques to perform interference cancellation. As
the problem is similar to that of spread spectrum, ideally
some crossover will occur from previous spread spectrum
front-end interference cancellation techniques. Unfortu-
nately, techniques such as linear prediction filters, which
are purely digital, are not yet viable solutions because the
current state-of-the-art does not allow for an entirely dig-
ital cost-effective UWB system. Some possible solutions
include the use of transform domain processing, a combi-
nation analog-digital cancellation circuit, and the use of a
Rake receiver to exploit the temporal diversity of the UWB
channel. Such research is beginning to emerge and will
probably garner considerable attention in the near future.

4. UWB APPLICATIONS

The extremely large bandwidth of UWB provides the
potential for high-data rate communications, and accu-
rate ranging devices (e.g., radar). These characteristics
make UWB attractive for a variety of interesting applica-
tions, from digital communication to imaging. These ap-
plications include ground-penetrating radar, through-wall
imaging, medical imaging, WPANs, and vehicular radar.
The following provides introductions and examples for
these UWB wireless applications. Please see [35] for
additional information.

4.1. Ground-Penetrating Radar Systems

Ground-penetrating radar (GPR) systems will provide
the ability to locate objects that are beneath the ground,

beneath rubble, and so forth. The capabilities of GPR are
affected by the range of frequencies used in the system.
The characteristics of the object, its location, and the
medium in which it is buried in part determine which fre-
quency band is most suited for detection. For instance,
higher frequencies allow for more accurate depth resolu-
tion. However, the soil will introduce greater attenuation
at higher frequencies, and therefore deep objects may not
be detected. In this case, lower frequencies would be more
beneficial. The use of large bandwidth, baseband pulses
are therefore very attractive for this application as they
incorporate a wide range of frequencies [36,37].

Park et al. demonstrate the viability of such a device by
demonstrating its ability to find metal objects buried in the
ground at varied depths [37]. The GPR system employed
used separate transmit and receive antennas and a 2.5 ns
pulse. A 5 G/s digital sampling scope was used to digitize
the signal and a 2-D image signal processing algorithm
was used to interpret the results. An additional study also
investigated the use of GPR for the detection of plastic
landmines, another extremely important application [37].

4.2. Through-Wall Imaging Systems

Through-wall imaging systems use UWB radar to monitor
the movements of people through a wall. Time Domain
Corporation (www.timedomain.com) has a working
through-wall imaging system called RadarVision. The
device transmits pulses at ten million pulses per second
and has a range of thirty feet. It has been demonstrated to
penetrate reinforced concrete, concrete block, sheetrock,
brick, wood and wood composites, plaster, tile, and fiber-
glass. Many situations can be envisioned where a device of
this nature would be extremely beneficial. Consider a hos-
tage situation where it would be extremely advantageous
to know the locations and movements of the people within
the room. Also, consider a burning building where a fire
fighter could determine if anyone was still trapped within
a room. Many other scenarios can be envisioned, and this
could be an extremely useful device in the near future.

4.3. Medical Systems

Medical imaging radar systems present much promise for
the ability to provide noninvasive medical monitoring. For
instance, UWB radar has been demonstrated to provide
the ability to monitor the movements of the heart wall.
Much like what was described in the radar section, the
pulses will respond differently to different materials (in
this case, the heart tissue and blood). Specifically, an im-
pedance difference exists between the blood and heart
muscle, which provides different reflection magnitudes
and allows the heart to be monitored [38]. Using this
idea, a UWB radar prototype was developed at La
Sapienza University in Rome. The device operates at
800 MHz and has the ability to detect heart and body
movements [38]. This concept could be extended to appli-
cations involving other parts of the body because the pulse
will react uniquely to different fluids, organs, and tissues
in the body. Besides heart monitoring, the applications
could possibly extend to respiratory monitoring and fetal
monitoring (an ultrasound replacement). At some point, it
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could even extend to actual imaging of the brain, heart,
chest, and so forth. Nevertheless, many challenges still lay
ahead, most notably characterizing the response of certain
pulses to bodily tissues and organs.

4.4. Communications Systems

UWB communications systems have recently received the
most attention of any UWB area, with visions of low-
power, high-data rate wireless devices being available in
the near future. Multispectral Solutions, Inc., (www.
multispectral.com) has long been involved with the devel-
opment of UWB radios and has many working UWB
communications products [1]. These devices include trans-
ceivers for both voice and data and even a tactical ad hoc
wireless network. However, most of these devices were
developed for the U.S. military rather than as part of the
current FCC regulations.

The current push for wireless UWB communications
devices among industry, however, is in WPANs, groups of
interconnected wireless devices within one’s own personal
operating space. These devices can communicate among
each other and with an already existing network, a wire-
less local area network (WLAN) for instance. The devices
include laptop computers, mobile phones, PDAs, digital
cameras, and other handheld devices. The IEEE 802.15.3
working group is responsible for developing a standard for
high-data rate WPANs that would provide low-cost, low-
power solutions for wireless digital and multimedia appli-
cations. Within this working group, a task group,
802.15.3a, was formed to investigate UWB as an alterna-
tive physical layer technology for the standard. There has
been much debate within the task group over which tech-
nology to use, and they have yet to reach a conclusion. Two
possibilities are being considered: a MultiBand OFDM
approach and a direct sequence approach using pulses
(DS-UWB). (DS-UWB was mentioned in the Section 3.4.)

The MultiBand OFDM supporters formed the Multi-
Band OFDM Alliance (MBOA, www.multibandofdm.org),
which is comprised of many industry leaders, and has cre-
ated its own specifications and standards for UWB wire-
less devices. Staccato Communications (www.staccato
communications.com), a member of MBOA, has developed
a MultiBand OFDM Transceiver and MAC PCI card,
which they have integrated into an MBOA UWB Devel-
opment Platform based on the MBOA specifications. Many
more MultiBand OFDM (MB-OFDM) devices will likely
begin to emerge in the near future.

MB-OFDM divides the available spectrum into sub-
bands, with each subband having a bandwidth of
528 MHz. Using OFDM symbols, the information is trans-
mitted by interleaving these symbols across the specified
subbands. A time-frequency code is then used to deter-
mine which particular frequency and timeslot will be used
for a given symbol [39]. These subbands provide the
capability to avoid interferers, simply by avoiding a par-
ticular band, and also facilitate more effective use of spec-
trum. Compared with pulse-based systems, MB-OFDM
requires less precise timing and can easily be designed to
meet the FCC spectral mask.

Even so, some commercially available communications
products are based on the traditional pulse-based UWB.
Specifically, XtremeSpectrum, recently acquired by
Motorola, offers its Trinity Chipset (www.xtremespectrum.
com), which includes a medium access controller, a base-
band processor, an RF transceiver, an RF front end, and
an antenna. The MAC protocol adheres to the 802.15.3
standard. Trinity includes selected data rates of 25, 50, 75,
and 100 Mbps and uses biphase modulation. In a demon-
stration for the FCC, the chipset was used to simulta-
neously stream multiple high-definition television
(HDTV) feeds.

The IEEE is also considering creating another stan-
dard, 802.15.4, where UWB is also a potential technology.
In general, 802.15.4 would be a standard for low-data rate,
low-complexity devices that have an extended battery life.
These devices could possibly be used for sensors, interac-
tive toys, smart badges, remote controls, and home auto-
mation. (Please visit www.ieee.org for the latest news
concerning 802.15.4.)

The Time Domain Corporation provides evaluation and
analysis kits based on their PulsON 200 chipset, which
includes timing, correlator, and digital baseband chips.
These devices are not intended for wireless multimedia or
WPAN devices but as investigative tools. The systems are
capable of data rates from 75 kbps to 9.6 Mbps. The devices
are FCC compliant and have a center frequency of 4.7 GHz
with a bandwidth of 3.2 GHz.

Aether Wire & Location, Inc., (www.aetherwire.com/)
is developing devices called localizers. These localizers are
approximately pager-sized units that transmit a unique
pulse waveform as a result of the antennas used in their
systems. A single pulse is actually represented by a series
of two pulses, in which case the transmission of a 1 is rep-
resented by a positive pulse followed by a negative pulse,
and the transmission of a 0 is the inverse of this. These
devices can provide centimeter accuracy over large dis-
tances and are targeted for a variety of applications gen-
erally centered around position location. Unlike GPS,
which uses triangulation and fixed satellites to locate
objects, these localizers are capable of defining their posi-
tion relative to other localizers. Some of the possible
applications for these devices include the location of
persons, possibly for military, law enforcement, fire and
rescue, or even personal situations, sensor networks,
smart homes, smart highways, and inventory control [40].

4.5. Vehicular Radar Systems

Vehicular radar is a promising application for improving
driver safety. Sensors can be placed throughout a vehicle,
creating a network for collecting valuable information.
This information could be used to sense driving conditions,
aid in parking, avoid collisions, detect objects in blind
spots, aid cruise control, and aid airbag deployment. How-
ever, the current frequency range and spectral emissions
limits will place constraints on the sensors’ operation. As
always, a tradeoff will occur between the bandwidth and
the range resolution. The closer ranging applications will
need a much larger bandwidth (narrower pulses) than the
longer ranging applications. For close-range systems, it
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would be possible to use PN-coded waveforms for im-
proved ranging [41] (like that described in the radar sec-
tion). However, in this instance, the ability to isolate the
transmit and receive antennas is a concern because it will
impact the dynamic range of the system. However, for
longer ranging applications, a pulsed-based system with a
low duty cycle could be used, which would help with the
isolation of the transmit and receive antennas.

As a note, Multispectral Solutions, Inc., has developed
a UWB backup sensor that can detect objects from one foot
to thirty feet. It has a 500 MHz bandwidth and operates in
the 5.4–5.9 GHz band [1], but unfortunately this falls out-
side of the frequency range specified by the FCC.

5. CONCLUSION

This article provided an introduction into the basic prin-
ciples of UWB, mainly in the context of impulse radio.
Modulation formats, pulse types, the channel, and inter-
ference considerations were all discussed in terms of radar
and communications systems. The final section of the
chapter introduced possible UWB applications as defined
by the FCC. UWB presents many exciting possibilities and
many technical challenges must still be overcome.
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UNDERGROUND PROPAGATION

Y. P. ZHANG

Nanyang Technological
University

Singapore

Underground structures such as subway networks and
subterranean cities play important roles in our daily life.
Everyday millions of passengers travel through subway
networks or thousands of people go shopping in subterra-
nean cities worldwide. Obviously, radio systems are needed
in underground structures for normal and emergency op-
erations. Underground structures are either constructed in
tunnels or linked with tunnels. To design radio systems for
underground structures, the understanding of the propa-
gation of radiowaves in tunnels is essential. Substantial
research efforts have been made on this topic and a good
knowledge of the involved propagation mechanisms is now
available [1]. In the following sections, we introduce un-
derground propagation by considering a straight circular
tunnel with axial conductors. We assume that only one ax-
ial conductor such as the high-voltage cable is suspended in
the tunnel and other axial conductors such as rails and
pipes are on the tunnel wall. Despite the mediocre conduc-
tivity of the tunnel wall, we can already obtain a good pic-
ture of the propagation phenomena by comparing the

tunnel with a coaxial cable, the inner and outer conductors
of which are the axial conductor and the tunnel wall. The
structure supports the propagation of the coaxial mode that
has current flowing along the axial conductor and return-
ing along the tunnel wall. Figure 1 shows the attenuation
constant of the coaxial mode as a function of frequency and
distance from the axial conductor to the tunnel wall [2].
Note that the attenuation constant of the coaxial mode
generally increases with frequency and decreases with the
distance from the axial conductor to the tunnel wall. As the
attenuation constant of the coaxial mode takes on relatively
low values at lower frequencies, radio systems using the
coaxial mode propagation at frequencies lower than a few
hundred kilohertz have been exploited successfully in var-
ious underground mines across the world.

In addition to the coaxial mode, the structure also sup-
ports the propagation of waveguide modes when the fre-
quency exceeds the cutoff frequency determined by the
tunnel shape and size. The cutoff frequency occurs approx-
imately at tens of MHz for most tunnels. Figure 2 shows the
attenuation constant of the fundamental waveguide mode
in the tunnel as a function of frequency [3]. As shown, the
attenuation constant of the fundamental waveguide mode
generally decreases with frequency. It should be mentioned
that the axial conductor has no effect whatsoever on the
propagation of the fundamental waveguide mode because
the electric field has only a circular component. As the
attenuation constant of the fundamental waveguide mode
takes on relatively low values above the cutoff, it is possible
to communicate in the tunnel using the fundamental wave-
guide mode propagation in the ultra-high frequency (UHF)
range. In this process, the antennas of radio systems are
mainly coupled to the electromagnetic field of the funda-
mental waveguide mode. A problem with the propagation of
waveguide modes is the disastrous additional attenuation
caused by tunnel bends, corners, and crossings, and of
vehicles obstructing a large part of the tunnel cross section.

An important but fortuitous discovery in underground
propagation was that a coaxial cable with an imperfect
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Figure 1. Attenuation constant of the coaxial mode for a single
conductor of diameter 1 cm and conductivity 105 S/m in the cir-
cular tunnel of radius 2 m, er1¼10; s¼10�2 S=m.

UNDERGROUND PROPAGATION 5423



shield seemed to guide radiowaves continuously in the
tunnel [4]. This was the origin of leaky feeder techniques.
The leaky feeder supports two coaxial modes in the tunnel.
One is between the inner and outer conductors of the leaky
feeder and the other between the outer conductor of the
leaky feeder and the tunnel wall. Figure 3 shows the
attenuation constant of the leaky feeder as a function of
frequency. The leaky feeder techniques take advantage of
the relatively low attenuation of the coaxial mode of the
coaxial leaky feeder itself. Furthermore, the leaky feeder
techniques are not sensitive to tunnel bends, corners, and
crossings as well as to the presence of local obstacles. As a
result, the leaky feeder techniques are widely used to con-
struct radio systems in underground structures.

The propagation of waveguide modes in underground
structures is called natural propagation, whereas the
propagation of coaxial modes in underground structures
guided propagation. We focus on natural propagation in

Section 1 and guided propagation in Section 2. Finally, we
summarize the conclusions in Section 3.

1. NATURAL PROPAGATION

By natural propagation we mean that no special-purpose
cables are strung in the tunnel to guide radiowaves. Prop-
agation is then that of waveguide modes. Unintentional
axial conductors in the tunnel may influence these modes,
but this effect is considered as of second order at the fre-
quencies considered here at UHF or above [1].

1.1. Imperfect Waveguide Model

The ambient media of a tunnel at UHF or above behaves
as dielectrics with the relative permittivity in the range
5–10. Under these conditions, the tunnel can reasonably
be treated as an oversized imperfect waveguide. There-
fore, natural propagation will be possible only above a
cutoff frequency determined by the tunnel size and shape.
As the frequencies of UHF radio signals are higher than
the cutoff frequency of the tunnel oversized imperfect
waveguide model, the natural propagation of UHF radio-
waves is realized through a fundamental and infinite
number of higher order waveguide modes. All of these
waveguide modes are hybrid and lossy modes because of
the tunnel electromagnetic imperfectness. An exact ana-
lytical solution to the problem of natural propagation in
the rectangular or arched tunnel would lead to extreme
complexity. The difficulty lies in the matching of the tan-
gential components of electromagnetic fields on the tunnel
walls. Approximate methods are obviously required. Emslie
et al. studied natural propagation in the rectangular tunnel
and Yamaguchi et al. in the arched tunnel [4,5]. Common to
these studies is the fact that the boundary conditions are
satisfied approximately because the fields in the corner
regions do not enter the derivation of the solutions. We
adopt the approach similar to Emslie et al. However, we
start with the construction of more general expressions for
two scalar components of Hertz electric and magnetic
vectors.

The imperfect waveguide model of a straight empty
rectangular tunnel is shown in Fig. 4, with its rectangular
cross section of sides a and b. The ambient media,
assumed to be lossy nonmagnetic homogeneous, have com-
plex wavenumbers

K1¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m1e0e�r1

p
¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m1e0 er1 � j
s1

oe0

� �s

ð1Þ

for the top and bottom walls and

K2¼o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2e0e�r2

p
¼o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2e0 er2 � j
s2

oe0

� �s

ð2Þ

for the left and right walls. The enclosed space of the im-
perfect waveguide model of the straight empty rectangu-
lar tunnel is filled with air of constitutive parameters m0

and e0. The rigorous analytical solution to the natural
propagation of UHF radiowaves in this imperfect
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Figure 2. Attenuation constant of the fundamental TE01 wave-
guide mode in the circular tunnel of radius 2 m, er1¼10;
s¼10�2 S=m.
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Figure 3. Attenuation constant of the leaky feeder RLC 4.4/11.1.
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waveguide model of the straight empty rectangular tunnel
would be extremely complex. However, the approximate
analytical solution can be obtained if the transverse di-
mensions are much larger than the free space wavelength.
This condition is usually satisfied in actual tunnels for
UHF radiowaves. Thus, most of the power travels in the
model interior region, a small part travels in regions K1

and K2, and even less travels in the four-corner regions.
Consequently, only a tolerable error will be introduced
into the solution of the propagation when we neglect the
fields in the corner regions.

For the present problem, it is convenient to describe the
fields in terms of y components of electric Pe

y and magnetic
Pm

y Hertz vectors. Except the source, the Hertz vectors
satisfy the Helmholtz equation.

r2Pe
yþK2

i P
e
y¼ 0 ð3Þ

r2Pm
y þK2

i P
m
y ¼ 0 ð4Þ

where Ki is complex wavenumber.
Once the Pe

y and Pm
y are determined, the related elec-

tromagnetic fields can be described as follows [1]:

Ex¼
@2Pe

y

@y@x
þ jomi

@Pm
y

@z
ð5Þ

Ey¼ K2
i þ

@2

@y2

� �
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y ð6Þ
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@2Pe

y
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@Pm
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ð7Þ
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@2Pm

y
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� joei
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ð8Þ

Hy¼ K2
i þ

@2

@y2

� �
Pm

y ð9Þ

Hz¼
@2Pm

y

@y@z
þ joei

@Pe
y

@x
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We will first deal with the interior region of the imper-
fect waveguide model of the straight empty rectangular
tunnel. The required forms for the y components of Hertz
vectors are

Pe
y¼

X1

m¼ 1

X1

n¼ 1

Amn SinðkxmxÞSinðkynyÞ expð�GmnzÞ ð11Þ

Pm
y ¼

X1

m¼ 1

X1

n¼ 1

A�mn CosðkxmxÞCosðkynyÞ expð�GmnzÞ ð12Þ

For the region ðx 	 a
2Þ, expressions for the y components of

Hertz vectors are thus

Pe
y¼

X1

m¼1

X1

n¼ 1

Bmn expðgxmxÞSinðkynyÞ expð�GmnzÞ ð13Þ

Pm
y ¼

X1

m¼ 1

X1

n¼ 1

B�mn expðgxmxÞCosðkynyÞ expð�GmnzÞ ð14Þ

whereas for the region ðy 	 b
2Þ,

Pe
y¼

X1

m¼1

X1

n¼ 1

Cmn SinðkxmxÞ expðgynyÞ expð�GmnzÞ ð15Þ

Pm
y ¼

X1

m¼ 1

X1

n¼ 1

C�mn CosðkxmxÞ expðgynyÞ exp �Gmnzð Þ ð16Þ

where the above y components of Hertz vectors are func-
tions of Gmn, which appears in the following equations:

k2
xmþ k2

yn � G2
mn¼K2

0 ð17Þ

k2
xmþ g2

yn � G2
mn¼K2

1 ð18Þ

g2
xmþ k2

yn � G2
mn¼K2

2 ð19Þ

where K0¼o
ffiffiffiffiffiffiffiffiffi
m0e0
p

. Matching the tangential field compo-
nents on the walls of the imperfect waveguide model of the
straight empty rectangular tunnel, we can derive
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Figure 4. The imperfect waveguide model of a straight empty
rectangular tunnel.
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Equations (20) and (22) are the propagation modal
equations for Eh

mn modes. For these types of modes,
the main electric field component is the horizontal Ex,
whereas the vertical electric field component Ey is
zero. Similarly, Equations (21) and (23) are the propaga-
tion modal equations for Ev

mn modes. For these types of
modes, the main electric field component is the vertical
Ey, whereas the horizontal electric field component Ex

is zero.
Both analytical and numerical solutions can be ob-

tained for the propagation modal Equations (20)–(22),
and (23). Using the procedures given in [6], we get

kxm �
mp
a
þ j

2pme�r1

K0a2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�r1 � 1

p ð24Þ

kyn �
np
b
þ j

2pn

K0b2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�r2 � 1

p ð25Þ

for Eh
mn modes, and

kxm �
mp
a
þ j

2pm

K0a2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�r1 � 1

p ð26Þ

kyn �
np
b
þ j

2pne�r2

K0b2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�r2 � 1

p ð27Þ

for Ev
mn modes. These results show that kxm and kyn are

complex. The first terms are the same as for a waveguide
with perfect electric walls. The small second terms ac-
count for the energy loss absorbed by the walls of the im-
perfect waveguide model of the straight empty
rectangular tunnel.

Substituting Eqs. (24) and (25) into Eq. (17), we obtain
the propagation constants for Eh

mn modes as

Gh
mn¼ ah

mnþ jbh
mn

�
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K0b2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e�r2 � 1

p
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Similarly, substituting Eqs. (26) and (27) into Eq. (17)
gives the propagation constants for Ev

mn modes as

Gv
mn¼ av

mnþ jbh
mn

�
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bv
mn �
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mp
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These analytical results show that the attenuation con-
stants of both Eh

mn and Ev
mn modes are directly proportion-

al to the square of the mode order and are inversely
proportional to the square of frequency and to the cube
of the imperfect waveguide model size of the straight emp-
ty rectangular tunnel, and the phase constants are almost
identical to those of the perfect conducting waveguide.
Now assuming that the complex wavenumbers of the am-
bient media of the imperfect waveguide model of the
straight empty rectangular tunnel are the same K1¼K2,
we note from Eqs. (29) and (32) that Eh

11 and Ev
11 modes

have the minimum attenuation for the case of a4b and
b4a, respectively. Thus, let an electric type transmit an-
tenna oriented in the X direction excite the natural prop-
agation of the imperfect waveguide model of the straight
empty rectangular tunnel, the Eh

11 mode will represent the
field distribution in the far region of the imperfect wave-
guide model of the straight empty rectangular tunnel as a
is larger than b for most tunnels. The Eh

11 wave is the fun-
damental mode of the imperfect waveguide model of the
straight empty rectangular tunnel.

Knowing the propagation of waveguide modes does not
allow a calculation of the strength of radio signals in the
imperfect waveguide model of the straight empty rectan-
gular tunnel. We also need to know the excitation of the
transmit antenna and the reception of the receive antenna
to these modes. The excitation or reception of an antenna
to these modes can be calculated as follows. Consider the
antenna located at point (x, y) in the cross section of the
imperfect waveguide model of the straight empty rectan-
gular tunnel. The power that the antenna receives or
transmits is given by

Pmn¼AeSmnðx; yÞ ð34Þ

where Ae is the effective area of the antenna and Smn(x, y)
is Poynting’s vector. One can express Ae as

Ae¼
Gl2

4p
ð35Þ
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and S(x,y) as

Smnðx; yÞ¼
1

2
Zo Cos2 mpx

a

	 

Cos2 npy

b

	 

ð36Þ

where G is the antenna gain, l is the wavelength, and Zo is
the free space characteristic impedance. The power, cal-
culated as the flux of this vector through the cross section
of the imperfect waveguide model of the straight empty
rectangular tunnel, is given by

Pmn¼
Zoab

4
ð37Þ

The excitation or reception loss of the antenna is defined
as

Pmn

P
¼

2pab

l2G
Cos�2 mpx

a

	 

Cos�2 npy

b

	 

ð38Þ

It should be mentioned that Eq. (38) does not remain ac-
curate when the antenna is located close to the tunnel
wall. Figure 5 shows the measured natural propagation
together with the calculated one from the imperfect wave-
guide model. The measurement was made at 900 MHz in a
tunnel of 4 m wide and 3.5 m high. As shown, the imper-
fect waveguide model predicts the general trend of the
strength of the radio signal.

It is thus, in principle, easy to design radio systems for
unobstructed straight tunnels. A safety margin should be
included to account for standing waves. These cannot be
avoided in practice: they are because of the existence of
several modes traveling with different phase velocities [1].
It is far more difficult to predict the undesirable mode
conversion caused by discontinuities such as bends, cor-
ners, and vehicles in tunnels and changes in cross sec-
tions. It is found that they increase the propagation loss of
waveguide modes. The calculation of this additional prop-
agation loss is extremely difficult by the imperfect wave-
guide theory.

1.2. Geometrical Optical Model

The problem of the natural propagation of radiowaves at
UHF or above can also be solved with the geometrical op-
tics. The geometrical optical model has been developed by
Mahmoud and Wait for a straight empty rectangular tun-
nel [7]. Hwang et al. and Zhang et al. extended the geo-
metrical optical approach to branched tunnels [8,9] and
Didasculou et al. to arbitrarily shaped tunnels [10]. Chen
and Jeng considered the effects of traffic vehicles in tun-
nels [11] and Pallares et al. the transition from land prop-
agation to tunnel propagation [12]. By assuming that the
radiowaves are locally plane waves, the Fresnel reflection
coefficients of vertically and horizontally polarized plane
waves incident on the tunnel walls can be used. Thus, the
natural propagation is achieved via a direct ray and many
reflected rays caused by the tunnel walls. The tunnel wall
reflection points of the rays can be easily determined by
adopting the image principle of geometrical optics. As the
contribution of a reflected ray to the propagation
is weighted by its reflection coefficient, it will become
weaker as the reflected ray undergoes multiple reflections.
In other words, only those images in the vicinity of the
tunnel walls are significant for the propagation in the far-
field region. The fields are obtainable from any two suit-
able scalar potentials. Based on the problem to be solved,
we choose Pe

x;P
e
y as two scalar functions, where Pe

x and Pe
y

are x and y components of Hertz electric vectors, respec-
tively [7]. They are given by

Pe
xðx; y; zÞ

Pe
yðx; y; zÞ

2

64

3

75

¼
1

4pjoe0

� �X

l

.
X

i

expð�jK0rliÞ

rli

� �
½Mli�

Sx

Sy

2
4

3
5

ð39Þ

where Sx and Sy are the horizontal and vertical dipole
moments of the source located at (xs, ys, 0), l and i are in-
tegers representing the multiple images of the source in
any arbitrary manner, and Mli is the product of the re-
flection coefficients of the images taking into account the
coupling between the horizontally and vertically polarized
rays. Equation (39) is an exact equation provided that the
geometrical ray approximation is valid.

rli¼ z2þ ðx� xlÞ
2
þ ðy� yiÞ

2
 �1=2

ð40Þ

(xl, yi) are the coordinates of the l - i image, where

xl¼ 2ma� x0; m¼ �1 to1 ð41Þ

yi¼ 2nb� y0; m¼ �1 to1 ð42Þ

and [Mli] is the product of all the reflection coefficient ma-
trices involved in producing the l - i image. If only the field
components of major polarization are of interest, the cou-
pling between the horizontally and vertically polarized
rays can be neglected, as a result, Equation (39) is
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Figure 5. Measured natural propagation together with the cal-
culated from the imperfect waveguide model.
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approximated as

Pe
xðx; y; zÞ

Pe
yðx; y; zÞ

2
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3
75ffi
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4pjoe0
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2
4

3
5

ð43Þ

where RH and RV are the Fresnel reflection coefficients for
horizontal and vertical polarizations, respectively, nl and
ni are the numbers of reflection on the vertical and hor-
izontal tunnel walls, respectively, involved in forming the
(l - i) image of the antenna. The respective horizontal and
vertical electric field components are then obtained by

Exðx; y; zÞ¼ K2
0 þ

@2

@x2

� �
Pe

xþ
@2Pe

y

@x@y
ð44Þ

Eyðx; y; zÞ¼ K2
0 þ

@2

@x2

� �
Pe

yþ
@2Pe

x

@x@y
ð45Þ

Modern radio systems measure the strength of radio sig-
nals in power. Knowing that the antenna radiates Pt pow-
er in the tunnel space, the dipole moments of the antenna
are given by

Sx
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ŷy

2

4

3

5

ð46Þ

where L is the length of the antenna. For half-wavelength
dipoles used as both the distributed and received anten-
nas, the received power for horizontal and vertical polar-
ization can be expressed as

PrHðx; y; zÞ
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ð47Þ

If directional antennas are used, antenna gain must be
taken into consideration. Generally, the geometrical opti-
cal approach will give the propagation attenuation con-
stant in a numerical form. Figure 6 shows the measured
natural propagation together with the calculated one from
the geometrical optical model. The measurement was
made at 900 MHz in a tunnel of 9 m wide and 5 m high.
As shown, the geometrical optical model predicts not only

the general trend but also the rapid variation of the
strength of the radio signal.

1.3. Statistical Model

Natural propagation of multiple waveguide modes in un-
derground structures produces the random signal fluctu-
ations [13]. The signal fluctuations can be decomposed
into the slow fading engendered by the global mode vari-
ations and the fast fading caused by the interference of
local modes. The slow fading in many propagation envi-
ronments has been found to follow theoretical lognormal
distribution. The lognormal probability density on dB
terms is given in function of the mean Z and of the stan-
dard deviation d as

PðrÞ¼
1

d
ffiffiffiffiffiffi
2p
p exp �

ðr� ZÞ2

2d2

 !
ð48Þ

The fast fading has been found to follow Rician or
Rayleigh. The Rice probability density on dB terms is giv-
en by

PðrÞ¼
1

8:68a2
exp

r

4:34
�
ðd2þ expðr=4:34ÞÞ

2a2

� �

� I0
d

a2
exp

r

4:34

	 
� � ð49Þ

where I0(x) is a modified Bessel function of order zero and
d is the fundamental mode signal. This fundamental mode
signal can decrease the standard deviation of the received
signal envelope if it increases relative to higher order
mode signals. When d¼0, Equation (49) becomes the
Rayleigh probability density. The mean of the Rice
probability density is expressed as

Z¼ expð�yÞa

ffiffiffi
p
2

r
½ð1þ 2yÞI0ðyÞþ 2yI1ðyÞ� ð50Þ
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Figure 6. Measured natural propagation together with the cal-
culated from the geometrical optical model.
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where I1ðyÞ is a modified Bessel function of order 1 and
y¼d2=4a2. The standard deviation is expressed as

d¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2þ 2a2 � 1

p
ð51Þ

In Equations (50) and (51), Z and d are known after we
have statistically analyzed the experimental data files.
Hence, simultaneous solution to Equations (50) and (51)
will find the parameters a and d of the theoretical Rice
probability density. The impact of conversion of higher or-
der modes to the fundamental mode signal can be de-
scribed by the ratio of the fundamental mode signal to
higher order mode signals as

K ¼ 10 logðd2=2d2
Þ ð52Þ

In addition, another key parameter to describe the slow
fading is power loss that generally is represented by zn. z
is the separation between the transmit and receive anten-
nas, and n is the loss exponent to be determined experi-
mentally. The analysis of natural propagation
measurements shows no2 for line-of-sight paths and
n42 for non-line-of-sight paths in underground struc-
tures.

The slow fading statistics deals with the remaining
slow variation after removal of the power distance depen-
dence. It is a useful indicator of estimate of the coverage
and cochannel interference. Many radio propagation en-
vironments predicted that the slow fading would follow
the lognormal probability distribution as expressed in
Equation (48). However, our measurements conducted in
various underground structures show a consistent devia-
tion from the lognormal probability distribution as pre-
sented in Fig. 7. The standard deviation is 4.7 dB. This
deviation becomes worse when the signal level is moved
further away from its median value. It indicates that the
fundamental mode and the higher order modes are closely
associated in an enclosed space of underground structures

and are not randomly independent as in other radio prop-
agation environments.

The fast fading statistics deals with the remaining
rapid variation after removal of the slow fading. It is use-
ful to determine the safety margin for link budget calcu-
lation. Our measurements indicate that the fast fading
occurs in all regions. However, within the short-distance
region where the receive antenna is near the transmit
antenna, the received signal consistently shows more rap-
id and deeper fluctuations. The fast fading is strongly
related to the structure dimensions and the frequency.
The fast and deep fading cover a longer distance for either
the case of larger dimensional underground structure or
higher frequency. These results can be explained as fol-
lows. In the short-distance region, there are more signif-
icant higher order modes that cause large fluctuations. In
the long-distance region, as the higher order modes be-
come less significant, only the fundamental mode, the
direct incident signal, contributes the most to the received
signal. Therefore, the fast fading diminishes as the receiv-
er is moving farther away from the transmitter. Higher
frequencies and larger dimensions will generate more sig-
nificant higher order modes. As a result, the fading region
will extend farther. Figure 8 shows that the fast fading in
the straight empty sections of a tunnel is correlated well to
Rician distribution. Figure 9 shows that the fast fading in
the curved empty sections does not closely fit Rayleigh
distribution. Further analysis also revealed that there
was some correlation between Tx-Rx separation and the
fast fading distribution in the straight empty sections of
tunnels.

2. GUIDED PROPAGATION

By guided propagation we mean that special-purpose
cables such as leaky feeders are strung in the tunnel to
guide radiowaves. Leaky feeders can be classified into
coupled and radiated types. A coupled-type coaxial leaky
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Figure 7. Cumulative distribution of natural propagation slow
fading.
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Figure 8. Cumulative distribution of natural propagation fast
fading in straight sections of a tunnel.
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feeder has either a longitudinal slot or small apertures in
the outer conductor with spacing much smaller than the
operating wavelength, whereas a radiated-type coaxial
leaky feeder has periodic apertures in the outer conductor
with spacing comparable with the operating wavelength.

2.1. Diffuse Model

A coupled-type leaky feeder is shown in Fig. 10, in which
there are small apertures situated in the leaky feeder out-
er conductor. The interval distance d between two adja-
cent apertures is much smaller than the operational
wavelength l?. For the coupled-type leaky feeder, radia-
tion depends on scattering of the local fields by nearby
random objects. To look for a detailed model of scattering
from the leakage fields of the coupled-type leaky feeder is
not promising because underground structures are so var-
ied. Instead, we can assume heuristically that each small
aperture radiates diffusely through a cylindrical surface of
some radius larger than the physical radius of the cou-
pled-type leaky feeder, but small compared with the dis-
tance to the receiver [14]. The mean power flow per unit
solid angle in a given direction from a surface element is
proportional to Cos g, where g is the angle of emission with
respect to the normal. In photometry, this assumption is
called Lambert’s cosine law, and it is satisfied approxi-
mately by many diffusely emitting surfaces. We use it here
with no further justification than analytic convenience.
The diffuse model undertakes to calculate the median
power level over a region whose dimensions are compara-
ble with a wavelength. Local fluctuations in the field am-
plitude are expected to be Rayleigh distributed, as would

result from scattering of leakage fields by nearby in-
homogeneites located randomly along the couple-type
leaky feeder.

The diffuse model follows that the power flow per unit
solid angle from a thin, Lambert’s law coupled-type leaky
feeder element is proportional to

F1ðyÞ¼SinðyÞ ð53Þ

where y is the angle between the viewing direction and the
coupled-type leaky feeder axis. The equivalent electric
field generated at distance r by a thin coupled-type leaky
feeder element is proportional to

E¼

ffiffiffiffiffiffiffiffiffiffiffi
Siny
p

r
ð54Þ

The standard coupling loss C of a leaky feeder is defined as

C¼ 10 log10ðPfeeder=PdipoleÞ ð55Þ

where Pdipole is the median power received by a half-wave
dipole moved along a path parallel to and at a distance D
from a long straight leaky feeder carrying power Pfeeder.
The distance D is conventionally 2 m. It is easy to relate
the standard coupling loss to the power radiated per unit
length of the diffuse model. Let Pdipole be the power re-
ceived by a half-wave dipole parallel to and at a distance D
from the axis of a long diffuse radiator having negligible
attenuation over distances comparable with D. Let H be
the power radiated per unit length in the polarization to
which the dipole responds (typically a diffuse source radi-
ates equal power in both polarizations). The power-trans-
mitting pattern F1ðyÞ of an element of the coupled-type
leaky feeder is given by Equation (65), and the power-
receiving pattern of the half-wave dipole is

F2ðyÞ¼
Cos2½ðp=2ÞSiny�

Sin2y
ð56Þ

The power received by the dipole is

Pdipole¼
Pl2

N1N2

Z 1

�1

F1F2

r2
dx ð57Þ

where x¼DCoty, r¼DCscy, and the normalized constants
are

N1;2¼ 2p
Z p

0
F1;2ðyÞSinydy ð58Þ

A straight calculation gives

Pdipole¼ ð8P=pDÞðl=4pÞ2 ð59Þ

Equations (55) and (59) relate the feeder power, the stan-
dard coupling loss, and the effective radiated power per
unit length. If the input power to the leaky feeder is Pinput

and the leaky feeder has a matched termination, then the
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Figure 9. Cumulative distribution of natural propagation fast
fading in curved sections of a tunnel.

Figure 10. A coupled-type leaky feeder.
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radiated power per unit length is

P¼ ðpD=8Þð4p=lÞ210�C=10expð�2azÞPinput ð60Þ

at a distance z from the feed point, where a is the atten-
uation constant in Np/m. Note that in the diffuse model,
the coupling loss depends on the orientation of the receiv-
ing dipole. If ‘‘axial’’ denotes the orientation in which the
dipole parallels to the leaky feeder axis, ‘‘radial’’ denotes
the orientation in which the dipole points directly toward
the leaky feeder axis, and ‘‘transverse’’ denotes the orien-
tation perpendicular to both of these, it turns out that

Pradial

Paxial
¼

Z 2p

0
Cos2½ðp=2ÞSiny�ðSiny=Cos2yÞdy

Z 2p

0
Cos2½ðp=2ÞCosy�ðSiny=Sin2yÞdy

¼0:456 or � 3:41 dB

ð61Þ

and

Ptransversel

Paxial
¼

Z 2p

0
Sinydy

Z 2p

0
Cos2½ðp=2ÞCosy�ðSiny=Sin2yÞdy

¼ 1:64 or 2:15 dB

ð62Þ

We shall use the axial dipole as a reference and assume
that the dependence on orientation is less than the other
uncertainties of the diffuse model.

2.2. Geometrical Optical Model

A radiated-type leaky feeder is shown in Fig. 11. It is seen
that periodic slots situated in the leaky feeder outer con-
ductor exist. The interval distance d between two adjacent
slots is comparable with the operational wavelength l.
The frequency band, where the radiated mode exists, is
given by the inequality

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1

p
Þd � l � ð

ffiffiffiffiffiffiffiffiffiffiffiffiffi
er � 1

p
Þd ð63Þ

where er is the relative permittivity of the dielectric ma-
terial inside the leaky feeder. Within this band, the radi-
ation mechanism is comparable with the radiation of an
array of magnetic dipoles oriented along the leaky feeder
axis [15]. The azimuthal component of the electric field
radiated by the leaky feeder in free space is given by

Ef¼
XN

i¼ 1

EiSinðyiÞ
expð�jK0ri � jK0

ffiffiffiffi
er
p
ði� 1ÞdÞ

ri
ð64Þ

where Ei is the field amplitude of the ith slot and ri is the
distance from the ith slot to the observation point. As for
the leaky feeder installed in an underground structure,
the electric field produced by the leaky feeder will be mod-
ified by the existence of the structure walls. The effects of
the structure walls on the electric field are calculated
according to the image principle.

2.3. Statistical Model

Guided propagation of leaky feeders in underground
structures involves the random mechanism. We have to
resort to a statistical model for measurements. Guided
propagation from a leaky feeder in underground struc-
tures can be expressed by the equation

Pr¼Pt � az� Lc � Lv � Lb � 10n log10ðDÞ ð65Þ

where Pr is the received power, Pt is the transmitted
power, z is the distance along the leaky feeder to the point
nearest the receiver, a is the attenuation constant of the
leaky feeder, Lc is the coupling loss referenced to 1 m
radial distance from the cable, Lv is the variability in cou-
pling loss, Lb is the loss factor because of blockage, D is the
distance between the cable and the receiver, and n is the
loss exponent. The aim of the measurements has been to
quantify the unknown parameters in this equation.

Typical plots of guided propagation by the coupled-type
leaky feeder 512RC8R at 2 GHz are shown in Figs. 12
and 13 for the measurements in the corridor and room of a
basement, respectively. In both cases, the received signal
levels fluctuate over the whole routes. Also, the received
signal levels are stronger in the corridor than those in the
room, which is because the received signal traveled a
shorter radial distance in the corridor, whereas the re-
ceived signal not only propagated a longer radial distance
but also underwent the wall penetration loss into the
room. For the corridor case, it is noted that the received
signal levels appear stronger along the middle route than
those along the side routes. The route-dependent differ-
ence in the received signal levels is mainly attributed to
the coupling pattern of the leaky feeder. As the slot of the

Figure 11. A radiated-type leaky feeder.
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Figure 12. Guided propagation by the coupled-type leaky feeder
512RC8R at 2 GHz in the corridor of a basement.
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leaky feeder was installed facing downward, it resulted in
the occurrence of the downward maximum coupling;
therefore, the received signal levels were observed strong-
er along the middle route. For the room case, it is evident
that a slight decrease exists in the received signal levels
along a route parallel to the axis of the leaky feeder; how-
ever, a considerable decay exists in the received signal
levels along a route radial to the axis of the leaky feeder.
The quantified parameters for Equation (65) from the
measurements are listed in Table 1.

The fading statistics are examined. Analysis of the slow
fading components of the measurements shows that they
basically fit the lognormal distribution in both directions,
parallel and radial, to the leaky feeder, which can be seen
from Fig. 14. The solid and dot curves represent the log-
normal and experimental distributions with the mean of
0.0 dB and the standard deviation of 1.8 dB for the direc-
tion parallel to the leaky feeder. The dash-dot and asterisk
curves stand for the lognormal and experimental distri-
butions with the mean of � 0.06 dB and the standard de-
viation of 2.5 dB for the direction radial to the leaky feeder.
Analysis of the fast fading components of the measure-
ments shows that they follow the Rayleigh distribution in
the direction parallel to the cable and the Rician distribu-
tion in the direction radial to the leaky feeder, which can
be seen from Fig. 15. The solid and dot curves express the
Rayleigh and experimental distributions with the mean
value of � 0.02 dB and the standard deviation of 6.0 dB for
the direction parallel to the leaky feeder. The dash-dot and
asterisk curves depict the Rician and experimental distri-
butions with a K value of 4.0 dB for the room case.

3. CONCLUSIONS

Both natural and guided propagation in underground
structures have been covered in this article. Natural prop-
agation is that of waveguide modes or multiple rays. The
fundamental mode is important for long-distance propa-
gation as it suffers the least attenuation, whereas higher
order modes are problematic as they cause fluctuation be-
cause of addition or subtraction of these modes. As the
contribution of a reflected ray to the propagation is weight-
ed by its reflection coefficient, and will become weaker as
the reflected ray undergoes multiple reflections. Thus, only
the direct ray and those rays with fewer reflections are
significant for long-distance propagation. Natural propa-
gation suffers from the disastrous additional attenuation
caused by bends, corners, and crossings, and vehicles in
underground structures. Guided propagation is that of

0
2

4
6

8

0
1

2
3

4
5

6
−100

−95

−90

−85

−80

−75

−70

−65

Room length (m)
Room width (m)

R
ec

ei
ve

d 
si

gn
al

 le
ve

l (
dB

m
)

Figure 13. Guided propagation by the coupled-type leaky feeder
512RC8R at 2 GHz in the room of a basement.

Table 1. The Parameters Obtained from the Measurement

Lc (dB) Lv (dB) Lb (dB) a (dB/100m) n

89.2 Min. –6.10 8.6 16 Min. 0.51
Max. 6.80 (brick wall) Max. 1.15
Mean �0.06 Mean 0.90
Std. 2.52 Std 0.24
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Figure 14. Cumulative distribution of guided propagation slow
fading.
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Figure 15. Cumulative distribution of guided propagation fast
fading.
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coaxial modes, and mode conversion plays an important
role. Guided propagation takes advantage of the relatively
low attenuation of the coaxial mode of the leaky feeder it-
self. Furthermore, guided propagation is not sensitive to
bends, corners, and crossings as well as to the presence of
local obstacles. As a result, guided propagation finds wide
application in underground structures to construct radio
systems.
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UNIFORM GEOMETRICAL THEORY OF
DIFFRACTION

PRABHAKAR H. PATHAK

The Ohio State University
Columbus, Ohio

1. INTRODUCTION

Keller’s geometrical theory of diffraction (GTD) [1,2] con-
stitutes a major breakthrough for solving problems of elec-
tromagnetic (EM) radiation and scattering at high
frequencies. The GTD can also be applied to solving acous-
tic and elastic wave problems; however, only the EM case
is discussed here. At high frequencies (or short wave-
lengths), the radiating/scattering object becomes large in
terms of the wavelength, and as a result, conventional
numerical solution methods, as well as convergent eigen-
function expansion-based solutions, respectively, which
are best suited for low to moderately high frequencies, be-
come highly inefficient and even intractable for treating
electrically large problems. The reason for the latter dif-
ficulties stems from the fact that such convergent expan-
sions and numerical methods are generally based on exact
formulations that must satisfy EM field conditions of self-
consistency in a global sense, i.e., over the entire radiat-
ing/scattering object at once, rather than in a highly local
sense as done in the high-frequency approximation. It is
noted that the property of localization of EM radiation,
propagation, scattering, and diffraction phenomena at
high frequencies will become more apparent later in
Section 2.

Recently, the development of fast solvers for signifi-
cantly increasing the efficiency of numerical methods in
solving large problems has met with some success. How-
ever, for truly large problems, asymptotic high-frequency
methods in general, and especially ray methods such as
the GTD and its uniform version, still remain the most
useful analysis tools. More importantly, asymptotic high-
frequency methods, and in particular the GTD, are prob-
ably the only methods that can directly provide a valuable
physical insight into the radiation and scattering mecha-
nisms. The latter property of the GTD is extremely
important not only for gaining a clear physical under-
standing of the wave radiation and scattering phenomena,
but it, in turn, is important for providing useful design
information in dealing with problems of radiation and
scattering in engineering applications. The latter physical
insight is provided by the GTD because it describes the
phenomena of wave radiation/scattering locally in terms
of rays that arrive at the observer after originating from
certain localized or critical points (or flash points) on a
radiating/scattering object. In most practical applications,
such objects can be quite complex. These GTD rays are
associated firstly with the incident, reflected and trans-
mitted rays of classic geometrical optics (GO), and sec-
ondly with an additional new class of diffracted rays that
have been introduced by Keller [1] into the GTD via a
generalization of Fermat’s principle.
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The GTD [1,3] explained, for the first time, the phe-
nomena of high-frequency diffraction systematically in
terms of rays. Prior to Keller’s GTD, which he introduced
in the 1950s, it was Thomas Young [4] who in 1802
attempted to explain light diffraction by a slit in terms
of rays that actually originated at the edges of the slit.
However, the early ideas of Young on the use of rays to
explain diffraction by a slit were eventually superseded in
1816 by Fresnel’s approach [5] in which he employed a
wave theory (or Huygen–Fresnel principle) that explained
slit diffraction more accurately. Thus, Keller’s GTD re-
vives Young’s ideas, and it provides a very systematic and
modern treatment of diffraction by including diffracted
rays that exist in addition to the rays of classic GO.

The above GTD rays may be visualized through a sim-
ple example in Fig. 1 as follows. The primary source at Q0

in Fig. 1 launches rays radially from Q0 in all directions.
Only for simplicity, this source is assumed to be a point
source; however, the ideas presented below can be directly
extended to a source of finite extent. When such a point
source radiates in the presence of an impenetrable object
as shown in Fig. 1, then the GO rays incident from Q0,
which directly impinge on the smooth part of the objects,
but which do not graze the object, are transformed into a
set of GO reflected rays. For an observer at P¼P1 or P¼
P2 in the lit region, where the source is directly visible, the
field radiated by the source arrives at P1 via the direct (or
incident) and reflected GO ray paths, respectively. The re-
flected ray at P1 is generated by an incident ray path,
which is transformed into a reflected path at an appro-
priate point of reflection QR on the lit (or directly illumi-
nated) portion of the surface. The point QR is such that the
incident and reflected ray directions at this point satisfy
Snell’s law of reflection (which is a consequence of
Fermat’s principle for reflected rays). This law of reflec-
tion simply implies that the incident ray, the reflected ray,
and the surface normal at QR all lie in the same plane,
which is usually defined as the incidence plane; further-
more, the angles that the incident and reflected rays make
with the surface normal at QR must be the same (yi

¼ yr in
Fig. 2). It is noted that the EM point source at Q0, which
launches rays radially outward from Q0, generates a

spherical wave, i.e., it generates a spherical wavefront at
a sufficient distance from Q0. The family of rays is always
perpendicular to their associated wavefront surface in an
isotropic medium, and the rays are straight lines in a
homogeneous medium, as shown in Fig. 3. The following
development is restricted to rays in a homogeneous iso-
tropic medium. The wavefront is defined as an equiphase
surface, and the phase here refers to the phase delay along
a ray path; this delay, which increases linearly with in-
crease in distance along the ray, results from the finite
speed of propagation of the wave field associated with any
ray. This wave speed, or phase velocity, is given by o/k for
a single frequency, time harmonic (or continuous wave)
field. In this development, the source and the fields are
assumed to satisfy an ejot00 time harmonic variation, where
o is 2pf with f being the wave frequency and t00 denotes the
time.

The source at Q0 excites GO incident and reflected rays
that exist only in a limited region of space surrounding the
radiating/scattering object. In particular, the incident rays
do not exist beyond the edge induced geometrical shadow
boundary, because the edge geometry serves as a screen to
block or shadow a portion of the incident GO rays. This
incident shadow boundary (ISB) is shown in Fig. 1, and it
is an extension of the incident ray past the edge at QE.
Likewise, the incident ray, which grazes a smooth part of
the object, defines a surface shadow boundary (SSB), as
also shown in Fig. 1. The SSB is formed by an extension of
the incident ray past the point of grazing incidence on the
smooth portion of the object; here, again, the smooth por-
tion of the object blocks or shadows the incident rays past
grazing. Furthermore, the reflected rays cannot exist past
the edge induced reflection shadow boundary (RSB) as at a
point P3 in Fig. 1, because a surface does not exist past the
edge to produce reflection. In the case of the reflection of
the incident ray, which grazes a smooth convex surface,
one may visualize the coalescing of ISB and RSB into a
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Figure 2. Unit vectors fixed in the incident and reflected rays.
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Figure 1. Geometrical optics (GO) incident and reflected rays
produced by an electromagnetic point source radiating in the
presence of an impenetrable structure.

Rays

Wavefront

Figure 3. Wavefront surface and associated family of rays.
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single SSB. It is clear from the above discussion that the
classic GO incident and reflected rays do not penetrate
into the shadow region; hence, the GO field vanishes com-
pletely in the geometrical shadow cast by the object illu-
minated from the source at Q0. The latter is seen clearly in
Fig. 1, where no GO rays exist at any point P4 in the
shadow region where the source at Q0 is not directly vis-
ible. This failure of the GO field in the shadow zone behind
an object, where the source and its image are not directly
visible, was overcome by Keller’s GTD [1]. In contrast to
the situation in Fig. 1, the diffracted rays of the GTD now
develop at QE and QS, as shown in Fig. 4, to reach an ob-
server at P4 in the shadow zone. The existence of these
diffracted rays can be verified via the asymptotic high-
frequency solutions to appropriate canonical problems,
which also indicate that the asymptotic solutions to prob-
lems of radiation, scattering, and diffraction exhibit highly
local properties. Moreover, such asymptotic analysis
serves to identify the so-called large parameters relevant
to various diffraction mechanisms. Asymptotic high-
frequency (HF) solutions become increasingly accurate
with increase in the size of their large parameters. Typi-
cally, a large parameter in an asymptotic HF analysis in-
volves a product of the wavenumber k and some
characteristic distance L pertaining to any diffraction
mechanism. For example, for a point source excited im-
penetrable half screen, the large parameter kL is given by
k s0s

s0 þ s sin2 b0, where b0 is the angle between the incident
ray and the edge tangent at the point of edge diffraction
QE. Also, s and s0 are the distances from QE to the observer
at P and from QE to the source at Q0, respectively. Al-
though asymptotic HF solutions become increasingly ac-
curate with increasing wave frequency, they remain
surprisingly accurate even for moderately high frequen-
cies for which the radiating/scattering object is only a few
wavelengths in extent (rather than tens or hundreds of
wavelengths in extent).

Some of the diffracted rays that develop from Keller’s
generalization of Fermat’s principle are illustrated below
in Fig. 5. The diffracted rays shown in Fig. 5(a) and 5(e)
are present in Fig. 4. In general, diffracted rays develop
whenever an incident ray field impinges on a surface

discontinuity on a radiating/scattering object, or on a dis-
continuity in surface boundary conditions, or both. Diffr-
acted rays are also initiated at grazing incidence on a
smooth convex surface.

The initial values of the diffracted field are given in
terms of a diffraction coefficient, exactly analogous to a
reflection or transmission coefficient, which provides the
initial values of the reflected and transmitted fields of
classic GO. These diffraction coefficients indicate how the
diffracted fields are launched into space surrounding a
diffracting object. As mentioned previously, the local na-
ture of the high-frequency diffraction phenomena allows
one to find the diffraction coefficients, once and for all,
from the asymptotic high-frequency solution to appropri-
ate simpler canonical problems. The latter model the local
geometrical and electrical properties in the neighborhood
of the point of diffraction as in the original problem. As
such, the GTD provides an efficient analytical high-fre-
quency solution to large complex problems for which exact
analytical solutions are not possible. Consequently, a GTD
analysis of the radiation/scattering from complex struc-
tures (e.g., aircraft, spacecraft, ships, etc.) can be devel-
oped by simulating such objects with simpler shapes that
only locally need to provide a sufficiently accurate descrip-
tion of all the dominant reflection and diffraction effects. It
is for this reason that the GTD can provide information on
ways to control the radiation/scattering as indicated pre-
viously. Although the GTD is not a rigorous method, it
generally yields the leading terms in the asymptotic high-
frequency solutions of diffraction problems.

It is noted that because GTD is a purely ray optical
method, it fails at and near the ray shadow boundaries,
i.e., the GTD fails within the so-called ‘‘transition regions’’
adjacent to ISB, RSB, and SSB. Transition regions are
those through which the high-frequency fields must
undergo a rapid change from one ray optical form to an-
other across the shadow boundaries. Typically, the GTD
field predicts an erroneous infinite field value for the diffr-
acted fields at these shadow boundaries. The failure of the
GTD at shadow boundaries can be overcome via the use of
a uniform version of the GTD, such as the UTD [6–8] or the
UAT [9–11], respectively. The uniform version basically
patches up the GTD where it fails in the shadow boundary
transition regions, because the high-frequency fields de-
part from a strictly ray optical behavior in these regions,
and it automatically recovers the purely ray optical GTD
behavior, which is valid outside these transition regions. In
particular, the UTD contains Fresnel-type functions for
describing the proper behavior within the ISB and RSB
transition regions produced by edges [6]. On the other
hand, one requires the Fock-type transition function for
describing the behavior of the fields within the SSB tran-
sition regions associated with diffraction by smooth convex
objects. For the sake of simplicity, the discussion in this
work is restricted to impenetrable or perfectly conducting
diffracting structures. Actually, only a limited amount of
work has been done to date for describing HF diffraction by
penetrable structures; the latter is a more complex prob-
lem [12,13]. Also, not much work has been done to describe
high-frequency diffraction by objects in lossy media, or in
anisotropic media, or the high-frequency diffraction by

P1

P4

P3

P2

SSB

ISB

RSB

Point source
at Q ′

QE

QS

Figure 4. Edge diffracted rays originating from the edge QE and
rays diffracted tangentially from the surface ray excited at the
point of grazing QS.
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anisotropic structures; nevertheless, some references to
such work are available in the literature [12,14].

The GTD and its uniform versions, UTD and UAT, fail
within regions of GO and diffracted ray caustics. Ray
caustics are present whenever a family of rays merge or
intersect to form a focal point, line, or surface, respectively.
In some of these cases, the solutions can be patched up by
Airy integral-type caustic transition functions [15,16], or
in other cases by the equivalent current method (ECM)
[17–24], or by methods of Physical Optics (PO) and its
modifications such as the Physical Theory of Diffraction
(PTD) [20,25,26]. The PTD may be regarded as an integral
version of the GTD; it was developed by Ufimtsev at about
the same time as Keller’s GTD. The PTD corrects PO,
whereas GTD corrects GO; likewise, PO is a part of PTD
analogous to the fact that GO is a part of the GTD. As such,
the PO/PTD requires an integration of the known asymp-
totic currents over the radiating/scattering object. There-
fore, the PO/PTD does not scale with frequency, i.e., the
number of samples for integration increases rapidly with
frequency making it more cumbersome even though it is
more robust for applications. The GTD or UTD, on the
other hand, does not require any integration on the

radiating/scattering object, and the ray paths generally
remain independent of frequency making it more efficient.
However, it may be less robust in some cases than the PO/
PTD because one needs to find the ray paths; this fact may
become somewhat complicated for arbitrary, smooth con-
vex surfaces on which rays follow the surface geodesics, or
for calculating rays associated with multiple wave inter-
actions if they are important. Progress is being made to
find such ray paths very efficiently, and work continues in
this area of GTD/UTD applications. An alternative to PTD
is the relatively more recent incremental theory of diffrac-
tion (ITD), which offers some advantages and is presented
in [24]. It is noted, however, that the PO/PTD and ITD
methods, unlike UTD, are not sufficiently developed as yet
to adequately account for diffraction around smooth convex
objects. It is noted that, in practical applications, it is the
UTD and not GTD that must be used to obtain nonsingular
and continuous fields across ray shadow boundaries. Only
for far-zone calculations, the UTD may reduce to GTD in
most cases if the illumination is uniform.

In Section 2, explicit UTD expressions are given for the
two main mechanisms of diffraction, namely for the prob-
lems of diffraction by perfectly conducting wedges and
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Figure 5. Examples of diffracted rays: (a) dif-
fraction by a curved wedge, (b) diffraction at a
discontinuity in surface impedance (Zs1 and Zs2),
(c) diffraction at a discontinuity in surface cur-
vature, (d) diffraction by a thin curved wedge,
(e) diffraction by a smooth convex surface,
(f) diffraction by a corner in a plane screen.
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smooth convex surfaces, respectively. Some other com-
monly encountered diffraction problems are also listed.
Additionally, some future research directions in the GTD/
UTD area are mentioned briefly. In Section 3, several
applications of UTD are provided to illustrate the utility
and accuracy of this method for solving electrically large
EM problems of practical interest.

Before proceeding further, to provide some expressions
for the GTD/UTD field that propagate along GTD/UTD
rays, it is useful to introduce the notation that will be used
for dealing with time harmonic (or single frequency) fields.
As EM waves exhibit polarization properties, it is essen-
tial to describe EM fields and sources as vector quantities.
The vector field or source can be denoted here, in general,
byFðr; t00Þ, where r is a vector to some observation point.
For a time harmonic field,

Fðr; t00Þ ¼Re Fðr;oÞejot00 ð1Þ

where Fðr;oÞ is a phasor field that has direction (polari-
zation) ûu, and a magnitude jFðr;oÞj ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
F .F

�
p

. The prece-
ding relations for jFj contains a scalar or dot product
between F and its complex conjugate F

�
(with asterisk

denoting the conjugate operator). In the development to
follow, the time harmonic factor ejot00 will be suppressed
and the field/source expressions will be given in the
phasor domain, i.e., in terms of the F type quantity.
Once F is known, the time-dependent field/source quanti-
tyF can be found trivially from it. The wavenumber k, in
the expression for the wave speed (o/k), is given by o

ffiffiffiffiffi
me
p

,
where m and e are the electrical permeability and permit-
tivity of the isotropic, homogeneous medium in which the
rays propagate.

2. GTD/UTD FIELDS

In this section, expressions for the UTD fields are pre-
sented in some detail for describing the diffraction by per-
fectly conducting wedges and smooth convex surfaces. As
the UTD reduces to the ray optical GTD fields outside the
shadow boundary transition regions, a separate discus-
sion of GTD fields is not given. Also, only the uniform
version of GTD corresponding to UTD is presented rather
than discussing both UTD and UAT, which is primarily
because of space limitations. A very brief discussion is also
provided for other diffraction problems. As the leading
terms in the GTD/UTD high-frequency asymptotic
approximation are in the GO fields, the present discus-
sion will begin with a description of the GO fields that are
ray optical fields.

2.1. GO Fields

The classic GO field description can be obtained in several
ways. A solution to Maxwell’s equations in terms of an
asymptotic expansion in inverse powers of the wavenum-
ber, k, referred to as the Luneberg Kline expansion, yields
the GO field as the leading term [3]. One can also evaluate
the GO field by asymptotically evaluating the radiation
integral in terms of known equivalent source distributions

(in the representation based on the equivalence theorem
or the corresponding Green’s theorem) over a wavefront
(or equiphase surface) patch. The latter asymptotic eval-
uation of the radiation integral is done via the double sta-
tionary phase method in which the large parameter is ks,
where s is the distance along the ray measured to the
observation point from a stationary point O on the wave-
front; it is noted that s is normal to the wavefront/phase-
front at O. Alternatively, the GO fields emerge from
asymptotic solutions to appropriate canonical scattering
and diffraction problems, and they again constitute the
leading terms in the resulting asymptotic expansion. It is
noted that asymptotic expansions are, in general, semi-
convergent; hence, the convergence is based on retaining
only a fixed number of terms in the expansion (usually
only a few dominant terms) and allowing the large para-
meter of the asymptotic solution to increase until the
resulting field converges to within some prescribed error
bounds. In contrast, convergent expansions are evaluated
for a fixed value of the parameter and by allowing the
number of terms to increase until the result converges to
within some prescribed error criterion; a tight control on
the error bound is possible for convergent expansions.
Nevertheless asymptotic high-frequency solutions gener-
ally remain very accurate within their domain of validity
(determined primarily by the minimum value that the
largeness parameter must assume in the asymptotic
development in which a fixed number of dominant terms
are retained). The accuracy of the asymptotic solutions
can be established by comparison with known exact solu-
tions where possible, or corresponding measured results,
respectively. In the following development, the classic GO
field expressions are obtained via simple, heuristic argu-
ments based on geometrical considerations.

In GO, the field propagates along ray paths determined
by Fermat’s principle. As energy is transported along rays
within the ray optical framework for GO fields, it follows
that power must be conserved in a narrow tube of rays,
i.e., in an astigmatic ray tube or a ray pencil as in Fig. 6.
Consider an axial (central) ray in that tube denoted by the
path OP, where P is the observation point on the ray and
O is some previous point along this ray path. Let jOPj ¼ s,
which is the distance from O to P. It is then of interest to
find the GO field at P if its field value is known at an ear-
lier point O.

In order to find the continuation of the electric field
EðOÞ at O to its value EðPÞ at P, one makes the usual
assumption that power is conserved in a ray tube, i.e.,
the power DPðOÞ crossing the surface dAo of the ray tube
at O must be the same as the power DPðPÞ crossing the
surface dA of that same tube at P. From Fig. 6, one
observes that

dAo � jðr1dc1Þðr2dc2Þj ð1aÞ

and

dA � j½ðr1þ sÞdc1� ½ðr2þ sÞdc2�j ð2Þ

where r1 and r2 are the principle of wavefront radii of
curvature at O. Consequently, the power DPðOÞ and DPðPÞ,
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which is transferred across the ray tube surfaces at O and
P, are given by jEðOÞj

2

2Zo
dAo and jEðPÞj

2

2Zo
dA, respectively, where

Zo is the wave impedance for the homogeneous isotropic
medium in which the rays propagate. Conservation of
power in a ray tube therefore requires DPðOÞ¼DPðPÞ or

jEðPÞj ¼ jEðOÞj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r1r2

ðr1þ sÞðr2þ sÞ

r����

���� ð3Þ

via Eqs. (1a) and (2). One next heuristically incorporates
the local plane wave polarization and phase into the
expression in Eq. (2) to arrive at the GO expression for
the electric field intensity at P

EðPÞ¼EðOÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r1r2

ðr1þ sÞðr2þ sÞ

r
e�jks ð4Þ

The polarization is unchanged from O to P because the
medium is homogeneous and isotropic. Rays can bend in
an inhomogeneous medium and, in that case, the polar-
ization can change from O to P. The local plane wave phase
and polarization in Eq. (4) is associated with the central
ray from O to P in Eq. (4). The GO field in Eq. (4) is re-
ferred to as an arbitrary ray optical field. The ray tube in
Fig. 6 is referred to as an astigmatic ray tube, or a qua-
dratic ray tube, because r1 and r2, the principle wavefront
radii of curvature at O, are assumed to be different in
general. If r1¼ r2¼ r, then the ray optical field becomes a
simple spherical wave. If r1¼ r2¼ r!1, then the ray
optical field is everywhere a plane wave. If r1¼ r, where r
is bounded and r2 !1, then one gets a cylindrical wave.
Thus, it can be observed that plane, cylindrical, conical,
and spherical waves are all special cases of the general GO
astigmatic wavefield in Eq. (4). The ray congruencies or
intersections at 1-2 and 3-4 for the ray pencil (or tube) in
Fig. 6 form a ray caustic corresponding to the centers of
the wavefront radii of curvatures r1 and r2. The accepted
sign convention is that the distances, r1 and r2, are
respectively positive if the ray caustics, or ray foci, at 1-2
and 3-4 occur along the ray path (in the direction ŝs) before
reaching the reference point O, as is seen to be the case in
Fig. 6; otherwise they are negative. The distance s is pos-
itive in the ray propagation direction. Also, the positive
branch of the square root is chosen in Eq. (4). Indeed, if

one crosses a caustic along a ray path, then

ffiffiffiffiffiffiffiffiffiffiffiffi
ri

riþ s

r
¼

ffiffiffiffiffiffiffiffiffiffiffiffi
ri

riþ s

r����

����e
jp2; if ri¼ � jrij and

s > �jrij; for i¼ 1 or 2

ð5Þ

It is noted that Eq. (4) becomes singular at the caustic lo-
cations 1-2 and 3-4 of Fig. 5. Hence, the GO field in Eq. (4)
is not valid at and near these caustics. As the astigmatic
ray field is locally plane with phase being tracked locally as
a plane wave along the ray path direction ŝs, the magnetic
field intensity, H, is given via the plane wave condition

H¼Z�1
o ŝs�E

along the ray, i.e., at O or P or any other point on that ray.
Note that Zo ¼ (Yo)

�1 is the plane wave impedance in the
medium.

The general GO field expression in Eq. (4) can be asso-
ciated with the incident, reflected, or transmitted GO
fields, respectively. As the discussion is restricted to im-
penetrable objects for simplicity, no transmitted waves
will be discussed explicitly. Outside the shadow boundary
transition regions, the GTD field, as postulated by Keller,
is also a ray optical field of the type in Eq. (4). Hence,

E
p
ðPÞ¼E

p
ðOÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rp

1

rp
1 þ sp

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rp

2

rp
2þ sp

s

e�jksp

ð6aÞ

with

p¼ i; r; or d ð6bÞ

to represent the incident (p¼ i), reflected (p¼ r) or diffr-
acted (p¼d) fields, respectively.

2.2. Incident GO Ray Field Expression

Incident GO ray field is given by (6a) with p¼ i in (6b),
namely

E
i
ðPÞ¼E

i
ðOÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ri

1

ri
1þ si

.
ri

2

ri
2þ si

s

e�jksi

Ui ð7Þ

in which Ui is a step function that has a value of unity
within the lit region where the incident field is directly
visible, and Ui¼ 0 in the shadow region behind an obstacle
that blocks the incident ray system (see Fig. 1).

2.3. Reflected GO Ray Field Expression

It is shown in Fig. 6 how an incident ray tube is trans-
formed into a reflected ray tube at the point of reflection
QR on a smooth, perfectly conducting surface. The incident
ray direction ŝsi and the unit normal vector to the surface
at the point of reflection QR define the plane of incidence.
From Fermat’s principle, the reflected ray (along ŝsr) must
also lie in this plane of incidence, namely, n̂n . ðŝsi� ŝsrÞ¼ 0.
Also, Fermat’s principle implies Snell’s law, which simply
states that the angles of incidence and reflection are the
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Figure 6. Astigmatic GO ray tube corresponding to Eq. (4).
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same with respect to the surface normal at QR, as in Fig. 2.
The field E

r
ðPÞ at P, which is reflected from a smooth sur-

face when an astigmatic ray field E
i
ðQRÞ is incident at any

point of reflection QR has the ray optical form

E
r
ðPÞ¼E

r
ðQRÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rr

1

rr
1þ sr

.
rr

2

rr
2þ sr

s
e�jksr

ð8Þ

The above results directly from (6a) with p¼ r as in (6b). It
is clear from Fig. 6 that the geometry of the reflected as-
tigmatic ray tube depicts QR as the reference point on that
tube, and the principle wavefront radii of curvatures rr

1

and rr
2 of reflected field are measured from this reference

at QR; the reflected ray distance sr is also measured from
QR. A reflection coefficient RðQRÞ at QR is introduced,
which indicates how much of the field incident at any
point of reflection QR is transformed into a reflected field
at that point and in the direction ŝsr of the reflected ray.
Thus, RðQRÞ is simply defined by

E
r
ðQRÞ¼E

i
ðQRÞ .RðQRÞ ð9Þ

Hence, E
r
ðPÞ in Eq. (8) becomes via Eq. (9) the following:

E
r
ðQRÞ¼E

i
ðQRÞ .RðQRÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rr

1r
r
2

ðrr
1þ srÞðrr

2þ srÞ

s
e�jksr

Ur ð10Þ

where Ur is a step function whose value is unity in the
region only where the reflected GO field exists and is zero
elsewhere. It is useful to express E

i
ðQRÞ and E

r
ðPÞ in terms

of unit vectors ðêei
jj; êe?Þ and ðêer

jj; êe?Þ that are fixed in the in-
cident and reflected rays, respectively, as shown in Fig. 2.
The set of unit vectors ðŝsi; êei

jj; êe?Þ and ðŝsr; êer
jj; êe?Þ form an

orthogonal triad, namely

êe? ¼ ŝsi� êei
jj and êe? ¼ ŝsr� êer

jj ð11Þ

The êei
jj and êer

jj are unit vectors that lie in the plane of in-
cidence [defined by ŝsi and n̂nðQRÞ]. On the other hand, êe? is
perpendicular to the plane of incidence (and hence of re-
flection). In the ray coordinates ðŝsi; êei

jj; êe?Þ and ðŝsr; êer
jj; êe?Þ,

the RðQRÞ may be expressed as

RðQRÞ ¼ êei
jjRhðQRÞêe

r
jj þ êe?RsðQRÞêe? ð12Þ

For a perfectly conducting surface, the boundary condition
that the total tangential electric field vanishes on such a
surface leads to

n̂nðQRÞ� ½E
i
ðQRÞþE

r
ðQRÞ� ¼ 0 ð13Þ

It follows for a perfect electric conductor (PEC) that Rh

and Rs in Eq. (12) are given by

Rs
h
¼ � 1 ð14Þ

For a nonperfectly conducting surface with radii of curva-
ture large in terms of the wavelength, the Rh and Rs can

be found from the canonical problem of electromagnetic
plane wave reflection from a plane surface with the same
local electrical properties as those of the original surface
at QR. The original surface at QR is assumed to be ‘‘locally’’
flat for the purpose of calculating R from an appropriate
canonical problem. The incident astigmatic GO ray field at
QR is also assumed to satisfy ‘‘local’’ plane wave conditions
in this high-frequency approximation. The subscripts h
and s in Eq. (12) denote the commonly used nomenclature
assigned to the ‘‘vertical’’ and ‘‘horizontal’’ field polariza-
tions. However, the subscripts s and h actually correspond
to the acoustic soft and hard cases indicating the strong
connection between EM and acoustics for high-frequency
reflection. Clearly, R is polarization-dependent. The effect
of surface curvature at QR on the field reflected to P is
contained in rr

1 and rr
2 of Eq. (10). These rr

1;2 may be found
as discussed in [6,27]. The phase of the reflected field
along the reflected ray path QRP¼ jQRPjŝsr is contained in
e�jksr

of Eq. (10).
A convenient matrix notation for Eq. (10) is given by

Er
jjðPÞ

Er
jjðPÞ

 !
¼

Rh 0

0 Rs

 !
Ei
jjðQRÞ

Ei
jjðQRÞ

 ! ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rr

1r
r
2

ðrr
1þ srÞðrr

2þ srÞ

s
e�jksr

ð15Þ

It is noted that Eq. (10) [and Eq. (15)] fails at caustics, i.e.,
when P moves to the paraxial ray tube intersections where
ðrr

1þ srÞ¼ 0 or ðrr
2þ srÞ¼ 0 at 10-20 or 30-40, respectively, in

Fig. 7. If rr
1;2 > 0, then sr¼ � jrr

1;2j in virtual space inside
the reflecting surface. On the other hand, if the caustics rr

1

or rr
2 are in physical space, then rr

1 or rr
2 are negative, i.e.,

sr¼ � jrr
1j or sr¼ � jrr

2j, respectively, at the caustic.

Whenever a ray crosses a caustic, then
rr

1;2

rr
1;2
þ sr changes

sign, and

ffiffiffiffiffiffiffiffiffiffiffiffi
rr

1;2

rr
1;2
þ sr

r
¼

rr
1;2

rr
1;2
þ sr

���
���ejp=2 for an eþ jot time harmonic

dependence.

A uniform asymptotic solution is required to patch up
fields near caustics, see, for example [15,16,28]. Also, the

sr

P

�i
n

si

4

2

1

3

O
QR

�i
2

�i
1

�r
2

�r
13′

4′

2′ 1′

|OQR| = si

|QRP| = sr

–n • si = cos �i

n • sr = cos �i

∧

∧

∧

∧

∧

∧

Figure 7. Reflected ray tube geometry.
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simple GO ray representation fails for reflection from a
smooth surface near grazing incidence; this failure can be
overcome using the uniform GTD (or UTD) solution for the
lit zone pertaining to the problem of EM of an incident GO
ray field by a smooth PEC convex surface, as discussed
later in Section 2.4.2. It is important to note that near the
SSB (i.e., as yi

! p=2), the rr
1 and rr

2 approach the follow-
ing limiting values:

rr
2 !

rgðQRÞ cos yi

2
! 0 for yi

! p=2 ð16aÞ

rr
2 ! ri

b ð16bÞ

where rgðQRÞ is the surface radius of curvature in the
plane of incidence at QR and ri

b is the radius of curvature
of the incident wavefront in the plane tangent to the sur-
face at QR for yi

! p=2. The total GO electric field EGO at a
point PL in the lit region is the sum of the fields of the
incident and reflected rays; hence,

E
GO
ðPLÞ¼E

i
ðPLÞUiþE

i
ðQRÞ

.R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rr

1r
r
2

ðrr
1þ srÞðrr

2þ srÞ

s
e�jksr

Ur

ð17Þ

In summary, it is noted that the GO incident and
reflected fields are discontinuous across their associated
shadow boundaries such as ISB, RSB, and SSB in Figs. 1
and 4. The failure of GO to account for a proper nonzero
field within the shadow zone behind an impenetrable
obstacle can be overcome through the GTD/UTD. Never-
theless, GO generally yields the dominant contribution to
the total high-frequency fields, and it constitutes the lead-
ing term in the GTD/UTD solution.

The reflected GO field E
r
ðPLÞ for the two-dimensional

(2-D) case can be deduced directly from the 3-D case by
allowing rr

1 or rr
2 to approach infinity. Thus, one may let

rr
1 � rr and rr

2 !1 in Eq. (17) to arrive at the 2-D
reflected GO field E

r
ðPLÞ as

E
r
ðPLÞ¼E

i
ðQRÞ .R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rr

rrþ sr

r
e�jksr

Ur ð18Þ

in which the incident ray optical field E
i
ðQRÞ is now a

cylindrical wave at QR and the caustic distance rr in
Eq. (18) for the 2-D case is given by

1

rr
¼

1

si
þ

2

rgðQRÞ cos yi
ð19Þ

where yi has the same meaning as before and si is the
radius of curvature of the incident cylindrical wavefront at
QR. If the cylindrical wave is produced by a 2-D line
source, then si can be chosen to be the distance from
that line source to the point of reflection QR on the 2-D
boundary. The quantity rgðQRÞ denotes the radius of cur-
vature of the 2-D boundary at the point of reflection QR.

2.4. Diffracted Ray Fields

As mentioned previously, diffracted rays are introduced in
the GTD via a generalization of Fermat’s principle. The
initial value of the diffracted ray field is given in terms of a
diffraction coefficient. Away from the point of diffraction,
the diffracted rays behave according to the laws of GO.
The phenomenon of edge diffraction will be discussed first,
and it will be followed by a discussion on the phenomenon
of diffraction at a smooth convex surface. The latter phe-
nomenon is more complicated to describe mathematically
than edge diffraction.

2.4.1. Edge Diffraction. When a ray is incident on an
edge in an otherwise smooth surface, it produces diffracted
rays that lie on a cone about the tangent to the edge at the
point of diffraction such that the angle b0 between the
incident ray and the edge tangent equals the half angle of
the diffracted ray cone, as shown in Fig. 5(a). This cone of
diffracted rays is referred to as the ‘‘Keller cone,’’ and it
results from the generalization of Fermat’s principle to
describe rays diffracted by an edge.

Let an arbitrarily plane polarized astigmatic ray opti-
cal field be incident on a perfectly conducting curved
wedge, as shown in Fig. 8. The point O, and the edge tan-
gent at the point of diffraction QE, define a plane; then ri

e is
the radius of curvature of the incident astigmatic wave-
front in that plane. The resultant total HF electric field
EðPÞ at any point P exterior to the wedge is given by

EðPÞ  E
GO
ðPÞþE

d
ðPÞ ð20Þ

where the symbol B denotes ‘‘asymptotically equals to.’’

As before, the GO field component E
GO
ðPÞ is given as

E
GO
ðPÞ¼E

i
ðPÞUiþE

r
ðPÞUr ð21Þ

�0
′

O

QE

(�0′ =�0)

P0

Sd

P

�d
2

�d
1

�d

Sd

�0

�i
e

∧

Figure 8. Edge-diffracted ray tube.
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The domains of existence of the incident and reflected ray
fields E

i
ðPÞ and E

r
ðPÞ are indicated by the step functions

Ui and Ur, respectively, which are defined for a wedge as

Ui¼
1; if 0ofopþf0

0; if pþf0ofonp

(
ð22Þ

and

Ur¼
1; if 0ofop�f0

0; if p�f0ofonp

(
ð23Þ

The wedge faces make the angles 0 and np, respectively, so
that the wedge angle is ð2� nÞp, as in Fig. 9(b). The
azimuthal angles f and f0 are made by the projections

of the directions of incidence and observation on a plane
perpendicular to the edge at the point of diffraction QE.
These angles are measured from a plane tangent to the ‘‘0’’
face of the wedge at QE, as shown in Fig. 9(b).

The expressions for the GO incident and reflected fields
have been discussed previously. The diffracted field E

d
ex-

ists exterior to the wedge (i.e., for 0ofonp). From (6a)
and (6b), one may write the general field expression for the
ray diffracted in the direction ŝsd from QE as

E
d
ðPÞ  E

d
ðPoÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rd

1r
d
2

ðrd
1 þ sd

o Þðr
d
2 þ sd

o Þ

s

e�jksd
o ð24Þ

The diffracted ray tube corresponding to Eq. (24) is shown
in Fig. 8. The superscript ‘‘d’’ on rd

1;2 and sd
o denotes that

these quantities are associated with the diffracted ray field
component. In order to relate E

d
ðPÞ to the incident field at

the point of edge diffraction QE, one moves the reference
P0 in Fig. 8 to the point of edge diffraction QE by letting
rd

1 ! 0, so that

E
d
ðPÞ¼ lim

rd
1
!0
½

ffiffiffiffiffi
rd

1

q
E

d
ðPoÞ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rd

2

ðrd
1 þ sd

o Þðr
d
2 þ sd

o Þ

s

e�jksd
o ð25Þ

As E
d
ðPÞ is independent of the reference point Po, the

above limit exists, and it is defined as

lim
rd

1
!0

ffiffiffiffiffi
rd

1

q
E

d
ðPoÞ � E

i
ðQEÞ .D

k

e ð26Þ

where D
k

e ¼D
k

e ðf;f
0; b0; kÞ is Keller’s ‘‘dyadic edge diffrac-

tion coefficient’’ at QE, which indicates how the energy is
distributed in the diffracted field as a function of the an-

gles f, f0, and b0; D
k

e also depends on n and the wave-
number k. From Eqs. (25) and (26), it is clear that

E
d
ðPÞ  E

i
ðQEÞ .D

k

e ðf;f
0; b0; kÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
re

sdðreþ sdÞ

r
e�jksd

ð27Þ

where limrd
1
!0 rd

2 � re (edge diffracted ray caustic dis-
tance), and likewise limrd

1
!0 sd

o � sd, as shown in Fig. 8.
E

d
ðPÞ is polarized transverse to the diffracted ray direction

ŝsd because the field E
d
ðPÞ is ray optical; hence, the asso-

ciated magnetic field can be expressed via local plane wave
conditions at P as

H
d
ðPÞ  Y0ŝsd�E

d
ðPÞ ð28Þ

If the incident field E
i
ðQEÞ exhibits a rapid spatial varia-

tion at the point of edge diffraction QE, then an additional
term referred to as a slope diffracted field must be added to
Eq. (27) to describe the diffraction effects accurately; how-
ever, that slope diffracted field will not be described here.
An expression for finding the diffracted ray caustic dis-
tance re is given later in Eq. (47).

It is convenient to express the dyadic edge diffraction

coefficient D
k

e in terms of unit vectors fixed in the incident
and diffracted ray as follows. Let ŝsi and êe define an edge

�0
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E�′

E�′

E�0

QE

QE

e
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�
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Figure 9. Edge fixed planes of incidence and diffraction.
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fixed plane of incidence where êe is the edge tangent at QE.
Likewise, let ŝsd and êe define the edge fixed plane of dif-
fraction. The law of diffraction that defines the Keller cone
is ŝsi . êe¼ ŝsd . êe. Thus, b00¼ b0. Let b̂b00 and b̂b0 be parallel to the
edge fixed planes of incidence and diffraction, respectively,
as in Fig. 9(a), and let

b̂b00¼ ŝsi� f̂f0 b̂b0¼ ŝsd� f̂f ð29Þ

Here, f̂f and f̂f0 point in the direction of increasing f and f0

angles, respectively. The incident field E
i
ðQEÞ can be ex-

pressed in terms of the triad of unit vectors ðŝsi; b̂b00; f̂f
0
Þ fixed

in the incident ray; likewise, the edge diffracted field E
d
ðPÞ

can be expressed in terms of ðŝsd; b̂b0; f̂fÞ fixed in the diffr-
acted ray. Then in the ray coordinates, one writes

E
i
ðQEÞ¼ b̂b00Ei

b00
þ f̂f0Ei

f0 ð30Þ

and

E
d
ðPÞ¼ b̂b0Ed

b0
þ f̂fEd

f ð31Þ

One can relate E
d

to E
i
through the previously introduced

dyadic diffraction coefficient D
k

e in Eq. (26), where

D
k

e ¼ � b̂b00b̂b0Dk
es � f̂f0f̂fDk

eh ð32Þ

The scalar components of the dyadic diffraction coefficient,
namely, Dk

es and Dk
eh, can be found from the asymptotic

solutions of appropriate canonical wedge diffraction prob-
lems; they are given by

Dk
es
eh
ðf;f0; b0Þ¼

�e�jp4 sin
p
n

n
ffiffiffiffiffiffiffiffi
2pk
p

sin b0

1

cos
p
n
� cos

f� f0

n

� �

2

664

�
1

cos
p
n
� cos

fþf0

n

� �

3
775

ð33Þ

The subscripts s and h in Eqs. (32) and (33) refer again to
acoustic soft and hard boundary conditions indicating the
intimate connection between EM and acoustics for ex-
plaining high-frequency diffraction. It is clear that the
Keller edge diffraction coefficient in Eq. (33) becomes sin-
gular at the incident shadow boundary (ISB) and the re-
flection shadow boundary (RSB), which occur when
f¼ pþf0 and f¼ p� f0, respectively. Thus, the result in
Eq. (27) together with Eqs. (32) and (33) is not valid at and
near the GO incident and reflection shadow boundaries.
This deficiency of GTD can be overcome via the use of
uniform geometrical theory of diffraction (UTD). Accord-
ing to the UTD [6,8], the total HF field exterior to the
wedge is still given by Eq. (27) as in Keller’s original GTD;
however, the E

d
in Eqs. (27), (32), and (33) is modified such

that D
k

e of Eq. (32) is now replaced by the UTD edge

diffraction coefficient De, so that

E
d
ðPÞ¼E

i
ðQEÞ .Deðf;f

0; b0; kÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
re

sdðreþ sdÞ

r
e�jksd

ð34Þ

The De in Eq. (34) can also be expressed as

De¼ � b̂b00b̂b0Des � f̂f0f̂fDeh ð35Þ

In matrix notation, Eq. (34) becomes

Ed
b0

Ed
f

2

4

3

5¼
�Des 0

0 �Deh

" #
Ei

b00

Ei
f0

2

4

3

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

re

sdðreþ sdÞ

r
e�jksd

ð36Þ

in which the Des and Deh are [6,8]

Des
eh
ðf;f0; b0Þ¼

�e�jp4

2n
ffiffiffiffiffiffiffiffi
2pk
p

sin b0

cot
pþ ðf� f0Þ

2n

� ��

.F½kLiaþ ðf� f0Þ� þ cot
p� ðf� f0Þ

2n

� �

.F½kLia�ðf� f0Þ� � cot
pþ ðfþf0Þ

2n

� ��

.F½kLrnaþ ðfþf0Þ� þ cot
p� ðfþf0Þ

2n

� �

.F½kLroa�ðfþf0Þ�� ð37Þ

where the asymptotic large parameter kL (with the super-
scripts i, rn, ro, on L omitted for convenience) is required to
be sufficiently large (generally greater than 3) and

a�ðbÞ¼ 2 cos2 2npN� � b
2n

� �
ð38Þ

The N� are the integers that most nearly satisfy the equa-
tion

2pnN� � b¼ � p ð39Þ

with

b¼f� f0 ð40Þ

Note that n¼ 2 for a half plane or a semiinfinite curved
screen. Also, n¼ 3/2 for an exterior right angled wedge, etc.
For a point source (or spherical wave) type illumination,
the distance parameter Li is

Li¼
sisd

siþ sd
sin2 b0 ð41Þ

in which si and sd are the distances from the point of edge
diffraction at QE to the source and observation points,
respectively. Only for a straight wedge with planar faces
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that is illuminated by a point source does

Lro¼Lrn¼Li¼
sisd

siþ sd
sin2 b0 ð42Þ

as in Eq. (41). For a general astigmatic ray optical illumi-
nation that is characterized by two distinct principal wave-
front radii of curvature, ri

1 and ri
2, the above Li must be

modified as shown below in the general expressions for Lr0

and Lrn pertaining to a curved wedge; thus,

Li¼
sdðri

eþ sdÞri
1r

i
2 sin2 b0

ri
eðr

i
1þ sdÞðri

2þ sdÞ

" #

at ISB

ð43Þ

Lr¼
sdðrr

eþ sdÞrr
1r

r
2 sin2 b0

rr
eðr

r
1þ sdÞðrr

2þ sdÞ

" #

at RSB

ð44Þ

Here, Lr0 and Lrn are the values of Lr associated with the
‘‘0’’ and ‘‘n’’ faces of the wedge, respectively. Furthermore,
rr

e is given by

1

rr
e

¼
1

ri
e

�
2ðn̂n . n̂neÞðŝs

i . n̂nÞ

a sin2 b0

ð45Þ

Also, re is given by

1

re

¼
1

ri
e

�
n̂ne . ðŝs

i � ŝsdÞ

a sin2 b0

ð46Þ

The unit vector n̂n is defined in Fig. 9(b), whereas n̂ne is a
unit vector normal to the edge that is directed away from
the center of edge curvature at QE. The radius of edge
curvature is denoted locally by ‘‘a’’ in Eqs. (45) and (46). ri

e

is the radius of curvature of the incident wavefront at QE

that lies in the edge fixed plane of incidence. In the far
zone, when sd

bri
1;2, sd

brr
1;2, and sd

bre, then the Li and Lr

in Eqs. (43) and (44) simplify to L � r1r2 sin2 b0

re
, in which the

superscripts on L, r1, and r2 are omitted for convenience.
It is noted that Li and Lr in Eqs. (43) and (44) are calcu-
lated on the appropriate shadow boundaries. The transi-
tion function, F, which appears in Eq. (37), contains a

Fresnel integral; it is defined by

FðxÞ¼2j
ffiffiffi
x
p

ejx

Z 1
ffiffi
x
p

dt e�jt2

ð47Þ

A plot of the above UTD transition function F(x) is illus-
trated in Fig. 10. In Eq. (47),

ffiffiffi
x
p
¼ j

ffiffiffi
x
p
j if x40 and

ffiffiffi
x
p
¼ �

jj
ffiffiffi
x
p
j if xo0. If xo0, then FðxÞjxo0¼F�ðjxjÞ, where * de-

notes the complex conjugate. Exterior to the ISB
RSB

� �
transi-

tion regions, x becomes large and FðxÞ ! 1, so that the
uniform Des

eh
in Eq. (37) then reduces to Keller’s form as it

should; namely,

De ! D
k

e outside the transition region ð48Þ

Near the (ISB and RSB) boundaries, the small argument
approximation for F(x) may be employed (because x¼ 0 on
ISB and RSB); namely,

FðxÞ !
x!0

ffiffiffiffiffiffi
px
p

ejðp4þ xÞ ð49Þ

Using the above limit into Eq. (37) yields the following re-
sult for the diffracted field E

d
at ISB or RSB:

E
d
jISB;RSB¼ �

1

2
E

i;r
þ

continuos

higher order

terms

0

BBBBB@

1

CCCCCA

2

666664

3

777775
;

if

on lit side of ISB; RSB

on shadow side of ISB; RSB

8
<

:

9
=

;

ð50Þ

The result in Eq. (50) ensures the continuity of the total
HF field in Eq. (20) across ISB and RSB. The field contri-
bution developing from the edge excited ‘‘surface diffracted
rays’’ is not included in Eq. (37); it may be important for
observation points close to the surface shadow boundaries
(SSB) associated with the tangent to the ‘‘0’’ and ‘‘n’’ faces
of a curved wedge at QE if the ‘‘0’’ and ‘‘n’’ faces are convex
boundaries. The result in Eqs. (34) and (36) along with
Eq. (37) is valid away from any diffracted ray caustics and
away from the edge caustic at QE.

For grazing angles of incidence on a perfectly conducting
wedge with planar faces, Des¼ 0, and Deh must be replaced
by Deh/2. The reason for the one-half factor in the latter case
is explained as follows. The incident and reflected GO fields
tend to combine into a single ‘‘total incident field’’ as one
approaches grazing angles of incidence; consequently, only
half of this ‘‘total field’’ is the incident field. The illumina-
tion at grazing angles of incidence at an edge in a curved
surface cannot be handled as easily as the case of a wedge
with planar faces. Presently, one can only treat angles of

incidence that are greater than 2
krgðQEÞ

h i1=3
, where rgðQEÞ

is the radius of curvature of the surface in the direction of
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Figure 10. Plot of F(s) versus s.
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the incident ray at the point of edge diffraction QE. Under
the above restrictions, the result in Eq. (37) for Des

eh
simpli-

fies in the case of a plane or curved screen (n¼ 2 case) to

Des
eh
ðf;f0; b0Þ¼

�e�jp4

2
ffiffiffiffiffiffiffiffi
2pk
p

sin b0

sec
f� f0

2

� �
F½kLiaðf� f0Þ�

�

� sec
fþf0

2

� �
F½kLraðfþf0Þ�

�
ð51Þ

where aðbÞ¼ 2 cos2ðb=2Þ and Li;r are as in Eqs. (43) and
(44) with the understanding that Lr is evaluated at the
RSB corresponding to the face that is illuminated; hence
the superscripts ‘‘o’’ and ‘‘n’’ in Lr are dropped for this
n¼ 2 case.

The UTD edge diffracted field E
d
ðPÞ for the 2-D situa-

tion can be obtained from Eq. (34) by allowing re to
approach infinity and by requiring b0¼ p=2; thus, for the
2-D case,

E
d
ðPÞ¼E

i
ðQEÞ �Deðf;f

0; p=2; kÞ
e�jksd

ffiffiffiffiffi
sd
p ð52Þ

The De in Eq. (52) for the 2-D case is available from Eqs.
(36) and (51) with b0¼ p=2 (or sinb0¼ 1). Also, Li for the
2-D case is given by Eq. (44) with b0¼ p=2; in particular,

Li¼
sisd

siþ sd
ð53Þ

Likewise, Lr is obtained from Eq. (44) with b0¼p=2,
rr

1 !1, rr
2 � rr [as in Eq. (19)], and rr

e !1; therefore,
in the 2-D case,

Lr¼
rrsd

rrþ sd
ð54Þ

Note that rr in Eq. (54) is the same as the one in Eq. (19),
as indicated above; however, rr is, in general, different for
the ‘‘o’’ and ‘‘n’’ faces of the wedge, with Lro and Lrn denot-
ing the values of Lr for these two different faces. Although
the expression for Lr in Eq. (44) is fixed to its value on the
RSB for convenience, the one in Eq. (54) can be evaluated
as a function of the observation point with almost the same
ease as if one had approximated the value of Lr by its value
at the RSB. The values of Li and Lr for the 3-D case involve
various caustic distances, as is evident from Eqs. (43)
and (44). These distances are generally slowly varying
within the ISB and RSB transition regions, and it is there-
fore convenient to approximate Li and Lr throughout the
transition regions by their values fixed at the ISB and
RSB, as done in Eqs. (43) and (44). Outside the respective
transition regions, the F functions containing Li and Lr

approach unity and are thus unaffected by the above
approximation.

It is noted that the comment below Eq. (50) in regard to
grazing incidence is also valid for the 2-D case. It is impor-

tant to note that the difference between De and D
k

e is that
the former is range dependent whereas the latter is not. As a

result, Eq. (37) is not strictly ray optical within the ISB and

RSB transition regions; exterior to these regions, De ! D
k

e ,
as indicated before. Figure 11 illustrates the diffraction of a
plane wave by a perfectly conducting half-plane. It is noted
that the geometrical optics field is discontinuous; however,
the UTD diffracted field compensates the GO discontinuity
to yield a total UTD field that is continuous.

2.4.2. Diffraction at a Smooth Convex Surface. The
geometry associated with the problem of the diffraction by
a smooth convex surface is shown in Fig. 12 (and also
Fig. 1(e)). The total high-frequency field EðPÞ for the
situation in Fig. 12 can be expressed as [8,29,30]

EðPÞ¼

E
i
ðPLÞUþE

r
ðPLÞUþE

d
ðPLÞ;

if P¼PL in the lit zone

E
d
ðPSÞ½1�U�;

if P¼PS in the shadow zone

8
>>>>>>>>><

>>>>>>>>>:

ð55Þ
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The incident and reflected fields, E
i
and E

r
, are associated

with the incident (direct) and reflected GO rays shown in
Fig. 12. The step function U in Eq. (55) is defined below
with respect to the surface shadow boundary (SSB) as

U¼

1; in the lit region which lies above

the SSB where source is visible

0; in the shadow region which lies

below the SSB where source is invisible

8
>>>>>>>><

>>>>>>>>:

ð56Þ

The surface diffracted field E
d
ðPSÞ follows the surface

diffracted ray path into the shadow region, as in Figure
12; whereas, the field E

d
ðPLÞ, which is diffracted into the

lit region, follows the reflected ray path (of E
r
) in this so-

lution. Therefore, it is convenient here to combine the GO
reflected field E

r
ðPLÞU and the diffracted field E

d
ðPLÞ into

a single ‘‘generalized reflected field,’’ E grðPLÞU in the lit
region, so that Eq. (55) becomes

EðPÞ¼

E
i
ðPLÞUþE

gr
ðPLÞU;

if P¼PL in the lit zone

E
d
ðPSÞ½1�U�;

if P¼PS in the shadow zone

8
>>>>>>>>><

>>>>>>>>>:

ð57Þ

The fields E
gr
ðPLÞ and E

d
ðPsÞ are given symbolically by

E
gr
ðPLÞ E

i
ðQRÞ½

~RRsêe?êe? þ ~RRhêei
jjêe

r
jj�

.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rr

1r
r
2

ðrr
1þ srÞðrr

2þ srÞ

s
e�jksr

ð58Þ

E
d
ðPSÞ E

i
ðQ1Þ½

~DDsb̂b1b̂b2þ
~DDhn̂n1n̂n2�

.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rS

sdðrSþ sdÞ

r
e�jksd

ð59Þ

where the points QR and Q1 and the distances sr and sd

are indicated in Fig. 12. The surface diffracted ray caustic
distance rS is shown in Fig. 13. The quantities within

brackets involving ~RRs
h

and ~DDs
h

in Eqs. (58) and (59) may be

viewed as the generalized dyadic coefficients for surface

reflection and diffraction, respectively. The subscripts s
and h in Eq. (59) once again denote the acoustic soft and
hard contributions to diffraction, respectively, as in Eqs.
(34) and (37). It is noted that Eqs. (58) and (59) are ex-
pressed invariantly in terms of the unit vectors fixed in
the reflected and surface diffracted ray coordinates. The

unit vectors êei
jj, êer

jj, and êe? in Eq. (58) have been defined

earlier in connection with the reflected field. It can be
shown that cross terms actually exist in the above gener-
alized dyadic reflection coefficient; but, in general, their
effect is seen to be weak within the SSB transition region.
Also, these cross terms vanish in the deep lit region and on
the SSB, hence, they have been ignored in Eq. (58).

At Q1, let t̂t1 be the unit vector in the direction of inci-
dence, n̂n1 be the unit outward normal vector to the surface,

and b̂b1¼ t̂t1� n̂n1; likewise, at Q2, let a similar set of unit

vectors (t̂t2; n̂n2; b̂b2) be defined with t̂t2 in the direction of the
diffracted ray as in Fig. 14. In the case of surface rays with

zero torsion, b̂b1¼ b̂b2. It is clear from Fig. 13 that rS in
Eq. (59) is the wavefront radius of curvature of the surface

diffracted ray evaluated in the b̂b2 direction at Q2. First, the

UTD expressions for ~RRs
h

and ~DDs
h

in Eqs. (58) and (59) will

be given below; it will be shown that these expressions are
valid within the transition region adjacent to the SSB.
Subsequently, it will be shown how these expressions au-
tomatically simplify outside the SSB transition region to
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reduce to those obtained by Keller in his GTD represen-
tation. The Rs

h
and Ds

h
in Eqs. (58) and (59) are

~RRs
h
¼ �

ffiffiffiffiffiffiffi
�4

xL

s
e�jðxL

Þ
3=12 e�jp=4

2
ffiffiffi
p
p

xL
½1� FðxLÞ�þ ~PPs

h
ðxL
Þ

" #" #

for the lit region

ð60Þ

and

~DDs
h
¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðQ1ÞmðQ2Þ

p ffiffiffi
2

k

r
e�jp=4

2
ffiffiffi
p
p

x
½1� FðxdÞ� þ ~PPs

h
ðxÞ

" #

.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dZðQ1Þ

dZðQ2Þ

s

e�jkt for the shadow region

ð61Þ

The function F appearing above has been defined earlier in
Eq. (47). The Fock-type surface reflection function ~PPs

h
is

related to the ð soft
hardÞ Pekeris function ðp�q�Þ by

~PPs
h
ðdÞ ¼

p�ðdÞ

q�ðdÞ

8
<

:

9
=

;e�jp4 �
e�jp4

2
ffiffiffi
p
p

d

ðNote that d¼ 0 at SSBÞ

ð62Þ

where p* and q* are finite and well behaved even when
d¼0; these universal functions are plotted in Figs 15
and 16. Also,

~PPs
h
ðdÞ¼

e�jp4
ffiffiffi
p
p

Z 1

�1

dt
~QQVðtÞ
~QQW2ðtÞ

e�jdt

~QQ¼

1; soft case ðhÞ

@

@t
; hard case ðvÞ

8
<

:

9
=

;

ð63Þ

in which the Fock-type Airy functions are

2jVðtÞ¼W1ðtÞ �W2ðtÞ;

W1ðtÞ¼
1ffiffiffi
p
p

Z 1

1e�j2p=3
ett�t3=3dt

ð64Þ

W2ðtÞ¼
1ffiffiffi
p
p

Z 1

1ej2p=3
ett�t3=3dt ð65Þ

The rest of the quantities occurring in Eqs. (60) and (61)
are

xL
¼ � 2mðQRÞ cos yi; x¼

Z Q2

Q1

dt0
mðt0Þ

rgðt
0Þ
;

mð�Þ¼
krgð�Þ

2

� �1=3
ð66Þ

t¼

Z Q2

Q1

dt0; XL¼ 2kL cos2 yi; Xd¼
kLx2

2mðQ1ÞmðQ2Þ
ð67Þ

The quantity rgðQRÞ in mðQRÞ denotes the surface radius
of curvature at QR in the plane of incidence; whereas,
rgðQ1;2Þ is the surface radius of curvature at Q1;2 in the t̂t1;2

direction. The dt0 in Eqs. (66) and (67) is an incremental
arc length along the surface ray path that must be a sur-
face geodesic in accordance with Keller’s generalization of
Fermat’s principle for diffracted rays. The angle of inci-
dence yi is shown in Fig. 12. Also, the dZðQ1Þ and dZðQ2Þ

in Eq. (61) denote the widths of the surface ray tube at
Q1 and Q2, respectively; the surface ray tube is formed
by considering a pair of rays adjacent to the central ray,
as in Fig. 13. The geodesic surface ray paths are easy
to find on cylinders, spheres, and cones. For example,
they are helical paths on cylinders and great circles on
spheres. For arbitrary convex surfaces, the geodesic sur-
face ray paths must be found numerically. The distance
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parameter L in Eq. (67) is given by

L¼
ri

1ðQ1Þri
2ðQ1Þ

ðri
1ðQ1Þþ sÞðri

2ðQ1Þþ sÞ
.

sðri
bðQ1Þþ sÞ

ri
bðQ1Þ

ð68Þ

where

s � ðsrjSSB¼ sdjSSBÞ;

ri
bðQ1Þ¼

incident wavefront radius of curvature

in the b̂b1 direction at Q1

8
<

:

9
=

;

ð69Þ

The distance s in Eq. (69) may be obtained by projecting
sr

sd

� �
on the SSB if the observation point within the lit

shadow

� �

side of the SSB transition region does not move in a pre-
determined manner. If the observation point moves across
the SSB in a predetermined fashion, then it is clear that s

in Eq. (69) can be found unambiguously. The ri
1ðQ1Þ and

ri
2ðQ1Þ in Eq. (68) denote the principal radii of curvature of

the incident wavefront at Q1, and ri
b, which is defined in

Eq. (69), has been mentioned previously in Eq. (16b). For
the special case of point source or spherical wave illumi-
nation, the L in Eq. (67) simplifies to

L¼
s0s

s0 þ s
for spherical wave illumination ð70Þ

where

s0 � ðri
1ðQ1Þ¼ ri

2ðQ1Þ¼ ri
bðQ1ÞÞ

¼
distance from the point source to

the point of grazing incidence at Q1

� � ð71Þ

For the case of plane wave illumination, s0 ! 1, and
hence Eq. (70) simplifies to

L¼ s for plane wave illumination ð72Þ

If the incident wavefront is of the converging type
ðri

1;2o0Þ, or converging-diverging type (ri
1_0; ri

2w0;),
then the parameter L in Eq. (67) can become negative. It
has not been fully investigated how the general solution
can be completed if L becomes negative. On the other
hand, if one of the principle directions of the incident
wavefront coincides with one of the principal planes of
surface at grazing, then one can treat a converging, or
converging-diverging (saddle) type wavefront for which
Lo0 by replacing FðXL;dÞ with F�ðjXL;djÞ. Note that the
asterisk on F* denotes the complex conjugate operator.
The use of F�ðjXL;djÞ when Lo0 leads to a continuous total
field at SSB in this case.

The above UTD result is valid outside the paraxial (i.e.,
near axial) regions of quasicylindrical or elongated convex

surfaces; a different solution is required in the paraxial
region, and it has not yet been completed. It is assumed
that the source and observation points are not too close to
the surface. Also, it is assumed that any caustics of the
incident ray system are not too close to the surface. Fur-
thermore, the amplitude of the incident field is assumed to
be slowly varying at QR and Q1; otherwise, it is necessary
to add a slope diffraction contribution. The UTD solution
described above remains accurate if kL and m are suffi-
ciently large. Typically, kL should be larger than 3, al-
though, in some cases, kL can be made smaller. Also,
m should be such that 2m3 > 5 or so; however, the
results generally lose their accuracy slowly as 2m3

becomes smaller. It is noted that the angular extent of
the SSB transition region is of order m�1 radians.

A surface diffracted field of the type E
d
ðPSÞ can also be

present in the lit zone if the surface is closed; this may be

seen noting that the field of the type E
d

can propagate
around the closed surface. Also, additional contributions

to E
d
ðPSÞ can be present in the shadow zone for a closed

surface because surface diffracted rays can be initiated at
all points of grazing incidence on that closed surface; fur-
thermore, these surface rays can undergo multiple encir-
clements around a closed body. However, these additional
surface diffracted ray contributions are generally quite
weak in comparison with the E

gr
contribution within the

lit zone for surfaces that are quite large in terms of the
wavelength; hence their contribution may be neglected in
such cases.

The parameters xL, x, XL, and Xd become small as one
approaches the surface shadow boundary, SSB, from both
the lit and shadow regions. As one approaches the SSB,
the small argument limiting form of the transition func-
tion F(x), which has been introduced previously in
Eq. (49), becomes helpful for verifying the continuity of
the total high-frequency field at the SSB. On the other
hand, the above parameters become large as one moves
outside the SSB transition region; in this case, ~RRs

h
reduces

to Rs
h
¼ � 1 outside the SSB transition region, so that

E
gr
ðPLÞ ! E

r
ðPLÞ of GO, and likewise E

d
ðPSÞ ! E

d

kðPSÞ

therein, respectively, in which the Keller surfaced dif-
fracted ray field E

d

k ðPSÞ is given by [1,3,31]

E
d

k ðsÞ E
i
ðQ1Þ .T

k
ðQ1;Q2Þe

�jkt

.

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dZðQ1Þ

dZðQ2Þ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rs

sdðrsþ sdÞ

r
e�jksd

ð73Þ

T
k
ðQ1;Q2Þ¼ ½b̂b1b̂b2Tsþ n̂n1n̂n2Th� ð74Þ

where

Ts;h¼
XN

n¼ 1

Ds;h
n ðQ1Þe

�
R Q2

Q1
ah;v

n ðt
0Þdt0

Ds;h
n ðQ2Þ ð75Þ

The D
s
h
n and a

s
h
n are the Keller’s GTD diffraction coefficients

and attenuation constants for the nth soft (s) or hard (h)
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surface ray mode. Thus, in the GTD, the surface ray field
consists of surface ray modes that propagate independent-
ly of one another. Also, this surface ray field is not the true
field on the surface; it is a boundary layer field. The GTD
result of Eq. (73) in terms of Eqs. (74) and (75) is not valid
within the SSB transition region. On the other hand, the
UTD result of Eqs. (58) and (59) in terms of Eqs. (60) and
(61) is indeed valid and continuous across the SSB.

The UTD result for the 3-D configuration can be simply
modified to recover the corresponding UTD result for the
2-D case by allowing the caustic distances rr

1 and rs in
Eqs. (58) and (59) to recede to infinity. Then, let

rr
2 � rr if rr

1 !1 and rs !1 ð76Þ

so that

E
gr
ðPLÞ � E

i
ðQRÞ . ½ ~RRsêe?êe? þ ~RRhêei

jjêe
r
jj�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rr

rrþ sr

r
e�jksr

ð77Þ

in which rr is as in Eq. (19), and

E
d
ðPsÞ � E

i
ðQ1Þ . ½ ~DDsb̂bb̂bþ ~DDhn̂n1n̂n2�

e�jksd

ffiffiffiffiffi
sd
p ð78Þ

because [b̂b1¼ b̂b2 � b̂b for the 2-D case (note: b̂b¼ êe?)]. The ~RRs
h

and ~DDs
h

in Eqs. (77) and (78) are as defined earlier, respec-
tively; only the L appearing in Eq. (67) is given by

L¼
s0sd

s0 þ sd
for the 2-D case ð79Þ

where s0 is the distance from the 2-D line source to the
point of grazing incidence at Q1 and s � sdjSSB as before. A
comparison of the UTD and GTD solutions for a 2-D
circular cylinder illuminated by a nearby line source is

illustrated in Figs. 17(a) and 17(b); those UTD solutions
are then compared with the corresponding exact (Eigen-
function) solutions in Figs. 18(a) and 18(b).

2.4.3. Some Additional Diffraction Problems. Sections
2.4.1 and 2.4.2 focused on the important problems of dif-
fraction by edges and smooth convex surfaces (with source
and observer both off the surface). Also important are the
problems of radiation and mutual coupling associated
with conformal antennas and arrays located directly on
a smooth convex metallic surface. In the convex surface
problem of Section 2.4.2, the source and observer must be
at least a few wavelengths away from the surface. On the
other hand, either the source or the observer must lie on
the convex boundary for the conformal antenna radia-
tion(transmitting)/receiving cases, respectively, whereas
both the source and the observer must lie on the convex
boundary for the calculation of the mutual coupling be-
tween a pair of conformal antenna elements. The rays en-
countered in the radiation and mutual coupling associated
with antennas located conformally on a convex surface are
shown in [32,33]. The UTD ray field expressions for the
latter two cases are available in [8,32–35]. It is noted that
surface rays in general exhibit torsion (or twist) giving
rise to interesting polarization effects. The problem of
scattering by a smooth convex surface discussed earlier
in Section 2.4.2, where neither the source nor the observer
lies on the surface, does not contain such torsional ray ef-
fects in terms of an explicit torsion factor in the solution
even though the surface rays may be torsional. However,
the solutions to the problems of radiation and mutual cou-
pling where either the source or observer lies on the sur-
face, and where both the source and observer lie on the
surface, respectively, contain explicit torsion factors
[8,32,33].

The HF diffraction by the tip of a metallic plane
angular sector, as in Fig. 19, or by the tip of a metallic
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cone, as in Fig. 20, respectively, have been addressed with
some limited success to date. Such problems are far more
complex to solve. However, tip diffraction problems includ-
ing the diffraction by the tip of a metallic pyramidal or
other complex surfaces remain to be attacked for provid-
ing useful UTD solutions in a fairly accurate and tractable
manner for all aspects of incidence and scattering. Some
interesting work in this area of high-frequency tip diffrac-
tion can be found in [36–47]. One notes that tip diffraction
is generally not as strong as edge diffraction except in the
shadow boundary transition regions that develop when an
edge or surface terminates at a tip.

Although all of the above work discussed thus far in
Sections 2.4.1, 2.4.2 and 2.4.3 is limited to perfectly
conducting structures, far less work has been performed
to date on developing sufficiently general UTD or uniform
asymptotic HF solutions for nonperfectly conducting (i.e.,
nonmetallic) surfaces. Some work in this area involves the
diffraction by wedges and cylinders with impedance
boundary conditions [12,48–52]. The impedance boundary
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conditions simulate the effect of thin material coatings on
metallic structures. Clearly, more work needs to be done in
developing more rigorous and more general UTD solutions
for nonmetallic canonical problems to further extend the
applicability of the UTD ray technique for solving an even
larger class of practical EM problems.

More recently, the development of GTD/UTD has been
extended to treat the HF radiation from large, finite pla-
nar periodic arrays of antenna elements and frequency
selective surface (FSS) elements, as well as similar large
conformal periodic arrays on even larger cylindrical
host structures, where the radiation from the entire large,
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finite array can be described in terms of just a few rays
[53–56], thus providing a useful picture for array radia-
tion/scattering. In contrast, conventional approaches em-
ploy an array element by element field summation method

that, besides being inefficient, hides any physical insights
into the large array radiation mechanisms.

Some references to related work on UTD for interior
waveguide discontinuity problems may be found in
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[57–61]. Also, additional general references to ray meth-
ods, such as GO, UTD, and other high-frequency methods
such as the equivalent current method (ECM) and PO/
PTD, are included [62–79]. Finally, some books that dis-
cuss specific HF methods, or HF methods in general, may
be found in [28,80–88].

3. SOME ADDITIONAL NUMERICAL EXAMPLES

In Section 2, some simple examples were indicated to
illustrate the accuracy of the GTD/UTD. The application
of UTD to deal with a slightly more complex antenna
problem of how its pattern is affected by a finite ground

plane is available in [89]. More complex problems of radi-
ation by horn and large reflector antennas have been
treated successfully by the UTD; these are summarized
in [90–92]. Reference [91] also contains examples illustrat-
ing the accurate prediction of the pattern of antennas on
aircraft in a relatively efficient manner by the UTD, as
given in [93,94]. An example of the radiation by a monopole
antenna placed just behind the cockpit on a Boeing 737
aircraft and as predicated by the UTD is shown in
Fig. 21. The UTD result is compared with a model mea-
surement in Fig. 21. This latter work [94] is based on the
NEWAIR code written at the Ohio State University Elect-
roScience Laboratory by Prof. Burnside and his coworkers;
the NEWAIR aircraft antenna code [95] is based on the
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Elevation plane cut �= 45° Elevation plane cut �  = 60°

0°

90° 270°

180°

0°

90° 270°

180°
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Figure 23. (Continued).
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UTD. The good agreement between the predicted and mea-
sured patterns is readily evident in Fig. 21. Another ex-
ample is that of the UTD analysis of an antenna on an F-16
fighter plane; the results are shown in Fig. 22 and are
taken from [93]. The next example deals with the UTD
analysis of an antenna near a space station model. This
latter work is based on the NEC-BSC code [96] written by
Dr. Marhefka and his coworkers at the Ohio State Univer-
sity ElectroScience Laboratory. The agreement between
the UTD analysis of the space station antenna pattern and
the corresponding model measurement [97] is also very
good, as seen from Fig. 23.

NOTE: Some relevant references may have been left
out inadvertently. The author regrets any oversight.
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1. INTRODUCTION

Retrodirective array reflectors have found many applica-
tions in wireless communications, RF identification
(RFID), and intelligent transportation systems (ITSs).
These reflectors have the characteristic of reflecting an
incident wave toward the source direction without any
prior information on the source location. Two types of the
retrodirective antenna arrays are usually used. One con-
tains the phase-conjugate elements, and the other uses
the Van Atta arrangement [1]. In a phase-conjugate ret-
rodirective array [2], each antenna is connected to a mixer,
which in turn is pumped by a local oscillator (LO) with
double the frequency of the incident wave. When an inci-
dent wave (RF signal) is caught by the antenna, it is mixed
with the LO signal, leading to an IF signal reradiated out
from the same antenna. The IF signal has an approximate
frequency as to the incident wave, but with a conjugated
phase (opposite in sign). Due to the phase conjugation, all
the IF signals from the antennas would thus coherently
reach a remote receiver in the wave incident direction,
resulting in an array reradiation beam in the direction.
This type of retrodirective array has the advantage that
the array elements can be arbitrarily located, not neces-
sarily with equal interelement spacing, nor in the same
plane; thus it easily conforms to the object surface. (Nev-
ertheless, a large interelement spacing may cause grating
reradiating beams in other directions.) Another advantage
is that, by changing the LO frequency, the reradiation
wave can be easily frequency-modulated. On the contrary,
the phase-conjugated array suffers from the disadvantage
that it needs a mixer circuit with a large-frequency differ-
ence between RF and LO signals for each array element.
Also, an LO with double the system frequency and a cor-
responding distribution network from the LO to the entire
array elements are required. These may make the array
complicated, bulky, and costly.

The Van Atta retrodirective array, which was first pro-
posed by L. C. Van Atta [1] in 1959, has a much simpler
configuration than the phase-conjugated array does. The
antennas of the Van Atta array are paired and connected
by transmission lines with equal length or length differ-
ences equal to multiples of the guided wavelength. The
two antennas of each pair are located symmetrically with
respect to the array center. Every antenna serves as both
receiving and transmitting antennas. The field received by
each antenna is, through the connecting transmission
line, reradiated from the corresponding paired antenna.
Therefore, the phase distribution for the reradiated fields

at the antennas becomes reversal to that for the receiving
fields at antennas, thus producing a reradiation beam in
the wave incidence direction. Unlike the phase-conjugated
array where active devices are always needed, the Van
Atta array can be designed with a passive or active type.

Since the Van Atta array has the simplest form of ret-
rodirective array, it has received a great deal of attention
in basic theories and various applications after the report
of Van Atta. Sharp made an experimental investigation
about the backscattering characteristics of the Van Atta
array by forming a planar reflector consisting of 16 dipoles
[3,4]. He observed that the backscattering of the Van Atta
array may have a minimum at normal incidence and
suggested that the scattering of dipole antennas may in-
fluence the reradiated fields. Researchers such as Appel-
Hansen [5] and Fusca [6] also conducted experimental
work on the dipole reflectors, and Walther [7] studied an
acoustic horn reflector. Other investigators such as Larsen
[8] and Nielsen [9] addressed the theoretical basis of Van
Atta dipole reflectors. Another field of research regarding
the Van Atta reflector emphasized the use of auxiliary
active devices in the interconnection transmission line of
Van Atta reflectors and its applications. The idea of mak-
ing Van Atta reflector active by inserting active compo-
nents in the transmission line was first proposed by Bauer
[10], who suggested using modulating phase shifters in
the transmission lines and accomplished an amplitude
modulation in the reradiated field. Hansen [11] then sug-
gested adding amplifiers in the transmission lines to
enhance the backscattering field strength. In the mean-
time, Davies [12] proposed a way to vary the angle of the
reradiation field by introducing a mixer in the delay
path for a frequency shift. This idea was later applied by
Whithers [13].

Numerous applications of the Van Atta reflector were
discussed in 1960s because of the conspicuous superiority
of the reflector. One proposed application of the Van Atta
reflector is in the satellite communications. Passive,
active, and semipassive systems have been discussed
[11,14,15]. Another possible application of the Van Atta
reflector is as a navigation aid, to strengthen the reflected
radar signal from a small boat or airplane toward the
searching radar, which was discussed mainly by Davies
[12]. By the same feature of reflected-signal enhancement,
Fusca suggested an ECM (electronic countermeasures)
system [6] for military applications based on the idea
that the artificial enhanced signal will confuse the enemy
radars. Bauer then discussed an IFF (identify friend or
foe) system [10] using code modulation in the reflector.

The generous investigation of Van Atta reflectors con-
tinued for about 10 years after Van Atta’s proposal. In this
period, most of the research focused on Van Atta reflectors
using bulky antennas such as dipoles and horns. It was
not until the early 1990s, when the intelligent transpor-
tation system (ITS) [16] became widely discussed, that the
study of Van Atta reflectors began afresh. The retrodirec-
tive reflectors were developed mostly by using the low-cost
printed antennas, including microstrip antennas, slot
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antennas, and printed dipoles. ITS-related applications,
such as collision warning radars and vehicle communica-
tions, were considered when developing these printed Van
Atta reflectors. Cohn [17] first proposed a retrodirective
transponder based on the Van Atta array for automotive
collision avoidance application in 1993. Chung and Chang
[18,19] conducted the methods for predicting the scatter-
ing field patterns of the printed Van Atta reflectors in both
analytical and numerical aspects. Many planar Van Atta
reflectors, including those of passive, active, and quasiac-
tive arrays, were developed [20–24]. Others such as Fujita
[25] also studied the depolarizing characteristics of the
retrodirective reflectors.

The theoretical analysis of Van Atta arrays is intro-
duced in Section 2, where important formulas regarding
the reradiation fields of the arrays are derived. Various
design examples of planar Van Atta array reflectors,
including passive and active types, are described in
Section 3. Section 4 depicts the applications of the
vehicle-mounting Van Atta reflectors associated with the
ITS, and Section 5 gives a brief summary.

2. THEORY OF THE VAN ATTA ARRAY

As shown in Fig. 1, the Van Atta reflector array consists of
a number of antenna elements arranged in pairs. The
elements in each pair are placed symmetrically about a
conveniently selected center, which is common for all
pairs. Transmission lines of equal length, or of multiple-
wavelength difference, connect the elements of each pair.
An antenna element may be placed at the selected array
center and connected to an open-circuited transmission
line with a length equal to half the length of other lines.
Also, the elements may be arranged as a two-dimensional
Van Atta reflector array as illustrated in Fig. 2, where the
elements located symmetrically to the center of the two-
dimensional array are paired by transmission lines with
equal length or of multiple-wavelength difference.

To understand how the reflector array operates, con-
sider an N-element linear Van Atta array illuminated by a
plane wave incident at an angle y, as shown in Fig. 3a.
Assume that the N elements form M antenna pairs with
M¼N/2. Antennas 1 and N are paired by a transmission
line of length l1, antennas 2 and N� 1 are paired by a
transmission line of length l2, and so on. The incident field
received by the array elements has a phase distribution of
½0; �D; 2D � ðN � 2ÞD; �ðN � 1ÞD�. Here D¼k0d sin y is
the incident field phase lag between adjacent antennas, k0

¼ 2p/l0 is the free-space propagation constant, and d is

the interelement spacing. Now consider the mth (m¼
1,2,y, M) antenna pair. The signal Sm

r received by the
mth antenna can be expressed as

Sr
m¼Cf E0GðyÞe�jðm�1ÞD ð1Þ

where Cf is a feed factor depending on the configuration of
the antenna feed, E0 is the amplitude of the incident field,
and G(y) is antenna gain at the incident angle y. This
signal, after traveling through the mth transmission line

121′ 2′

l2  

l1  

Figure 1. A four-element Van Atta array reflector.
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3′5 6 4′
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Figure 2. Antenna arrangement of a two-dimensional Van Atta
array reflector.
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Figure 3. An N-element Van Atta array reflector with (a) receiv-
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of length lm, is fed to the corresponding paired antenna
(N�mþ 1) and will be radiated out from this antenna.
Similarly, through the same transmission line, the signal
SN�mþ 1 received by antenna (N�mþ 1) is fed to antenna
m and will also be radiated out. The signal Sm

f fed to the
mth antenna is thus written as

Sf
m¼Sr

N�mþ 1e�jkglm ð2Þ

where kg is the propagation constant of the transmission
line. Using (1) with m replaced by N-mþ 1, the feeding
signal is rewritten as

Sf
m¼Cf E0 GðyÞe�jkglm e�jðN�mÞD ð3Þ

Since the connecting transmission lines are of equal
length or of multiple-wavelength difference, the propaga-
tion phase delays exp[� jkglm] in the transmission lines
are the same and equal to exp[� jkgl1]. Thus, one obtains

Sf
m¼Cf E0GðyÞe�jkgl1 e�jðN�mÞD ð4Þ

It is seen from (4) that, as shown in Fig. 3b, the signals
fed to the array elements have a phase distribution of
[� (N�1)D, � (N� 2)D?�2D, �D, 0], which is the
reversal of the phase distribution of the incident field
received by the array elements. The total reradiation field
Ererad (y0,y) from the array at an observation angle of y0 can
be calculated using the antenna array theory [26]

Ereradðy
0; yÞ ¼

e�jk0r

r
Gðy0Þ

XN

n¼ 1

Sf
ne�jðn�1ÞD0 ð5Þ

with D0 ¼ k0d sin y0. Substituting (4) into (5), one obtains

Ereradðy
0; yÞ¼

e�jk0r

r
e�jðN�1ÞDCf E0

� �
e�jkgl1

�GðyÞGðy0Þ
XN

n¼ 1

ejðn�1ÞðD�D0Þ

ð6Þ

This equation is the bistatic scattering field pattern of
the Van Atta array reflector. It is actually a radiation field
pattern of the antenna array with excitation from the
incident wave. For a given incidence angle y, the scattering
field level varies with the change of the observation angle
y0. As the observation angle coincides with the incidence
angle, the scattering field attains a maximum level. The
resultant monostatic backscattering field pattern is
obtained by letting y0 equal to y in (6)

EreradðyÞ¼N
e�jk0r

r
e�jðN�1ÞDCf E0

� �
e�jkgl1 G2ðyÞ ð7Þ

where the relationship D0 ¼D, when y0 ¼ y, has been used.
Note that the backscattering field is proportional to the el-
ement number N and to the square of the radiation pattern

G(y) of the array element. Also, its phase is controlled by
the length l1 of the connecting transmission lines.

To obtain a higher level of backscattering field, more
antenna elements may be used in the Van Atta array,
which, however, would complicate the layout of the con-
necting transmission lines, especially for a large planar
array. Another way to increase the responding field level is
to use the active Van Atta array. The active array may be
implemented by inserting an ordinary unilateral amplifier
or a bidirectional amplifier on the midway of each trans-
mission line. Figure 4 shows an N-element active Van Atta
array with embedded unilateral amplifiers. The N anten-
nas are divided into two groups, one for receiving and one
for transmitting. Each group contains M (¼N/2) elements.
Transmission lines of equal length, or of multiple-wave-
length difference, are used to pair the antennas in the two
groups. Unilateral amplifiers with field gain of Am, m¼
1,2,?, M, are implemented in the direction from the
receiving antennas to the transmitting antennas. The
incident field received by each antenna in the receiving
group will travel along the connecting transmission line,
be enlarged by the amplifier, and then be fed to the corre-
sponding transmitting antenna. Following the analysis
above, the signal Sm

f fed to the mth transmitting antenna is

Sf
m¼Cf E0 GrðyÞ e�jðm�1ÞDe�jkgl1 Am ð8Þ

As shown in Fig. 4, these signals have a phase distri-
bution reverse that of the incident fields at the receiving
antennas. The total bistatic scattering field is derived as

Ereradðy
0; yÞ¼

e�jk0r

r
Gtðy

0
Þ
XM

m¼ 1

Sf
mejðm�1ÞD0 ð9Þ

or

Ereradðy
0; yÞ¼

e�jk0r

r
Cf E0

� �
e�jkgl1

�GrðyÞGtðy
0
Þ
XM

m¼ 1

Ame�jðm�1ÞðD�D0Þ

ð10Þ
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Figure 4. An N-element active Van Atta array with embedded
unilateral amplifiers.
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Here Gr(y) and Gt(y0) are the radiation patterns of the
receiving and transmitting antennas, respectively. For the
active array with identical antennas and amplifiers,
Gr(y)¼Gt(y)¼G(y) and Am¼A, the monostatic backscat-
tering field Ererad(y) may be written as

EreradðyÞ¼
N

2
A

e�jk0r

r
Cf E0

� �
e�jkgl1 G2ðyÞ ð11Þ

Comparing (11) and (7), it is observed that for a given
number of antennas, the backscattering field level of the
active Van Atta array using unilateral amplifiers is A/2
times higher than that of the passive one, although
amplifiers with a gain of A are used. This is because
that only the fields received by half of the antennas are
amplified by the unilateral amplifiers. To get the merit of
the active array, the amplifier’s field gain should be great-
er than 2, or 6 dB. Otherwise, one may use the configura-
tion of active Van Atta array with bidirectional amplifiers.
The bidirectional amplifier possesses the characteristic of
simultaneously amplifying the signal from both I/O ports
with the same gain. As illustrated in Fig. 5, the active Van
Atta array is similar to a passive array, but with a
bidirectional amplifier embedded midway along each
connecting transmission line. Following the procedure
from (1) to (6), the bistatic scattering field Ererad(y0,y) of
this active array can be easily derived as

Ereradðy
0; yÞ ¼

e�jk0r

r
e�jðN�1ÞDCf E0

� �
e�jkgl1

�GðyÞGðy0Þ
XN

n¼ 1

Anejðn�1ÞðD�D0Þ

ð12Þ

where An¼ANþ1�n, n¼Mþ 1, Mþ 2,?, N. The corre-
sponding monostatic backscattering field Ererad(y) for the
array with identical bidirectional amplifiers is

EreradðyÞ¼NA
e�jk0r

r
e�jðN�1ÞDCf E0

� �

� e�jkgl1 G2ðyÞ:

ð13Þ

It is seen that the ratio of the backscattering field level
of the active array over that of a passive one is exactly
equal to the amplifiers’ gain. Also, the active Van Atta

array using bidirectional amplifiers possesses the back-
scattering field level 6 dB higher than that using unilat-
eral amplifiers. In other words, to get the same field level,
only half the number of antennas or amplifiers with 6 dB
lower gain are needed in the array of bidirectional ampli-
fiers.

The Van Atta array reflector is usually built on a large
metal plate because of antenna design requirements or to
shield the transmission lines so as to reduce their scat-
tering. This metal plate, however, would produce an
extrastrong, varying scattering field and thus deteriorate
the retrodirectivity property of the Van Atta reflector,
especially in the metal’s specular direction. Another mech-
anism that would influence the reflection characteristic of
the Van Atta array is the scattering due to the individual
array antennas. Figure 6 illustrates these scattering phe-
nomena for a Van Atta reflector designed using the aper-
ture-coupled microstrip antennas. The total scattering
field is composed primarily of three parts: the reradiated
field from the antenna (RFA), the scattered field from the
terminated antennas (SFA), and the scattered field from
the partially covered ground plane (SFG). When a wave is
incident the array, some of the power is captured by the
antennas and reradiated from corresponding antennas of
the same pairs. This is the RFA. In addition, some of the
power is scattered by the microstrip antennas and by the
partially covered ground plane, corresponding to the SFA
and SFG, respectively. The RFA is the dominant contri-
bution of the scattering field for a Van Atta array, and, as
derived above, it is proportional to the square of the radi-
ation pattern of the individual array element. The scat-
tered field from the antennas comes from the antenna
current induced by the incident wave, which may be cal-
culated by using a numerical method such as the method
of moments (MoM) [19]. Finally, the scattered field from
the ground plane can be obtained by using the physical
optics (PO) method together with the method of equivalent
currents (MEC) [18,26]. Figure 7 depicts the theoretical
results for the reradiated field (RFA), scattered field (SFA
þSFG), and total field (RFAþSFAþSFG) of a common
Van Atta array reflector. It is seen that the reradiation

M N 
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d N-1
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Figure 5. An N-element active Van Atta array with embedded
bi-directional amplifiers.
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Figure 6. Illustration of the scattering field components from a
Van Atta array reflector.
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field is a slowly varying function of the angle y, which is
the principal contribution to the retrodirectivity of the
array reflector. On the contrary, both the amplitude and
the phase of the scattered field change quickly with the
angle, leading to an oscillatory behavior of the total back-
scattering field. Since the scattered fields at angles away
from the normal of the reflector are much less than the
reradiated fields, they can cause only small ripples at
these angles. But when the incidence angle is near the
reflector normal direction, the scattered field becomes
comparable to, if not larger than, the reradiation field.
Finally, it is noted that, since the phase of the reradiation
field depends on the phase delays in the connecting trans-
mission lines, the total field pattern may be smoothed out
by adjusting the lengths of the connecting lines.

3. DESIGN EXAMPLES

In the following text, several Van Atta array reflectors de-
signed using planar antennas and printed transmission
lines will be introduced. Since using the printed circuit
board (PcB) technique, these reflectors have the advanta-
ges of easy fabrication, low cost, and superior conform-
ability to a given body surface, which greatly enhance the
merits and extend the application field of the Van Atta
array. Passive Van Atta reflectors with one-dimensional
and two-dimensional retrodirectivities and active reflec-
tors with unilateral amplifiers and bidirectional amplifi-
ers are described.

Figure 8 shows a printed Van Atta reflector using
aperture-coupled microstrip antennas [18]. This two-
layer structure creates the antenna and feeding network
in two sides separated by the ground plane, leading to a
comfort in routing of the feeding network. Three identical
E-plane subarrays are made to enhance the echo of the
reflector. Each linear subarray contains two pairs (four
elements) of aperture-coupled microstrip antennas fed by
two equal-length microstrip lines (l1¼ l2¼ l) on the
reverse side of the ground plane. The distance between
subarrays (s) and between subarray elements (d) are set
as 0.7l0 and 0.6l0, respectively, for a frequency of 10 GHz.
The total area of the reflector is 76� 68 mm2. Figure 9
shows the measured pattern of the backscattering field for
a retrodirective reflector with l¼ 64 mm; that of a plate
reflector of the same size is also shown for comparison. It
is seen that the retrodirective reflector has quite a smooth
pattern. The variation of the field stays within 8 dB in a
very wide range of angles (from y¼ �601to y¼ þ 601). On
the other hand, the plate reflector contributes high re-
turning fields only in the range within y¼751. Outside
this range, its fields are strongly oscillatory and are much
less than those of the retrodirective reflector. As stated
above, the phase of the reradiation field depends on the
length l of the connecting transmission lines. Thus, be-
cause of interference between the reradiation field and the
scattered field, the pattern of the total backscattering field
will change when the length (l) of the microstrip lines is
varied. To verify this, another reflector with shorter con-
necting microstrip lines (l¼ 62 mm) was measured and
compared to the theoretical pattern (see Fig. 10). As pre-
dicted by the theory, the total backscattering field near the
reflector normal should decrease when the microstrip-line
length is reduced. This did happen in the measured field
pattern, as can be observed in the figure.
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Although the aperture-coupled patch antenna has been
shown to be a good candidate of the planar Van Atta array
element, other planar antennas such as slot antenna and
printed dipole antenna can be used to construct the Van
Atta array. Figure 11 shows an example of the dual-slot
antenna used in a Van Atta reflector [20]. The reflector
contains four antenna subarrays, each with six dual-slot
antennas appropriately fed and paired by microstrip lines
on the backside of the substrate. The dual-slot antenna is
formed by cascading two radiating slots via a connecting
microstrip line. Owing to the characteristic of the slot
antenna that half of the power is radiated backward, a
metal plate is placed behind the antenna to enhance the
forward radiating power. The two slots are chosen to have
the same dimensions and the length lm of the connecting
microstrip line is designed as one guided wavelength lg, so
that the antenna possesses broadside and symmetric
radiation. The measured and calculated E-plane backscat-
tering patterns of the 4�6 retrodirective array reflector at
10 GHz are shown in Fig. 12. The calculated pattern using
the method of moments agreed quite well with the mea-
sured one. The mainlobe at 01 of the total field pattern is
due to the high scattering field from the ground plane.
Outside the mainlobe, the variations in the total field pat-
tern eventually follow those of the reradiation field pat-
tern. The small ripples come from the interference of the
ground-plane scattering field. It has been suggested [27]
that the peak of the backscattering field pattern can be
avoided if, when measuring or in applications, the array
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Figure 9. Measured backscattering field patterns for a metal
plate reflector and a Van Atta aperture-coupled microstrip array
of l¼64 mm.
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reflector is tilted several degrees in the H plane to avoid
exposure to the specular reflection of the ground plane.
Another way to reduce the peak scattering near the broad-
side direction is to arrange half of the array elements with
a quarter-wavelength displacement relative to the other
elements, so that the directly scattering field from the first
half elements will cancel with that from the other half
near the broadside direction [28].

The planar array reflectors described above are retro-
directivity in one dimension. They could reflect high fields

only to the source points in the E plane or the H plane of
the antenna array. Figure 13 presents a configuration of
the two-dimensional Van Atta reflector with retrodirectiv-
ity in both E plane and H plane [19]. The reflector includes
six aperture-coupled microstrip antenna pairs on the
antenna substrate (Fig. 13a) linked by 50-O microstrip
lines of lengths ranging from l1 to l6 on the circuit sub-
strate (Fig. 13b). The lengths l5 and l6 are the same and
l1–l4, with differences of multiples of a microstrip-line
wavelength. As a result of the opposite feed orientations
at the two ends of l5 (l6), the differences between l5 (l6) and
other lines (l1 to l4) are odd multiples of half a wavelength.
The interelement distances in the E plane and H plane are
both chosen as 0.6l0 at 10 GHz. Figure 14 shows the mea-
sured backscattering field patterns of the reflector in the E
plane and H plane. The calculated patterns using the
method of moments and the measured patterns of a metal
plate of the same size are also shown for comparison. It is
seen that the measured patterns agree well with the cal-
culated ones. The relative 10 dB beamwidth is about 1301
in both planes, which is much wider than that (181) of the
metal plate. Outside the angles near the normal direction,
the reflected fields produced by the Van Atta reflector are,
on average, 9 dB higher than those by the metal plate.
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field patterns of 4�6 Van Atta dual-slot antenna array.
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An important characteristic of retrodirective arrays is
the isolation between the incident wave and the backscat-
tering wave at the source position. One way to increase
the isolation is by use of different polarizations for those
waves. The basic configuration of such a depolarizing Van
Atta reflector is shown in Fig. 15a [29]. It consists of sev-
eral pairs of dual-polarized antennas. For each pair, the
vertical polarization (V-pol) port of one antenna is con-
nected to the horizontal polarization (H-pol) port of the
paired antenna, and the H-pol port of the former antenna
is connected to the V-pol port of the latter, using trans-
mission lines of equal length or of multiple-wavelength
difference. In this configuration, an H-pol (V-pol) beam is
automatically formed toward an incoming direction of a
V-pol (H-pol) wave. The isolation between the polarization
diverse signals ensures minimum interference between
received and transmitted signals at the receiving end. A
planar depolarizing Van Atta array with retrodirectivity
in both E and H planes is illustrated in Fig. 15b [30],
which contains four microstrip antennas operating in two
linear orthogonal modes. Figure 16 depicts the measured
backscattering field patterns in E and H planes. For both
planes, the backscattering pattern had a 3 dB beamwidth
of about 801. It is noted that by using the depolarizing
configuration, the scattering interference from the ground
plane is reduced, if not eliminated, to the minimum.

The Van Atta array may be configured as an active
reflector by embedded solid-state amplifiers in the inter-
connection transmission lines. Figure 17 illustrates a four-
pair Van Atta aperture-coupled microstrip antenna array
with inserted unilateral amplifiers [22]. The transmitting
antennas (40,30,20,10) were designed with polarization
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Figure 15. (a) Configuration and (b) layout of a 2D depolarizing
microstrip Van Atta array reflector.
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Van Atta array shown in Fig. 17 with amplifiers turned on and off.
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orthogonal (linear) to (with) that of the receiving antennas
(1,2,3,4). The interelement distance d between the receiv-
ing (transmitting) antennas was chosen as 0.6l0, and the
distance between antennas 4 and 40 was 0.7l0 at 10 GHz.
Before being designed into the reflector, a separate uni-
lateral amplifier was made with a measured gain of 11 dB
and return loss of � 18 dB. The fabricated active Van Atta
array had a cross-polarized backscattering field pattern as
shown in Fig. 19. This pattern eventually follows the theo-
retical one, with a 5 dB beamwidth of 801 achieved. Since
the cross-polarized reradiated field with amplifier gain is
large relative to the copolarized scattering field from the
antennas and ground plane, the latter is obviously negli-
gible. Measurement results show that the cross-polarized
backscattering fields of a metal plate of the same size are,
on average, �25 dB lower than those of the active Van
Atta array. The active retrodirective reflector may also be
adopted as a transponder. A digital code can be used to
control the bias conditions of the amplifiers so that iden-
tification or communication messages are produced. It is
seen from Fig. 18 that in the range of angles of interest,
the backscattering field pattern with amplifiers in OFF

state is at least 20 dB down as compared to that with
amplifiers in ON state.

Figure 19 presents another demonstration of active
Van Atta array designed at 24 GHz [21]. The array con-
tains two linear subarrays, each, in turn, composed of four
receiving and four transmitting inset-fed microstrip
antennas. Contrary to the previous design, the transmit-
ting antennas have the same polarization as the receiving
ones. The embedded HEMT amplifiers have a gain of
10 dB and return loss of � 23 dB. Figure 20 shows the
backscattering field pattern of the active reflector, com-
pared to that of a metal plate. The reflector’s pattern
exhibits a narrow peak at 01, which is due to the strong
specular reflection of the array substrate ground. With the
exception of this peak, the backscattering pattern of the
array in the range from � 401 to 401 has variation less
than 3 dB and is 10 dB higher than that of the metal plate.

As mentioned earlier, when embedded with unilateral
amplifiers, the resultant active Van Atta array can benefit
from only half the amplifiers’ gain as compared to a pas-
sive array. This is because only the fields received by half
of the antennas are amplified by the unilateral amplifiers.

To get the full merit of amplifiers’ gain, the field received
by each antenna should be amplified and then transmitted.
One way to achieve this goal is to insert bidirectional am-
plifiers in the Van Atta array as shown in Fig. 5. Figure 21
depicts the configuration of a bidirectional amplifier pro-
posed by Chung et al. [24], which is constructed by two
identical reflection-type amplifiers and a 3-dB 901 hybrid.
This bidirectional amplifier possesses the same gain as
that of the reflection-type amplifiers, and, due to the sym-
metry of the configuration, may perform for waves coming
from both I/O ports. The measured results of the fabricated
bidirectional amplifier show that it provides the transmis-
sion gain over the frequency band from 5.76 to 6.88 GHz.
At 6.04 GHz, this gain reaches a maximum value of 9.1 dB.
Figure 22 is a photograph of a two-element active Van Atta
array using the developed bidirectional amplifiers. Printed
Yagi antennas with antenna gain of 7.4 dBi and half-
power-beamwidth of 551 are used as the radiators in the
array. Figure 23 shows its measured backscattering field
pattern; that of a four-element passive Van Atta array us-
ing the same antennas is also shown for comparison. It is
seen that both the patterns are wide. The 3 dB beamwidth
of the active array is 741 and that of the passive array is
651. The backscattering field level of the active array is, on
average, 4.5 dB higher than that of the passive one,
although the antenna number of the former array is only
half that of the latter one.
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Figure 20. Measured backscattering field patterns of the
24-GHz active Van Atta array (—) and a metal plate (– –).
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Figure 21. Configuration of a microwave bidirectional amplifier.
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Figure 19. A 24-GHz active Van Atta microstrip antenna array.
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Another way to have all the antennas’ receiving fields
amplified is by using the depolarizing Van Atta array.
Figure 24 illustrates such an active retrodirective array
with incidence field of V-pol and scattering field of H-pol.
Two unilateral amplifiers, one for each direction, are used
for the bidirectional amplification in each antenna pair.
The field level received by the V-pol port of an antenna is
enhanced by the amplifier and then fed to the H-pol port of
the corresponding paired antenna. To achieve retrodirec-
tivity of the array, the total phase delay of the transmis-
sion line and the amplifier in any path of the same
direction should be the same.

4. APPLICATIONS OF THE VAN ATTA ARRAY

Applications of the Van Atta array were widely discussed
only a day after Van Atta array was proposed in the 1960s.
Since the 1990s, the movements of vehicle safety and intel-
ligent transportation systems (ITSs) have attracted much
attention. Collision warning radars and many wireless com-
munication systems are used in moving vehicles. Collision
warning radars encounter problems such as clutter from
the roadway or roadside objects, which may be more haz-
ardous for smaller cars. This may result in many sources of
false alarms. One solution to this problem is to increase the
vehicle’s effective radar cross section (RCS), which may be
achieved by mounting the Van Atta reflectors on a vehicle to
increase the scattering beamwidth and thus enhance their
‘‘visibility.’’ The Van Atta reflector can also be placed on a
potential hazard to increase its echo to an interrogating
vehicle radar, thus preventing a possible collision with it.
When implemented with modulation circuits, Van Atta
reflectors would play a much greater role in these automo-
tive applications. For example, the reflectors mounted at
the front and rear of a vehicle would have different modu-
lation codes so that an interrogating vehicle can distinguish
between approaching vehicles and those traveling in the
same direction. The speed of the Van Atta reflector–bearing
vehicle would be included in the modulated return, and
thus the interrogating vehicle can distinguish a hazardous
closing situation from a normal following situation in which
the gap between vehicles is constant or increasing. In es-
sence, the information can be incorporated as part of an
intelligent cruise control system. Similarly obstacles and
hazards such as bends in the road can be unambiguously
identified by the Van Atta reflectors that are coded to indi-
cate the type of fixed obstacle being marked [17].

On the other hand, in ITS applications, various types of
information can be exchanged between the system centers
and the vehicles by using the wireless communication
systems. Among these communication systems, the dedi-
cated short-range communication (DSRC), in which infor-
mation is exchanged between roadside units (RSUs) and
onboard units (OBUs), is one that can fulfill many of the
requirements in ITS, and has been widely used for the
electronic toll collection (ETC) system. Depending on
whether a microwave oscillator is incorporated in the
OBU, DSRC can be classified as either an active or a pas-
sive system. Although, the active system possesses the
advantages of higher sensitivity and wider communica-
tion zone, the passive one has transponders with simple
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Figure 23. Measured backscattering-field patterns of the active
Van Atta array shown in Fig. 22 and a four-element passive one.

Figure 24. Diagram of an active retrodirective array with inci-
dence field of V-pol and scatting field of H-pol.

Figure 22. Photograph of a two-element active Van Atta array
with bidirectional amplifiers.
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circuitry, low consumption power, and low cost. As shown
in Fig. 25, the data transmission in the passive DSRC is
half-duplex. In the downlink mode, the RSU emits an
ASK-modulated left-hand circular polarization (LHCP)
wave to the transponder. A detector circuit is established
in the transponder to decode the downlink information. In
the uplink mode, the RSU simply emit an LHCP contin-
uous wave. The wave is received by the antenna in the
transponder, modulated with an ASK or PSK code (con-
taining the uplink information), and then reradiated by
the transponder antenna to the RSU. Most of transpon-
ders use only one elementary antenna to reradiate the
uplink signal, which are limited by the responding signal
level. Although the signal level can be increased by using
an array antenna in the transponder, it suffers from the
drawback of narrow radiation beam, which thus constricts
the responding angles of the transponder.

To reduce or eliminate these limitations, the Van Atta
array was proposed for use in the transponder design [23].
Figures 26 and 27 show the functional block diagram and
the photograph, respectively, of the Van Atta transponder.
This card-type transponder has a two-sided configuration,
with an area of 12.5� 5.5 cm2. The frontside consists of
four LHCP corner-trimmed square microstrip antennas

and two pin (positive–intrinsic–negative) diode switches.
The two edge antennas and the two middle ones are sep-
arately connected by two 50-O microstrip lines, and the
switches are embedded midway along the lines. The back-
side circuit contains a Schottky diode detector and a binary
encoder circuit to control the switches on the frontside.
A receiving slot antenna is built on the ground plane
between the two substrates of the circuits. The slot output
signal is connected to the diode detector through a micro-
strip line on the backside. In the downlink mode, the ASK-
modulated wave from the RSU is received by the slot
antenna and fed to the diode detector. The detected bina-
ry signal is then sent to a voltage comparator to reshape
the signal and filter out the noise. In the uplink mode, a
continuous wave is received by the slot antenna so that the
output from the detector is a small DC voltage. After pass-
ing the comparator, this DC voltage will trigger the
following encoder circuit to produce a binary voltage code
containing the uplink information. This voltage code is
then used to control the pin diode switches on the trans-
ponder’s frontside so that an ASK/PSK-modulated
responding wave is produced. The only power source in
the transponder is a 1.5-V-DC standby battery attached on
the transponder backside. Only when the communication
happens will the battery deliver power to the encoder and
switch circuits.

In measuring the transponder performance, a fixed
8-bit binary code of ‘‘10101011’’ as shown in Fig. 28a was
designed in the transponder’s encoder circuit. The clock
rate for the encoder circuit was set as 16.4 kbps (kilobits
per second). In the uplink communication mode, this code
was carried by the responding wave to the RSU and
detected from the mixing circuit. The detected signal at
a distance of 1.5 m is shown in Fig. 28b, which exhibits

Figure 25. (a) Downlink and (b) uplink of data transmission in
DSRC.

Patch antenna

Switch

Front side

Back side

Detector

Slot

Antenna

Encoder

Comparator

Figure 26. Function blocks of a passive transponder using the
Van Atta microstrip antenna array.

Figure 27. (a) Frontside photo and (b) backside photo of the fab-
ricated card-type 5.8-GHz transponder.
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exactly the same code as the original one. For the down-
link measurement, a binary code of ‘‘10110101’’ with clock
rate of 23 kbps was embedded in the encoder circuit of the
RSU and was added to the 5.8-GHz continuous wave. The
modulated wave, after being transmitted to the transpon-
der, was then decoded in the transponder’s detector cir-
cuit. Although not shown here, the decoded signal did
present the same code as that in the RSU.

The Van Atta reflector can also be used to design the
OBU of an active DSRC system, where a microwave

source is required. Figure 29 illustrates the circuit dia-
gram of such an active transponder proposed by Luxey
and Laheurte [31] for use in a half-duplex communication
system. The transponder is a two-element active Van Atta
array containing depolarizing antennas, injection-locked
oscillators, and amplifiers. The uplink signal is produced
in the injection-locked oscillators and fed to the V-pol ports
of the antennas for transmitting, and the downlink signal
is received by the H-pol ports of the antennas. For retro-
directivity, the two phase delays from the receiving port of
one antenna, through the amplifier and oscillator, to the
transmitting port of the other antenna should be the
same. The operation principle for the downlink mode is
similar to that of the passive Van Atta transponder
described above. For the uplink mode, an H-pol continu-
ous wave is emitted from the RSU to the transponder and,
after received by the antenna and enlarged by the ampli-
fier, is injected to the oscillator of the corresponding
element. If its frequency is within the injection-locking
bandwidth of the oscillator, the frequency and the phase of
the wave from the injection locked oscillator will follow
those of the incoming wave [32]. Therefore, the waves pro-
duced by the two injection-locked oscillators can radiate
with a maximal combination in the wave incoming direc-
tion. A PSK modulation can be implemented in the locking
signal by tuning the bias voltages of the oscillators, or, an
ASK modulation can be obtained by ON/OFF-switching the
bias. Using the injection-locked oscillators, this active
transponder design has the advantage of simplicity and
inexpensiveness, as compared to a conventional trans-
ceiver design where a stable and exact microwave source
is needed. Also, due to the Van Atta arrangement, this
transponder may produce an output signal with higher
effective isotropic radiated power (EIRP).

5. SUMMARY

A brief literature survey of the Van Atta retrodirective
reflector was discussed initially in this article. The pro-
gress of the investigation comprises two main stages, one
from 1960 to the early 1970s, and the other from the early
1990s until the present. In the first stage, the reflectors
were built by bulky antennas such as dipoles and horns,
with proposed application areas in satellite communica-
tions, military ECM systems, and small-boat or airplane
navigation aids. The second-stage research dealt with pla-
nar Van Atta arrays using printed antennas with vehicle-
mounting applications such as vehicle communications
and collision warning systems. The theory of the Van
Atta array was then described, which illustrated that
the backscattering field pattern is primarily proportional
to the array element number and the square of the
element’s radiation pattern. Also pointed out is that the
phase delays of the connecting transmission lines may be
adjusted to smooth out the backscattering field pattern
and to increase the beamwidth. Many design examples
using PCB techniques were presented following introduc-
tion of the theory. These include Van Atta microstrip
antenna arrays with retrodirectivity in one or two
incidence planes, and active Van Atta reflectors with

Figure 28. (a) Binary code incorporated in the encoder circuit of
the transponder for the uplink measurement; (b) signal detected
at the RSU in the uplink measurement.
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Figure 29. Circuit diagram of an active DSRC transponder using
the Van Atta array.
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unilateral amplifiers or bidirectional amplifiers. Finally,
we have depicted the reflector’s applications in the intel-
ligent transportation system, focusing mostly on vehicle
collision warning systems and the roadside-to-vehicle
dedicated short-range communications.
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VARIABLE-FREQUENCY OSCILLATORS

GERMÁN GUTIERREZ

Centellax, Inc.
Carlsbad, California

An oscillator is defined as anything that swings back and
forth like a pendulum (vibrates) or travels back and forth
between two points. An electronic oscillator is a device
used for producing alternating current (e.g., a radiofre-
quency or audiofrequency generator). Frequency is the
number of times that a periodic function repeats the
same sequence of values during a unit of time or the num-
ber of complete oscillations of a wave per second.

Oscillators are abundant all around us: light, sound,
the rotation of Earth, electric AC power, heartbeats,
musical instruments, motors, microprocessor clocks, and
so on. Some of these oscillatory systems have variable
frequency, and some have fixed frequency. We will first
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describe all the different types of electronic oscillators to
appreciate what determines their operating frequency and
how it can be varied.

1. TYPES OF OSCILLATORS

There are two basic kinds of oscillators: sinusoidal and
relaxation. The mechanisms that produce these two types
of oscillations are different, as are the required conditions
for oscillation. Sinusoidal oscillations are represented by
RC- and LC-tuned circuits. Their oscillations are contin-
uous and relatively sinusoidal. Relaxation oscillators are
represented by multivibrators and ring oscillators. Their
oscillations are discontinuous and nonsinusoidal.

Sinusoidal oscillations are created when energy stored
in one form is allowed to change uniformly into another
form, going back and forth between the two without stop-
ping. Because energy may be transferred between states
with minimum loss, some sinusoidal oscillators can be
energy-efficient because only small amounts of energy
need to be supplied externally to keep the action going.
This type of oscillator is associated with linear systems.
Sinusoidal oscillators are of two types: feedback and neg-
ative resistance.

Relaxation oscillations are characterized by the
sequential accumulation and release of energy in one or
several storage elements. Energy is accumulated up to a
certain level (threshold) and then quickly released (usu-
ally dissipated as heat), and then another element (or the
same element) in the system begins to accumulate energy
until the cycle repeats. The action exhibits positive feed-
back during reset or relaxation, reinforcing itself and
occurring rapidly. This type of oscillator is associated
with nonlinear systems. Because all the accumulated
energy is periodically dissipated, relaxation oscillators
are very energy-inefficient.

This article does not cover chaotic oscillators. Chaotic
oscillators do not have a periodic sequence of events that
repeat in a unit of time. Related to nonlinear systems,
chaotic oscillators occur, for example, in turbulent flows of
liquids or in noiselike random signals generated in certain
electronic systems.

2. MECHANICAL EXAMPLES

The most elementary types of mechanical oscillators are
the spring and mass, and the pendulum, as shown in Fig. 1.
In the spring and mass the energy is alternately changing
from the spring to the potential and kinetic energy in the
mass. At the top of its swing, all the energy is potential
energy related to the elevation of the mass. Midway down
are kinetic, potential, and spring energies. The pendulum is
a well-known example of the oscillation between potential
and kinetic energies.

Both systems will slow down because of the friction in
the air. The spring also dissipates energy as a result of the
internal friction of its metal grains. The pendulum has
friction at the hinge. Rather than being strictly oscillators,
these mechanical arrangements are examples of damped
oscillators. An energy input is necessary to compensate for

the losses and to deliver power to outside loads, for exam-
ple, to synchronize other mechanical devices.

The windmill is an interesting example of an oscillator
(Fig. 2). Its frequency is proportional to the drive level
(e.g., the wind strength). The amplitude of the oscillation
is, however, fixed. This is the opposite of electronic oscil-
lators, which increase their signal swing in response to
more supplied power. However, if we think of the windmill
as driving a load, like an AC voltage generator, then there
is a relationship between its energy output and the avail-
able wind energy. The paddles seem to rotate with the
same magnitude, but they deliver changing amounts of
energy at varying frequencies.

An example of an oscillatory system that is not sinusoi-
dal, like the pendulum or the windmill, is shown in Fig. 3.
The waterdrops accumulate in the glass until the surface
tension can no longer hold any more liquid, the water spills
over the edge, and the cycle repeats. It is called a relax-
ation oscillator because the energy accumulates in a cer-
tain form up to the level that causes the system to relax
and let go of the accumulation; then the system resets and
restarts the sequence.

3. ELECTRICAL RESONATORS

The electrical equivalents of the mechanical resonator are
the series and parallel resonant tanks shown in Fig. 4.
They are composed ideally of just an inductor and a
capacitor, but there are always losses that are modeled
by resistors. The energy is alternatively stored in the
capacitor (as an electric field of potential energy) and in
the inductor (as magnetic energy). When the capacitor is
at full charge, the voltage across the parallel arrangement
is at its peak, and when the current through the inductor
is at its peak, then the voltage across the tank is zero.

Other popular resonators are transmission line, dielec-
tric, yttrium–iron–garnet (YIG), crystal, and surface acoustic
wave (SAW). Resonant tank equivalent circuits at different
frequencies of operation can represent all of these.

Figure 1. Simple mechanical damped oscillators.

Figure 2. A windmill produces oscillations of varying frequency
in response to the wind force.
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4. QUALITY FACTOR (Q)

The Q of a resonator is a useful number to calculate. It is
defined as 2 times the ratio of the energy stored in the
system to the energy dissipated per cycle [1]. It turns out
that Q has two other useful interpretations. It is a mea-
sure of how many cycles it takes a damped oscillatory sys-
tem to decay [2], and it defines the 3 dB bandwidth of a
second-order resonator [3]. Q also describes how rapidly
the phase changes with frequency near the resonant fre-
quency, indicating how little the frequency will shift with
changes that affect a delay in an oscillator loop [4]. Finally,
for a series-resonant circuit, Q is the ratio of impedance in
L or C divided by R [5]; for the parallel-resonant circuit, Q
is the inverse of this equation.

Q¼ 2p
peak energy stored in L or C

energy dissipated per cycle
ð1Þ

Q¼ pðnumber of cycles to decay to 1=eÞ ð2Þ

Q¼
resonant frequency

3 dB bandwidth of resonator
ð3Þ

Q¼
w

2
�

dj
dw
¼

w

2
� rate of phase change with frequency

ð4Þ

Q¼w
L

R
ð5Þ

5. SINUSOIDAL OSCILLATORS

5.1. Feedback Oscillators

A general way of thinking about an oscillator is in terms of
an amplifier that feeds its output back to its own input

(Fig. 5). The feedback is controlled by a resonator or a
delay element in such a way that the desired frequency
and amplitude of oscillation are achieved. Note that the
resonator or delay box is still indicated as a two-terminal
box with another two-terminal amplifying box connected
across it. This could be viewed as a negative-resistance
oscillator, as will be discussed later.

5.2. Conditions for Oscillation

Normally, for oscillation to start, the active device pro-
vides more energy than is being dissipated in the resona-
tor. This causes the amplitude of the oscillation to grow
until it is limited by changes in the active device that
reduce its gain. The losses in a system may be linearly
related to its amplitude over a limited region, but they
grow more rapidly (nonlinearly) over an extended region
of amplitude, until they eventually hardlimit the ampli-
tude (e.g., when a barrier is reached).

The requirements for oscillation are that the amplitude
of the signal being fed back be large enough to produce an
output that can reproduce the feedback (greater than uni-
ty loop gain) and that the relative phase between the input
and the fed-back input be near zero (so that the feedback
reinforces the output). More simply said, the one-way trip
around the loop needs to have gain greater than one and
zero phase. However, these conditions should not be met
at DC; otherwise, the oscillator will latch into a limit state,
and no AC oscillation will develop. Additionally, stable
oscillations develop only if disturbances in amplitude or
phase cause the oscillator to respond by moving back to
the unstable point. Finally, reliable oscillators need to
have only one frequency at which the conditions for oscil-
lation are met; otherwise, frequency jumps could occur.

5.3. RC Delay Oscillator (Phase Shift Oscillator)

The circuit shown in Fig. 6 is known as the RC (resistor–
capacitor) delay oscillator. Three stages of RC delay are
used in the feedback path. If the amplifier is inverting,
then the RC network needs to produce 1801 of phase shift
at the frequency of oscillation. Stated differently, the
oscillation will occur at that frequency at which the feed-
back has a phase delay of 1801 and the gain is greater than
one. Other possibilities to realize the phase delays are to
RL (resistor–inductor) delay or lossy transmission-line

Figure 3. Mechanical example of a relaxation oscillator.

Figure 4. Electrical damped oscillatory systems: series and par-
allel resonators with loss.

Figure 5. An oscillator viewed as a feedback system in which the
output provides its own input.
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delay. A transmission line is just a distributed RLC delay
element. LC delay elements and lossless transmission
lines will be covered next.

5.4. LC-Tuned Oscillators

When a tuned circuit is used to define the oscillation fre-
quency, it is desirable to preserve its frequency-selective
properties Q. To prevent loading a resonator by the input
of an amplifier, a transformer is necessary. Several types
of impedance transformation are possible by using coupled
inductors, inductive division, or capacitive division.
Another possibility is to use another amplifier as a buffer;
the input impedance of the buffer is high, and the loading
on the resonator is light.

Figure 7 shows two ways of looking at how an amplifier
can be connected across a tank circuit using capacitive
division of voltage. The arrangement shown on the right is
known as the Colpitts circuit. Capacitors C1 and C2 in
series form part of the resonator, and the input loading by
the amplifier is reduced by their ratio. The circuit on the
left uses the capacitors as a way of getting 1801 of phase
shift at resonance, while internally completing the loop
with an additional 1801 resulting from signal inversion.
However, the two capacitors are still connected in series to
each other and across the inductor, and voltage division
takes place across this tank. The advantage of capacitive
division over inductive division is that it is easier to real-
ize in an integrated circuit. Split inductors or transform-
ers are more complicated to build than simple inductors.

The arrangements shown in Fig. 8 are known as Hart-
ley and Armstrong oscillators, respectively. Inductive divi-

sion, using two inductors or a single inductor with a tap
connection, provides the feedback in the Hartley circuit.
The input loading is therefore decreased. The Armstrong
circuit uses two inductors, L1 and L2, with inductive cou-
pling between them. This may be attractive if the objective
is to keep the input and output biases isolated from each
other. Moreover, the amount of coupling between the coils
can be varied without changing the values of the inductors.

A single-transistor implementation of the capacitively
divided tank circuit is depicted in Fig. 9. This circuit is
simple because the base bias is provided through the
inductor. The value of the collector load resistor needs to
be large enough to prevent decreasing the Q of the reso-
nant circuit. The coil and the series connection of the two
capacitors make up the resonant circuit. This arrange-
ment can be modified by placing a capacitor in series with
the coil (and providing base bias). The series resonant fre-
quency of the coil and the added capacitor can dominate
the oscillation frequency, making the circuit less sensitive
to variations in the transistor and in the other two capac-
itors. This modification is known as the Clapp oscillator.

The DC-coupled LC oscillator in Fig. 10 is based on a
differential amplifier. It has a single-ended tank and a
single-ended output. Its output is directly coupled to its
noninverting input, and therefore the feedback needs to
provide 01 of phase delay because 3601 would be impossi-
ble with the circuit shown. At resonance, the LC tank
presents a purely resistive load to the collector output, and
therefore it has no phase delay. Any internal delay
through the device will need to be canceled by adjusting
the oscillation frequency slightly out of resonance. Using a

Figure 6. RC delay oscillator. For an inverting amplifier, there
must be 1801 of phase shift in the RC feedback path.

Figure 7. Oscillators with capacitive division of voltage, also
known as Colpitts arrangements.

Figure 8. Inductive division of voltage in Armstrong and Hartley
oscillators.

Figure 9. Single-transistor implementation of a capacitive divi-
sion oscillator.
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variable capacitor would normally control the frequency of
this oscillator. A small change in frequency can also be
obtained by changing the bias on the differential amplifier.

Tuned oscillators may also use transmission lines, cav-
ities, dielectric resonators, crystals, or YIG resonators to
determine their operating frequency. These resonators
have equivalent circuits of very high Q. For example,
because of the interaction between voltage and mechani-
cal resonance, piezoelectric quartz crystals are much more
stable and of higher Q than are LC resonators.

5.5. Use of Varactors

Varactors are used to vary the frequency of resonant LC
circuits (Fig. 11). The combined symbol of a capacitor with
a diode arrow is used to indicate that they are diodes whose
junction depletion capacitance varies. This happens in
response to a change in the reverse voltage applied across
them. The types of varactor diodes that have the most
change of capacitance with voltage are called hyperabrupt.
The junction between the n region and the p region is made
very sharp, and the doping concentrations are very differ-
ent. This causes the depletion layer on the lightly doped
side to move considerably with applied voltage. Since var-
actors also have loss, they must be selected or designed to
minimize the degradation of the resonator’s Q.

The drawing on the left side of Fig. 11 shows a common
back-to-back connection of two varactors. Because the
voltage that develops in a tank circuit is large, this
arrangement offers some cancellation of the variation of
the capacitance as a function of the tank voltage. Even-
order distortion products are canceled, and the voltage at
which the diodes would conduct is increased. The simpler
arrangement on the right requires a capacitor to AC-cou-
ple the varactor to the inductor so that the inductor does
not short-circuit the bias voltage. This circuit is adequate
when the signal level is small or when there is no concern
about generating harmonics of the tank’s fundamental
frequency.

5.6. Negative-Resistance Oscillators

Negative-resistance oscillators also can be viewed as one-
port oscillators, as opposed to the two-port oscillators used
in feedback arrangements. Some electronic devices (e.g.,
microwave diodes) are two-terminal devices and can be
operated only as a one-port device. Therefore, negative-
resistance oscillator analysis is the most general in that it
includes two- and three-terminal (or more) electronic
devices.

To compensate for the losses in a resonant circuit, an
active circuit needs to supply power to cancel them. This
can be regarded as paralleling the resonator with a neg-
ative resistor (Fig. 12). It turns out that most oscillator
arrangements can be simplified to this type of model, and
an equivalent value for negative R can be calculated. If the
negative-resistance ‘‘blackbox’’ is a two-port, which is com-
mon, then the other port can be tuned to deliver power to a
load.

One possible single-transistor version of a negative
resistance oscillator is shown in Fig. 13. The capacitor
from emitter to ground makes the input impedance at the
base partly negative real and partly capacitive. The induc-
tor at the base can be either series- or parallel-resonated
with the input capacitor and with other tuning capacitors
or varactors. Note that one could use the collector to deliver
power to a load instead of connecting it to the power supply.

6. RELAXATION OSCILLATORS

6.1. Ring Oscillators

Ring oscillators are a popular topology for variable-fre-
quency oscillators used in integrated circuits because they
have broad tuning range and require no resonators. They
consist of a number of amplifiers or delay stages that may
be inverting or noninverting, connected in such a way that

Figure 10. Differential amplifier LC-tuned oscillator with single-
ended output. The emitter-follower provides DC-coupled impe-
dance transformation.

Figure 11. Resonator arrangements using varactor diodes to
tune the center frequency.

Figure 12. Negative resistance compensates for the losses in a
parallel tank resonator.
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an odd number of inversions exist around the loop
(Fig. 14). The loop is therefore never ‘‘happy,’’ and the
result is that an ‘‘edge’’ propagates around the loop. Loops
with as little as two buffers are possible, but for large
number of stages it is customary to choose prime numbers
to prevent the occurrence of multiple modes of oscillation.
For example, if we used six buffers, we could have three
edges running around the loop, with the result that the
frequency would sometimes be 3 times higher. This would
happen at random after powering up the circuit.

The frequency of a ring oscillator can be varied in sev-
eral ways. One popular way is to change the internal delay
of each buffer by adjusting the amount of current available
to charge and discharge the circuit capacitances. Another
way is to vary the amount of load presented at the output
of each buffer.

6.2. Astable Multivibrators

Figure 15 shows the main features of an astable multivi-
brator. It consists of an amplifier with a positive-feedback
connection that causes hysteresis in the multivibrator.
When one of the inputs causes the output to swing in one
direction, the positive feedback changes the switching
threshold, reinforcing the input so that there is no hesi-
tation if the input begins to change back. It behaves like a
comparator with a moving input threshold. This prevents
noisy outputs when the inputs are changing too slowly or
when they sit too close to the threshold. In the case of this
oscillator, the hysteresis allows the operation of the cir-
cuit, which would not occur otherwise. The R and C con-
nected to the inverting input cause this point to vary

exponentially up and down around the hysteresis voltage
region. Multivibrators have a broad tuning range.

The astable mutivibrator in Fig. 16 is a popular oscil-
lator circuit that is often built in university engineering
laboratories and by hobbyists. It is fairly nonlinear
because the two transistors take turns being on and off,
without spending much time midway. When transistor Q1

turns on, its collector pulls the base of Q2 down, through
C2, keeping it off. Resistor R3 will in time recharge C2 and
turn Q2 back on. When this happens, there is positive
feedback. As Q2 turns on, it will turn Q1 off, and as the
collector of Q1 goes high, it will reinforce Q2 being on.
Next, R2 will begin to recharge C1 until Q1 is turned back
on. The RC time constants (R2C1 and R3C2) need not be
the same, and nonsymmetric oscillations can be designed
with this circuit. For example, a narrow pulse can be pro-
duced. The frequency of oscillation can be varied by chang-
ing the value of the resistors (most commonly R2 and R3)
or by switching different values for the capacitors and
using the resistors for fine adjustment. Other possibilities

Figure 13. Negative-resistance oscillator with series resonant
tuning.

Figure 14. A ring oscillator consists of a number of buffers con-
nected in a loop.

Figure 15. Diagram of a bistable oscillator.

Figure 16. Example of common multivibrator. The system has
two stable points: when Q1 is on and when Q1 is off (and Q2 is
therefore on).
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are changing the power supply voltage or the value of the
collector load resistors, which are typically smaller than
R2 and R3.

Another popular astable multivibrator circuit has a
single timing capacitor (Fig. 17). Its frequency is adjust-
ed by changing the value of the current sources. Transis-
tors Q1 and Q2 form a cross-coupled pair through Q3 and
Q4 that acts like an emitter-follower buffer. In this config-
uration, when one of the two bottom transistors is on, it
forces the other transistor off and vice versa, in a latching
arrangement with large hysteresis. For example, Q1 being
on forces Q2 off, which reinforces the state of Q1 being on.
The transistor that is on must supply current to both cur-
rent sources I and therefore will begin to charge capacitor
C until the voltage at its own emitter rises and turns itself
off. This happens quickly. The other transistor begins to

charge the capacitor in the opposite direction, and the
cycle repeats itself. The frequency of oscillation is linearly
proportional to the value of the current in the sources
because the capacitor is charged linearly by current and
not through a resistor. The waveforms at the emitters of
Q1 and Q2 are linear sawtooth waves.

The Schmitt trigger oscillator shown in Fig. 18 is also
known as the grounded-timing-capacitor oscillator. The
differential amplifier and two emitter-followers on the
right are connected in positive feedback. When the tran-
sistor directly on top of the timing capacitor is turned on,
it quickly charges it to near the power supply voltage and
forces the trigger to switch states. This turns off the top
transistor, and the current source begins to discharge the
capacitor linearly. When the capacitor voltage is low
enough, the trigger switches, and the process repeats.
The output waveforms of this oscillator consist of narrow
complementary pulses, whereas the voltage across the
timing capacitor is a linear sawtooth waveform.

6.3. Voltage-to-Frequency Converters

Voltage-to-frequency converter circuits are used not so
much to produce oscillations but rather to measure volt-
ages precisely. They achieve very linear transfer charac-
teristics from voltage to frequency and allow a frequency
counter (a digital circuit of high repeatability) to measure
the input voltage level. However, as an example of a vari-
able-frequency oscillator, this is the most linear of all.

In the schematic drawn in Fig. 19, the input voltage Vin

causes current to flow into the precision integrator circuit
containing or including Ci. The comparator with hystere-
sis periodically switches capacitor Cf from the voltage ref-
erence Vref to the input terminal of the integrator,
discharging it fully. This achieves the transfer of a mea-
sure of charge in a way that is independent of the wave-
form driving the switch, as long as capacitor Cf is given
enough time to discharge fully. Note that the polarity of

Figure 17. Another multivibrator or astable oscillator that needs
only one capacitor.

Figure 18. Detailed schematic of a Sch-
mitt trigger oscillator with the single tim-
ing capacitor tied to ground.
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Vref needs to be opposite that of Vin, or the capacitor needs
to be discharged-inverted. This can be done by connecting
the topside of the capacitor to the input and the switch, to
the bottom side.

7. PROGRAMMABILITY DESIGN STYLES: HOW TO VARY
THE FREQUENCY

Most variable-frequency oscillators are voltage-controlled
[i.e., voltage-controlled oscillators (VCOs)]. This is a
desirable feature because producing a variable voltage is
usually easier than producing a variable current. Even if
the frequency control is by variable capacitance, varactors
that require a control voltage can be used. In cases where
the control variable is naturally current, as in relaxation
oscillators or in some ring oscillators, a voltage-to-current
converter can be added to make the circuit a VCO.

For sinusoidal oscillators, the presence of a resonant
circuit imposes a limited tuning range. Frequency change
in these circuits usually uses variable capacitors—or vari-
able resistors in an RC oscillator. In the past, mechani-
cally tuned air dielectric capacitors and even variable
inductors were used. Modern designs prefer using varac-
tor diodes. However, the tuning range is limited to less
than an octave in a resonant circuit that uses variable
components.

To increase the tuning range, different component val-
ues can be switched around for different ranges. Usually
the inductance is switched, while the capacitance is con-
tinuously varied. Mechanical switches have been used in
the past, but today switching diodes are preferred because
of their small size, lower cost, and higher frequency per-
formance (less parasitics). A popular switching diode is
known as positive–intrinsic–negative (p-i-n). It consists of
three layers of p-type (undoped or intrinsic) and n-type
semiconductors. When no current flows through the p-i-n
diode, the i (intrinsic) layer acts like a thick dielectric, and

the diode’s capacitance is low. When current is forced
through the diode, it exhibits low series resistance. It
therefore approximates an ideal switch.

Although their frequency can be varied over only a very
small range, crystal oscillators can change frequencies
dramatically by switching the crystal element. In some
radios, channels are changed by switching crystal values
in several oscillators, and their outputs are multiplied or
mixed together to produce the desired frequency.

Relaxation and ring oscillators have wide tuning rang-
es in spite of their poor stability and noise performance. It
is easy to tune them over a 10 : 1 ratio, and with careful
circuit design, more than two decades of frequency control
are possible. Voltage-to-frequency converters are also easy
to tune over broad ranges, although they are relatively
slow oscillators.

Table 1 highlights the features of the different oscilla-
tors covered. Depending on speed, tuning range, and
method of tuning required, a variable-frequency oscillator
that meets the required needs can be found. Of course, no
single oscillator can simultaneously satisfy all possible
needs, and other variables like available materials and
cost need to be evaluated.

8. ADVANCED CIRCUITS

Further examples of more sophisticated circuits will be
described shortly. The first three examples are differential
versions of previously discussed arrangements. Their
advantages in rejecting power supply noise and in reduc-
ing even-order distortion more than offset the added com-
plexity. Particularly in integrated circuit design, trading
the number of components for enhanced response is
always a winning strategy. The last circuit shown is an
elegant arrangement for a crystal oscillator that has
improved output buffering.

A differential LC oscillator with delay tuning has fre-
quency control by varying the delay of the feedback signal
(Fig. 20). This works well for low-Q tank circuits that are
realized in monolithic implementations. The outputs are
directly coupled to the inputs without inversion. The res-
onant circuit is composed of the series sum of the two
inductors and the capacitance across them. The two col-
lectors connected to the tank are operating 1801 out of
phase. The current at the bottom of the two emitter-
followers, which connect to the tank inductors, is varied
to change the oscillation frequency. This is done by using
another differential amplifier with two output transistors.
Less current results in more delay, which the loop com-
pensates for by lowering the frequency of oscillation.

Figure 19. Voltage-to-frequency converters are used to measure
voltages.

Table 1. Main Features of Variable-Frequency Oscillators

Type Frequency Tuning Range Tuning Means

RC oscillator Low to medium Medium Resistor or capacitor
LC-tuned oscillator Medium to high Narrow Capacitor, switch inductor
Crystal oscillator Medium Very small Voltage, switch crystals
Ring oscillator Low to high Wide Current or capacitor
Astable multivibrator Low to medium Wide Current
Voltage-to-frequency convertor Low Very wide Voltage
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Because of large emitter degeneration, the control voltage
produces a near-linear change in the current going into the
emitter-followers. For a tank with a Q of less than 10, this
circuit achieves a tuning range of over 20% of the central
frequency. The inductor is often a planar spiral layout of
thin metal sitting on a lightly conductive substrate. The
series resistive loss in the inductor and the field-absorbing
loss in the substrate dominate the Q of the tank.

A differential version of the negative resistance oscil-
lators is shown in Fig. 21. During operation, transistors Q1

and Q2 alternatively turn on and off. The inductor series
resonates with the capacitor and with the capacitive input
impedance of the two transistors. They present a negative
real input impedance when they are on; however, they
alternatively turn off, and the real part of the input
impedance goes from negative to positive. This simple
arrangement provides differential outputs that are useful
in several applications in integrated circuit design.

A high-speed, two-stage ring oscillator is depicted in
Fig. 22. The buffers consist of slow and fast amplifiers
connected in parallel and sitting on top of a differential
amplifier. The control voltage allows us to interpolate

between slow and fast by splitting the amount of current
available at the current source. The differential amplifier
has emitter degeneration resistors to linearize the current
partitioning as a function of the differential voltage. Two
emitter-followers buffer the outputs between stages and
improve jitter by improving the voltage transition time.
Both the control and the input/output signals are fully
differential, resulting in a circuit that is very tolerant to
common-mode disturbances. Fully differential oscillators
do not depend on reference voltage generators or intrinsic
device voltage thresholds to set their operating points.
Furthermore, they give us complementary outputs, at
twice the differential voltage swing compared to single-
ended implementations.

The crystal oscillator with buffered output in Fig. 23
uses two transistors, connected as emitter-followers, in a
Darlington arrangement. The input bias current is small,
and the resistive loading on the crystal is light. Capacitors
C1 and C2 connected across the Darlington pair make the
input impedance have a negative real part. This arrange-
ment can therefore be viewed as a negative-resistance or
one-port oscillator. The oscillation amplitude will be lim-
ited by the voltage increase at the emitter of transistor Q2,
which debiases the transistor and limits the maximum
current flowing through it. However, the amplitude at
the base of transistor Q1 should not be so large that
it saturates it. The output is taken at the collector of

Figure 20. Fully differential LC oscillator with delay tuning.

Figure 21. Differential version of negative-resistance oscillator.

Figure 22. High-speed, two-stage ring oscillator. The frequency
is controlled by interpolating the dealy of the buffer stages be-
tween fast and slow paths.
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transistor Q2, and the load is elegantly isolated from the
core of the oscillator.

9. SUMMARY AND SUGGESTIONS FOR FUTURE STUDY

The design of variable-frequency oscillators requires
knowledge of the main topologies, the limits of frequen-
cy-selective arrangements, the conditions for reliable
oscillation, and the available means of tuning, to name
the main variables. This article has tried to organize the
types of oscillators into two main groups—sinusoidal and
relaxation—and has described how their frequencies are
changed. A good understanding of a system requires a
model of the system. A sinusoidal oscillator can be mod-
eled in two different ways: using feedback and using neg-
ative resistance. Relaxation oscillators operating at high
frequency can sometimes be modeled in the same way, but
in general they are described by their states and their
time constants. Simple equivalent circuits and equations
for the resonators were presented, attempting to highlight
the most intuitive representations.

The variety of oscillators in existence offers many choic-
es, but it also emphasizes the fact that there are unex-
plored combinations. Particularly because so much of
society is influenced by the advances in electronic engi-
neering, and especially integrated circuit engineering, the
design of smaller, faster, and cheaper circuits is a very
important activity. Variable-frequency oscillators of
improved quality are needed today in telecommunications,
data transmission, and instrumentation. The components
available to design oscillators are constantly undergoing
change, most particularly in integrated circuits.
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VERY HIGH FREQUENCY RANGE

RICHARD L. CAMPBELL

Cascade Microtech, Inc.
Beaverton, OR

1. TIME, FREQUENCY, AND WAVELENGTH

The Very High Frequency (VHF) range extends from
30 MHz to 300 MHz, which means that when a VHF
sine-wave signal is observed on an oscilloscope, the trace
completes from 30 to 300 million cycles each second. Each
cycle takes from 3.3 to 33 nanoseconds. When a VHF sig-
nal is radiated into the air by an antenna, it travels at the
speed of light. If you could watch the signals travel, like
water waves radiating from a stone dropped in a pond, you
would observe that the wavelength of 30 MHz signals is 10
meters, and the wavelength of 3 MHz signals is 1 meter.
The wavelength and frequency of VHF signals has a pro-
found impact on the hardware we build to use these
frequencies.

2. UNIQUE CAPABILITIES OF VHF

2.1. Compact, Effective Antennas

The 30 to 300 MHz frequency range has been popular
since radio engineers first discovered how to reliably gen-
erate and amplify VHF signals during the 1930s. The VHF
range has significant advantages for some common appli-
cations over higher and lower frequency ranges. Many of
these advantages are related to the size of effective anten-
nas. Antennas interact with radiofrequency waves accord-
ing to the wavelength of the signals. Antennas for low
frequencies (long wavelength) are large, and antennas
for high frequencies (short wavelength) are small. For
example, the Navy’s ELF (extremely low frequency) an-
tenna at 72 Hz covers several counties in the state of Wis-
consin, and the EHF (extremely high frequency) 10 GHz

Figure 23. Crystal oscillator based on Darlington pair used in
negative-resistance circuit.
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radar that opens the door at the grocery store has an
antenna several centimeters across. Neither of these
antennas is particularly effective: the 72 Hz antenna in
Wisconsin is filled with lossy rocks, dirt, animals, and peo-
ple, and the little grocery store door-opener antenna is too
small to collect much signal.

Nondirectional antennas can be built with dimensions
from about 0.1 wavelength to 0.5 wavelength. Antennas
that radiate and collect radio energy from a particular
direction have larger dimensions from about 0.5 to 5 wave-
lengths, and highly directional antennas (sometimes
called ‘‘Pencil Beam’’ antennas) have dimensions larger
than 5 wavelengths. The VHF range, with wavelengths
from 1 to 10 meters, allows us to build effective, nondirec-
tional wire or rod antennas with lengths from 10 cm to 5
meters, and directional antennas with dimensions from
about 1 meter to 50 meters. Pencil Beam directive anten-
nas for VHF are large and expensive. If a very narrow
antenna beam is needed, for example, for a radar system,
it usually makes sense to select a frequency above VHF.
Some of the first radar systems developed during WWII
used VHF bands because engineers had not yet figured out
how to generate high power at microwave frequencies.

With effective nondirectional whip antennas less than 1
meter long, and directional antennas with dimensions a
little larger than 1 meter, the VHF range is in demand for
a number of different radio services. It is very convenient
to build good, inexpensive, lightweight nondirectional
antennas that may be carried around or mounted on a
moving automobile, train, boat, or airplane. The most
common type of nondirectional antenna is the vertical
whip, as seen on automobiles. Directional VHF antennas,
mounted on an antenna rotator or fixed in a particular
direction, are often seen on the roofs of buildings. The
most common type of VHF directional antenna is the yagi
television antenna (named for Yagi and Uda, early twen-
tieth century Japanese inventors).

2.2. Reliable Local Signal Propagation

The convenient size of effective antennas is not the only
advantage of the VHF range. Lower frequencies are much
more strongly effected by the highly variable electron den-
sities in Earth’s ionosphere. These electron densities vary
with height above the earth, position around the earth,
from day to night, from day to day, summer to winter, over
the 28 day solar rotation period, and over an 11 year cycle
related to solar activity. The high frequency or shortwave
bands from 3 to 30 MHz are famous for providing world-
wide but unreliable radio coverage that varies with the
whims of ionospheric weather. Ionospheric effects occur
much less frequently at VHF. Television Channel 2 at
54 MHz might experience ionospheric reflected interfer-
ence from TV stations 1000 km away 10 days a year, and
FM broadcast signals near 100 MHz experience long dis-
tance propagation even less often.

2.3. Bandwidth

Even if the 3 to 30 MHz range were not susceptible to
highly variable ionospheric propagation, it could still only
accommodate 4 TV channels, each 6 MHz wide. The VHF

range from 30 to 300 MHz includes 12 TV channels and
still has almost 200 MHz left for other services. Almost all
of the services permitted to operate below 30 MHz are
required to use very narrow bandwidth—typically 6 kHz
or less. AM broadcast channels are 10 kHz apart, and
high-frequency SSB voice channels may be spaced every
3 kHz. It is possible to send pictures over a 3 kHz channel,
but the number of frames per minute is very small. To
transmit moving pictures requires much more bandwidth.
VHF Television channels are 6 MHz wide. Bandwidth may
also be used to improve signal-to-noise ratio and audio
fidelity when signals are strong. FM broadcasting, which
operates from 88–108 MHz, has 150 kHz wide channels
spaced every 200 kHz.

3. RADIO SERVICES ON THE VHF BANDS

With many useful radio activities competing for frequen-
cies in the VHF range, government agencies have
assigned frequency bands to a large number of different
services. Here is an abbreviated list of frequencies and
some of the different services assigned to the VHF spec-
trum:

30–40 MHz Police and Fire
46–49 MHz Cordless Telephones, Radio Controlled toys
50–54 MHz Amateur Radio
54–72 MHz TV channels 2,3,4
72–76 MHz Radio Control
76–88 MHz TV channels 5,6
88–108 MHz FM broadcasting
108–135 MHz Aircraft
136–144 Space, Weather Satellites
144–148 MHz Amateur Radio
148–160 MHz Police and Fire
162–166 MHz Weather radio and Boats
166–216 MHz TV channels 7–13
222–225 MHz Amateur Radio
225–300 MHz Military
All of these different services operate at once in the

VHF range. Some of them operate continuously, like TV
stations, some of them occasionally, like cordless phones,
and some of them only in emergencies. Government reg-
ulations, antennas, and, particularly, VHF radios are all
designed to allow these different services to share the VHF
range without interfering with each other.

4. VHF RADIO TECHNOLOGY

4.1. Radio Systems

VHF radio systems consist of transmitters, transmitting
antennas, the path signals follow between transmitter and
receiver, receiving antennas, and receivers. In FM and TV
broadcasting, the transmitters and transmitting antennas
are large, expensive, and owned by corporations, whereas
the receivers are inexpensive and available at the local
department store. Communication services usually have a
transmitter and receiver sharing the same box (called a
transceiver) connected to the same antenna. Handheld
transceivers include a battery pack and an antenna all in
one common unit.
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Figure 1 is the block diagram of a typical VHF receiver,
and Fig. 2 is a block diagram of a transmitter. A number of
common blocks exist: amplifiers, local oscillators, freque-
ncy converters (usually called mixers), filters, modulators,
and demodulators. Audio amplifiers operate at much
lower frequencies, and intermediate frequency (IF) ampli-
fiers, filters, and demodulators operate in the high-
frequency range—often at 10.7 MHz or 21.4 MHz in VHF
radio systems. All of the electronic circuits at frequencies
below 30 MHz operate within the range of common labo-
ratory instruments, such as oscilloscopes, and use technol-
ogy familiar to both analog and radiofrequency (RF)
designers. In addition, the clock speeds of Digital Signal
Processing (DSP) systems continue to increase, and much
of the IF signal processing, including modulation and
demodulation, is now commonly done in DSP.

The electronic blocks that must operate above 30 MHz
in a VHF radio include low noise amplifiers (LNA), mixers,
local oscillators, power amplifiers (PA), switches, and RF
filters. Above 30 MHz, components and interconnecting
wires are large enough that their dimensions have signif-
icant impact of circuit operation.

4.2. The Inductance of Interconnecting Wires

VHF electronic design includes some peculiarities, but it is
a mature art, and many successful designs have resulted
from following a few basic rules. One rule for building

VHF radios, often quoted in 1960s era Amateur Radio
VHF Handbooks, is that if component leads are visible,
they are too long. The LNA input circuit schematic and
sketch in Fig. 3 will illustrate the need for short leads. The
circuit includes a 10 nH (nanohenry) inductor, a 46 nH
inductor, and a 22 pF capacitor. The 10 nH inductor is just
1 cm of bare copper wire soldered directly from the input
connector to ground. At low frequencies, this wire is a
short circuit, but at 144 MHz, its inductive reactance is
exactly cancelled by the reactance presented by the 46 nH
inductor and 22 pF capacitor, so no signal is lost. However,
this only happens at 144 MHz if the other inductor in the
circuit is 46 nH. What if the 46 nH inductor were soldered
into the circuit with a 1 cm lead on each end? Then the
inductance would be approximately 10 nHþ 46 nHþ
10 nH¼ 66 nH, and the input circuit would resonate at
about 130 MHz. Suppose the 22 pF capacitor had 1 cm
leads. Each capacitor lead would have about 10 nH, or
10 ohms of inductive reactance at 144 MHz. The 22 pF
capacitor has about 50 ohms capacitive reactance at
144 MHz, so the 22 pF capacitor in series with two 10 nH
leads would have a reactance of þ j10� j50þ j10¼
� j30 ohms. So the 22 pF capacitor looks about 40 percent
larger with 1 cm leads at 144 MHz—it looks like about
30 pF. It still looks like 22 pF at low frequencies. However,
at some frequency around 250 MHz, a 22 pF capacitor with
1 cm leads stops behaving like a capacitor and acts like a
perfect short circuit. Above that series resonant frequency,
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Figure 1. Block diagram of typical VHF receiver.
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the capacitor, and its leads, behaves like an inductor,
except that it does not pass DC.

Several generations of VHF design engineers struggled
with the problem of undesired inductance in both compo-
nent leads and interconnecting printed circuit board
traces, but much of that difficulty is avoided by using sur-
face mount components. A useful rule of thumb is that
every surface mount component has about 1 nH of series
inductance, as does each millimeter of printed circuit
trace. Wise VHF designers minimize the extra inductance
in the circuit by keeping the components and layout small,
incorporate the extra inductance in the design, and choose
circuitry that tolerates small amounts of additional induc-
tance. A common approach to building VHF systems is to
design physically small circuit blocks with signal connec-
tions that have an impedance of 50 ohms, and interconnect
them with 50 ohm characteristic impedance transmission
lines.

4.3. The 50 Ohm Environment

VHF circuit blocks are designed to operate in a 50 ohm
environment for several very good reasons, including con-
trolling the amplitude and phase of signals, preventing
radiation, and compatibility with test equipment. Recall
that the wavelength of VHF signals is between 1 and 10
meters. Even 300 MHz signals at the top of the VHF band
have 1 meter wavelength, which is likely to be larger than
the boxes that radio blocks are mounted inside. However,
when it is important to maintain control of the phase of
signals between different circuit blocks, a few electrical
degrees of phase difference may be significant. An electri-
cal degree is 1/360 of a wavelength, or only 3.3 mm at
300 MHz. Typical components have dimensions of about
one electrical degree at 300 MHz. Phase is particularly
important in balanced systems, in filters, in oscillators,
and when the output of a circuit block is connected
through a length of wire to the input of another circuit
block. Balance is used to cancel noise and distortion in
radio amplifiers and mixers. Perfect balance occurs when
signals are 180 electrical degrees apart. A few extra elec-
trical degrees can result in significant degradation of noise
and distortion performance. Filters and oscillators depend
on well-defined phase relationships to select or generate

one frequency while rejecting others. The need for a well-
defined impedance environment becomes clear when we
study interconnections between circuit blocks, because
signals reflect from boundaries between different imped-
ances, whether the signals are waves in space or waves
traveling on transmission lines. Reflected signals result in
standing waves.

Figure 4 shows an electromagnetic wave striking a
partially reflecting surface. Some of the wave is reflected
and some is transmitted. This experiment is easily done
with a flashlight and a glass window. The window reflects
some of the incident wave because it has a different
impedance than air. In space, impedance is the ratio of
the magnitude of the E and H fields. Air has an impedance
of about 377 ohms, and window glass has an impedance of
about 100 ohms. It is possible to get more of the flashlight
energy into the glass by matching the impedances using
an impedance transformer. Camera and binocular lenses,
and some eyeglasses do this by using a coating on the
glass. If the same flashlight is shined on a camera lens,
much less light is reflected. In an electric circuit, imped-
ance is defined as the ratio of voltage to current. A high-
impedance circuit has high voltage and low current, and a
low-impedance circuit has low voltage and high current.
The standard impedance for radiofrequency instruments
and cables is 50 ohms. If a 50 ohm cable connected to a
50 ohm load has a 1 volt rms sine-wave voltage, 20 mA rms
current will flow. If this cable is connected to a load with a
different impedance, some of the signal will be reflected.

Consider the case illustrated in Fig. 5. To an analog
designer at low frequencies, a low-impedance source is
considered ideal. Similarly, a high-impedance input is
ideal. The low-impedance source in Fig. 5 drives a 30 cm
coax cable connected to the high-impedance input of the
amplifier. This arrangement works well and is commonly
used at audio and low radiofrequencies. Now observe what
happens at 144 MHz, in the middle of the VHF band. The
signal leaves the low-impedance generator and travels
toward the high-impedance amplifier input. The phase
velocity of the signal in the cable is about two-thirds the
speed of light, so the cable is about a quarter wavelength,
or 90 electrical degrees long. Some of the signal power goes

Schematic Sketch
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Figure 3. Schematic of LNA input circuit.
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Figure 4. Electromagnetic wave striking a partially reflecting
surface.
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into the amplifier, but most of it is reflected. Signals
reflected from a high impedance are in phase with the
incident signal. The reflected signal travels another 90
electrical degrees back toward the generator, and reflects
off the low-impedance generator. Signals reflected from a
low impedance experience a 180 degree phase shift. The
signal reflected from the generator travels back toward
the amplifier input, where it adds to the original signal.
The signal at the input of the amplifier is larger than it
was, because it has arrived after 180 electrical degrees of
travel and 180 degrees of reflection phase shift, for a total
of 360 degrees. It adds in-phase with the original signal.
The length of transmission line has performed an imped-
ance transformation from the low-impedance source to the
high-impedance amplifier input, and the output of the
amplifier is large.

Now suppose that the 30 cm cable mysteriously disap-
pears from the bench and a 60 cm cable is borrowed from a
nearby lab setup and used to connect the generator to the
amplifier. The reflected signal now experiences 360
degrees of travel, plus 180 degrees of reflection phase
shift, and it is now out-of-phase with the original signal
at the input of the amplifier. The two signals subtract,
leaving a very small voltage at the input of the amplifier.
The output of the amplifier is now small.

Systems that operate very differently with different
lengths of interconnecting cable are a common source of
frustration for technicians and engineers with little expe-
rience at VHF.

As different blocks in a VHF radio system must be
interconnected, and because the length of the intercon-
necting cables will be a significant number of electrical
degrees at VHF, we need a way to control signal reflec-
tions. Standard practice at VHF and above is to design
system blocks, and even individual components, to present
50 ohm impedances at their terminals, and then intercon-
nect all of the pieces with 50 ohm coax and microstrip
transmission lines. Even components designed for 50 ohm
terminations must be used with care. Amplifiers and mix-
ers have impedance that changes with frequency, and
most filters reflect signals outside the passband. Figure
6 illustrates the passband response and reflection coeffi-
cient of a typical narrow bandpass filter. One common
technique used to optimize VHF systems with filters is to
try different lengths of transmission line while measuring
an important system performance characteristic.

Another reason for using coax and microstrip trans-
mission lines to interconnect VHF circuit blocks is that
coax and microstrip define the electric and magnetic fields
of the traveling signal in a way that prevents radiation. In
contrast, antennas configure the electric and magnetic
fields to encourage radiation. If VHF circuit blocks are
interconnected with simple wires, those wires can become
incidental antennas, and radiate most of the signal off into
space. Even worse, if an amplifier has wires on both the
input and output, the output wire can radiate the signal
into space, where it will be picked up by the input wire,
and instead of an amplifier, the circuit will be an oscillator.
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Figure 5. 50 ohm transmission line connected between a voltage source and a high impedance.
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Recall that under the right conditions, a tenth wavelength
wire can be an effective antenna. A tenth wavelength at
150 MHz is only 20 cm.

5. NOISE AT VHF

Less atmospheric and Earth noise exist at VHF than at
lower frequencies. Often a VHF receiver connected to an
antenna through a length of transmission line will hear
more internal noise from the losses in the transmission
line and the input stage of the LNA than from external
sources picked up by the antenna. Receiver sensitivity is
thus limited directly by the noise in the receiver input
stages and losses in transmission lines. Attention paid to
LNA design, and moving the LNA to a location near the
antenna (instead of inside the receiver box) can greatly
improve receiver sensitivity. Amateur VHF stations with
directive antennas aimed at the horizon and well-designed
LNAs may hear the increase in background noise as the
sun rises.

6. POWER, MODULATION, AND SIGNAL PROPAGATION

The VHF bands are normally used for local coverage, out
to about 100 km. Handheld radios may communicate
directly with each other out to about 10 km, or over long-
er distances by using repeater stations located on towers,
tall buildings, or hilltops. The effective range of VHF com-
munications systems is highly dependent on local terrain,
obstructions near the receiver or transmitter, and the type
of antennas used. Most voice communications at VHF use
narrowband frequency modulation (FM), with channel
bandwidths of about 15 kHz. FM broadcasting uses
150 kHz wide channels for better audio fidelity, and bet-
ter audio signal-to-noise ratio when the received signals
are strong. Stereo and other information is modulated

onto the FM broadcast signal using subcarriers. FM
receivers exhibit a capture effect, where the strongest sig-
nal captures the receiver and weaker interfering signals
are not heard at all, which improves the fidelity of received
audio in the presence of interference. VHF Aircraft radios
use amplitude modulation (AM) for historical reasons, and
because AM receivers do not have a capture effect. If a
distant aircraft with a weak signal is calling the tower, it
is important for the air traffic controller to know it is there
so that stronger stations may be asked to stand by.
Amateur Radio Morse code and Single Sideband voice sta-
tions with medium-sized yagi antennas and 150 watt
amplifiers routinely communicate to about 500 km on a
daily basis. These long distance communications are sup-
ported by scattering the VHF signals off anomalies in the
troposphere. More power and larger antennas allow
worldwide VHF communications by bouncing signals off
the moon.

7. VHF MEASUREMENTS

At low frequencies, measurements of voltage and current
are commonly used to determine whether circuits are
working as expected (by engineers and technicians) or
hoped (by designers). Although some oscilloscopes are
capable of making measurements at VHF, the standard
tools on a VHF radio bench include the spectrum analyzer,
power meter, signal generators, forward and reflected
power meter, noise figure meter, and network analyzer.
All of these instruments have 50 ohm ports and standard
connectors. The network analyzer measures how well
inputs and outputs are matched to the 50 ohm standard,
filter passbands and reflections, and amplifier small-signal
gain, frequency response, and reverse isolation. Reverse
isolation determines how much of what occurs at the
amplifier output appears at the input. If reverse isolation
is very poor, the amplifier will oscillate when connected to
certain loads. If reverse isolation is good enough to prevent
oscillation but not much better, loads connected to the out-
put will affect the input impedance of the amplifier, which
is significant for LNAs, because they are typically connect-
ed to a narrow bandpass filter on the output, and if reverse
isolation is only modest, the LNA input impedance will
change rapidly at near the edges of the bandpass filter
response, which commonly causes the system gain to vary
across the desired frequency range. System performance
can often be improved by selecting a different length of
50 ohm cable between the LNA and bandpass filter.

8. THE SMITH CHART AT VHF

Simple VHF matching circuits, lumped element transmis-
sion lines, reflections and transmissions at boundaries
with different impedances, and the effect of different
lengths of transmission lines on system performance
may be conveniently studied using the Smith Chart. The
Smith Chart is a polar plot of reflection coefficient, with
curve scales to read impedances. Figure 7 is a simplified
Smith Chart with two points plotted. The round point is a
reflection coefficient of 0.7 at an angle of 45 degrees, and

Reflection
Coefficient

1

0
Frequency

High 
Performance 

Bandpass
Filter

Figure 6. Bandpass filter with termination impedance plot.
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the square point is a reflection coefficient of 0.25 at an
angle of 180 degrees. The Smith Chart is a powerful
graphic calculator, and may be used with a pocket calcu-
lator (originally a slide rule) to solve a large class of trans-
mission line problems. The Smith Chart approach is so
fundamental to the field of radiofrequency engineering
that even when it is not used as a calculator, it is used to
display the results of radiofrequency measurements and
computer simulations. Both the modern network analyzer
and RF engineering software packages provide Smith
Chart graphical output. The Smith Chart is covered in
detail elsewhere in this encyclopedia. As the VHF fre-
quencies were pioneered during the same era that Phil
Smith invented his useful chart, VHF technology and the
use of the Smith Chart have matured together. More than
any other group of technologists, VHF workers are likely
to analyze problems and present their results using Smith
Charts.

9. VHF COMPONENTS

In 50 ohm systems at VHF, the most common reactive
components (inductors and capacitors) have reactive
impedance between about 5 and 500 ohms. At 144 MHz,
a � j50 ohm inductor is 56 nH and a � j50 ohm capacitor is
22 pF. We can easily scale from these values to find that a
� j500 ohm capacitor is 2.2 pF and a � j5 ohm capacitor is
220 pF. Similarly, a þ j500 ohm inductor is 560 nH and a
þ j5 ohm inductor is 5.6 nH. Clearly we need to be very
careful using these components at VHF if they have wire
leads, because the lead inductance is roughly 1 nH per mm
of lead length. If a 5.6 nH inductor with wire leads is
mounted on a standard 0.062 inch thick FR-4 printed cir-
cuit board, the leads will add several nH to the inductance.
Similarly, capacitor lead inductance will increase the
effective value of capacitor (decreasing its capacitive reac-
tance). Furthermore, it is wise to recall that inductance is
a numerical representation of the ratio of energy in a
magnetic field to the current that caused it. It is not the

wire that determines inductance, it is the volume contain-
ing the wire and resulting magnetic field. An inductor will
behave differently depending on how it is mounted on the
printed circuit board. Chip inductors usually have a mark-
ing that permits production circuits to be built with the
inductor in the same orientation as the working prototype.
Capacitance is a numerical representation of the ratio of
the amount of energy in an electric field to the voltage that
caused it. Chip capacitors are relatively good at containing
the electric field within a volume not much bigger than the
component. The fact that capacitor leads add inductive
reactance to capacitors means that, above a certain value,
capacitors stop behaving like capacitors. VHF designers
often use the self-resonance of a capacitor and its wire
leads or PC board traces to obtain a virtual short circuit at
RF that blocks DC. A 220 pF capacitor (� j5 ohms at
144 MHz) with a total wire lead and capacitor body induc-
tance of þ j5 ohms (about 6 mm) has an impedance of � j5
þ j5¼ 0 ohms, which makes a good bypass capacitor, or
coupling capacitor between matched amplifier stages.

It is not just the inductance of wire leads that makes
components behave differently than expected at VHF. The
capacitance between turns of an inductor will make an
inductor appear larger than its marked value, which is
particularly true for inductors with many turns. It is good
practice to avoid capacitors with reactance less than
� j5 ohms and inductors with reactance greater than
about þ j500 ohms if it is important for their behavior to
coincide with their marked value.

Many VHF engineers memorize a set of 50 ohm compo-
nents at one frequency (i.e., 22 pF and 56 nH at 144 MHz)
because it is then easy to scale to different frequencies and
impedances. At 48 MHz (one-third of 144 MHz) 50 ohms is
66 pF and 168 nH. At 288 MHz, 50 ohms is 11 pF and
28 nH. For the whole VHF range from 30 to 300 MHz,
the most common capacitors will be between 1 pF and
1000 pF (1 nF). 1 pF is about 500 ohms at 300 MHz, and
1 nF is about 5 ohms at 30 MHz. The most common induc-
tors will be between 2.5 nH (5 ohms at 300 MHz) and
2.5 uH (500 ohms at 30 MHz).

9.1. VHF Inductors

Many different configurations of inductors are useful at
VHF. In the several hundred nH range, simple self-sup-
porting coils of enameled wire mounted with their own
leads above a printed circuit board are particularly effec-
tive, and often used in small volume, hand assembled
electronics. They are difficult to handle by machine, so
small wire coils on a polyethylene form are common in
mass produced VHF circuitry. Inductors may be made
tunable by moving a threaded powdered iron slug in and
out of the polyethylene form. The magnetic field lines
around a solenoid coil extend well beyond the dimensions
of the coil. Other circuitry, and in particular other induc-
tors in the vicinity of a solenoid, will couple energy out of
the magnetic field. Such inductor coupling may be inten-
tional, but often it is not, and the circuit does not perform
as expected. Inductor coupling to nearby circuitry may be
reduced by shielding the inductors with small metal cans.
Subcircuits containing inductors are often surrounded

Figure 7. Smith Chart.
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with metal shields. A shield around an inductor modifies
the magnetic field, and usually reduces the energy stored
for a given amount of wire and current. As the resistance in
the wire is not reduced by the shield, the inductor quality
factor Q is degraded. Small shielded inductors typically
have about 70% of the Q of the same inductors without
shields. Q is improved by using larger shield cans that have
less effect on the inductor magnetic field. One way to obtain
both high Q and shielding in a compact inductor is by using
toroid inductor cores. The magnetic material in the toroid
core and the configuration of the winding forces the mag-
netic field lines into a closed ring shape. Little magnetic
field exist outside the physical dimensions of the toroid, and
the Q is determined by losses in the wire and toroid core.
Several types of inductors are illustrated in Fig. 8.

9.2. Inductor Q

Q is a measure of how much energy is lost (to heat or
radiation) per sinusoidal cycle. A bell that rings for a long
time has high Q. A cardboard box that goes ‘‘thud’’ when
you hit it has very low Q. A useful approximate definition
of Q for inductors is the ratio of inductive reactance to
series resistance. This definition neglects losses because of
radiation or heating of the inductor core. If inductor Q is
measured using a Q meter at the desired operating fre-
quency, an inductor model using a larger series resistance
may be used. Typical Qs for the inductors used at VHF are
from about 30 for small, inexpensive chip inductors,
around 100 for small polyethylene core slug-tuned induc-
tors, up to 250 for toroids and large air-core inductors
without shields, to about 1000 for silver-plated #12 wire
helical resonators. High Q is not necessary or desirable in
inductors used to provide DC to a circuit, but they often
use large low-resistance wire for current capacity.

Filter circuits need as much Q as possible in the avail-
able space. Filter designers trade Q, filter bandwidth, and

loss. Resonator loss is approximately

Filter Loss � 20 log ½1�QL=Qu�

Unloaded Qu is the Q of the components used to build the
resonator. Usually at VHF, inductor Q is much lower than
capacitor Q, so the unloaded Q is approximately the Q of
the inductor. Loaded QL is the operating frequency divid-
ed by the 3 dB bandwidth of the resonant circuit. For
example, a 150 MHz single resonator filter with a 3 dB
bandwidth of 15 MHz has a loaded Q of 10. If we built this
filter with an inductor with Q of 100, the loss would be

20 log ½1� :1� � 1 dB

which would be a useful filter except at the input to a very
sensitive receiver. A filter with three of these resonators
would have roughly 3 dB loss. Now if the same filter were
built using inductors with a Q of 30, the loss per resonator
would be

20 log ½1� :3� � 3 dB

Often we want to build much narrower filters. The
144 MHz amateur band is 4 MHz wide. A three resonator,
4 MHz filter with 3 dB loss has a loaded Q of 36, and would
need resonators with an unloaded Q of about 360 to have
1 dB loss per resonator. Small helical resonators can
achieve this. For still lower loss, physically larger resona-
tors and thick wire are needed. The highest Q resonators
used at VHF are quarter wave sections of large coaxial
transmission line. The outer conductors may be 10 cm
across, and these cavity resonators are tuned by adjust-
ing the length of the center conductor.

9.3. Capacitors

Fixed capacitors for VHF are usually metal plated on
opposite sides of a ceramic or mica wafer. In the past,
these capacitors usually had wire leads, but most present
day VHF circuitry uses surface-mount ceramic chip
capacitors. These capacitors are available in various tem-
perature coefficients. NP0 or COG capacitors have capac-
itance that changes less than about 50 ppm/degree C.
N750 capacitors have a negative 750 ppm temperature
coefficient. Electrolytic, tantalum, and many polystyrene
and polyethylene capacitors have too much lead induc-
tance to be useful at VHF.

It is convenient to build variable capacitors with air,
ceramic, or polyethylene dielectric in capacitance ranges
from a few pF to a few hundred pF. Each year physically
smaller variable capacitors are introduced, and several
manufacturers have variable chip capacitors on the mar-
ket. Variable capacitors are useful in prototype and small
production circuits because it is difficult to consider all of
the printed circuit board traces and component lead induc-
tance and interwinding capacitance when designing the
circuit. A few variable circuit elements allow the designer
to tune out the unknown deviations from ideal behavior.

For precision circuitry like narrow filters and oscilla-
tors, it is useful to have precision adjustable capacitors.
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Figure 8. Different types of inductors.
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Several manufacturers produce air or glass dielectric pis-
ton trimmer capacitors with a ceramic or glass body and a
moving, cylindrical capacitor piston driven in and out of
an insulating cylinder with an outer conductor or second
internal plate by a precision lead screw mechanism. Fig-
ure 9 is a drawing of two types of VHF variable capacitors.

One type of capacitor that has been used at VHF for at
least a half century is the gimmick, illustrated in Fig. 10.
It is simply two wires twisted together. Gimmick capaci-
tors are typically 0.5 pF to about 5 pF, and may be easily
adjusted by clipping them shorter or twisting the turns
tighter. The gimmick capacitor is a useful reminder that
capacitors are not just a component that one selects from a
catalog, but a device that behaves in a certain way because
of the electric field between two conductors.

9.4. Resistors

The rules for using resistors at VHF are the same as for
lower and higher frequencies: Observe the power rating
and be aware of inductance. Some resistors have a cylin-
drical body with a resistive coat. The precise value of
resistance is obtained by making a spiral cut in the resis-
tive coat. Such resistors may have much higher series
inductance than expected from their physical size. Other
resistors for high power have spiral windings of nichrome
wire. Such resistors are inappropriate for radiofrequency
use. Chip resistors are the best choice for VHF, as long as
their power ratings are observed.

9.5. Transformers, Baluns, Splitters

The VHF frequency range is ideal for building transform-
ers, baluns, splitters, and couplers using small ferrite
cores and multiconductor windings of enameled wire.
The low-frequency limit of such devices is determined by
the permeability of the ferrite core, and the upper fre-
quency limit occurs when the length of the winding
becomes a significant fraction of a wavelength. With tiny
ferrite cores a few mm in diameter or smaller, it is possible
to have many turns on the core with much less than a
wavelength of wire, even at 300 MHz. Several manufac-
turers have extensive product lines of transformers, bal-
uns, splitters, and couplers that approach ideal
performance in the VHF range.

A large class of useful device may be constructed from
transmission line transformers formed from parallel turns
of wire through a small ferrite core or bead. The trans-
mission line transformer has very low resistance to differ-
ential currents, and very high impedance to common mode
currents. Figure 11 illustrates a simple transmission line
transformer constructed of a pair of enameled wires and a
ferrite bead and several useful components that may be
built by connecting the windings in different ways. Like
the gimmick capacitor, it is a reminder that VHF compo-
nents are just applications of basic physics.
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Figure 9. Two types of VHF variable capacitors.
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Figure 11. Transmission line transformers.
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9.6. Two-Terminal Solid-State Devices

Silicon switching diodes, i.e., the ubiquitous 1N4148, have
small enough internal capacitance to be useful for non-
critical signal processing at VHF. Schottkey barrier diodes
like the HP 5082-2835 have much lower capacitance and
well-defined characteristics and are a better choice for
repeatable performance and critical circuits. Capacitance
is low enough and switching fast enough that small-signal
Schottkey diodes have nearly ideal behavior at VHF. PIN
diodes are widely used to replace mechanical relays for
signal switching at VHF. Variable capacitance diodes are
used for tuning filters and voltage-controlled oscillators.
Other two-terminal solid-state devices like step recovery
diodes and tunnel diodes are occasionally seen in special-
ized VHF circuitry.

9.7. Frequency Doublers and Diode Ring Mixers

With nearly ideal transformers and diodes, it is easy to
build very good diode frequency doublers and mixers over
the whole VHF range. Figure 12 is the schematic of a
frequency doubler, which is the same schematic as a full-
wave rectifier power supply, only in this case it is the dou-
ble frequency component and not the DC that is of
interest. The DC voltage is connected to ground in the
circuit shown, but it may also be used as an indicator of
drive and output level. If the diodes are reversed, it is a

negative voltage, which might be useful for biasing cir-
cuits elsewhere in the VHF radio. The output power is
typically between 6 and 10 dB lower than the drive level,
over a very wide frequency range. Both doubler ports are
reasonably well matched to 50 ohms. If the waveforms are
sketched (or reviewed in a book on DC power supply
design), it is clear that the input signal needs to be a
good sine-wave for frequency doubling to occur. Figure 13
is the standard diode ring double balanced mixer. This
mixer works well with 50 ohm terminations on all ports,
requires about 5 milliwatts of local oscillator drive, and can
be built for any frequency from audio to 1 GHz by selecting
the appropriate transformers. At VHF, it typically has con-
version loss of about 6 dB, port-to-port isolations of around
40 dB, and an input third-order intercept of þ 17 dBm.

Diode ring mixer and frequency double transformers
may be hand wound using small toroid cores for the lower
VHF frequency range, but much smaller cores are useful
to obtain the best performance at frequencies above
200 MHz. Commercial transformers are available in a
wide range of sizes and configurations. Other mixers
using passive FETs and integrated Gilbert Cell mixers
are commonly used at VHF.

9.8. Three-Terminal Active Devices

Many silicon NPN transistors such as the common
2N5179 work well as oscillators and amplifiers through
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Figure 12. Diode frequency doubler.
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the entire VHF range. Discrete amplifier designs permit
the designer to tailor the circuitry to exactly the needs of
the system and make most efficient use of power supplies
by using RF inductors instead of resistors as collector
loads. JFETs, such as the J310, are also very useful
throughout the VHF range. Figure 14 is a typical ampli-
fier using the U310, the metal can version of the J310. The
metal can is internally connected to the device gate, and
the can is soldered to the printed circuit ground plane to
build a common gate amplifier.

9.9. MMICS

A family of silicon monolithic microwave integrated cir-
cuits is available that operates from DC to past 1 GHz.
Several of these devices, including the MAR-2 and MAV-11,
are particularly useful at VHF. The MAR-2, in addition to
providing gain, a modest noise figure, and a few milliwatts
of output power, has nearly perfect 50 ohm match on both
input and output ports, so it is very useful as a basic gain

element in systems with filters and other ill behaved im-
pedances. The MAV-11 had a good enough noise figure to be
used as an LNA in modes VHF receiver systems, and 50
milliwatts of output power capability. The disadvantage of
these MMIC amplifiers is that half of the power is dissi-
pated in the collector bias resistor, so they are less efficient
than well-designed discrete amplifiers and less attractive
for battery operated equipment. Their broad bandwidth
also requires that bypassing, shielding, and filtering ex-
tend to cover the entire gain range of the MMIC, even if the
radio is being designed only for a narrow sliver of the VHF
spectrum.

9.10. Packaged Filters

Bandpass, highpass, lowpass, and allpass filters may be
built in the VHF range using several different technolo-
gies including inductors and capacitors, helical resona-
tors, quartz crystals, and surface acoustic wave devices.
Bandpass filters for commercially important frequencies

Transmission line
transformers

VHF diodes

Radio
frequency

Intermediate frequency

5 mW
Local

oscillator

Figure 13. Diode ring mixer.

LNA in

56 nH
22 pF

220 pF

220 pF

51

LNA Out

+12

56 nH

22 pF 22 pF

470 nH

220 pF

180220 pF
10 nH

U310

Figure 14. 144 MHz LNA.
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are available from a number of sources. If the desired filter
is not available in the catalog, an analog circuit simulator
can be used to design filters using standard slug tuned
inductors and chip capacitors. When the percentage band-
width is modest (filter bandwidth is between 5% and 20%
of the center frequency), these filter simulations tend to
agree fairly well with measured performance.

9.11. Power Amplifiers

VHF amplifiers for a few watts through about 50 watts
may be designed and built using discrete bipolar or FET
power devices, or complete amplifier modules may be pur-
chased for many different VHF frequency ranges. Broad-
band low-distortion amplifiers are used to distribute cable
TV signals. From 50 watts to a few hundred watts, dis-
crete transistor amplifiers are often combined using power
splitters and combiners. Above a few hundred watts, vac-
uum tubes become practical and compete with large solid-
state amplifiers.

9.12. Lumped Element Transmission Lines

A radiofrequency designer often needs a transmission line
with a particular electrical length to obtain a specific
phase shift. In the VHF range, lengths of coax cable are
short enough that they are sometimes used in circuits. In
very small circuits, and at the low end of the VHF range,
coax cables may be too long to fit in the available space. A
lumped element equivalent transmission line may be
made using pi network sections of alternating inductors
and capacitors. Figure 15 shows a quarter wavelength
50 ohm coaxial line at 144 MHz and its equivalent lumped
element circuit. At VHF, lumped element equivalent
transmission lines made up of surface-mount components
are much smaller than coax cables, and much less expen-
sive.

9.13. VHF Circuitry

VHF circuits operate at a high enough frequency that it is
important to minimize lead lengths and pay attention to
making layouts compact, but are not so high that com-
pletely different circuit techniques must be developed. A
VHF amplifier schematic and circuit might look just like
one for 10 MHz, but with a more compact layout. In con-
trast, an Ultra High Frequency (UHF) amplifier circuit is
often distributed along a length of 50 ohm microstrip
transmission line, with the interconnecting line lengths

just as important as the component values. Microstrip
transmission line circuits are also common at the upper
frequency end of the VHF range, and for power amplifiers.
VHF circuits often employ a mix of components with wire
leads and chip components, mounted on opposite sides of
the same circuit board.

9.14. Shielding

As VHF circuit board layouts occupy a significant fraction
of a wavelength, they radiate more RF energy than radio
circuits at lower frequencies. VHF designers often include
metal shield cans around VHF amplifier, filter, and oscil-
lator circuits to keep the desired signals inside and
undesired signals out. A VHF filter with an ultimate stop-
band rejection of 60 dB when connected to measurement
equipment on the bench may have only 40 dB when
mounted on a radio printed circuit board. Metal shields
soldered over the input and output circuits can improve
isolation.

10. FURTHER INFORMATION

VHF Engineering is a mature art that forms a bridge
between high-frequency radio design and microwave tech-
nology. Many professional VHF engineers are also active
as amateur radio designer/builders, and the amateur
radio literature provides a good catalog of accepted and
proven VHF circuits and techniques. Both the American
Radio Relay League (ARRL) and Radio Society of Great
Britain (RSGB) publish extensive handbooks on practical
HF and VHF technology. A recent copy of the ARRL Hand-
book for the Radio Amateur is often found on the HF and
VHF engineer’s bookshelf. More specialized, very practical
VHF information is available in the Proceedings of the
Central States VHF Conference, also published by ARRL.
Much of the emphasis in professional radio engineering
for the past several decades has been focused on high-vol-
ume consumer microwave electronics like cell phones and
wireless local area networks, so it may not be easy to find
practical applied VHF engineering information in the
recent professional literature. Several journals, including
RF Design and High Frequency Electronics, offer a good
selection of articles on practical VHF technology. Commit-
tee MTT-17 of the Institute for Electrical and Electronic
Engineers has a Website devoted to HF, VHF, and UHF
Technology.

Equivalent at 144 MHz

Quarter wavelength 50 ohm
transmission line

Lumped equivalent
circuit

56 nH

22 pF22 pF

Figure 15. Lumped equivalent transmission
line.
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1. INTRODUCTION

The voltage-to-frequency converters (VFCs) belong to the
category of the oscillator circuits. The function of an
oscillator is to produce periodic time-varying signals
with only DC excitations.1 These signals may have quite
diverse waveform shapes such as triangular, square,
impulsive, exponential, and sinusoidal. For some oscilla-
tor applications, the shape of the generated signal is an
important design criterion, for instance, in the production
of periodic sweep voltages for display systems or in the
generation of quasisinusoidal signals for testing and
instrumentation purposes. In other applications, the
most important design criterion is the signal frequency,
while the spectral purity of the signal remains secondary.
This is, for instance, the case for oscillators used to gen-
erate clock signals for timing purposes and also for VFCs.

The function of VFCs is to convert the value of an
analog input voltage or current into an output frequency;
that is, they must generate signals of any shape whose
frequency is a faithful representation of the analog input
data. Thus, they also belong to the category of the data
converter circuits, whose function is to convert the infor-
mation among different domains with minimum degrada-
tion of the information itself. From this point of view, the
VFCs have some similarities with the analog-to-digital
converters (ADCs), whose function is to convert an analog
data into a digital word with the minimum error possible.

In the case of VFCs the domain of the transformed infor-
mation is the frequency of a signal, instead of a digital
word, and the aim is to obtain the smallest possible error
in the voltage-to-frequency mapping. The design criteria
for VFCs include the following [14]:

* Dynamic range, the range of input voltage values
where the transformation takes place. A related mag-
nitude is the frequency range—the range of output
frequencies that corresponds to the input voltage
range; 60 dB and larger dynamic ranges2 are com-
monplace.

* Linearity of the voltage-to-frequency map, f0¼F(vin).
This map is required to be highly linear,

FðvinÞ¼ k . vinþEðvinÞ ð1Þ

with error E(vin) much smaller than 1% of full scale.
* Scale factor accuracy and stability. The parameter k

in Eq. (1) must be externally set for given voltage-to-
frequency gain. After its setting, the gain must
remain stable with temperature ð�100 ppm=�CÞ,
aging, and changes of the power supply ð�0:1%=VÞ.

Such requirements are related to the main application
area of the VFCs, namely, the encoding of information for
telemetry or remote control. In these applications, the
analog data are converted into frequency at the emitter
front end using a VFC. The generated signal is then trans-
mitted through an optical or radiolink—a process in which
the signal frequency remains essentially unchanged. Then,
at the receiver front end, the analog data are recovered
from the signal frequency by using a frequency-to-voltage
converter (FVC).

From the construction point of view, the VFCs are in
the same category as the so-called voltage-controlled-os-
cillators (VCOs), in the sense that the circuit structures
employed to realize VFCs and VCOs are actually quite
similar. However, the typical applications of VCOs usually
demand low precision in the voltage-to-frequency map
and, in some cases, high spectral purity. In this article,
we will start by presenting a broad overview of the differ-
ent circuit structures that qualify to generate periodic sig-
nals with voltage-controlled frequency. Then, we will focus
on structures that are better suited to achieve accuracy in
the voltage-to-frequency mapping.

2. BASIC CONCEPTS AND MODELS FOR
OSCILLATOR DESIGN

Circuit synthesis is the process of interconnecting circuit
components so as to realize some targeted behavior. The
first step for systematic circuit synthesis is to identify
mathematical descriptions for the targeted behavior. In
the case of oscillators, the target is to obtain a steady-state

1In practice, the excitations may not strictly be DC, but AC sig-
nals whose frequency is smaller, commonly much smaller, than
that of the signal generated by the circuit.

2The dynamic range (DR) can be expressed in a number of equiv-
alent bits b by using the expression DR¼6.02 . bþ1.76. Thus,
60 dB dynamic range corresponds to an equivalent resolution of
9.7 bits.
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cyclic solution with only DC excitations. For VCOs and
VFCs, the timing of these cyclic solutions must also be
electronically controllable.

‘‘The simpler, the better’’ is a basic motto for electronic
circuit design. In the case of oscillators, two ineludible
(inevitable) ingredients are dynamics and nonlinearity.
Thus, oscillator circuits must contain capacitors and/or
inductors together with nonlinear elements. Strictly
speaking, the dynamics must be at least of second-order
type—meaning that the corresponding circuit requires at
least two energy storage elements. With regard to the
nonlinearity, the simplest one is the N-like shape of
Fig. 1a, which can be approximated by a series expansion

xðxÞ¼ � ZNI
. xþ ZNE

. x3 ð2Þ

where ZNI and ZNE are real parameters that can be used to
fit the required function shape. Alternatively, Fig. 1a can
be approximated by the piecewise-linear curve depicted in
Fig. 1b, where the fitting is realized through the real
parameters gNI and gNE.

2.1. Basic Oscillator Model

The basic oscillator model is built by combining the ingre-
dients above into

tx
dx

dt
¼ � y� xðxÞ

ty
dy

dt
¼ x

ð3Þ

Figure 2a shows a conceptual realization of this equation
using two integrators, one adder and one block with non-
linear transfer function x(x)—all realizable in electronic
form. Figures 2b and 2c show realizations using capaci-
tors, inductors, and nonlinear resistors; it is easy to con-
firm that Fig. 2b maps onto Eq. (3) for x¼ v, y¼RiL, tx¼

RC, ty¼L/R, and assuming that the resistor has a voltage-
controlled characteristic iR¼ x(v); similarly, Fig. 2c maps
onto Eq. (3) for x¼RiL, y¼ vC, tx¼L/R, ty¼CR and
assuming that the resistor has a current-controlled
characteristic v¼ x(iR).

The model of Eq. (3) generates stable oscillations—
called limit cycles—due to the dynamic equilibrium
between two opposite forces: one expansive, the other con-
tractive. The expansive force occurs for |x|od because
of the negative slope of the nonlinearity in this region (see

Fig. 1b).3 This negative slope can be realized only through
an active element that injects energy into the system,
thereby causing |x| to increase with time. On the other
hand, the contractive force occurs for |x|4d as a result of
the positive slope of the nonlinearity in this region.
Because of this positive slope, the system dissipates ener-
gy and, consequently, |x| decreases with time.

The actual trajectories in the transient evolution
toward the limit cycle depend on the values of the param-
eters tx, ty, gNI, gNE, and d. The shape of the limit cycle
orbit and the frequency of the motion are also dependent
on these values. Finding closed relationships among the
shape and frequency, on one side, and the parameter val-
ues, on the other, is not even possible in the more general
case. However, for our purposes here it suffices to study
the approximated solutions in two particular cases. First,
we find it convenient to rewrite Eq. (3) in terms of a nor-
malized time variable t¼ t/t0 with t0 �

ffiffiffiffiffiffiffiffiffitxty
p

. It yields

dx

dt
¼ a½�y� xðxÞ�

dy

dt
¼

1

a
x

ð4Þ

where a¼
ffiffiffiffiffiffiffiffiffiffiffi
ty=tx

p
. The two particular cases of interest

occur for extreme values of the parameter a; they are
respectively called the harmonic oscillator case, corre-
sponding to a51, and the relaxation oscillator case, cor-
responding to ab1.

2.2. Harmonic Oscillator Case

This corresponds to a51, namely, to ty5tx. For a
better understanding of what happens in this case, it is

−�

�(x)

�

−�

�

x

(a) (b)

slope �NE slope −�NI

�(x)

x

Figure 1. N-shaped characteristics necessary to implement oscillator circuits and associated
piecewise-linear approximation.

3In the electronic implementation of Figs. 2b and 2c, the negative
slope is caused by a negative resistance. This negative resistance
injects energy into the two other circuit components, namely, the
inductor and the capacitor. Because these latter elements do not
dissipate energy, but simply store it, the total energy increases
and this manifests itself as an increase of the signal amplitude.
On the other hand, the positive slope is caused by a positive
resistance that dissipates part of the energy stored in the energy
storage part of the circuit. At the equilibrium there is balance
between the energy injected and the energy dissipated, the circuit
energy remains unchanged, and the movement is due to a con-
tinuous interchange of this energy between the inductor and the
capacitor.
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convenient to recast Eq. (4) into the following scalar form

d2x

dt2
þ a

dx
dx

dx

dt
þ x¼ 0 ð5Þ

obtained after differentiating the top expression in Eq. (4)
and using the bottom expression to substitute dy/dt.

Assume first that the nonlinearity is null. Then dx/dx¼
0 and the solution of Eq. (5) for initial conditions x(0)¼ x0

and dx/dt|t¼ 0¼ 0 is x(t)¼ x0 cos(t), and hence

xðtÞ¼ x0 cosðo0tÞ ð6Þ

where o0�1/t0. Obviously, such a solution could not be
maintained in practice because of the unavoidable energy
dissipation, which is why nonlinearity is needed for prac-
tical oscillator design. However, because a51, the second
term in Eq. (5) is negligible and at the limit cycle x(t) is
quasisinusoidal; x(t)Er cos(o0t) with the amplitude for
fixed a and t0 depending on gNI, gNE, and d.

The set of drawings in Fig. 3 illustrate the harmonic
oscillation case. On one hand, they are intended to high-
light the dynamic equilibrium process underlying the
onset of oscillations. On the other, they give insight on
the influence of the model parameters. All the drawings
are for tx¼ 10, ty¼ 0.1, and d¼ 1. The three drawings at
the top are for gNE¼ 1 and gNI¼ 1. The one on the left in
this subset shows the solution trajectories in the x–y plane
for different initial conditions. The opposed expansive and
contractive forces are highlighted by this figure. Their
equilibrium results in the system evolving toward a limit
cycle from any initial condition located either inside or
outside it. The waveform at the center in the top set of
figures shows x(t) at the steady state. Because this steady

state is obtained as the result of a nonlinear equilibrium
process, this waveform is not a pure sinusoidal, but con-
tains harmonics. The spectrum on the right shows these
harmonics. The three drawings in the center row in Fig. 3
are for gNE¼ 1 and gNI¼ 0.2. Here the frequency is prac-
tically the same as in the previous case, although the
amplitude and distortion of x(t) are now smaller. On the
other hand, the evolution from inside the limit cycle to-
ward the limit cycle itself is much slower. However, the
last set of drawings, for gNE¼1 and gNI¼3, again display
practically the same frequency but much larger amplitude
and distortion, and a very fast evolution to the limit cycle.

The following observations on the influence of param-
eters can be made regarding the harmonic oscillator case:

* The oscillation frequency is basically set by
t0¼

ffiffiffiffiffiffiffiffiffitxty
p

. The voltage control of this frequency is
hence achieved through electronic tuning of the time
constants tx and ty. For the LC circuits of Figs. 2b and
2c, the frequency can be made voltage-controlled by
resorting to the use of tunable capacitors or inductors
[15,17,25].

* On one hand, for given values of tx, ty, gNE, and d, the
larger gNI, the larger the signal amplitude and the
signal distortion; also, the faster the dynamic evolu-
tion toward the limit cycle from the inside. On the
other hand, for given values of tx, ty, gNI, and d, the
smaller gNE, the smaller the signal distortion,
although the speed of the dynamic evolution towards
the limit cycle from the inside does not change with
gNE. Finally, the value of d influences the signal
amplitude, but has no influence on either the signal
distortion or the speed of the evolution towards the
limit cycle.

2.3. General Harmonic Oscillator Model

Figure 2a can be redrawn as depicted in Fig. 4a, consisting
of the interconnection of a linear dynamic block with
transfer function in the s domain given by

HðsÞ¼
XðsÞ

ZðsÞ
¼

s
1

tx

s2þ s
gNE

tx
þ

1

txty

ð7Þ

and a nonlinear block with transfer characteristics zðxÞ. Note
that the linear block acts as a bandpass filter with resonant
frequency o0 � 1=t0 and quality factor Q¼ 1/(gNEa). Note
also that the gain of this filter at the resonant frequency is
1/gNE; and that the nonlinear block gains gNEþ gNI inside
its inner linear region.

Assume x(t)Er cos(ot). The system can oscillate, pro-
vided the amplitude and the phase of this signal are main-
tained while the signal is being transmitted across the
loop. Consider first the phase. On one hand, the nonlin-
earity is static, and does not produce any phase shift. On
the other hand, the phase of the linear block is null only
for o¼o0, which is why the oscillation actually occurs at
this frequency. Now consider the amplitude. On one hand,

(b)

i

iL
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�
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+

iR = �(�)

(c)
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Figure 2. Conceptual realization of the basic oscillator model in
Eq. (3) (a) and LC realizations for x¼ v, y¼RiL, tx¼RC, ty¼L/R
(b) and for x¼RiL, y¼ vC, tx¼L/R, ty¼CR (c).
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for rod the loop has a gain of 1þ gNI/gNE, larger than
unity, so that the amplitude grows while the signal trans-
verses the loop. On the other hand, for r4d, the gain is
compressed because of the saturation nonlinearity. The
compression increases with r until a critical amplitude
value r0 is reached where the effective gain is unity.

Figure 4b shows the block diagram of a generic har-
monic oscillator model. On the basis of the explanations
given for Fig. 4a, the following statements are made for
this generic model:

* The phase shift of the linear block must be frequency-
dependent and null at a single frequency o¼o0,
which is the oscillation frequency. The sharper the
phase-versus-frequency characteristics of the linear
block around this zero-phase frequency, the higher
the accuracy of the oscillation frequency setting.

* Now consider the oscillation amplitude. On one hand,
the loop gain at the zero-phase frequency must be
larger than unity for low amplitudes. This ensures

that the oscillations will start. On the other hand, the
compression exercised by the nonlinear block must
render the loop gain smaller than unity for large am-
plitude values. The oscillation occurs at the ampli-
tude for which the compressed loop gain at the zero-
phase frequency is just unity.

This can be applied to the ring oscillator structure of Fig. 5a,
commonly employed in VCOs. It is composed of N identical
stages, each with linearized transfer function [23]

FðsÞ¼
�GmR

1þ sRC
ð8Þ

connected into a feedback loop. On one hand, note that each
stage produces a phase shift of p� atan (oRC); the zero-
phase frequency is hence readily calculated as

f0¼
1

2pRC
tan

p
2N
f3þ ð�1ÞNg ð9Þ
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Figure 3. Trajectories, signals, and spectrum for the oscillator model in the harmonic oscillation
case for tx¼10, ty¼0.1, and d¼1. The three drawings at the top are for gNE¼1 and gNI¼1; those
in the center row are for gNE¼1 and gNI¼0.2, and the drawings at the bottom were obtained for
gNE¼1 and gNI¼3. We see that the oscillation frequency is practically the same in the three cases
(basically set by t0¼

ffiffiffiffiffiffiffiffiffitxty
p

). We also observe that the larger gNI, the larger the signal amplitude
and distortion, while the dynamic evolution toward the limit cycle is faster.
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On the other hand, the nonlinearity, and hence the control
of the oscillation amplitude, is inherent to the active
devices used to realize the transconductors. For the simple
circuits typically employed in these transconductors, such
as, for instance, those in Fig. 5b, the transconductance de-
creases with the signal amplitude. Hence the condition for
the generation of oscillations is GmR41.

2.4. Relaxation Oscillator Case

This case corresponds to a in Eq. (4) being much larger
than unity, namely, to tx5ty. In the limit, as a-N, its
factor in the top equation of Eq. (4) becomes negligible and
hence

y¼ � xðxÞ ð10Þ

meaning that the shape of the limit cycle fits with the
nonlinear function � x(x), drawn with a thick solid trace
in Fig. 6a.

This piece of information has to be complemented with
analysis of the solution trajectories of Eq. (4) for the dif-
ferent linear pieces of � x(x). Let us consider first the
inner piece, where y¼ gNIx. Analysis obtains

xðtÞ � �
1

gNI

½yð0Þ � gNIxð0Þ�e
agNIt

yðtÞ � ½yð0Þ�e

t
agNI

ð11Þ

valid for |x|od. Note that in the limit for a-N, y(t)
remains practically constant while the system evolves in
this inner region. Quite on the contrary, x(t) changes at
very high speed; either decreasing, for y(0)4gNIx(0), or
increasing, for y(0)ogNIx(0). The arrows drawn with thin
solid lines in Fig. 6a indicate the direction and sense of the
trajectories in this inner region. From this picture, it is
readily inferred that the nonlinearity inner piece is not
part of the limit cycle.
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Figure 4. (a) Representation of the basic oscillator
model in Fig. 2a as the interconnection of a linear
dynamic block and a nonlinear block and (b) gen-
eral harmonic oscillator model with these blocks.
The phase shift of the linear block is null at the os-
cillation frequency, and the oscillation occurs at the
amplitude for which the loop gain is just unity.
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Figure 5. (a) Ring oscillator structure and its linearized model as a specific example of Fig. 4; (b)
simple typical circuit realizations for the tunable transconductors.
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Let us now consider the outer pieces, where
y¼ � gNEx8b, where the minus sign is for the left-hand
piece; the plus sign, for the right-hand one; and b is the
absolute value of the ordinate at the origin. Analysis ob-
tains a fast transient across a quasihorizontal trajectory
followed by a slow asymptotic behavior whose trajectory is
described by

xðtÞ � �
1

gNE

½yð0Þ � ð	bÞ�e½�ð1=agNEÞ�t

yðtÞ � ½yð0Þ � ð	bÞ�e½�ð1=agNEÞ�t 	 b

ð12Þ

Note that this slow asymptotic behavior results in trajec-
tories that fit exactly with the corresponding outer piece of
the nonlinear function.

Summarizing these considerations, the limit cycle can
be built as shown in Fig. 6b, where we assume that the
horizontal transitions occur instantaneously. Thus, the
oscillation frequency is basically determined by the time
invested in making the asymptotic evolutions on the outer
pieces of the nonlinearity, which can be calculated from
Eq. (12) as

Tc¼ 2tygNE ln
bþ gNId
b� gNId

ð13Þ

These summary considerations are confirmed by the sim-
ulations depicted in Fig. 6c, which shows the limit cycle,

the x(t) waveform, and its spectrum for tx¼ 0.1, ty¼ 10,
d¼ 1 and gNE¼ gNI¼ 1.

At this point let us explore the implications of the con-
ditions leading to the relaxation oscillator case on the LC
circuits of Figs. 2b and 2c. These conditions are met by
making C-0 in the former case; and by making L-0 in
the latter. For circuit implementation purposes, these neg-
ligible elements can be considered parasitics and, hence,
the relaxation oscillator can be built by simply connecting
either an inductor or a capacitor to a nonlinear resistor.
Figure 7 shows these realizations, where the nonlinear
resistor is N-shaped for Fig. 7a and S-shaped for Fig. 7b.

3. CONVERTERS BASED ON MULTIVIBRATORS

Since the frequency in oscillators can be controlled by
means of tunable capacitors, resistors, or inductors, any
oscillator can be used to translate a voltage into a fre-
quency, provided that the voltage to be converted is that
used to tune the devices [15,17,25]. However, in the case of
harmonic oscillators, these mechanisms do not provide a
good enough linear dependence of the output frequency on
the input voltage, nor temperature stability for most volt-
age-to-frequency applications. They are used instead in
PLL (phase-locked loop) applications, many allowing
nonlinearities up to several tens of percent and tempera-
ture-induced variations as long as the tuning range
accommodates them [24]. The jitter in these circuits is

−�

 � x

y

slope−�NE

slope �NI

y

x

(b)(a)

State space trajectory

y 
S

ta
te

 v
ar

ia
bl

e

2

1

0

−1

−2
−4 −2 0 2 4

x State variable

x 
S

ta
te

 v
ar

ia
bl

e

(c)

x waveform
4
3
2
1
0

−1
−2
−3
−4

0 1000 2000 3000
Time

x State variable spectrum
50

0

−50

−100

−150

−200
0 2 4 6 8 10 12

Normalized frequency

dB
F

S
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also lower than in relaxation oscillators, which make them
more appropriate for timing applications [11]. Multivibra-
tors usually have poor timing accuracy for frequencies
above a few hundred kilohertz because of the random
fluctuations of the threshold levels and charging and dis-
charging currents and their increasing importance with
respect to shorter clock periods [1], but they provide the
best linearity and temperature and supply stability at
medium to low frequencies, as well as wide control and

signal ranges [8]. Since the latter are features required for
voltage-to-frequency conversion, most VFCs on the mar-
ket are based on multivibrators; thus we will focus our
approach on the following.

Implementations of VFCs are usually based on capac-
itors as energy storage elements, and the nonlinear resis-
tor in Fig. 7b is commonly implemented as depicted in
Fig. 8a. The current switches in Fig. 8a are set to the Ch or
Dh position by the reversal block, corresponding to the
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Figure 7. Simplified first-order abstractions for a relaxation oscillator. The conditions leading to
the relaxation oscillator case on the LC circuits of Figs. 2b and 2c are met by making C-0 in the
former case (a) and L-0 in the latter (b).
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charging phase and the discharging phase, respectively.
During the charging phase, the current iC enters the
capacitor input node (þ ) and the voltage vC grows, while
it decreases during the discharging phase, wherein the
current iD leaves the capacitor input node. The circuit op-
eration consists in the succession of these two phases in a
cyclic behavior. The period of the cycle is determined by
(1) the value of iC and iD and the capacitance C associated
with the timing capacitor, which set the rate for the volt-
age vC to change inside each phase, and (2) the reversal
block, which senses vC and turns the switches to the Ch or
Dh positions. Assuming constant values for the currents iC
and iD, the time intervals corresponding to the charging
and discharging phases are (see Fig. 8c)

tC¼
CðvCH � vCLÞ

iC
tD¼

CðvCH � vCLÞ

iD
ð14Þ

where vCH and vCL are the top and bottom limits, respec-
tively, of the voltage swing in the capacitor terminals. In
the specific case of having i¼ iC¼ iD, the time invested in a
cycle is

Tc¼ tCþ tD¼
2CðvCH � vCLÞ

i
ð15Þ

where we have supposed that the delay associated with
the reversal block and the current switches is negligible,
which corresponds to the assumption tx5ty in the previ-
ous section. Actually, the expression for Tc above is also
derived from Eq. (13) by making gNE-N, which provides

Tc¼ 4tygNI ð16Þ

for the time invested in completing the cyclic diagram in
Fig. 8b (see also Fig. 6). Note that Eq. (16) yields Eq. (15) if
gNI is obtained from Fig. 8a as

gNI¼
vCH � vCL

2iR
ð17Þ

and taking into account that ty¼RC.
The VFCs currently on the market can be classified into

two major types that follow the previous approach: the
Schmitt trigger converters and the charge balancing con-
verters. The main difference between both types lies in the
role that the reversal block plays. In the former, the
reversal block works like a Schmitt trigger, which senses
vC(t) and turns the current switch to the position Ch or Dh
any time it reaches the low vCL and high vCH threshold
values, respectively. Thus, the reversal block imposes the
thresholds vCH and vCL, and sets directly the voltage
swing (vCH� vCL) in the capacitor during the circuit oper-
ation. Equation (14) applies here, and the frequency of the
waveform associated with vC is determined by means of
voltage-controlled current sources, thus causing iC¼KCvin

and iD¼KDvin to obtain

f ¼
1

tCþ tD
¼

KCKDvin

ðKCþKDÞCðvCH � vCLÞ
ð18Þ

where vin is the input voltage that is converted into the
frequency f. In the particular case of having KC¼KD, we
get a symmetric triangle-shaped periodic signal.

On the other hand, in charge-balancing-type converters,
the reversal block does not impose lower and upper limits
or thresholds to the voltage drop in the capacitor, but a
fixed duration of the charging phase T0. These circuits also
are built to fulfill iC¼ i0� iD, where i0 is a constant current.
The basic working principles are similar to those in the
Schmitt trigger converters, and the circuit evolves in a
cycle with successive charging and discharging phases.
Let us begin in a certain point inside the discharging
phase. The voltage vC ramps down until it equals a lower
threshold vCL. At this time, the switch is turned to Ch by
the reversal block and the capacitor is charged but now for
a fixed period T0. Thus, the voltage vC changes by an
amount given as

DvC¼
iCT0

C
¼
ði0 � iDÞT0

C
ð19Þ

Once this charging phase is concluded, the switch is set to
Dh by the reversal block and the capacitor is discharged by
iD until the lower threshold is reached again; hence the
voltage vC falls an amount of DvC and the duration of this
phase is

tD¼
CDvC

iD
¼

i0

iD
� 1

� �
T0 ð20Þ

Since T0 and i0 are constant values, the frequency is
changed by tuning iD in Eq. (20). If iD¼KDvin, we obtain
the following expression for the frequency of vC(t):

f ¼
1

tCþ tD
¼

iD

i0T0
¼

KDvin

i0T0
ð21Þ

In the following section we will show implementations of
these two classes of converters and discuss design issues
and nonidealities.

4. SCHMITT TRIGGER CONVERTERS

4.1. Direct Implementation

Figure 9a shows a straightforward implementation of a
Schmitt trigger type converter with a grounded capacitor.
Two possible realizations of the Schmitt trigger block are
also depicted in Fig. 9b [14]. In the single-comparator-type
Schmitt trigger on the left of Fig. 9b, for very low values of
vi the comparator output is low and the current switch is
open; thus the voltage reference at the inverting input is

viH¼VCC
R2þR3

R1þR2þR3
ð22Þ

For increasing values of the input voltage, eventually the
reference in Eq. (22) is crossed and the comparator output
changes and turns the switch on; thus the resistor R3 is
short-circuited. Hence, if the input voltage decreases at
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this point, the new reference voltage at the inverting input
of the comparator is

viL¼VCC
R2

R1þR2
ð23Þ

Note that Eqs. (22) and (23) constitute the high and low
threshold voltages, respectively, of the single-comparator
Schmitt trigger. The main drawback of this circuit is that
the parasitic capacitors at the nodes between the resistors
have to be charged and discharged every time the switch is
closed or opened, which is a time-consuming task and
causes errors that limit the high-frequency capability of
the circuit. A better behavior is obtained by using two
comparators and fixed voltage references to define the
threshold values. The right part of Fig. 9b shows the dual-
comparator Schmitt trigger, which is based on this
approach and whose threshold voltages are determined
by the resistor ladder as

viL¼VCC
R3

R1þR2þR3
viH¼VCC

R2þR3

R1þR2þR3
ð24Þ

Besides other general limitations that will be seen later,
the basic disadvantage of this strategy is the poor supply
voltage stability, due to the dependence of the threshold
values on VCC. Table 1 shows the typical performance
parameters associated to the NE566 [19], which follows
the direct approach in Fig. 9a and whose maximum drift
with supply voltage is 2%/V.

4.2. Emitter-Coupled Multivibrator

Instead of a grounded capacitor, the circuit in Fig. 10 uses
a floating one that is charged and discharged by means of
the bias current sources iC and iD. Basically, the circuit

fixes the voltage at one terminal of the capacitor, for
instance, the emitter of Q3, to a nearly constant voltage
VM, while the other terminal is connected to the current
source iC that charges it. Eventually, the voltage in the
latter drops enough to allow the base-to-emitter voltage of
Q2 to reach the transistor threshold, which causes the
voltage at the base of Q3 to fall and the transistor is turned
off. The voltage at the emitter of Q2 is now fixed to two
base-to-emitter drops below the supply voltage and the
capacitor is being discharged by iD. Since the circuit is
symmetric, the process is repeated periodically. Let us split
the cycle in periods related to important events in order to
derive the expression of the output wave frequency:

* Figure 10b shows the circuit working somewhere in
the cycle with the transistor Q2 and the diode D1 in
the cutoff region, which is indicated by using a white
trace. Consider the clamping block in Fig. 10a formed
by one diode and one resistor in parallel. The voltage
drop across this block is depicted in Fig. 10a, as well
as the response to a step in the current ID. As long as
Q2 is off, the voltage across the block equals zero if we
neglect the base and leakage currents. Since Q1 and
Q3 are on, the voltage at node B is clamped to VM¼

VCC� 2VBEon approximately. On the other hand, the
current source iC is charging the capacitor with a
constant current; thus the voltage at the emitter of
Q2 falls to a lower threshold VL beyond which Q2 is no
longer cut off. Since D2 and Q4 are on, such a limit is
given by the equation

VL¼VCC � ðVD2þVBEQ4þVBEQ2Þ

� VCC � 3VBEon ð25Þ

* Once the voltage at node A reaches VL, the transistor
Q2 turns on and its collector current makes the volt-
age drop across the left clamping block rise to VBEon;
thus the base of Q1 drops to VCC�VBEon and the
emitter of Q1 follows this voltage, and hence the volt-
age at the base of Q3 is now VCC� 2VBEon. Since its
emitter was fixed to the same voltage, the transistor
Q3 turns off. Note that at this point, the voltage drop
across the capacitor is vC¼VB�VA¼VBEon.

Table 1. Typical Performance Parameters of the NE566

Maximum operating frequency 1 MHz
Sweep range 10–1
Frequency drift with supply voltage 0.2%/V
Frequency drift with temperature 600 ppm/1C
FM distortion (710% deviation) 0.4%
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Figure 9. (a) Direct implementation of a Schmitt trigger VFC converter, where the reversal block
in Fig. 8 is implemented by a Schmitt trigger circuit; (b) two realizations of the Schmitt trigger
block.

VOLTAGE-TO-FREQUENCY CONVERTERS 5497



* Since Q3 is cut off, its collector current vanishes and
the voltage drop across the right clamping block goes
down to zero. As a consequence, the voltage at node A
is pulled up to the value VCC� 2VBEon. On the other
hand, since the switching time is very short, the
capacitor remains charged and the voltage increment
is translated into an increment in the voltage at node
B, which reaches the value

VH¼VCC � VBEon ð26Þ

* Note that the situation is symmetric to that in the
first point, but now the voltage at node A remains
constant while the current source iD discharges the
capacitor, which is equivalent to the initial point
above.

From the previous discussion we conclude that in each
charging or discharging phase, the voltage at one capac-
itor terminal A or B remains constant, while the other
changes from the voltage VH to VL. It is then easy to derive
the voltage increment in the capacitor:

DvC¼ vCH � vCL¼ ðVH � VMÞ � ðVL � VMÞ¼ 2VBEon ð27Þ

Since the problem is equivalent to that treated in the pre-
vious section, Eq. (18) is also valid here and the frequency
of oscillation is given by the expression

f ¼
Kvin

4CVBEon
ð28Þ

where KC¼KD¼K.

4.3. Improved Emitter-Coupled Multivibrator

Since the base-to-emitter voltage has a strong tempera-
ture coefficient, the circuit in Fig. 10 has as a main draw-
back: the dependence of Eq. (28) on temperature. One
strategy to compensate this dependence consists of mak-
ing sure that the current that charges and discharges the
capacitor is dependent on the temperature for canceling
the global dependence [14]. Such an approach achieves
circuits whose output frequency does not change with
temperature for vin¼ 0, while there is a dependence for
values of vin different from zero. Another strategy tries to

make DvC¼ vCH� vCL equal to a quantity very stable
under temperature variations. That is the strategy fol-
lowed in the circuit of Fig. 11, which basically works in the
same way as the previous one in Fig. 10. The main differ-
ence consists in the change of the voltage values used
to clamp the collectors of Q1 and Q2. For this purpose,
the simple diodes in Fig. 10 are substituted by a more
complex circuitry depicted at the top of Fig. 11. In addition
to the current sources, the circuit uses two reference volt-
ages to implement the strategy: a very stable voltage ref-
erence VR and the reference voltage VCC� 2VBEon

generated by D5 and D6. In addition, one diode bridge
derives the voltages at the collectors of Q1 and Q2 from
these references.

Figure 11 illustrates the same situation as in Fig. 10,
where Q1 was cut off, the voltage at node B was fixed, and
the capacitor was being charged by iC. The same process
continues in Fig. 11, where the devices in white are off, but
the voltages at the collectors of Q1 and Q2 are set to
VCC�VBEon and VCC�VR�VBEon, respectively, by the
top circuitry referred to above. Taking into account the
voltage drops across the emitter-followers as well as that
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Figure 10. Emitter-coupled multivibrator.
The clamping block in (a) causes a voltage
drop of value VBEon for a current IDZVBEon/
R, that makes the basis voltage of Q2 fall,
thus it is cut off and the capacitor is charged
through iC. The situation remains until the
voltage drop at the emitter of Q2 is low
enough to turn on Q2, thus the clamping
block at the top-left corner cuts off Q3 and
the situation is reversed. The process is
repeated cyclically.
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Figure 11. Improved emitter-coupled multivibrator. The clamp-
ing circuitry is redesigned to make the voltage variations at the
capacitor depend on a voltage (VR) very stable against tempera-
ture change; thus the frequency drift with temperature is
improved.
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in Q2, the voltage at B is

VM¼VCC � 3VBEon ð29Þ

and the voltage at A beyond which Q1 is no longer off is

VL¼VCC � VR � 3VBEon ð30Þ

When this limit is reached, the situation is reversed, Q1 is
turned on, and Q2 is turned off. At this point, the voltage
across the capacitor is vC¼VB�VA¼VM�VL¼VR, and
the final voltage at B after the switching will be

VH¼VMþVR¼VCC � 3VBEonþVR ð31Þ

Now, from Eqs. (29)–(31), DvC¼ vCH� vCL¼

(VH�VM)� (VL�VM)¼ 2VR, and Eq. (18) reduces to

f ¼
KVin

4CVR
ð32Þ

The frequency of oscillation can now be stable if VR is
designed carefully to have a low temperature coefficient,
which is described later. Table 2 shows some typical
parameters of the AD537 [2]. The data refer to the
current-to-frequency converter block without accounting
for the deviations introduced by the voltage-to-current
converter at input.

5. CHARGE-BALANCING CONVERTERS

The other major class of commercial voltage-to-frequency
converters are based on a charge balancing system. As
mentioned in Section 3, these circuits are characterized by
having a fixed length in time in the charging phase. We
can classify them into two major categories, those based on
one-shot timers and those synchronized to a clock signal.

5.1. Charge-Balancing Converters Based on One-Shot Timers

Figure 12 illustrates a typical implementation of these
converters, whose working principle we now describe.
Suppose that vC�vin; then the comparator provides a
high output. As a consequence, the one-shot timer output
rises and the current switch is set to the Ch position. This
behavior of the one-shot continues under the startup con-
ditions or in the case of a change in the input voltage, and
the frequency of the timer output signal is zero. Once the
condition vC4vin is reached, the one-shot (timer) is reset
and the current switch is set to the Dh position; thus the
capacitor is discharged through R. However, as soon as the
condition vC�vin is fulfilled again, the timer is triggered
and the switch is turned to Ch again to allow the current

flow into the integrator. This time the one-shot timer
operates as usual and generates a pulse of fixed duration
tos; thus a packet of charge is injected in the RC integrator
and vC ramps upward by an amount

DvC¼ tos
dvC

dt
¼ tos
ði0 � iDÞ

C
ð33Þ

which is enough to make vC4vin; thus the one-shot is reset
and the capacitor is discharged again until vC reaches vin.
If DvC5vC, we can approximate iDEvin/R, which is a
constant current that discharges C; thus the time tD is
given by

tD �
jDvCj

dvC

dt

����

����
¼

tosðði0 � iDÞ=C
iD

C

¼ tos
i0R

vin
� 1

� �
ð34Þ

The cycle is repeated again as soon as vC equals vin; thus
the output of the one-shot timer is a periodic signal whose
frequency is

f ¼
1

tosþ tD
¼

vin

tosi0R
ð35Þ

Note that this coincides with Eq. (21) for KD¼ 1/R and
T0¼ tos. The circuit in Fig. 12 has two main drawbacks:
(1) the change of vC causes an error in the charging cur-
rent due to the finite output impedance of the current
source that generates it, as well as in the discharging cur-
rent iD, which is not constant as supposed above; and (2)
the passive RC integrator is very slow, especially for large
input voltage changes, which require a large amount of
charge to be injected in or extracted from the capacitor.
Both aspects can be improved by using an active integra-
tor, as Fig. 13 depicts for two possible and similar ap-
proaches [3,26]. The negative feedback provides low
impedance at the inverting input terminal of the integra-
tor, whose voltage remains nearly constant; thus the error
in the charging and discharging currents is reduced.
Equations (33)–(35) are valid in Fig. 13b, but now iD¼

vin/R ‘‘exactly.’’ With respect to Fig. 13a, vC diminishes in
the reset mode; thus the derivative in Eq. (33) is negative,
as is the voltage increment, but Eqs. (34) and (35) are
valid. In both cases, the output current of the op amp (ope-
rational amplifier) in the integrator is the same for the
charging and the discharging modes, which improves the
dynamic response because this minimizes the transients.
In addition, Fig. 13a provides high impedance for the
input terminal, which can be useful for applications with
low load requirements. Finally, note that the capacitance
of the integrating capacitor does not appear in Eq. (35)
and thus does not directly influence the output frequency.
However, it certainly influences the shape of vC(t), because
if C is too small, DvC in Eq. (33) could become too large and
exceed the linear range of the integrator. In Ref. 16, a
nonlinearity error of 70.024% FS (f¼ 10–11 kHz) is re-
ported for the approach in Fig. 12, while it is reduced to
0.006% FS for the improved converter in Fig. 13b.

Table 2. Typical Performance Parameters of the AD537

Frequency range 0–150 kHz
Nonlinearity (fmax¼100 kHz) 0.25% max
Error drift with temperature (0–701C) 30 ppm/1C
Error drift with supply voltage 0.01%/V
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The input voltage offset Voff of the comparator in Fig. 12
and the integrators in Fig. 13 introduce an error

ef ¼
Voff

tosi0R

����

����

in the expected output frequency—an effect that can be
significant, especially for low frequencies, in terms of rel-
ative error. On the other hand, precision and low-temper-
ature coefficient current sources to derive i0 are generated
on-chip by means of a voltage bandgap reference and
a precision voltage-to-current conversion circuit (see
Section 8), while further reflections and replications
should also be carried out by cascode current mirrors.
Nevertheless, accuracy as well as high-frequency capabil-
ity of these converters is determined primarily by the pre-
cision of the one-shot section.

Figure 14 shows the simplest form of an exponential-
ramp-type one-shot timer [14]. The principle of operation
is as follows. As long as the flip-flop is reset (low input), the
voltage at the output �QQ is high and the current switch
(which can be implemented in the simplest way by a
grounded transistor) is open; thus the voltage drop in
the capacitor is zero. If the circuit is triggered by a high
input, the outputs Q and �QQ of the flip-flop are set to a high
voltage and a low voltage, respectively; thus the switch is
turned off and the capacitor is charged through R, and vCos

grows exponentially with a time constant of RCos. How-
ever, as soon as the reference voltage at the noninverting
input (which is determined by the voltage divider formed
by Ra and Rb) is reached, the comparator output changes
to a low voltage value and the flip-flop is reset; hence the
switch is closed and the capacitor is discharged quickly.
Simple calculations on the circuit formed by the supply
voltage source, R, and Cos provides

tos¼RCos ln 1þ
Ra

Rb

� �
ð36Þ

The voltage divider formed by Ra and Rb is usually imple-
mented on-chip and the accuracy obtained for the ratio
Ra/Rb is within 71%, and does not depend on the temper-
ature. Thus, the precision, as well as the temperature sta-
bility in the expected tos, are determined mainly by the
resistor R and the capacitor. However, for small values of
tos, the time delays in the input comparator, the flip-flop,
and the switch limit the accuracy. In addition, for low fre-
quencies the leakage currents in the capacitor and the
switch introduce an error in the timing prediction.

5.2. Synchronized Charge-Balancing-Type Converters

Further improvements can be achieved by replacing the
one-shot timer by circuitry clocked by a precise oscillator,
usually a crystal one, which determines the charging
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Figure 12. Basic diagram of a charge-balancing con-
verter based on a one-shot timer. The charging phase
has fixed length in time, which is the width of the
pulse generated by the one-shot timer (tos) when it is
triggered by the comparator. For DvC5vC, the aver-
age voltage at the comparator inverting input is vin,
thus iDEvin/R. The average current injected in the
bottom integrator must equal iD and depends on the
rate the one-shot timer is triggered with; hence this
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phase duration [4,27]. Figure 15 shows the circuit which
results from substituting the one-shot timer with a block
composed of one bistable and one AND logic gate, which
works as follows. If the integrator output crosses the
threshold vref, the comparator places a high value at the
bistable input (suppose that �QQ is high). However, the out-
put does not follow it immediately as in Fig. 13b, but is
synchronized with the clock by the flip-flop and changes at
the next clock rising edge. At the same time, the output
complement (low value) is put at the flip-flop input by the
feed-back loop; thus the output, will go back down at the
next rising edge of the clock, and the duration of the out-
put pulse will be just one clock cycle. Note that the circuit
operates in the charging phase as long as the output is
high, thus TCLK replaces tos in Eqs. (33)–(35), which
remain valid. However, since the output is now synchro-
nized, its frequency must be a multiple of the clock
frequency

f ¼
1

TCLK þTCLK � iS
tD

TCLK

� � ¼ 1

TCLK 1þ iS
i0R

vin
� 1

� �� �

ð37Þ

where iS means the next superior integer of the argument.
Table 3 shows some typical performance parameters of the
synchronized converter AD652 [4].

In addition to other design issues that will be discussed
in the next section, Fig. 15 has a specific problem to solve
due to the lack of synchronism between the input voltage
and the clock. The latter could cause the comparator

output to change at the same time as the clock arrives
at the D flip-flop. Since the latter are usually designed to
work synchronously, a setup time must be respected for
the input signal to change before the clock edge, otherwise
there could be metastability problems that do not guar-
antee a correct value of the flop output; thus tC can be
shorter or larger and the circuit does not work properly. Is
it possible to avoid this problem by building the D flip-flop
with two flip-flops in cascade or with a flip-flop and a latch
in cascade [4], as shown in the right part of Fig. 15, where
the clock edge for both flops is delayed. The simplest way
to have delayed edges for both flops consists in using the
clock falling edge to trigger the first flip-flop, while the
second flop is triggered by the rising edge; thus they are
delayed half a clock cycle. With this strategy, the meta-
stability of the first flip-flop has ended by the time the
second flip-flop is clocked, and the pulsewidth of the out-
put is a clock cycle; thus there is not error in tC.

5.3. Sigma–Delta Modulators

Figure 16 shows a first-order sigma–delta modulator. It
basically consists in a loop with a 1-bit analog-to-digital
converter, which is the latched comparator, and a 1-bit
digital-to-analog converter in the feedback path. Provided
the loop has enough gain, the difference between the an-
alog input and the D/A converter output is minimized and
the average value of the D/A output must approach that of
the input signal. Similarly, the averaging of the compar-
ator output provides a digital word that represents the
analog input. This averaging is described later as part of
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Figure 14. Exponential-ramp-type one-shot timer.
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Table 3. Typical Performance Parameters of the AD652JP

Gain temperature coefficient
fCLOCK¼200 kHz 725 ppm/1C
fCLOCK¼4 MHz 725 ppm/1C
Linearity error
fCLOCK¼200 kHz 70.002%
fCLOCK¼4 MHz 70.02%
Power supply rejection ratio 0.001%/V
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the processing required to obtain a digital word from the
frequency output of a VFC (digital processing discussed in
Section 8); thus sigma–delta modulators can be viewed as
synchronized charge-balancing voltage-to-frequency con-
verters (where the charge is injected into or removed from
the integrator for the DAC output to track the input volt-
age). In fact, the transfer function of the AD7740 [5] is
f¼ 0.1fCLKþ 0.8(vin/vref)fCLK.

Since sigma–delta modulators can be built currently
with cheap CMOS technology, the main advantage of this
approach is the cost. The AD7741 [7] with 2.76 MHz at
0.024% of FoutMax at Nonlinearity costs 5 times less than
the synchronous AD652 with 2 MHz at 0.01% of FoutMax
at Nonlinearity. In addition, they need fewer external
components.

6. DESIGN ISSUES AND LIMITATIONS OF CONVERTERS
BASED ON MULTIVIBRATORS

Although some design aspects relative to the design and
nonidealities have already been discussed in previous sec-
tions, for more clarity, some others regarding all the con-
verters based on relaxation oscillators are examined here.
Specifically, note that Eqs. (15) and (18) have been derived
without taking into account the deviations from the ideal
case. Let us now show some real implementations of for-
merly ideal blocks and discuss deviations from the ideal
case and their consequences in the output wave shape.

6.1. Implementation of the Voltage-Controlled
Current Sources

Many VFCs described above use voltage-controlled cur-
rent sources to implement the charging and discharging
currents in Fig. 8, where iC¼KCvin and iD¼KDvin. Such a
proportional relationship is obtained readily with a resis-
tor, but a transistor is needed to isolate the control node
from the output, which is depicted in Fig. 17a. Such a
circuit provides the reference current

iref ¼
vin � vBEon

R
� iB ð38Þ

which acts as charging or discharging current. However,
note that this circuit provides a current that is not

proportional to vin, but contains an offset that equals
� (vBEon/Rþ iB). Besides modifying the intended propor-
tional relationship, the added term has a strong temper-
ature coefficient, since the base to emitter voltage varies
with the temperature as � 2 mV/1C.

A common alternative for eliminating the dependence
of iref on VBEon places the transistor in a negative-feedback
loop as shown in Fig. 17b. If we neglect the base current,
the output reference current for this circuit is

iref ¼
A

ðAþ 1ÞR
vin �

vBEon

ðAþ 1ÞR
ð39Þ

Note that for Ab1 the term depending on VBEon vanishes
and the reference current equals

iref �
vin

R
ð40Þ

which is proportional to vin. The higher the value of the
input amplifier A, the larger the accuracy of Eq. (40). In
addition, a MOS transistor can replace the bipolar one in
Fig. 17b to reduce the error introduced by neglecting the
base current, due to the high impedance associated with
the gate of MOS transistors.

6.2. Finite Output Resistance of the Constant Currents

The current source depicted in Fig. 17b still has a nonideal
behavior that can introduce deviations in the expected
output current. Specifically, since the collector current
depends on the collector-to-emitter voltage drop because
of the BJT baselength modulation, the current iref varies
with v0, and this causes an error if the output node
directly drives the terminals of the capacitor in Fig. 8,
because the voltage drop in the capacitor changes as a
consequence of the circuit operation. We can model this
dependence on the output node voltage by means of a
resistor in parallel with an ideal current source whose val-
ue is the expected one. This is illustrated in Fig. 18, where
the Thévenin equivalent is also depicted. If the circuit is
now connected to the timing capacitor, the voltage vC does
not follow a linear behavior with t, but a well-known ex-
ponential behavior. As a consequence, the time to charge or
discharge the capacitor an amount DvC is longer than
expected, which is indicated in Fig. 18a by means of the
error et. For the circuits described above, this means longer
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periods or lower frequencies than those in the ideal case. In
order to improve the output impedance of the current
source, several cascode configurations have been reported
[13]. Some common ones are depicted in Fig. 18b, where
the current i0ref equals iref, but the output resistance
@vo=@i0ref is much higher than @vo/@iref of circuit in Fig. 17.

6.3. Dependence of Frequency on Temperature and Voltage
Supply Variations

The temperature stability of the converter output frequen-
cy depends on many factors, some of which have already
been discussed. First, in order to improve the temperature
stability, we should avoid circuits like that in Fig. 10,
whose output frequency depends directly on parameters
such as VBEon, which has a large temperature coefficient.
Other circuits described above must still be designed care-
fully to avoid drift.

First, voltage references and charging currents have a
large influence on temperature stability. For instance, the
voltage source VR in Eq. (32) must be designed to com-
pensate the temperature dependence. Figure 19a shows
an example circuit capable of generating a reference

voltage VR with a low-temperature coefficient [13]. Such
a circuit utilizes the different sign of the temperature co-
efficients associated with the voltage-to-emitter drop in a
BJT and the thermal voltage VT. The inset box in Fig. 19b
encloses a circuit capable of generating a current that is
proportional to VT. As long as the voltage at both output
terminals A1 and A2 is the same (i.e. VA1¼VA2), the
current I2 is given by the equation

I2¼
ðVBE;Q1 � VBE;Q2Þ

R2
¼

VT

R2
ln

nI1

I2

� �
ð41Þ

Two possible approaches to force VA1¼VA2 are illustrated
in Fig. 19b. The circuit at the top of Fig. 19b uses a
negative-feedback loop with an operational amplifier
that ensures zero differential input; thus VA1¼VA2.
Since the voltage drop across resistors R1 and R3 is the
same, we can derive the following expression for VR in
Fig. 19b:

VR¼VBE;Q1þ
R3VT

R2
ln

nR3

R1

� �
ð42Þ
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Figure 18. Current source finite output
resistance: timing error (a) and common
cascode strategies to increase the output
resistance (b).
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Another strategy uses cascode transistors to get VA1¼VA2.
This is the approach followed by the circuit at the bottom
of Fig. 19b, where the reference voltage is

VR¼VBE;Q3þ
R3VT

R2
lnðnÞ ð43Þ

The reference voltage in Eq. (42) and Eq. (43) is made
independent of the temperature variations by choosing
properly the circuit and device parameters to achieve

dVR

dT

����
T¼T0

¼ 0

(see Ref. 13 for more details).
On the other hand, stable current sources can be

obtained by driving the circuit in Fig. 17b with a stable
voltage source like that in Fig. 19, which is the strategy
followed by many commercial VFCs like the AD537 [2].
Another element that affects the temperature stability is
the dependence on the temperature of the Schmitt trigger
thresholds, specifically that of the difference DvC¼

vCH� vCL in Eq. (15). We have already discussed the par-
ticular case of the emitter-coupled circuit in Fig. 11. With
regard to the direct implementation in Fig. 9, the refer-
ence voltages and the comparator offsets are the main
sources of drift. In both cases contributions to global drift
are a few tens of ppm1/C.

In the case of the charge-balancing converters, note
that DvC is determined mainly by the charging and dis-
charging currents and by the parameter T0 in Eq. (21).
The drift of T0 in converters based on one-shot timers is
due mainly to the resistance R and the capacitance Cos in
Eq. (36) and Fig. 14, which are usually external in most
commercial VFCs. Finally, the stability of T0 is obviously
improved when such a parameter is determined by a pre-
cise external clock as in the synchronous converters.

On the other hand, frequency drift with the supply
voltage is also due mainly to variations of the charging
and discharging currents as well as that of DvC. Bandgap
references like those described above also provide supply
independent biasing.

6.4. Finite Sensing Node Impedance and Leakage Currents

Note that Fig. 8 assumes infinite impedance in the rever-
sal block-sensing input nodes. Real implementations, how-
ever, seldom present such a feature. Specifically, if the
reversal block is built with bipolar transistors in the input
stage, bias currents have to be provided from the input to
the sensing nodes. Such currents are usually in the range
of a few hundred nanoamperes and add to or subtract from
charging and discharging currents. MOS transistors can
be used instead, to implement almost infinite input
impedance, thanks to the isolation provided by the gate
oxide. In addition, junction leakage or dielectric absorp-
tion currents can also be added to or subtracted from
charging currents, thus also affecting the output frequen-
cy. However, these currents are commonly at a low nano-
ampere range. Hence, errors due to these base and
leakage currents can be usually tolerated as long as the

charging and discharging currents are in the range of
Z10 mA [14].

6.5. Finite Switching Times

The switching times in Fig. 8 have been neglected in com-
putation of the output frequency in Eq. (18). However,
they are not zero in real implementations and limit the
frequency capability of the converter. The elements that
contribute to the delay in switching are mainly the length
of the feedback path and the delays of the blocks along it,
while the gain of the active devices, the parasitic capaci-
tances, and the internal current levels determine such
delays.

6.6. Output Interfacing

The output stage of the commercial VFCs is designed to
allow easy interfacing to all digital logic families. Hence,
BJT open collector or both uncommitted collector and
emitter interfaces are provided. External pullup resistors
and proper biasing complete the interface and determine
the risetimes and output logic levels that are adequate for
each specific application. Internally, some interface cir-
cuitry is needed to drive the base of the output BJT for
circuits like that on the right in Fig. 11 [2], while it is not
necessary in one-shot-based converters like those
described in Refs. 3 and 26, whose one-shot output drives
it directly. Synchronous converters also may use a one-
shot timer to drive the output transistor, which allows the
pulsewidth of the frequency output to be controlled by
means of an external capacitor.

6.7. External-Component Selection

Timing capacitors in the converters described above, as
well as resistors in Figs. 12,14 and 15, are usually external
components in commercially available VFCs. Special care
must be taken to select these components in order to pre-
serve performance. High linearity and low temperature
coefficients for the resistors and the capacitors are
required. In addition, the latter should not leak, since
dielectric absorption can affect the linearity and offset of
the transfer function.

7. FREQUENCY-TO-VOLTAGE CONVERSION

The complementary operation of that carried out by the
voltage to frequency converters is the frequency to voltage
conversion, which is performed by the frequency-to-voltage
converters (FVCs). This task can be often implemented by
the same ICs that perform the V/F conversion, and it is
applicable in areas such as telemetry, motor speed control,
as well as to build interfaces for sensors whose output is in
the form of a variable frequency or pulsetrain [14,20]. Fig-
ure 20a shows how this conversion can be accomplished by
means of an integrator and a current switch that is driven
by the frequency signal in the so-called pulse-integrating
FVCs. The switch can also be driven by the output of a
one-shot timer (see Fig. 20a), which reduces the integra-
tion time, thus allowing small increments in the output
voltage without needing too large capacitors. The average
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output voltage in Fig. 20a can be calculated by assuming
that in the steady state the whole current will flow
through the resistor R thus

vout¼ �Ri0tosfin ð44Þ

where i0tos fin is the average current injected by the top
current source in the integrator. A simpler passive inte-
grator could be used instead of the active one in Fig. 20a,
but the latter reduces the error caused by the finite output
impedance of the current source (this can also be accom-
plished by means of cascode transistors [21]) and speeds
up the converter response time. Since the current is
injected in the integrator in packets of size i0tos, the
output voltage has an AC ripple riding on it whose peak-
to-peak value is

ðDvoutÞpp¼
i0tos

C
ð45Þ

It is possible to reduce the ripple by increasing the capac-
itance C in Eq. (45), but it also will enlarge the time con-
stant associated to the integrator t¼RC; thus the

response time is slow. This is a common tradeoff in the
design of these circuits. One strategy to reduce the ripple
while keeping the dynamic response consists in filtering
the output. As reported in Ref. 22, a passive RC filter
exhibits low ripple at all frequencies, but it is slow. The
lowest ripple at high frequencies is achieved by an active
filter, which also provides much faster step response than
does the RC filter. Finally, is it possible to cascade a second
active filter on the converter’s output to reduce the ripple
at moderate frequencies.

Another approach to convert a frequency into a voltage
is implemented by the phase-locked-type FVCs [22]. Fig-
ure 20b shows a phase-locked loop (PLL), which basically
works as follows. The frequency–phase detector provides
an output voltage that is proportional to the difference
between the output and input signal phases. After filter-
ing, this voltage is converted back into the output fre-
quency by a V/F converter. The feedback loop locks the
phase difference between both input and output signals.
The filter output voltage is proportional to the deviations
of the frequency of the input signal; thus the circuit also
performs a frequency-to-voltage conversion. This convert-
er operates over a wide frequency range of 1 or 2 or 3
decades and responds quickly to frequency changes while
it does not have any inherent ripple.

Finally, pulse-integrating converters are open-loop ver-
sions of the charge-balancing-type converters described in
Section 5; thus their accuracy, linearity, and stability are
basically the same as those obtainable from their related
VFCs. With respect to Fig. 20b, the high linearity provided
by the VFC, which is not required for most PLL applica-
tions, is exploited here to ensure an ultralinear FVC.

8. APPLICATIONS

This section describes some typical applications of the
voltage-to-frequency converters, which we classify in five
major fields: telemetry and remote control, isolation, dig-
ital processing, communication and signal processing, and
artificial neural networks.

8.1. Telemetry and Remote Control

Data acquisition of remote sensors is seldom possible
without transforming the DC sensor output signal,
because it is physically unreachable or because of the
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Figure 20. Frequency-to-voltage converters: (a) pulse-integrat-
ing converters, where the charge packets are injected in the
integrator at a rate determined by the input frequency;
(b) phase-locked-loop-type converters, where the lowpass filter
output voltage in a PLL is proportional to the deviations of the
input signal frequency.
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vulnerability of DC signals to be degraded when they
have to travel long distances through noisy channels
[10,12,17,20]. Once converted to frequency signals, they
can be transmitted by wires, radio links, or fiberoptic links
and processed digitally or converted back into a DC signal
to drive an actuator. The latter is performed by a frequen-
cy-to-voltage converter, as shown in Fig. 21.

8.2. Isolation

Some applications require galvanic isolation of the sensor
and the data-processing unit in order to prevent unrea-
sonable current leakage, or to prevent damage due to high
bias voltages, which are often of several volts. Typical iso-
lation interfaces use magnetic or optical couplers [10,17]
like those depicted in Fig. 22.

8.3. Digital Processing

The output frequency signal from a VFC can be easily
translated into a digital code in order to be processed,
stored, or displayed by conventional digital circuits and
systems [9,18,20,28]. Actually, this procedure implements
an A/D converter while transforming the DC input of the
VFC into a digital word. Figure 23a shows the simplest
way to carry out this A/D conversion, where a counter,
which is only enabled for a given interval TG termed gate
time, counts the transitions of the input signal. Thus, after
this known period, the counter stores the decimal value
N¼ f�TG, which encodes the input voltage in a binary
number. Another approach is illustrated in Fig. 23b and

uses two counters, one to count the transitions of the input
signal and the other to act as a timer that generates an
interruption to a microcomputer that reads the content of
the first counter and resets it. In both cases, if FS¼
fmax� fmin is the full-scale frequency range, the resolution
of the A/D converters will be

n¼ log2ðFS�TGÞ ð46Þ

where n is the number of bits of the output digital word.
Hence, the larger the gate time, the larger the resolution,
which is also limited by the resolution of the VFC. Com-
mercial VFCs provide resolutions as high as 13 bits. Note
that the input frequency must remain constant during the
gate time for proper conversion; otherwise an average of
the input frequency is computed. In addition, since the
input signal and the clock are not synchronized, one cycle
of the frequency signal can be lost or counted if the tran-
sition is just after or before the edge of the clock signal,
which causes an error of 71 in the result stored in the
counter.

8.4. Communication and Signal Processing

Since voltage-to-frequency converters are actually VCOs,
they can be used in phase-locked loops in applications
such as jitter reduction, skew suppression, frequency syn-
thesis, clock recovery, or FM modulation [24]. However,
special care must be taken in order to reduce the jitter and
enhance the spectral purity of the output signal, such as
use of the differential mode in signal and control paths and
guard rings to isolate the noise sources. High linearity is
not a key issue in PLL applications, except that described
in the Section 7, where nonlinearity degrades the loop
stability but can be of several tens of percent. Higher lin-
earity is required for FM modulation, where distortion in
the detected signal must be below 1%. Figure 20b depicts a
PLL that uses a voltage-to-frequency converter as a volt-
age controlled oscillator.
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VOLTERRA MODELING IN ANALOG, RF AND
MICROWAVE ENGINEERING

MICHAEL B. STEER

KHALED M. GHARAIBEH

North Carolina State University

1. INTRODUCTION

Volterra techniques are used in radiofrequency (RF) and
Microwave engineering primarily in modeling the input-
output characteristics of nonlinear circuits and systems
that operate with limited bandwidth signals. Volterra
models capture frequency-dependent effects within the
band. Two forms of the Volterra model exist; one being
in the time-domain invoking Volterra kernels in what is in
effect a multidimensional convolution; and the other being
a frequency-domain form with what are called Volterra
nonlinear transfer function akin to the transfer functions
of linear circuits but, of course, extended to handle non-
linearities. The mathematics of Volterra links the kernels
and the nonlinear transfer functions, so provides a math-
ematically rigorous way of modeling circuits in the fre-
quency-domain even though the underlying nonlinear
processes are in the time-domain.

When dealing with RF and microwave circuits, it is
most convenient to work in the frequency-domain. In the
case of communication circuits, many of the important
peRFormance parameters are specified in the frequency-
domain such as maximum allowable intermodulation dis-
tortion and spectral regrowth levels. In the frequency-do-
main we have a well established set of tools—including
Fourier analysis, phasors, and linear transfer functions—
essential to the design of linear analog circuits and sys-
tems. Volterra analysis builds on these established tools
and extends them to handle nonlinearities.
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Volterra behavioral modeling coupled with system-
level simulation tools can be used to predict the system
peRFormance, provide insight into the sources of peRFor-
mance-limiting elements, enable system-level tradeoffs,
and lead to the development of predistortion techniques.
Volterra nonlinear transfer functions are used in their full
generality only for weakly nonlinear circuits because of
the difficulty of extracting higher order elements of the
Volterra model. Instead, various levels of simplifica-
tion are used relating to particular characteristics of the
stages being modeled and the availability of an extraction
procedure.

The fundamentals of Volterra modeling are contained
in Volterra’s book, Theory of Functionals and of Integral
and Integro-Differential Equations [1], published in 1930.
Volterra series-based methods can model input-output
systems that, in the time-domain, are described by the
nonlinear differential equation

f
dPyðtÞ

dtP
; . . . ;

dyðtÞ

dt
; yðtÞ;

�

dPwðtÞ

dtP
; 
 
 
 ;

dxðtÞ

dt
;wðtÞ

�
¼ 0

ð1Þ

where w(t) is the input and y(t) is the output. The above
relationship describes an expansion of the input-output
characteristics at a single time t. Thus the inherent
assumption is that past events are captured by the
expansion around the present timepoint. That is, with
enough derivatives, the effect of past events can be cap-
tured. Thus, a range of effects can be captured including
causality, stability, continuity, and limited memory. Chaos,
subharmonic generation, hysteresis, and hard limiting
can not be so represented. Thus, Volterra methods are
best suited to modeling weak to moderately nonlinear cir-
cuits. However, the key is that Volterra methods provide a
theoretical underpinning for the use of other basis func-
tion expansions that extend the range of applicability.

Following the chronological order by jumping into Vol-
terra series analysis is too great a step to make. The dis-
cussion here begins with the power series analysis of
nonlinear systems, which is used to introduce the concept
of intermodulation products and relating time- and fre-
quency-domain descriptions.

2. POWER SERIES BEHAVIORAL MODELING

Now consider the unilateral memoryless nonlinear system
of Fig. 1 described by the memoryless polynomial model

yðtÞ¼
X1

l¼ 1

alwðtÞ
l

ð2Þ

where the input w(t) is the sum of three sinusoids:

wðtÞ¼ c1 cosðo1tþf1Þþ c2 cosðo2tþf2Þ

þ c3 cosðo3tþf3Þ
ð3Þ

To simplify the trigonometry that follows, let
a1¼o1tþf1; a2¼o2tþf2, and a3¼o3tþf3, so that

wðtÞl¼ c1 cosða1Þþ c2 cosða2Þþ c3 cosða3Þ½ �l

¼
Xl

p¼ 0

Xp

k¼0

p

k

0
@

1
A

l

p

0
@

1
Ack

1cp�k
2 cl�p

3

ðcos a1Þ
k
ðcos a2Þ

p�k
ðcos a3Þ

l�p

ð4Þ

This equation includes a large number of components, the
radian frequencies of which are the sum and differences of
o1, o2, and o3. These result from multiplying out the term
ðcos a1Þ

k
ðcos a2Þ

p�k
ðcos a1Þ

l�p. In general, the frequencies
of the components of y are n1o1þn2o2þn3o3 and the
order of intermodulation n¼ jn1j þ jn2j þ jn3j. The total
output is the sum of all individual intermodulation prod-
ucts. Volterra nonlinear transfer function analysis is
based on exactly the same concepts.

3. VOLTERRA SERIES ANALYSIS

A general Volterra series model of a nonlinear system is
described by the following functional expansion of contin-
uous functions:

yðtÞ¼
X1

n¼ 0

FnðwðtÞÞ ¼
X1

n¼ 0

ynðtÞ ð5Þ

where FnðwðtÞÞ is the Volterra functional. If the nonlinear
system is time invariant, then it can be expressed as

FnðwðtÞÞ ¼

Z 1

�1

. . .

Z 1

�1

hnðl1; . . . ; lnÞ

Yn

i¼ 1

wðt� liÞdli

ð6Þ

where hnðl1; . . . ; lnÞ is the n-dimensional Volterra kernel,
which can be made symmetric (with respect to its argu-
ments) without loss of generality and leads to a unique set
of Volterra kernels. Thus, Fig. 2 shows a graphical repre-
sentation of the Volterra model in the time-domain with
Volterra kernels, whereas Fig. 3 shows the model in the
frequency-domain with Volterra nonlinear transfer func-
tions.

The nth order kernel, hn, is called the nonlinear
impulse response of the circuit of order n. Equation (6) is
then interpreted as an n-dimensional convolution of an
nth order impulse response (hn) and the input signal (w).
The total response G(w) is the summation of the different
order responses Fn(w). For a linear system, only a first-
order response exists, so that the total response of the

Nonlinear
system

w y

Figure 1. A unilateral nonlinear system.
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system is the conventional convolution integral

yðtÞ¼F0þ

Z 1

�1

h1ðtÞwðt� tÞ dt ð7Þ

where F0 is just a DC offset.
It is more convenient to write Eq. (6) in terms of the

n-dimensional Volterra transfer functions because these
functions are usually easier to extract than their corre-
sponding time kernels. Therefore yn(t) can be expressed as

ynðtÞ¼FnðwðtÞÞ ¼

Z 1

�1

. . .

Z 1

�1

Hnðf1; . . .; fnÞ

�
Yn

i¼ 1

WðfiÞe
j2pfitdfi

ð8Þ

where Hnðf1; . . . ; fnÞ is the n-dimensional Volterra Transfer
Function (TF), which results from the n-dimensional
Fourier transform of hnðl1; . . . ; lnÞ:

Hnðf1; . . . ; fnÞ¼

Z 1

�1

. . .

Z 1

�1

hnðl1; . . . ; lnÞ

� e�j2pðf1l1 þ 


 þ fnlnÞdl1 . . .dln

ð9Þ

and consequently

hnðl1; . . . ; lnÞ¼

Z 1

�1

. . .

Z 1

�1

Hnðf1; . . . ; fnÞ

� ej2pðf1l1 þ 


 þ fnlnÞdl1 . . .dln

ð10Þ

and therefore, the frequency-domain description of the
nth order response can be expressed as

Ynðf Þ¼

Z 1

�1

. . .

Z 1

�1

Hnðf1; . . . ; fnÞ

� dðf � f1 . . .� fnÞ
Yn

i¼ 1

WðfiÞdfi

ð11Þ

This frequency-domain form is the form in which the Vol-
terra model is most frequently used in modeling RF and

microwave circuits. The important concept here is that
the total response of a signal is the summation of a num-
ber of responses of different order. This scheme only
works as the order n increases, the contribution to the
response gets smaller and eventually insignificant. The
reason this works for many RF and microwave circuits is
that the overall response is close to linear, and nonlinear
behavior is a departure from linearity. This insight was
provided by Wiener who applied this type of functional
series to the analysis of nonlinear systems in 1942 [2]. He
suggested that a weak nonlinearity could be represented
with just the first few terms of such a series. His ideas
have subsequently been developed by many researchers
including milestones described by Bedrosian and Rice [3];
by Bussgang, Ehrman, and Graham [4]; and by Wiener
and Spina [5].

4. BEHAVIORAL MODELING IN THE
FREQUENCY-DOMAIN

Central to application of the Volterra methods is extrac-
tion of the Volterra nonlinear transfer functions, which
can be derived algebraically [3,6,7], experimentally [8–10],
or numerically [11]. This process is called system identi-
fication, and most of what is published on Volterra mod-
eling of circuits and systems is about the choice of
functionals that describe the physical process and the
appropriate parameter extraction procedure. Therefore,
if the input to a nonlinear system can be described by a
multifrequency input of the form

wðtÞ¼
XK

k¼ 0

wkðtÞ¼
XK

k¼ 0

jWkj cosðoktþfkÞ

¼
XK

k¼�K

Wkeokt

then the nth order output can be written as

ynðtÞ¼
XK

q1 ¼�K


 
 

XK

qn ¼�K

Hnðfq1
; . . . ; fqn

Þ

Yn

i¼ 1

Wqi
ej2pfki

tdfi

ð12Þ

The term Hnðfq1
; . . . ; fqnÞWq1


 
 
Wqn is an nth order inter-
modulation product of frequency ðfq1

þ 
 
 
 þ fqnÞ, and
f ¼

PN
K ¼ 1 nkfk¼

PN
i¼ 1 fqi is the output frequency. In

Wiener analysis, the relationship between positive and
negative frequencies ðf�q¼ � fqÞ is defined by W�q¼W�q.
The set of qk’s describes an intermodulation product to
calculate a response of a certain order, all intermodulation
products of that order are summed. Each intermodulation
product is a product of the input phasors and the appro-
priate nonlinear transfer function. The nonlinear transfer
functions (the Hn) do not depend on the input and are only
determined by the nonlinearity. Thus, if n¼ 4 and q1¼1,
q2¼ � 2, q3¼ � 2, and q4¼ 3, the intermodulation product

hn(t1,…,tn)

h2(t1,t2)

h1(t )
w (t ) Σ y (t )

Figure 2. A block diagram of the general Volterra model.
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so defined has frequency ðf1þ f�2þ f�2þ f3Þ, or
ðf1þ � 2f2þ f3Þ, and is given by

H4ðf1;�f2;�f2; f3ÞðŴW
�
2Þ

2ŴW1ŴW3 ð13Þ

The intermodulation product of Eq. (13) is only one of the
fourth-order intermodulation products. To obtain the total
response of the nonlinear system, all intermodulation
products of a particular order and for all orders must be
summed as illustrated in Fig. 3.

5. RELATIONSHIP BETWEEN VOLTERRA AND
POWER SERIES

Power series expansion analysis of a nonlinear subsystem
is straightforward and is a convenient way to introduce
the basic principles of Volterra nonlinear transfer function
analysis. A Generalized Power Series (GPS) model was
pioneered by Steer [12] and is used to determine the
steady-state frequency-domain description of the output
of a nonlinear system. Therefore, if the input to a nonlin-
ear system can be described by a multifrequency input of
the form (13), then the output can be represented by a
GPS as [13]

yðtÞ¼A
X1

n¼ 0

an

XK

k¼ 0

bkwkðt� tn;kÞ

" #n

ð14Þ

where bk are real coefficients, an are complex coefficients,
and tn,k is a time delay that depends on the power series
order and the index of the input frequency component.

The inclusion of complex coefficients and frequency-de-
pendent time delays allows a variety of systems to be mod-
eled. The GPS was proved to be equivalent to the single-
frequency approximation of the Volterra series in [13,14].
Parameter extraction can be done by measuring the
response to a multifrequency input. In fact, the equiva-
lence of Volterra and GPS series makes the multifrequency

excitation suitable to developing the Volterra transfer
functions in the frequency-domain of the form

Hnðfq1
; . . . ; fqn

Þ¼Aan

Yn

i¼ 0

bqi
ej2pfqi

tn;qi ð15Þ

Instantaneous model, as provided by a power series
model, leads to a straightforward way of handling nonlin-
earities in the frequency-domain. Combining an instanta-
neous model with linear filters creates complex models
suitable for modeling RF and microwave circuits. Instan-
taneous models have both meaning in the time-domain
and in the frequency-domain, and a number of mapping
techniques have been developed to calculate the phasors of
a signal at the output of an instantaneous model given the
phasors at the input of the model. For example, with power
series, an elegant input-output phasor mapping exists [15],
for any analytic function an arithmetic mapping exists
[16], and for any instantaneous function an inverse Fourier
transform of a set of input phasors yields a time-domain
signal that can be applied to the instantaneous functional
and the output then Fourier transformed to obtain the
output phasors.

6. BEHAVIORAL MODELING OF RF AND MICROWAVE
CIRCUITS—THE BLACK BOX APPROACH

In modeling RF and microwave circuits, a priori knowl-
edge is available because nonlinearity originates from
active devices. Therefore, this nonlinearity takes input-
output characteristics that are well known a priori, and
then the modeling problem reduces to estimating system
parameters using classic parameter estimation theory
such as least squares and its variants.

Lee and Schetzen [17], developed an approach for mea-
suring Volterra kernels leading to the complete identifi-
cation process of a Volterra system. Wang and Brazil [18]
developed a discrete time-frequency approach for the
estimation of Volterra model kernels. However, these
methods become inefficient and even computationally pro-
hibitive for high-order kernels, and so are limited to third-
order nonlinearity. Provided the system is weakly nonlin-
ear, these methods are poweRFul and comprehensive ap-
proaches.

A wide variety of Volterra model variants have been
developed in the literature to overcome the computational
complexity of developing Volterra kernels when the sys-
tem has finite memory. The structural classification of
nonlinear systems was based on a theory developed by
Korenberg [19], which states that any finite memory non-
linear system can be represented by a finite number of
parallel Linear-Nonlinear (L-N) or Nonlinear-Linear (N-L)
cascades of alternating linear and nonlinear operators.
Boyd and Chua [21] showed that the I-O measurements
alone are sufficient to classify these structures because of
the unique I-O mappings. Therefore, dependent on the
measured data, a certain structure can be accepted or
rejected based on satisfying the kernel relationships con-
stituting a sufficient and necessary condition for a system
to have a given structure. Parameter estimation of these

...

Σ

Y1(f )

Y2(f )

Y3(f )

YN (f )

Y (f )X(f )

Sum of
Linear terms
H1(f1)

Sum of
Quadratic terms
H2(f1,f2)

Sum of
Cubic terms
H2(f1,f2,f3)

Sum of
N th Order terms
HN(f1,f2,…,fN)

Figure 3. Architecture of Volterra nonlinear transfer function
analysis.
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structures is usually based on measuring the first- and
second-order Volterra or Wiener kernels, which are used to
define the linear filters incorporated in the given structure.
In the following, the major approaches for nonlinear am-
plifier modeling are reviewed with emphasis on their pa-
rameter estimation techniques.

6.1. Single Frequency Volterra Models

Single frequency Volterra models represent a simplified
version of a Volterra system by simplifying the branches of
the general model, see Fig. 2, into cascades of L-N or N-L
subsystems. These configurations simplify parameter es-
timation and reduce computational complexity because all
spectral calculations required involve only a single fre-
quency variable instead of several [22]. Single frequency
Volterra models take one of the following topologies: filter-
nonlinearity (FN) model and nonlinearity-filter (NF).

A single frequency FN Volterra model is shown in Fig. 4
and is characterized by a Volterra kernel that has the
property

hnðl1; . . . ; lnÞ¼anhnðl1Þhnðl2Þ . . .hnðlnÞ

¼an

Yn

i¼ 1
hnðliÞ

ð16Þ

which can be contrasted to the general form in Eq. (6), and
it follows that the Volterra transfer function is

Hnðf1; . . . ; fnÞ¼an

Yn

i¼ 1

HnðfiÞ ð17Þ

For the NF Volterra model shown in Fig. 5, the Volterra
kernel has the property

hnðl1; . . . ; lnÞ¼hnðl1Þ

� dðl1 � l2Þ . . . dðln�1 � lnÞ
ð18Þ

and it follows that

Hnðf1; . . . ; fnÞ¼Hðf1þ 
 
 
 þ fnÞ ð19Þ

The primary advantage of the single frequency Volterra
model is the simplicity of its parameter extraction. How-
ever, it does not represent the broad variety of systems
that the general Volterra model does, single frequency

model offers a significant simplicity of nonlinear system
analysis.

Parameter extraction for the single frequency Volterra
model was discussed in [22] using cross-correlation spec-
tral analysis performed on time-domain measured data.
These models are regarded as polyspectral models and
they showed good performance for TWT high-power
amplifiers [22]. A detailed analysis of the identification
process can be found in [22,23]. Model parameters were
also extracted using multifrequency excitation [24], but
only third-order nonlinearity was considered.

6.2. Block Models

Block models refer to a class of models where a system is
represented by a single cascade of linear and nonlinear
elements. These models are popular because of the sim-
plicity of their parameter extraction using either direct
Vector Network Analyzer (VNA) measurements or cross
correlation of time-domain measured data [22]. These
models, although intuitively reasonable, are theoretically
special cases of the Volterra model and therefore kernel
relationships can be developed.

6.2.1. The Two-Box and Three-Box Models. A simplified
version of the Volterra model is the two-box structure,
which takes the following form of the Volterra kernel in
the frequency-domain:

Hnðf1; . . . ; fnÞ¼anH1ðf1Þ . . .H1ðfnÞ . . . ð20Þ

and for the three box model:

Hnðf1; . . . ; fnÞ¼anH1ðf1Þ . . .H1ðfnÞ

�H2ðf1þ 
 
 
 þ fnÞ
ð21Þ

These forms of the Volterra kernels, Eqs. (20) and (21),
provide a great simplification over the general form
because they can be realized by the models shown in
Fig. 6. These structures have been successful in repre-
senting a wide class of nonlinear systems where the non-
linear operation can be modeled as a cascade of linear
operations that represent the finite memory of the system
and of a memoryless nonlinearity. These models are called
Wiener–Hammerstein models and are used to model a
wide variety of nonlinear systems [19,25–28]. Parameter

hN (.)

h1 (.)

h2 (.)

(.)

(.)2

(.)N

a1 (.)

a2 (.)

aN (.)

w (t ) y(t )Σ

Figure 5. Nonlinearity-filter Volterra model.

hN (.)

h1 (.)

h2 (.)

(.)

(.)2

(.)N

w (t )
a1 (.)

a2 (.)

aN (.)

y (t )
Σ

Figure 4. Filter-nonlinearity Volterra model.
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extraction of such models are usually based on measuring
first- and second-order Volterra kernels [29].

6.2.2. Parallel Cascade Model. The parallel cascade
model takes the following form of the Volterra kernel in
the frequency-domain:

Hnðf1; . . . ; fnÞ¼
XP

p¼ 1

anH1;pðf1Þ . . .H1;pðfnÞ

�H2;pðf1þ 
 
 
 þ fnÞ

ð22Þ

Here, p is the number of branches and it represents the
memory depth. The above kernel relationship enables the
realization of the Volterra model as a parallel cascade of
linear and nonlinear elements, as shown in Fig. 7
[19,20,29], which enables the reformulation of the system
equations in the time-domain [29], as

yðtÞ¼
XP

p¼ 1

ypðtÞ ð23Þ

where

ypðtÞ¼ zpðtÞ � h2; p

and

zpðtÞ¼
XNp

r¼ 0

ar;pur
pðtÞ

upðtÞ ¼h1; pðtÞ �wðtÞ

where * is the convolution operator and Np is the maxi-
mum order of the polynomial in branch p.

Note that the parallel cascade model represents the
system by a finite number of branches with polynomials of
finite order. This model was proven adequate for modeling
a finite-memory Volterra model having a finite order. In
[19], Korenberg derived an upper bound for the number of
cascades required for representing a finite-memory sys-
tem. Parameter extraction of this model was discussed in
[19] using time-domain measurements. In a recent work
[20], system parameters were developed using measured
two-tone test with varying frequency separation.

6.3. Memoryless and Quasimemoryless Models

Perhaps the most commonly used model for modeling dis-
tortion in power amplifiers is the memoryless model. This
model is characterized by a constant Volterra transfer
function over frequency, i.e.,

Hnðf Þ¼Hnð0Þ¼an ð24Þ

where the under bals indicate an n-dimensional vector,
and it follows that the corresponding Volterra kernel is

hnðl1; . . . ; lnÞ¼andðl1Þdðl2Þ . . . dðlnÞ ð25Þ

Therefore, the model reduces to a power series model with
either real or complex coefficients of the form

yðtÞ¼
XN

n¼ 1

anwnðtÞ ð26Þ

The system is called memoryless if the coefficients an are
real. These coefficients can be developed from AM-AM
power sweep measurements of single tones using a VNA.
The system is called quasimemoryless if the coefficients
are obtained from AM-AM and AM-PM measurements
where polynomial fitting yields a complex power series.
The quasimemoryless system takes into account short-
term memory effects, which are manifested as a phase
shift in the output waveform that is a function of the input
power level. The power series model obtained is popular
for its simplicity and the fact that distortion can be
directly related to its parameters (coefficients), as will be
seen in the following chapter. However, it has its limita-
tions because it does not take into account the long-term
memory effects, which makes it inadequate for modeling
wideband and multichannel systems.

7. CIRCUIT SIMULATION USING VOLTERRA METHODS

It is also possible to use Volterra methods to analyze non-
linear circuits in the frequency-domain using Volterra-
based methods.

The so-called method of nonlinear currents, most
recently described by Crosmun and Maas [11], has appli-
cability to nonlinear circuits with large signals. In this
method, a circuit is first solved for its linearized response
described by zero- and first-order Volterra nonlinear
transfer functions. Considering only the linearized
response allows standard linear circuit nodal admittance

(a)

y (t )
H (f ) G(.)

w (t ) u (t )

(b)

G(.) H2 (f )H1 (f )
w (t ) u (t ) z (t ) y (t )

Figure 6. Block models: (a) two-box model; and (b) three-box
model.

w (t) y (t)Σh1,1 (.)

h1,2 (.)

h1,P (.)

G1 (.)

G2 (.)

GP (.)

h2,1 (.)

h2,2 (.)

h2,P (.)

Figure 7. Parallel cascade Volterra model.
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matrix techniques to be used. The second-order response,
described by the second-order Volterra nonlinear transfer
functions, can then be represented by controlled current
sources. Thus, the second-order sources are used as exci-
tations again enabling linear nodal admittance techniques
to be used. The process is repeated for the third- and
higher order node voltages and is easily automated in a
general purpose microwave simulator. The process is ter-
minated at some specified order of the Volterra nonlinear
transfer functions, which is a noniterative technique but
relies on rapid convergence of the Volterra series.

Volterra techniques can also be used in a spectral bal-
ance procedure [30,31]. With the advent of poweRFul and
well developed harmonic balance procedures, little incen-
tive exists to use Volterra techniques to model RF and
microwave circuits.

One more technique exists that is becoming important.
In many situations, a small signal interacts with a large
signal. Derivation of the large-signal waveform permits a
weakly nonlinear time-varying Volterra series description
of the circuit [6,32], which is an extension of the linear
conversion matrix concept [33] to include nonlinear
dependencies on the level of the small signal but special
condition on the LO waveform, such as being sinusoidal
current, are typically required.

8. CONCLUSION

Volterra series provide the theoretical underpinning of
behavioral modeling in RF and microwave engineering.
The classic Volterra model is limited to weakly nonlinear
systems because of the difficulty in extracting the Volterra
nonlinear transfer functions of order higher than third
order. Volterra modeling theory illustrates that nonlinear
RF and microwave circuits can be modeled as a sequence
of cascaded liner frequency variant blocks and nonlinear
instantaneous blocks represented by frequency indepen-
dent functionals. It is easy to handle the linear blocks in
the frequency-domain and a variety of instantaneous
functional descriptions are used to model the nonlinear
block. Various schemes have been developed for evaluat-
ing the functionals in the frequency-domain so that an
output set of phasors can be calculated from an input set of
phasors.
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WAVEGUIDE ANTENNAS

WINIFRED E. KUMMER

Raytheon Systems Company

Waveguide antennas are useful for a variety of airborne,
ground-based, space, and missile applications in the
microwave frequency band because they offer high radia-
ting efficiency, a high degree of control over the radiation
pattern, compact architecture, and low weight. The high
radiating efficiency and compact architecture, namely, the
small depth compared with a parabolic reflector antenna
with equivalent gain, combine to optimize the use of the
available aperture area. Accurate control of the radiation
pattern allows designing arrays with a radiation pattern
envelope tailored to the specific application. The low
weight minimizes the impact on the installation and
allows mounting the antenna on a mechanical gimbal
assembly to scan the radiation pattern. A waveguide slot
array designed to mount on a gimbal for an airborne radar
application is shown in Fig. 1.

In waveguide slot arrays the radiating and transmis-
sion structures are inexorably intertwined, thus it is ap-
propriate to treat the history of the waveguides together
with that of slot radiators. In the 1930s, G. C. Southworth
[1] at Bell Telephone Laboratories investigated electro-
magnetic propagation in hollow waveguides. Carson,
Mead, and Schelkunoff performed the accompanying the-
oretical analysis [2]. Independent work by Barrow of MIT
[3] was published at about the same time [4]. The analysis
of waveguides and slot radiators in terms of transmission

lines is also because of Schelkunoff [5]. Another aspect
of array work is the need for pattern synthesis. S. A.
Schelkunoff ’s classic 1943 paper [6] and the subsequent
C. L. Dolph [7] paper on the synthesis of equal sidelobe
levels were used by T. T. Taylor [8] to achieve practical
array designs. The major work on waveguide slot arrays
during World War II was carried out in Canada at McGill
University by W. H. Watson and his colleagues [9]. The
basis of their work included A. F. Stevenson’s [10] analysis
of the behavior of radiating slots in waveguides. Signifi-
cant advances were made at the MIT Radiation Lab and
are summarized in S. Silver’s book [11]. Further work was
carried out by members of this group and others at
Hughes Aircraft Co. in Culver City, CA [12]. A. A. Oliner
[13,14] and others refined Stevenson’s theory at Polytech-
nic Institute of Brooklyn. R. S. Elliott and his students at
UCLA, and numerous other researchers worked to further
refine the design process.

The rectangular waveguide is the guide geometry used
for most waveguide slot arrays because it provides a com-
pact, low-loss transmission line that contributes to the
high efficiencies achievable with these arrays. The basic
radiating element, a single rectangular slot located in an
infinite ground plane, is the complement to a dipole radi-
ator [15] and, like the dipole, produces a broad radiation
pattern. The radiating slot in the rectangular waveguide
is realized in a variety of configurations, thus providing
flexibility for the designer. The slot radiation characteris-
tics are controlled by adjusting the slot location on the
waveguide and the slot length and width.

An array of slots with a specified aperture distribution
generates a highly directive or specially shaped radiation
pattern. Arrays of slots are created by placing slot radia-
tors in a waveguide to create a linear array and by joining
a number of these waveguides with a power-divider net-
work to create a planar array. Slots are used to couple en-
ergy between waveguides, and these coupling slots
provide a compact way to realize the power-divider net-
work. The closed-feed network eliminates the spillover
loss suffered in horn-fed reflectors and other space-fed an-
tennas. The aperture distribution is determined by the
radiating slot characteristics and the power dividers in the
feed network. The designer adjusts these parameters to
achieve a high degree of control of the aperture distribu-
tion and thereby achieves a low-sidelobe or shaped-beam
radiation pattern. The design process for these arrays is
complex because of the need to accurately characterize the
relationship between the slot geometry and performance
and also because of interactions between the various ele-
ments of the array. The characteristics of the individual
elements are derived from the interaction of the slot with
the modes in the waveguide, and a simple lumped-circuit
model is used to approximate the slot characteristics. The
initial array design approach uses these lumped circuit
elements to approximate array performance. The lumped-
circuit model neglects interactions between the elements
created by radiated and internal electromagnetic coupling.

W

Figure 1. Waveguide slot array for an airborne radar applica-
tion. (Courtesy of Raytheon Systems Co.)
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Refinement of the design to compensate for the interac-
tions is done with experimental hardware or sophisticated
electromagnetic simulation software.

1. WAVEGUIDE RADIATING SLOTS

A rectangular slot cut into a metallic ground plane radi-
ates when an electric field is excited across the slot. The
electric field distribution in the slot must meet the bound-
ary condition that the tangential electric field at the slot
boundary is zero. The lowest mode that meets the bound-
ary conditions has a constant electric field directed across
the width of the slot with a cosinusoidal distribution along
the length of the slot:

Esðx; zÞ¼ x̂x
Vs

w
cosðpz=lÞ for

�w=2oxow=2; �l=2ozol=2

ð1Þ

where Vs is the peak voltage across the slot. The far-field
radiation pattern of the slot located in an infinite ground
plane is calculated by using Babinet’s principle [15] (or
image theory). For a slot located in the x� z plane, this
results in a radiation pattern given by

Ef¼Efðy;fÞ
e�jkR

R

Efðy;fÞ¼
�jVsk sin y

l

cos ðkl=2 cos yÞ

ðp=lÞ2 � k2 cos2 y

ð2Þ

If the slot size is adjusted to the lowest resonance, the loss
because of reactive energy is minimized, and the slot cou-
pling is enhanced. At resonance, when the slot is assumed
to be equal to one-half the free space wavelength, the
radiation pattern becomes

Efðy;fÞ¼
�jVs

p
cosðp=2 cos yÞ

sin y
ð3Þ

The directivity for a radiator measures the focusing effect
of the radiator and is defined as the directivity relative to
that for an isotropic radiator:

Dðy;fÞ¼
4pPðy;fÞ

Z 2p

0

Z p

0
Pðy;fÞ sin yd ydf

ð4Þ

and the power is given by

Pðy;fÞ¼
1

2

ffiffiffi
e
m

r
Eðy;fÞ
�� ��2 ð5Þ

The gain of the element is given by the directivity minus
any losses in the antenna. The directivity and gain are
typically quoted in decibels. For a resonant slot, assuming
that radiation occurs only above the ground plane, the
peak directivity is 5.6 dB above that of an isotropic
radiator.

1.1. Rectangular Waveguide Modes

The field in a waveguide slot is created by a displacement
current caused by disruption of the currents generated on
the waveguide walls by the energy in the waveguide
modes. A metal-walled rectangular waveguide has a set
of waveguide modes that satisfy the boundary conditions
imposed on the fields by the metallic walls. These modes
are classified into two types: the transverse electric (TE),
which has only a magnetic field component in the direc-
tion of propagation, and the transverse magnetic (TM),
which has an electric field component only in the direction
of propagation. The complete sets of field components for
these modes for a lossless waveguide are as follows [16]:
for the TEmn modes,

Hz¼ cos
mpx

a

� �
cos

npy

b

� �
e�gmnz

Hx¼ �
gmn

jom
Ey¼

mpgmn

k2
mna

sin
mpx

a

� �
cos

npy

b

� �
e�gmnz

Hy¼
gmn

jom
Ex¼

npgmn

k2
mnb

cos
mpx

a

� �
sin

npy

b

� �
e�gmnz

k2¼
mp
a

� �2
þ

np
b

� �2

ð6Þ

and for the TMmn modes,

Ez¼ sin
mpx
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� �
sin

npy

b
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e�gmnz
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gmn

jom
Hy¼ �
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sin

npy
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ð7Þ

The waveguide mode propagates unattenuated, except for
ohmic losses, for frequencies where the propagation con-
stant

gmn¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mp
a

� �2
þ

np
b

� �2
�k2

r
ð8Þ

is imaginary. The wavelength at which this first occurs,
the cutoff wavelength, is given by

l¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðm=aÞ2þ ðn=bÞ2

q
ð9Þ

For almost all applications, it is desirable to operate with
only a single propagating mode. The mode with the lowest
cutoff frequency, the TE10 mode, is used. The guide dimen-
sions are chosen to allow only this mode to propagate over
the desired frequency range. The ohmic losses increase as
the frequency approaches the cutoff frequency, therefore it
is generally desirable to operate at least 20% above the
waveguide cutoff frequency. It is also preferable to operate
a similar amount below the onset of the next propagating
mode. The waveguide fields for the dominant TE10 mode
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are given by

Hz¼ j cos
px

a

� �
e�jb10z

Hx¼ �
b10

p=a
sin

px

a

� �
e�jb10z

Ey¼
om0

p=a
sin

px

a

� �
e�jb10z

ð10Þ

where the upper sign denotes a wave traveling in the þ z-
direction and the lower sign denotes a wave traveling in
the � z-direction. The propagation constant for this mode
is given by

g10¼ jb10¼ j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 �

p
a

� �2
r

ð11Þ

and the wavelength in the guide is given by

lg¼
lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l

2a

� �2
s ð12Þ

The relationship J¼1n�H gives the electric currents
flowing on the broadwall surface of the waveguide for
this mode as

Jx¼ j cos
px

a

� �
e�jb10z

Jz¼
�b10

p=a
sin

px

a

� �
e�jb10z

ð13Þ

1.2. Waveguide Slot Radiation Mechanism

If slots are cut into the waveguide in locations where they
interrupt the current flow, shown in Fig. 2, a displacement
current is setup across the slot and radiation occurs. The
amount of radiation is determined by the amount of cur-
rent intercepted and is controlled by adjusting the slot
position on the waveguide and its length and width. A va-
riety of locations create slots with significant amounts of
radiation. Slots are also made to radiate by introducing

discontinuities into the waveguide, such as probes, wires,
posts, and irises.

The slot scatters energy in the waveguide in addition to
radiating energy. The slot acts as an obstacle in the equiv-
alent transmission line, and it is modeled as a lumped-
circuit element in a two-wire transmission line [15]. The
lumped-circuit model has a resistive component repre-
senting the power lost to the radiated fields and a reactive
component representing the stored energy. The backward
and forward scattered waves for a slot in the waveguide
wall are calculated from [10].

B10¼
1

2Sa

Z

Slot
ðjEtKtþEzKzÞe

�jb10z dS

A10¼
1

2Sa

Z

Slot
ðjEtKt � EzKzÞe

þ jb10z dS

ð14Þ

where Sa is twice the Poynting energy flux for the domi-
nant mode, E is the electric field in the slot, and K is the
surface current density on the waveguide wall if the slot
were not present. The scattering characteristics are used
to compute the equivalent circuit characteristics and their
dependence on the slot location and geometry. The slots
are characterized by their location and orientation in the
waveguide and by their equivalent circuit characteristics.
Several slot geometries and their equivalent circuit mod-
els are shown in Fig. 3.

1.3. Waveguide Radiating-Slot Geometries

1.3.1. Offset Longitudinal Shunt Slot. A narrow slot lo-
cated along the waveguide broadwall centerline does not
radiate a significant amount of energy because it causes
minimal disruption to the current flow on the waveguide
walls. As the slot is offset from the waveguide centerline, it
intercepts more of the waveguide currents, and the
amount of power radiated becomes significant. The phase
of the radiated field is reversed if the slot is located on the
opposite side of the waveguide centerline. For an offset
slot, it is a reasonable approximation to assume that the
fields in the slot are symmetrical, and it can be shown that
the scattering from the slot in the waveguide is also sym-
metrical. This symmetrical scattering corresponds to a
shunt obstacle for the lumped-circuit model. The scattering

Figure 2. Rectangular waveguide current distribution for the
TE10 mode.

Figure 3. Waveguide radiating slots and their lumped-element
circuit models: offset longitudinal shunt slot, and angled and
transverse series slot.
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for the slot is given by [17].

B10¼A10¼
j2Vsðp=aÞ2ðp=lÞ

om0abb10½ðp=lÞ
2
� b2

10�
cos

b10l

2

� �
sin

px

a

� �

ð15Þ

This assumes a narrow offset slot with only an Ex compo-
nent that has the cosinusoidal distribution given in
Eq. (1). This can be related to the modes in a two-wire
transmission line to calculate the conductance of the
lumped-circuit element:

Y

G0
¼K1f ðx; lÞ

Vs

V

where

K1¼
2p
ja

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

kG0Zb10ab

s

ð16Þ

and

f ðx; lÞ¼
ðp=lÞ cosðb10l=2Þ

ðp=lÞ2 � b2
10

sin Nðpx=aÞ

where x is the slot offset from the centerline and G0 is the
characteristic conductance of the guide. At resonance,
when the slot length is one-half a free-space wavelength,
the scattering coefficient is given by

B10¼
j2Vs

om0ðb10=kÞab
cos

pb10

2k

� �
sin

px

a

� �
ð17Þ

and the slot is represented by a shunt conductance. The
conductance value is a function of the slot offset and the
waveguide dimensions. The dependence of the conduc-
tance on the slot offset is given by [10,18]

G

G0
¼ g¼ g1 sin2 px

a

g1¼ 2:09
lg

l
a

b
cos2 pl

2lg

� � ð18Þ

These equations are useful for understanding the slot
characteristics but are not accurate enough for many de-
sign applications. The amount of radiation from the slot is
controlled primarily by the offset and length as expressed
previously but also depends on the slot width and the
thickness of the wall in which the slot is cut. The slot res-
onant frequency must also be determined accurately. The
slot is defined to be resonant when the phase of the scat-
tered field is 1801 out of phase with the incident wave. The
resonant frequency occurs when the slot length is appro-
ximately one-half of a free-space wavelength, but the exact
frequency is also a function of the slot offset, width, and
thickness. The characteristics of the slot are determined
more accurately by using an electromagnetic simulation
technique, such as the method of moments [19], or by

careful measurements. Figure 4 shows the variation of the
slot conductance and resonant frequency as the offset and
length are varied. The slot characteristics were calculated
by using a computer simulation based on the method of
moments formulation described in Khac [20], with slot
thickness effects added. The variation of the slot admit-
tance normalized to the peak conductance values versus
frequency relative to the resonant frequency for a slot in
full height (2.3 cm� 1.0 cm) X-band (8 GHz to 12 GHz)
waveguide is shown in Fig. 5. Away from the resonant
frequency, the slot becomes reactive, and the radiation is
reduced. The variation with frequency is relatively insen-
sitive to the slot offset and length, so the curves are ap-
plicable over a wide range of offset and length values. If
the slot offset is large or the waveguide height is reduced

Figure 4. Offset shunt-slot resonant frequency and conductance
for various slot lengths and offsets.

Figure 5. Variation of normalized conductance and admittance
for an offset-shunt slot relative to the resonant frequency.
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considerably, boa=4, the fields in the slot are less sym-
metrical, and the slot behaves less like a pure shunt ele-
ment [21]. For these cases a more complicated circuit
model is required, or the scattering matrix description
should be used instead of a lumped-circuit model.

1.3.2. Broadwall Series Slots. A slot cut transversely
across the waveguide broadwall radiates when centered
in the waveguide, and the amount of radiation is con-
trolled by adjusting the offset. For this element, the for-
ward scattered field is opposite in sign to that of the
backscattered field, so this slot is modeled as a series
element. The normalized series resistance for this element
is given by

R

R0
¼ r¼ r1 cos2 px1

2

� �

r1¼ 0:523
lg

l

� �3l2

ab
cos2 pl

4a

� � ð19Þ

The maximum coupling for this element occurs when the
slot is centered. This slot has a high coupling value, but
the range of coupling attainable is limited because the slot
length restricts the range of offsets, and the slot is con-
fined to the broadwall.

A slot located along the waveguide centerline also ra-
diates when rotated at an angle relative to the centerline.
The forward scattering from this element is opposite in
phase to that of the backscattered field, and hence it is
modeled as a series lumped element. The amount of power
coupled is controlled primarily by the slot angle and is
adjustable over a wide range of coupling values.

R
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¼ r¼0:131
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lg

� �
l2

ab
IðyÞ sin yþ

lg

2a
JðyÞ cos y

� �2

I yð Þ

J yð Þ

9
=

;¼
cos

px
2

� �

1� x2
�

cos
pZ
2

� �

1� Z2

x

Z

9
=
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lg

cos y�
l
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sin y

ð20Þ

The resonant frequency for this slot is relatively insensi-
tive to the slot angle. The polarization characteristics of
the slot rotate with the slot orientation and generate a
cross-polarization component that limits its usefulness in
systems where polarization purity is required.

1.3.3. Narrow-Wall and End-Wall Slots. Transverse
angle slots located in the narrow wall of the waveguide are
also used as radiating elements. The height of the narrow
wall is typically less than the half free-space wavelength
required for a resonant slot. So to achieve resonance, the
ends of the slot are extended into the broadwall. The cou-
pling is controlled by the slot angle and the depth to which
the slot extends into the broadwall. This slot exhibits a

cross-polarization component that varies with the slot an-
gle. This geometry is difficult to model accurately.

Slots located in the shorted end of a waveguide are used
for phased-array applications. The slot radiation is creat-
ed by the disruption of the currents in the terminating
short of the waveguide. For most phased-array applica-
tions, the slot characteristics are chosen to provide the
best match in the array environment, and the power to the
slot is controlled by the feed network. Open-ended wave-
guides are frequently used for scanned-array applications.

2. WAVEGUIDE COUPLING SLOTS

In addition to their function as radiating elements, slots
are also used to couple energy between waveguides. The
electric field excited in the slot by the incident mode at the
input port excites fields in the coupled waveguide. In con-
junction with linear radiating slot arrays, the coupling
slots provide the building blocks for the planar slot array.
The slot configurations described for the radiating ele-
ments are also applied as coupling elements. Coupling
between the broadwalls is useful to create arrays with
minimal depth, and coupling is achieved with the wave-
guides parallel or perpendicular to each other.

The coupling slots can be modeled by using lumped-
circuit elements. For these elements, a transformer be-
tween two sets of two-wire lines models the coupling
characteristics, and a reactive element models the stored
energy in the slot. The slot-coupling ratio determines the
turns ratio for the transformer model. The slot is de-
scribed in terms of its lumped-element characteristics in
each of the lines. The element may be a series–series,
shunt–shunt, or shunt–series element depending on its
orientation in the two waveguides.

2.1. Coupling-Slot Characterization

The characteristics of these elements are determined by a
method similar to that for the radiating elements. The
forward and backward scattering components are the
same as those for the radiating slot given in Eq. (14).
Now they are applied in both the input and coupled guides
to give the backscattered, forward scattered, and coupled
fields. The coupling coefficient between the waveguides is
a function of the slot characteristics in the two waveguides
and the characteristic impedances of the two guides. The
power balance requirement is applied to the junction to
show that the coupling coefficient can be calculated from
the ratio of the scattered fields and characteristic imped-
ances in the two guides. The scattered-field terms are the
same as those derived for the radiating slot except for the
value of the coefficient of the field in the slot. For the cou-
pling slot, the ratio of the scattered fields in the two guides
is independent of the value of the coefficient, so it need not
be determined. The coupling ratio for the slot is given
by [22]

M¼
a1b1Y1 B1j j

2

a2b2Y2 B2j j
2

ð21Þ
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where Yl and Y2 are the characteristic impedances in the
input and coupling guides, respectively, and B1 and B2 are
the backscattered fields in the two guides. The value of
1=

ffiffiffiffiffi
M
p

gives the turns ratio for the transformer in the
lumped-circuit model.

2.2. Coupling-Slot Geometries

The series–series angle slot is a convenient element for
broadwall coupling between transverse waveguides be-
cause the coupling is controlled by adjusting the slot angle
without changing the relative locations of the waveguides
and a wide range of coupling values is attainable. This slot
and its equivalent circuit model are shown in Fig. 6. The
coupling value for this element at resonance, assuming a
narrow rectangular slot with zero thickness, is given by

M¼
a2b2lg2

a1b1lg1

I1 yð Þ sin yþ
lg1

2a1
J1 yð Þ cos y

I2 yð Þ sin yþ
lg2

2a2
J2 yð Þ cos y

2

664

3

775

2

ð22Þ

where the expressions in the equation are the same as
those defined in Eq. (20) for the angled radiating slot. The
transverse series–series slot, which is the limiting case for
the angled series–series slot, provides large coupling val-
ues between the guides.

The offset shunt–series coupling slot provides coupling
between transverse waveguides. The slot is oriented as an
offset shunt slot in one waveguide and a transverse series
slot in the other. The coupling values are adjusted by
changing the slot offset that is equivalent to moving the
location of the shunt waveguide relative to the slot. The

coupling value for this slot at resonance is given by

M¼
1

4

a2b2lg1lg2

a3
1b1

1� ðl=a2Þ
2

1� ð2l=lg1
Þ
2

" #2
cos2ðb1l=2Þ

cos2ðpl=2a2Þ

sin2
ðpx1=a1Þ

cos2ðpx2=a2Þ

ð23Þ

where waveguide 1 contains the shunt-slot orientation.
These approximate values for the slot coupling depend

on the accuracy of the assumption made for the field in the
slot and neglect effects, such as slot thickness and the re-
active component of the slot, as the frequency departs
from the resonant frequency. More accurate models for the
slot are derived by the method of moments [23]. Computer
simulation tools based on the finite-element method [24]
are also suitable for modeling coupling slots because they
operate in a closed structure. This differs from the radiat-
ing slot case, which does not lend itself well to this type of
model because the problem is unbounded.

3. LINEAR SLOT ARRAYS

A linear array of slots serves alone as an antenna or as a
building block for a planar array. The far-field radiation
pattern for a linear array of N elements located along the
z-axis is given by

Sðf; yÞ¼Aðf; yÞ
XN

n¼ 1

Vnejkzn cos y ð24Þ

The Aðf;FÞ term is the radiation pattern of a single radi-
ating element, which is assumed to be the same for all el-
ements in the array. The element pattern is similar to that
given in Eq. (2), but it is modified by the array environ-
ment. The summation term represents the array factor
where Vn are the excitation values and zn are the element
locations. The excitation values of the elements are chosen
to generate a specified array radiation pattern. Slot-radi-
ating elements allow controlling the excitations to achieve
the desired pattern characteristics.

Linear arrays are divided into two categories: the
standing-wave array (or resonant array) and the travel-
ing-wave array (or nonresonant array). The antenna and
system performance requirements dictate the choice be-
tween the two configurations. In the standing-wave array,
the slot locations are chosen to maximize the coupling at
the design frequency, and the waveguide is terminated
with a short circuit. This creates an efficient antenna, but
the bandwidth is limited. In the traveling-wave array, the
slot spacings are nonresonant, and the waveguide is ter-
minated with an absorptive load. The traveling-wave ar-
ray operates over a larger frequency bandwidth than the
standing-wave array, but the power absorbed by the load
reduces the radiating efficiency. It is difficult to generate a
beam perpendicular to the guide with the traveling-wave
array, and it also exhibits beam scan with frequency.

3.1. Standing-Wave Arrays

For the resonant array, standing-wave fields are created in
the waveguide by terminating the waveguide with a metal

Figure 6. Series–series angle slot coupling element and its
lumped-element circuit model.
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wall to create a short circuit. The slot locations relative to
the short circuit are chosen to maximize the array radia-
tion coupling. For series elements, such as the angled se-
ries slot, the slots are located multiples of a half guide
wavelength from the short circuit. For shunt elements,
such as the offset-shunt slot, the maximum coupling loca-
tions are multiples of a half guide wavelength from an
open circuit, which is achieved by locating a short circuit
at one-quarter guide wavelength from the nearest slot. For
broadside operation, the slots are located in the guide to
achieve a uniform phase distribution. A uniform phase
distribution is achieved by locating the slots at one guide-
wavelength intervals. However, this results in an array
spacing greater than one free-space wavelength, which
creates multiple main beams and reduces the antenna
gain and performance. The spacing can be reduced to one-
half guide-wavelength intervals by alternating the slot
offsets to compensate for the 1801 phase reversal in the
guide.

3.1.1. Circuit Model for Resonant Linear Array. A circuit
model of the array provides a good starting point for pre-
dicting the array performance and for determining the slot
dimensions. The array is modeled by using the lumped-
circuit elements for the individual slots, transmission line
sections representing the waveguide sections, and a short
circuit termination. An offset-shunt-slot linear array and
its circuit model are shown in Fig. 7. The transmission
matrix is defined as [25]

Vi

Ii

" #
¼

A B

C D

" #
Viþ 1

Iiþ 1

" #
ð25Þ

A section of transmission line of length d with a propaga-
tion constant b and a characteristic impedance Z0 has a
transmission matrix

cosðbdÞ jZ0 sinðbdÞ

j

Z0
sinðbdÞ cosðbdÞ

2

64

3

75 ð26Þ

The transmission matrices for the shunt element with ad-
mittance Y and series element with impedance Z are

1 0

Y 1

" #
and

1 Z

0 1

" #
ð27Þ

To achieve a satisfactory design, the coupling values for
the individual slots must be chosen so that the reflection
coefficient at the array input achieves the required value,
and so that the relative coupling from the slots generates
the desired radiated phase and amplitude distribution for
the array. The input match to the array and its variation
with frequency is modeled by cascading the transmission
matrices for the slots and the waveguide sections. At the
array resonant frequency the normalized input conduc-
tance or resistance for an array of N shunt or series slots

reduces to
Yi

Y0
¼
XN

n¼ 1

Yn

Y0

or
Zi

Z0
¼
XN

n¼ 1

Zn

Z0
ð28Þ

The input reflection coefficient is given by

Gi¼
1� Yi=Y0

1þYi=Y0
¼

Zi=Z0 � 1

Zi=Z0þ 1
ð29Þ

To achieve an input match for an end-fed standing-wave
array, the slot parameters should be chosen so that the
slot conductances or impedances sum to one. The slot con-
ductances must also be selected to obtain the amplitude
distribution required to achieve the desired radiation pat-
tern. If the slots are all assumed to be resonant and the
desired distribution is all equiphase, the ratios of the slot
conductances are proportional to the relative slot radiated
powers. This gives a set of N equations that can be solved
to give the required slot conductances for a shunt-slot ar-
ray:

Gi

G0
¼

G1

G0

XN

n¼ 1

Pr
n

Pr
1

Gn

G0
¼

Gm

G0

Pr
n

Pr
m

The offset-shunt slot is a commonly used element for lin-
ear arrays. It offers a wide range of conductance values
and linear polarization. The slot offsets and length can be
computed using the equations for the offset shunt slot given
earlier, or interpolated from a graph, such as Fig. 4.

3.1.2. Array Mutual-Coupling Effects. The simple circuit
model design is useful for understanding the slot array or
for determining a set of initial design values, but it is not
accurate enough for most applications. The assumption
was made that the slots in the array have the character-
istics of an isolated slot. In the array environment, the
slots are affected by the presence of the other slots, and
slots at the edge of the array exhibit behavior that differs

Figure 7. Waveguide linear array of offset longitudinal shunt-
slot radiators and its transmission line circuit model.
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significantly from that of slots in the center of the array. If
neglected, these effects result in an array where the input
reflection coefficient and radiation pattern depart signifi-
cantly from the desired values. The characteristics of the
isolated slot were determined by using a single source of
excitation for the slot: the incident waveguide mode. Mul-
tiple sources in the array environment excite the slot: the
incident field, the fields scattered in the waveguide by the
other slots in the guide, and the radiated fields from all the
other slots. The characteristics for each slot are influenced
by all the other slots in the array to some extent, so a slot’s
configuration cannot be determined independently. A se-
ries of simultaneous equations is required to perform the
array design. Elliott [17] has developed a series of design
equations that account for the internal and external
mutual coupling effects:

Ya
p=G0

Ya
n=G0

¼
fp

fn

Vs
p

Vs
n

Vn

Vp
ð30Þ

Ya
n

G0
¼

2f 2
n

2f 2
n

Y=G0
þ jðb10=kÞðk0bÞða=lÞ3

XN0

m¼ 1

Vs
m

Vs
n

gmn

fnðxn; lnÞ¼
ðp=lÞ cosðb10lnÞ

ðp=lnÞ
2
� b2

10

sin
pxn

a

� �

gmnðxn; ln; xm; lmÞ¼

Z lm=2

�lm=2
cosðpz0m=lmÞ

Z ln=2

�ln=2

� cosðpz0n=lnÞ
@2

@z2
n

þ k2
0

" #
e�jk0R

R
dz0nz

0
m

ð31Þ

The Ya
n=G0 are the active slot admittances in the array

environment, the Vs
n;Vn are the slot and the waveguide

mode voltages, and the gmn terms represent the external
mutual coupling effects between the slots. The set of equa-
tions is applied iteratively along with the equation for the
required input impedance to determine the slot offsets and
lengths. These equations assume an ideal cosinusoidal
distribution in a narrow slot, and may not be accurate
enough for some applications. A more thorough analysis,
where the field distribution in the slots are unknowns that
must be determined, provides a more accurate model of
the impact of element mutual coupling on array perfor-
mance [26]. The computational requirements for a rigor-
ous analysis may limit the size of the array for which it is
applicable. A good approximation to the final design
should be found first by using an approximate method to
reduce the number of iterations required.

3.1.3. Variation of Performance with Frequency. The de-
sign achieves the desired input match at the design fre-
quency, but the input match of the linear array degrades
as the frequency moves away from resonance. This effect is
modeled using the transmission matrices by adjusting the
propagation constant in the transmission line sections and
including the variation of the slot admittance with fre-
quency. The bandwidth is generally defined as the

frequency range over which the input reflection coefficient
remains below a specified level. The bandwidth is deter-
mined primarily by the number of elements in the array,
and it degrades as the number of elements in the array
increases. Watson [9] derived an approximate expression
for the variation of the input reflection coefficient that
neglects the multiple reflections:

G¼
2�

PN

n¼ 1

Yn=Y0 � ej2Nbd
PN

n¼ 1

Yn=Y0e�j2nbd

2þ
PN

n¼ 1

Yn=Y0

� �
ej2Nbdþ

PN

n¼ 1

Yn=Y0ej2nbd

ð32Þ

The array excitations also change away from the center
frequency because the slot locations relative to the stand-
ing wave in the guide are no longer optimum and the slot
radiation characteristics also exhibit frequency variation.
This causes pattern degradation and main-beam distor-
tion. The effects are modeled by using the circuit model to
determine the slot excitations and computing the far-field
pattern generated by these excitations.

3.2. Traveling-Wave (Nonresonant) Arrays

For the nonresonant array, the array distribution is
generated by progressively coupling energy from the
waveguide mode as it travels down the guide. The ele-
ment spacings are chosen to be nonresonant, and the
waveguide is terminated with a matched load. The design
process differs from that of the standing-wave array
because the reflections from the slots do not add cohe-
rently at the input. The input reflection is controlled by
the destructive interference because of the nonresonant
spacing, and the reflection coefficients of the individual
elements are kept small to minimize the reflection. The
traveling-array input-match bandwidth does not decrease
as the array size increases, unlike that of the resonant
array. The resonant slot spacing case for a broadside beam
is avoided because the summation of the individual reflec-
tions creates a large reflection. The traveling wave gen-
erates a linear phase slope across the aperture that
corresponds to a scanned beam with the beam pointing
direction given by [27]

cos y0¼ l=lg � l=2d ð33Þ

for an array with alternating slot offsets. The beam scans
with frequency because of the change in the guide wave-
length. This frequency-scanning effect is often exploited
by making the waveguide path length between the slots
greater than the array spacing to enhance the amount of
scan for a given frequency change [28]. The beam position
for this case is given by

cos y0¼dgl=dlg � l=2d ð34Þ

3.2.1. Circuit Model for Nonresonant Arrays. The circuit
model for the traveling-wave array is similar to that used
for the resonant array, but a matched-load termination
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replaces the terminating short, and the line lengths are
adjusted to reflect the nonresonant spacing. The initial
design is simplified by assuming that the scattering from
each slot is small, and hence multiple reflections are ne-
glected. With this assumption and a perfect load termina-
tion, the reflection coefficient at the waveguide input is
given by

Gi¼
XN

n¼ 1

rne�j2nbd ð35Þ

where the reflection coefficient for a resonant slot

rn¼
�2G=G0

2þG=G0
ð36Þ

Neglecting the slot reflections, the ratios of the slot radi-
ated powers for a traveling-wave array of resonant shunt
elements are given by

Pr
n

Pr
1

¼
Gn=G0

G1=G0

Yn�1

i¼ 1

1�
Gi

G0

� �
ð37Þ

where the product term gives the decrease in the power
along the guide caused by radiated energy. The ratio of the
power remaining after the final element is absorbed in the
load termination relative to the input power is given by

Pl

Pi
¼
YN

n¼ 1

1�
Gn

G0

� �
ð38Þ

If the waveguide loss is significant, the attenuation factor
e�az should be included in the power calculation. The ini-
tial design process requires solving these equations to
achieve both the desired amplitude distribution and an
acceptable value for the power lost to the load. For the
traveling-wave array, it is advantageous to have a longer
array because this reduces the amount of power that must
be absorbed in the load termination. The range of coupling
values available for the radiating elements also affects the
amount of power that will be lost in the load. The circuit
models can be cascaded to account for the multiple reflec-
tions and frequency effects. The design process for the
array including mutual coupling effects is similar to that
for the resonant array. However, the variation of the mode
voltage along the array must be included in the model [29].

4. WAVEGUIDE PLANAR ARRAY

The waveguide planar array is constructed by joining a
number of linear arrays via a feed network. The planar
aperture provides the area required to achieve high gain,
which is a critical parameter for most designs as it deter-
mines the effective range of system operations. The rect-
angular waveguide exhibits low loss values over a wide
range of frequencies (up to the millimeter waveband),
which makes the waveguide slot array desirable for
high-gain applications. The sidelobe distribution is also
important for many applications as high sidelobes may

result in unwanted interference between adjacent instal-
lations or false returns off scatterers located in the side-
lobe region. For the planar-slot array, the aperture
distribution is achieved by controlling the characteristics
of the individual radiating elements and the coupling
characteristics of the feed network. The ability to accu-
rately control the excitation across the aperture allows the
designer to set the radiation pattern sidelobes.

4.1. Planar-Array Far-Field Patterns

The equation to compute the far-field pattern of a planar
array located in the x� y plane is

Sðy;fÞ¼Aðy;fÞ
XM

m¼ 1

XN

n¼ 1

Vmnejkðxmn sin y cos fþ ymn sin y sin fÞ

ð39Þ

The array elements are assumed to have identical element
patterns that are similar to Eq. (2) with the appropriate
coordinate transformation to match the element orienta-
tion. The array factor is given by the summation term
where Vmn is the excitation of each element. If the array
elements are on a rectangular grid, the equation simplifies
to

Sðy;fÞ¼Aðy;fÞ
XM

m¼ 1

XN

n¼ 1

Vmnejkðmdx sin y cos fþndy sin y cos fÞ

ð40Þ

This formulation is in the form of a Fourier transform, and
with appropriate manipulations fast Fourier transform
[30] computer routines are used to reduce computation
time greatly. For a rectangular, separable array, the dis-
tribution is chosen to be of the form

Vmn¼VmVn

Now the resulting planar-array equation is the product of
the two linear-array distributions. This results in a dra-
matic reduction in computation time:

Sðy;fÞ¼Aðy;fÞ
XM

m¼ 1

Vmejkmdx sin yf
XM

n¼ 1

Vnejkndy sin y sin f

ð41Þ

For arrays with separable distributions, the desired lin-
ear-array distributions are selected, and then the products
are used to determine the individual element distribu-
tions. The cardinal plane patterns of the array match the
linear-array patterns, and the intercardinal planes have
sidelobes that are the product of the two linear-array dis-
tributions. For circular apertures, there are a variety of
circular distributions available that are sampled to
generate the array distribution [31]. More complex distri-
butions are synthesized for specific applications. The
planar-array directivity is computed by using the array
far-field pattern in the directivity expression, Eq. (4). The
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directivity is reduced by the losses in the antenna system
to determine the array gain.

4.2. Resonant Planar-Array Design

A common architecture for a resonant planar array, shown
in Fig. 8, uses broadwall offset-shunt slots as the radiating
elements. The linear arrays are attached along the side-
walls, and common sidewalls are used to reduce the
weight. Different lengths are used for the linear arrays
to fit the array within a specified area. Power is fed to the
individual linear arrays via a waveguide network beneath
the radiating aperture. A compact feed network is formed
with a linear array of broadwall coupling slots to distrib-
ute power to the radiating waveguides. Angled series–
series slots provide a convenient coupling mechanism
because the power to each linear array is controlled by
adjusting the slot angle. Offset shunt–series slots are also
used as coupling elements, but they have the disadvan-
tage that the linear arrays must be offset to maintain the
proper feed point and compensate for the staggered offsets
of the coupling slot.

The radiating slots and feed network are designed to-
gether to provide the desired input match and to achieve
the aperture radiating distribution. The design values for
the radiating slots and the coupling slots must be chosen
together to meet the performance goals as the input im-
pedance and the slot radiation are functions of both the
radiating slot values and the coupling values of slots in the
feed waveguide. The array spacings to achieve resonance
in both the radiating and feed planes are related because
the radiating guide width determines the spacing in the
feed plane. The spacings and the waveguide dimensions
must be chosen as a set to achieve the correct resonant
frequency in each plane of the array.

4.2.1. Planar-Array Circuit Models. The lumped-circuit
models used for the linear-array design combine with the
coupling-slot models to provide a simple model for the
planar array. The impedance at resonance of a series–se-
ries slot coupling to a linear array of M radiating slots is

given by

Rn=R0¼
1

Mn

XMðnÞ

m¼1

Gmn=G0 ð42Þ

The coupling elements form a linear array of N slots in the
feed waveguide with an input impedance at resonance of

Zi=Z0¼
XN

n¼ 1

1

Mn

XMðnÞ

m¼ 1

Gmn=G0 ð43Þ

The ratios of the slot conductance and coupling values
must be chosen to provide the correct ratios for the radi-
ating-slot voltages. The slot conductance values within
each radiating guide are given by

Gmn¼G1n
Pr

mn

Pr
1n

ð44Þ

and the coupling ratio for each series–series slot is given
by

Mn¼M1

PMðnÞ

m¼ 1

Gmn=G0

PMð1Þ

m¼ 1

Pr
m1

PMð1Þ

m¼ 1

Gm1=G0

PMðnÞ

m¼ 1

Pr
mn

ð45Þ

The values for the G1n and M1 must be chosen to create
the desired input impedance value. For compactness and
improved bandwidth characteristics, it may be desirable
to feed the array at the center of the feed waveguide using
an additional feed layer with a coupling slot. For a shunt–
series coupling element where the waveguide terminated
by a short at one-quarter guide wavelength, the input
admittance to the array is given by

Yi¼
Z0

M 0
ð46Þ

where Z0 is the impedance in the feed waveguide and M 0

is the input slot coupling ratio. The values for the series–
series coupling slots must be chosen to account for the
power division between the elements to each side of the
input slot.

4.2.2. Mutual-Coupling Effects. As in the linear array,
the simple-circuit model neglects effects, such as mutual
coupling between the slots, that perturb the performance.
The mutual-coupling effects between the radiating ele-
ments are handled as described for the linear array with a
separate input admittance requirement for each radiating
waveguide. The external mutual-coupling effects are gen-
erally more significant in the E-plane of the slots than in
the H-plane. Additional coupling mechanisms that impact
the array performance include coupling-slot interaction
with the radiating slots and with the other coupling slots
in the feed guide. The radiating slots closest to the cou-
pling slots in each guide are significantly affected by these

Figure 8. Waveguide planar array with offset longitudinal
shunt-slot radiators and series–series angle-slot coupling
elements.
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interactions, which are modeled by the method of
moments [32].

4.2.3. Large Resonant Arrays. The array bandwidth de-
creases as the size increases because of the increased
number of elements in the radiating and feed linear ar-
rays. To avoid the bandwidth reduction for a large array,
the array is subdivided into a number of subarrays or
modules with shorter radiating and feed arrays. The array
power is distributed to the individual modules via a feed
network made up of a series of waveguide power dividers.
The configurations of the modules are dictated by the re-
quired array bandwidth, the available aperture area, and
the packaging limitations for the feed network. It is de-
sirable to minimize the modular size to improve the array
bandwidth, but this requires more modules and compli-
cates the feed network. Dividing the array into subarrays
is fairly straightforward for rectangular arrays. The
choice of modular layouts is more complex for arrays
with elliptical or irregular boundaries. The available
range of coupling values for the slots and the feed net-
work limits the choice of modular configurations. Systems
requirements, such as the need to provide both sum and
difference patterns, which necessitates dividing the array
into equal quadrants, also determine the available config-
urations.

A typical configuration for a resonant planar array is
built up of several modules with offset-shunt radiating
slots and angled series–series coupling slots. Offset-shunt
series slots are used to couple power from a waveguide
corporate feed network made up of reactive H-plane wave-
guide three-port power dividers. For an array with differ-
ence pattern requirements, the power is distributed to the
quadrants of the array by a network of waveguide magic-
tee four-port power dividers. This architecture provides
some inherent mechanical advantages because of the box-
like structure of the radiating aperture, and, depending on
the array size, is packaged so that the depth of the array is
as small as three times the waveguide b dimensions. Nu-
merous other variations of array architecture are also
used.

To begin the design of an array of this type, the desired
gain, sidelobe performance, and frequency bandwidth
must be specified. The size of the array is driven by the
array gain. The area is chosen so that the area directivity
minus the taper loss, all losses in the aperture and feed
networks, and any of the return loss at the array input
meets the required gain value with some margin. Because
of variations, the required aperture distribution is select-
ed to meet the sidelobe requirements with some margin.
The array slot spacings are chosen to meet the frequency
requirements and make the most effective use of the avail-
able area. The aperture distribution is discretized to give
the required value at each slot. Then the array is subdi-
vided into modules whose size is based on the required
frequency bandwidth. The design of individual modules is
similar to that described previously with the additional
complication that now the external mutual coupling in-
cludes both the slots within the module and all slots in the
other modules.

The feed network is a multiport power-dividing net-
work with an output port for each module. The relative
power to each port is calculated by summing the specified
powers of the slots in each module. For most applications,
a corporate feed structure with equal path lengths to each
module is required to meet the bandwidth requirements.
A reactive H-plane tee in a rectangular waveguide pro-
vides a low-loss, low-profile, power-dividing network. The
individual tees are matched, and the power splits are con-
trolled by adjusting inductive-tuning irises at the tee in-
put and the length and position of a septum on the back
wall of the tee. The performance of the reactive-feed net-
work is sensitive to the loads placed on the feed by the
modules. To reduce this sensitivity and provide broader
band performance, matched power dividers are used even
though they have higher loss and larger sizes.

4.2.4. Frequency and Power-Handling Effects. As the op-
erating frequency of a resonant array moves away from
the design frequency, the input match degrades and the
pattern performance suffers. For arrays whose radiating
guide and feed waveguides are fed near or at their centers,
the amplitude and phase of elements at the ends of the
guide diverge from those near the center. For a single
module, this broadens the main beam and increases the
sidelobe level. For an array of modules, this creates an
error across the array with a period equal to the modular
spacing, which creates error lobes in the far-field pattern
and reduces the array directivity. These effects are mod-
eled by using a circuit model for the modules and feed
network.

The amount of power that the array is required to han-
dle also influences the design. The waveguide power-
handling capability is reduced as the waveguide b dimension
is decreased, so for high-power applications, full-height
waveguide should be used. For arrays that must operate
at high altitudes, the waveguides are pressurized. Care
should be taken to avoid any obstacles that protrude into
the guide in the b dimension, and mismatches should be
minimized to reduce the standing-wave effect. The amount
of power is reduced as it divides through the feed network
and subarrays, so the power-handing problem is less se-
vere at the aperture.

4.3. Nonresonant Planar Arrays

The traveling-wave planar array is created by joining a set
of linear, traveling-wave arrays with a feed network. The
sidewall edge-slot array is frequently chosen, particularly
for applications where the array is scanned in the feed
plane, because the linear arrays can be packed closely to-
gether. The radiating arrays are designed similarly to the
linear array, but mutual coupling between the linear ar-
rays must be taken into account. It is generally preferable
not to subdivide the array and to end feed the radiating
aperture to minimize the power lost to the loads. The feed
network can be traveling wave or standing wave depend-
ing on the application. A linear array of coupling slots
provides a compact feed network for many applications.
Where beam squint in the feed plane is not desired, a cor-
porate feed network of waveguide power dividers is used.

WAVEGUIDE ANTENNAS 5525



4.4. Effects of Manufacturing Variations

Array performance is influenced by how accurately the
design is realized in manufacturing. For arrays with strin-
gent sidelobe requirements, the effects of manufacturing
deviations from the design values significantly alter the
performance, and the deviations must be carefully con-
trolled. The potential impacts of the manufacturing pro-
cess should be accounted for in the design. Where possible,
the design values should be chosen to minimize sensitivity
to the variations. The acceptable limits for process varia-
tions should be set on the basis of acceptable performance
limits; the processes should be chosen for compatibility
with these limits. The relative locations of the features
and the geometry of the individual features must be con-
trolled. The potential cost impacts of overly tight toler-
ances must be weighed against the performance impacts.
The operating frequency of the array is a major factor in
the allowable tolerances and hence the preferred manu-
facturing technique. Typical manufacturing processes for
slot arrays include machined metal assemblies joined ei-
ther by brazing or bonding, stamped or punched slots,
etched slots on metal clad dielectric, molded metallized
plastic assemblies, or cast parts.

For slots manufactured by conventional machining
techniques, it is more convenient and cost effective to ma-
chine the slots with a rounded end that matches the di-
ameter of the endmill rather than create a true
rectangular slot. For narrow slots, the main effect of the
rounded end is a change in the slot resonant frequency.
The effect is modeled and compensated for by assuming
that a rounded end slot has the same resonant frequency
as a square-ended slot of equal area [14].

For large arrays, errors that are randomly distributed
across the array face result primarily in increased average
sidelobe level and a decreased array gain. The effects of
these errors are estimated by statistical techniques [33,34]
or by a Monte Carlo simulation of the array pattern. The
variation in the element excitation must be estimated
from the tolerances on the element features, and then
these values are used to estimate the change in array per-
formance. The sensitivity of the characteristics of the in-
dividual slots to a given variation in slot dimensions is
determined by using the slot design equations or design
curves such as those shown in Fig. 4.

Systematic errors have more significant impacts. A
consistent change in the waveguide a dimension shifts
the resonant frequency of the standing-wave array and
alters the beam-pointing angle in the traveling-wave ar-
ray. A systematic error in the slot locations creates unde-
sirable sidelobes. In the traveling-wave array, if the slot
coupling or the waveguide losses are consistently higher
or lower than the design value, the error in the array ex-
citation accumulates along the array because the mode
amplitude is increasingly perturbed. If the coupling is sig-
nificantly lower than the design value, excess power is lost
in the load. Periodic errors raise the sidelobe at the posi-
tion where a grating lobe would occur for an array whose
spacing is equal to the spacing of the periodic error. Feed
network or other errors that affect large portions of the
array have significant impacts on the array sidelobe and

gain performance. An array with a difference pattern re-
quirement is sensitive to asymmetrical errors across the
array because any imbalance affects the cancellation that
occurs at the difference pattern null.
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WAVEGUIDE COMPONENTS
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1. INTRODUCTION

Waveguide components such as waveguides as transmis-
sion lines, mode transducers, terminations, discontinu-
ities, attenuators, nonreciprocal devices (isolators and
circulators), TR cells, phase shifters, power measuring

devices (bolometers), crystal detectors, junctions devices
(the magic ‘‘tee’’), directional couplers, mixers, periodic
structures (disk-loaded slow-wave structures), resonators,
filters, diplexers, and multiplexers are extensively em-
ployed in industry to produce waveguide subsystems for a
wide variety of microwave and millimeter-wave applica-
tions. Waveguide components, in general, are constructed
from elements of transmission structures and it is there-
fore essential to understand the theory of electromagnetic
waveguides. This article attempts to illustrate the basic
considerations by referring to a few of the more important
rectangular waveguide components employed in micro-
wave and millimeter-wave systems. It is hoped that the
references included at the end of this article will direct the
interested reader to sources of more detailed information
on particular subjects.

2. WAVEGUIDE AS TRANSMISSION LINES

In this section we will summarize the information for
waveguides as transmission lines that is most often need-
ed in waveguide component design. Waveguides have a
relatively low loss and a large power-handling capability
for a given operating frequency. They are used in a wide
variety of applications, including precision instrumenta-
tion equipment, specifically, the network analyzer. Wave-
guides are also useful in some millimeter-wave systems,
very-low-loss transmission systems, very-low-loss filters
(very-high-Q filters), and high-power transmission (e.g.,
kW–MW range).

2.1. Rectangular Waveguides

Probably the most widely used elements in high-power
and very-low-loss microwave and millimeter-wave filters
are the rectangular waveguides (see Fig. 1). Additional
details on waveguides and their applications may be found
in the literature [1–23].

The waveguide supports TE (transverse electric) and
TM (transverse magnetic) modes. TE modes have a mag-
netic field (Hz) but no electric field (Ez) in the direction of
propagation. They have also been referred to as H modes,
or modes of magnetic type.

a

b

x

y

z

Figure 1. The rectangular waveguide structure.
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For TEmn modes, the electromagnetic field components
are given by

Ex¼
jk0Z0np

b
Amn cos
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Modes that have an electric field (Ez) but no magnetic field
(Hz) in the direction of propagation are known as TM, and
have also been referred to as E modes or modes of electric
type.

The electromagnetic field components of TMmn modes
are given by
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where Amn and Bmn are amplitude coefficients, and
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The phase constant of the waveguide is related to lg by

b¼
2p
lg

with lg¼
l0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
l0

lc

� �2
s ð16Þ

where l0 is the free-space wavelength:

l0¼
c

f
and lc¼

2p
kc

ð17Þ

The modes that enable single-mode operation in the nat-
ural state are usually referred to as dominant or funda-
mental, while all other modes are known as high-order
modes. The TE10 is the dominant mode of the rectangular
waveguide. It has the lowest cutoff frequency of all possi-
ble rectangular waveguide modes. Figure 2 shows the line
diagram that indicates the cutoff frequencies of a few of
the lowest-order modes in a rectangular waveguide for a
ratio of width a to height b of 0.5. The properties of stan-
dard air-filled rectangular waveguides are summarized in
Table 1.

2.1.1. Dominant TE10 Mode in Rectangular Wave-
guides. For TE10 modes, the electromagnetic field compo-
nents are given by

Ex¼0 ð18Þ

Ey¼Ey0 sin
px

a

� �
ð19Þ

Ez¼ 0 ð20Þ

Hx¼Hx0 sin
px

a

� �
ð21Þ

Hy¼ 0 ð22Þ

Hz¼Hz0 cos
px

a
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ð23Þ

2.1.2. Characteristic Impedance (Z0) in Waveguides.
There are a few commonly used definitions, as follows.
The voltage–current definition:

Z0¼
V

I
¼

p
2

b

a
ZTE

The power–current definition:

Z0¼
P

I2
¼

p2

8

b

a
ZTE

The power–voltage definition:

Z0¼
V2

P
¼ 2

b

a
ZTE

The modified power–voltage definition:

Z0¼
V2

P
¼

b

a
ZTE

b/a = 0.5
1 2 3

TE10 TE01

TE20 TE11
TM11

fc/(fc)TE10

0

Figure 2. Relative cutoff frequencies of waves in a rectangular
waveguide.
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The wave impedance for the TEmn mode is given by

ZTE¼
Ey

Hx
¼

om
b
¼ Z0

lg

l0

� �

2.2. Ridged Waveguides

Ridged waveguides are commonly used in some commu-
nication systems for wideband operation. The cross sec-
tion of a ridged waveguide is given in Fig. 3. The
introduction of a ridge to the waveguide reduces the

cutoff frequency of the fundamental mode more than the cut-
off of the first higher-order mode. Thus, the bandwidth of
single-mode operation in such a waveguide can be expanded.
By suitable selection of the geometry of the ridge, the
bandwidth of the ridged waveguide can be controlled. For
more information about these lines the reader is referred
to the literature [1,5,6,23,24,56,57,59].

2.3. Circular Waveguides

The cross section of a circular waveguide is given in Fig. 4.
Like the rectangular waveguide, the circular waveguide

Table 1. Rectangular Waveguide Properties [57]

EIA WG Designation
WR (WG in
parentheses)

Recommended
Operating Range for

TE10 Mode (GHz)
Cutoff Frequency for

TE10 Mode (GHz)

Theoretical CW Power
Rating Lowest to

Highest Frequency
(MW)

Inside Dimensions in Millimeters
(Inches in Parentheses)

650 (6) 1.12–1.70 0.908 11.90–17.20 165.100–82.550 (6.500–3.250)
510 (7) 1.45–2.20 1.157 7.50–10.70 129.540–64.770 (5.100–2.550)
430 (8) 1.70–2.60 1.372 5.20–7.50 109.220–54.610 (4.300–2.150)
340 (9A) 2.20–3.30 1.736 3.10–4.50 86.360–43.180 (3.400–1.700)
284 (10) 2.60–3.95 2.078 2.20–3.20 72.140–34.040 (2.840–1.340)
229 (11A) 3.30–4.90 2.570 1.60–2.20 58.170–29.083 (2.290–1.145)
187 (12) 3.95–5.85 3.152 1.40–2.00 47.550–22.149 (1.872–0.872)
159 (13) 4.90–7.05 3.711 0.79–1.00 40.390–20.193 (1.590–0.795)
137 (14) 5.85–8.20 4.301 0.56–0.71 34.850–15.799 (1.372–0.622)
112 (15) 7.05–10.00 5.259 0.35–0.46 28.499–12.624 (1.122–0.497)
90 (16) 8.20–12.40 6.557 0.20–0.29 22.860–10.160 (0.900–0.400)
75 (17) 10.00–15.00 7.868 0.17–0.23 19.050–9.525 (0.750–0.375)
62 (18) 12.40–18.00 9.486 0.12–0.16 15.799–7.899 (0.622–0.311)
51 (19) 15.00–22.00 11.574 0.08–0.107 12.954–6.477 (0.510–0.255)
42 (20) 18.00–26.50 14.047 0.043–0.058 10.666–4.318 (0.420–0.170)
34 (21) 22.00–33.00 17.328 0.034–0.048 8.636–4.318 (0.340–0.170)
28 (22) 26.50–40.00 21.081 0.022–0.031 7.112–3.556 (0.280–0.140)
22 (23) 33.00–50.00 26.342 0.014–0.020 5.690–2.845 (0.224–0.112)
19 (24) 40.00–60.00 31.357 0.011–0.015 4.775–2.388 (0.188–0.094)
15 (25) 50.00–75.00 39.863 0.0063–0.0090 3.759–1.880 (0.148–0.074)
12 (26) 60.00–90.00 48.350 0.0042–0.0060 3.099–1.549 (0.122–0.061)
10 (27) 75.00–110.00 59.010 0.0030–0.0041 2.540–1.270 (0.100–0.050)
8 (28) 90.00–140.00 73.840 0.0018–0.0026 2.032–1.016 (0.080–0.040)
7 (136) 110.00–170.00 90.840 0.0012–0.0017 1.651–0.8255 (0.065–0.0325)
5 (135) 140.00–220.00 115.750 0.00071–0.00107 1.2954–0.6477 (0.051–0.0255)
4 (137) 170.00–260.00 137.520 0.00052–0.00075 1.0922–0.5461 (0.043–0.0215)
3 (139) 220.00–325.00 173.280 0.00035–0.00047 0.8636–0.4318 (0.034–0.0170)
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b

x

y

z

t

s

Figure 3. The ridged waveguide structure.
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Figure 4. Geometry of a circular waveguide.
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supports TE and TM modes. In the circular waveguide the
dominant mode is the TE11 since it has the lowest cutoff
frequency. The circular waveguide is well suited for ap-
plication in long-distance communication at frequencies
between 40 and 110 GHz because it has, if oversized and
excited in the TE01 mode, extremely low attenuation.
However, the TE01 is not a dominant mode, thus necessi-
tating the incorporation of mode filters. Figure 5 shows
the line diagram that indicates the cutoff frequencies of a
few of the lowest-order modes in a circular waveguide. The
line diagrams shown in Figs. 2 and 5, respectively, in
which the mode numbers refer to a particular field struc-
ture, are very important because they provide information
about the relative frequency range over which only a sin-
gle mode will propagate in a particular waveguide. For
more details, the reader is referred to references the
literature [1–5,56,58].

For the TE11 mode, the electromagnetic field compo-
nents are given by

Hz¼
pr
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where
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Zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�
fc

f

� �2
s ; Z¼

ffiffiffi
m
e

r
; fc¼

p

2pa
ffiffiffiffiffi
me
p ð29Þ

and p is the first root of J01ðxÞ¼ 0.

2.4. Some Special Waveguide Configurations

2.4.1. Rectangular Dielectric-Loaded Waveguides. The
rectangular dielectric-loaded waveguide is basically a
form of capacitively loaded rectangular waveguide.
Figure 6 shows a cross-sectional view of this waveguide used
in some communication systems for wideband operation.
As with the ridged waveguide, the usable bandwidth of the
dielectric-loaded waveguide is greater than that of an or-
dinary rectangular waveguide. However, this waveguide

has higher conductor losses and lower power-handling ca-
pacity than does an ordinary rectangular waveguide. By
suitable selection of geometry of the dielectric slab, the
bandwidth of the dielectric-loaded waveguide can be con-
trolled. For more details, the reader is referred to the
literature [1,25,26].

2.4.2. E-Plane Circuits (Finlines). A dielectric-loaded
waveguide with fins is called a ‘‘printed E-plane circuit’’.
It can also be viewed as a slotline inserted in the E plane of
a rectangular waveguide, or as a ridged waveguide, with
thin ridges backed by dielectric substrate or all-metal
E-plane circuits and finlines (see Fig. 6). The advantages
of low insertion loss, simple fabrication, and wide single-
mode bandwidth have made this circuit widely utilized in
low- and medium-power millimeter-wave applications.
The mode of propagation is a hybrid mode consisting of
a combination of TE and TM modes. In Ref. 25 the line
parameters of these waveguides are determined numeri-
cally as well as experimentally for the first time consider-
ing the metallization thickness and the influence of the
longitudinal slits in the mount grove. A substantial
amount of work on these structures has been reported in
the literature [26–28].

2.4.3. Dielectric Waveguides. At millimeter-wave fre-
quencies (up to B140 GHz), where precise fabrication of
ordinary rectangular waveguides, suspended striplines,
and finlines becomes extremely difficult, dielectric wave-
guide structures offer an alternative approach with the
potential for lower losses and relaxed tolerances. There
are several different dielectric waveguide structures such
as dielectric rod, dielectric slab (image line), trapped im-
age line, insulated image line, or inverted stripline. Cross-
sectional views of a dielectric rod waveguide and an image

fc/(fc)TE11

TE11
TE21 TE01 TE31

TE41

TE12

TM11
TM01 TM21

TM02

0 1 2 3

Figure 5. Relative cutoff frequencies of waves in a circular wave-
guide.

Dielectric loaded
waveguide
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Image line

Metal-pipe on wafer
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Rectangular dielectric
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��

��

�r

�r

�r

�r

Figure 6. Transmission-line structures for microwave, millime-
ter, submillimeter, and terahertz frequency applications.
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line are shown in Fig. 6. The dielectric rod waveguide
consists of a rectangular dielectric rod surrounded by an
infinite air medium. The dominant mode of a dielectric rod
waveguide has no cutoff frequency, so its operational band-
width is unlimited in theory. The image line consists of a
rectangular dielectric slab placed on a backing sheet of a
perfectly conducting ground plane. This structure behaves
like a dielectric rod waveguide that supports hybrid
modes. The main drawback of these structures is the ra-
diation loss at junctions, discontinuities, and bends. Also
the dielectric/metal adhesives are very lossy, and this re-
duces the practical, loaded Q factor. Because of these dif-
ficulties, some further low-cost contenders have been
considered for operation at frequencies around and ex-
ceeding 100 GHz. A detailed discussion about these struc-
tures has been reported in the literature [25,26,29,30].

2.4.4. MMIC Waveguides. Monolithic transmission
lines for sub-millimeter-wave and terahertz frequency ap-
plications may be realized by considering variants of the
early dielectric waveguides. Metal pipe on-wafer wave-
guides are constructed from dielectric materials and struc-
tures that are available in monolithic technology, enabling
their use in integrated circuits. A cross-sectional view of
this transmission line is shown in Fig. 6. These structures
may be used not only as transmission lines but also as fil-
ter elements. For more information about these lines the
reader is referred to Refs. 31–34.

3. MODE TRANSDUCERS

In order to change the mode, direction, or polarization of
wave transmission in microwave and millimeter-wave sys-
tems, mode transducers should be used. The most popular
mode transformers are coaxial-to-rectangular waveguide
transitions, rectangular-waveguide-to-rectangular-wave-
guide transitions, rectangular-waveguide-to-ridged-wave-
guide transitions, stepped transformers in rectangular
waveguides, impedance transformers in a circular wave-
guide, stepped dielectric slab transformers, waveguide
bends, and waveguide circular polarizers. Figure 7 shows

the H-plane and E-plane waveguide bends. For more de-
tails about mode transducers, the reader is referred to the
literature [3,37,38,56].

4. TERMINATIONS AND ATTENUATORS

The most commonly used waveguide terminations are the
matched loads, the standard mismatches, and the adjust-
able short circuits. The matched loads are of either the
stepped or tapered variety. Some of them are shown in Fig.
8. Figure 9 shows the adjustable waveguide load used to
provide a variable reactance in waveguide systems. This
section presents a brief description of the terminations
and attenuators commonly used in microwave systems.

Some of the methods used to control the amplitude of
microwave transmission in waveguides will be illustrated
in this subsection. These include the resistive card atten-
uator, and the be either variable of fixed, the rotary-vane
attenuator, and the cutoff waveguide attenuator, which
are shown in Figs. 10, 11 and 12, respectively. The latter is
particularly useful in signal generators, where large at-
tenuation is required. The cutoff attenuator is based on a
section of circular waveguide operating at a frequency be-
low cutoff. The attenuation is frequency-independent at
frequencies well below cutoff and is not dissipative (reac-
tive). The lowest mode (TE11) suffers the least attenuation,
and operation is usually viewed in terms of this mode. For
more information about terminations and attenuators, the
reader is referred to Ref. 3.

5. WAVEGUIDE RESONATORS AND FILTERS

Resonant structures are used extensively as filter ele-
ments in the realization of various bandpass and band-
stop filters. At low frequencies, resonant structures are
invariably composed of lumped elements. At higher fre-
quencies, however, lumped elements in general cannot be
employed because of low Q and difficulties in realizing in-
ductances and capacitances at high frequencies. Distributed

a

b

a

b

H lines

E lines

Figure 7. H-plane and E-plane waveguide bends.

Figure 8. Waveguide terminations with low VSWR.

Figure 9. Adjustable waveguide load.

..

Figure 10. Variable resistive card waveguide attenuator.
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elements, that is, transmission-line and waveguide
sections, are widely used to overcome these limitations.
The resonant structures commonly used in various band-
pass and bandstop filters can be realized in several forms,
such as lumped-element resonators, cavity resonators,
planar resonators, and dielectric resonators. The choice
of structure depends on the mechanical size of the reso-
nator at the resonant frequency, the unloaded Q, and the
temperature stability and electrical tunability of the fre-
quency. This section presents a brief description of the
waveguide filters commonly used in microwave and milli-
meter-wave systems. Inductive elements such as posts,
transverse strips, and transverse diaphragms (irises) are
extensively employed in industry to produce waveguide
bandpass filters for a wide variety of applications. How-
ever, they are difficult to make cheaply and to put into
mass production because of their complicated structure.
To solve this problem, E-plane metal insert filters have
been proposed by Y. Konishi [40]. The normal construction
for E-plane bandpass filters is to place inductive obstacles,
typically metal septa, in the E plane of a rectangular
waveguide, at spacings close to a half-guide wavelength
apart (see Fig. 13a). The size and number of the metal
septa are the parameters that vary the filter bandwidth,

while the longitudinal spacing determines the center fre-
quency of the E-plane filter.

A common feature of these filters is that the perfor-
mance is determined essentially by the metallization pat-
tern of the insert. The most important point, however, is
that the insert can be fabricated very accurately by spark
erosion or photolithographic metal-etching techniques,
which allows low-cost mass fabrication. Finally, the insert
is clamped between the two halves of a split block housing,
which simplifies assembly and reduces machining cost to a
minimum. E-plane filters can offer an unloaded Q factor of
about 2000–2500 at X band, and can be used at frequen-
cies up to 140 GHz. The CAD of these filters has received
considerable attention in the literature [57].

However, the problem with the use of these filters in
many applications (e.g., for diplexers and multiplexers) is
that the attainable stopband attenuation and edge steep-
ness may be too low. Several different solutions have been
proposed to alleviate the latter problem [39]. Although
most of these solutions lead to a higher passband insertion
loss, this is at the expense of increased manufacturing
complexity. Therefore, new E-plane filter structures are
proposed, in order to improve performance in the second
stopband. The main characteristics of the new filter struc-
tures are the use of a conventional rectangular waveguide
housing and the use of a metal insert that when mounted
introduces ridges in the resonators. The proposed filter
structures relate to microwave filters employing sections
of ridged waveguide in which all the waveguide sections
are resonant at a single fundamental frequency but are
not simultaneously resonant at any higher frequency be-
cause of different guide wavelengths in the different filter
sections (see Fig. 13b). A detailed description of waveguide
resonant structures and waveguide filters may be found in
the literature [35,36,39–42,55–59].

6. WAVEGUIDE DIPLEXERS AND MULTIPLEXERS

Point-to-point and point-to-multipoint digital communica-
tion systems are a rapidly expanding market. Such sys-
tems commonly employ filters and diplexers in microwave
and millimeter-wave transceivers as channel separators.
Hence there is an increasing demand for low-cost, low-
dissipation-loss, low-insertion-loss, low-return-loss (see
Fig. 14), and compact filters and diplexers. The designed
diplexer offers broadband operation and improved selec-
tivity without introducing any further complexity over
that involved in the fabrication of standard E-plane

Rotatable section

Fixed section

Input transition
rectangular to circular
waveguide

Output transition
circular to rectangular 
waveguide

E

Fixed section

Card absorbs

Card absorbs

Card absorbs

Figure 11. The rotary-vane waveguide attenuator.
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Zo

Sliding
tubes
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diplexers. Figure 15 shows the cross section of a double-
ridge waveguide T junction, the configuration of the de-
signed diplexer, and the simulated S parameters of a dou-
ble-ridge waveguide diplexer.

Waveguide manifold multiplexers have been widely
used in wireless applications that require high power-
handling capability and low insertion loss in the passband
of each channel. E-plane integrated quasiplanar printed-
circuit technology is a well-established technology for re-
alizing microwave and millimeter-wave circuits and offers
a convenient low-cost solution for waveguide manifold
multiplexers [56]. Since the waveguide housing dimen-
sions have been standardized in bands, the available
bandwidth for a particular system is generally determined
as the width of the corresponding microwave or millime-
ter-wave waveguide band. Conventional E-plane filters
exhibit a spurious harmonic passband at a frequency
roughly 1.4 times their center frequency. For such a filter
centered at the lower part of a standardized band, the
harmonic behavior is exhibited within the upper part of
the same band. Hence, in order to avoid significant cross-
talk between the channels at the lower and higher fre-
quency ranges of a band, the available bandwidth for the
multiplexer is reduced to the stopband of the lowest fre-
quency filter. Improvement in the stopband performance
of an E-plane filter may be met by introducing ridges in
the resonators of a conventional E-plane filter. Such a

configuration, without involving any further complexity in
the fabrication process, could shift the spurious harmonic
passband of the filter farther away from its centre fre-
quency, out of the waveguide band, increasing at the same
time the isolation between the channels. Incorporating
ridge waveguide filters in E-plane manifold multiplexers
can thus maximize the available multiplexer bandwidth to
that of the waveguide band. This contribution demon-
strates the bandwidth limitation imposed by the poor
stopband performance of standard E-plane filters on the
bandwidth of a multiplexer. A four-channel X-band mul-
tiplexer is used as an example. It shows how ridged wave-
guide filters help to overcome this limitation. Figure 16
shows the layout of Four-channel E-plane manifold mul-
tiplexer and the performance of the Four-channel multi-
plexer using a ridged waveguide filter. A detailed
description of waveguide diplexers and multiplexers may
be found in the literature [43–57].

BIBLIOGRAPHY

1. S. Ramo, J. R. Whinnery, and T. Van Duzer, Fields and Waves
in Communication Electronics, 3rd ed., J Wiley, New York,
1994.

2. R. E. Collin, Foundations for Microwave Engineering, 2nd ed.,
McGraw-Hill, New York, 1992.

−100

−80

−60

−40

−20

0
8 9 10 11 12 13

Frequency (GHz)

S
-p

a
ra

m
e

te
r 

(d
B

)

Short port 

Common port 

Ch. 4 

Ch. 3 

Ch. 2 

Ch. 1 

l4

l3

l2

l1

d4

d3

d2

d1

 

 

 

 

Ridge 
Waveguide filter 

Figure 16. Layout of a Four-channel E-plane
manifold multiplexer and performance of the
Four-channel multiplexer using a ridged wave-
guide Filter.

5534 WAVEGUIDE COMPONENTS



3. P. A. Rizzi, Microwave Engineering Passive Circuits, Prentice-
Hall, Englewood Cliffs, NJ, 1988.

4. D. M. Pozar, Microwave Engineering, Adison-Wesley, Read-
ing, MA, 1990.

5. N. Marcuvitz, Waveguide Handbook, McGraw-Hill, New York,
1951; also Peter Peregrinus, London, 1985.

6. T. S. Saad, Microwave Engineers Handbook, Vol. 1, Artech
House, Dedham, MA, 1971.

7. J. C. Slater, Microwave Transmission, McGraw-Hill,
New York, 1942.

8. C. G. Montgomery, R. H. Dicke, and E. M. Purcell, eds., Prin-

ciples of Microwave Circuits, Radiation Laboratory Series,
Vol. 8, McGraw-Hill, New York, 1948.

9. G. L. Ragan, Microwave Transmission Circuits, Radiation
Laboratory Series, Vol. 9, McGraw-Hill, New York, 1948.

10. L. D. Smullin, and C. G. Montgomery, Microwave Duplexers,
Radiation Laboratory Series, Vol. 14, McGraw-Hill, New
York, 1948.

11. G. C. Southworth, Principles and Applications of Waveguide

Transmission, Van Nostrand, Princenton, NJ, 1950.

12. L. Lewin, Advanced Theory of Waveguides, Iliffe, London,
1951.

13. L. Lewin, Theory of Waveguides, Newnes-Butterworth,
London, 1975.

14. R. N. Chose, Microwave Circuit Theory and Analysis,
McGraw-Hill, New York, 1963.

15. G. J. Wheeler, Introduction to Microwaves, Prentice-Hall,
Englewood Cliffs, NJ, 1963.

16. J. L. Altman, Microwave Circuits, Van Nostrand, Princeton,
NJ, 1964.

17. R. Levy, Directional couplers, in L. Young, ed., Advances in

Microwaves, Vol. 1, Academic Press, New York, 1966.

18. I. V. Blake, Transmission Lines and Waveguides, Wiley, New
York, 1969.

19. F. E. Gardiol, Introduction to Microwaves, Artech House,
Norwood, MA, 1984.

20. J. Schwinger, and D. Saxon, Discontinuities in Wave Guide,
Documents on Modern Physics Series, Gordon & Breach, New
York, 1968.

21. R. Mittra, and S. W. Lee, Analytical Techniques in the Theory

of Guided Waves, Macmillan, New York, 1971.

22. R. E.. Collin, Field Theory of Guided Waves, 2nd ed, IEEE
Press; Piscataway, NJ, 1990.

23. S. B. Cohn, Properties of ridge waveguide, Proc. IRE 35:
783–788 (Aug. 1947).

24. S. Hopfer, The design of ridged waveguide, IRE Trans.

Microwave Theory Tech. MTT-3:20–29 (Oct. 1955).

25. A. Beyer, Analysis of the characteristics on an earthed fin
line, IEEE Trans. Microwave Theory Tech. MTT-29: 676–680
(July 1981).

26. P. Bhartia, and I. J. Bahl, Millimeter Wave Engineering and

Applications, J Wiley, New York, 1984.

27. F. A. Benson, and F. J. Tischer, Some guiding structures for
millimetre waves, IEE Proc. 131(7): 429–449 (Sept. 1984).

28. T. Itoh, Overview of quasi-planar transmission lines, IEEE

Trans. Microwave Theory Tech. MTT-37:275–280 (Feb. 1989).

29. R. Knox, Dielectric waveguide microwave integrated
circuits—an overview, IEEE Trans. Microwave Theory

Tech. MTT-24 (11): 806–814 (Nov. 1976).

30. K. Solbach, The fabrication of dielectric image lines using
casting resins and the properties of the lines in the millimeter

wave range, IEEE Trans. Microwave Theory Tech. MTT-24:
879–881 (Nov. 1976).

31. A. G. Engel, and L. P. B. Katehi, Low-loss monolithic trans-
mission lines for submillimeter and terahertz frequency ap-
plications, IEEE Trans. Microwave Theory Tech. MTT-39:
1847–1854 (Nov. 1991).

32. D. A. Brown, A. S. Treen, and N. J. Cronin, Micromachining of
terahertz waveguide components with integrated active de-
vices, Proc. 19th Int. Conf. Infrared and Millimetre-waves,
Sendai, Japan, 1994.

33. A. S. Treen and N. J. Cronin, Terahertz metal-pipe wave-
guides, Proc. 18th Int. Conf. on Infrared and Millimetre-

waves, Essex, UK, 1993, pp. 470–471.

34. S. Lucyszyn, D. Budimir, Q. H. Wang, and I. D. Robertson,
Design of compact monolithic dielectric filled metal-pipe rect-
angular waveguide for millimetre-wave applications, IEE

Proc. Microwave Anten. Propag. H 143(5) (Oct. 1996).

35. D. Deslandes and K. Wu, Integrated microstrip and rectan-
gular waveguide in planar form, IEEE Microwave Wireless
Compon. Lett. 11(2) (Feb. 2001).

36. A. Shelkovnikov and D. Budimir, Novel waveguide E-plane
bandpass filters in planar form, Asia-Pacific Microwave Con-

ference (APMC ‘03), Nov. 2003.

37. H. Patzelt and F. Arndt, Double-plane steps in rectangular
waveguide and their application for transformers, irises and
filters, IEEE Trans. Microwave Theory Tech. MTT–30:
771–776 (May 1982).

38. J. Bornemann and F. Arndt, Modal S-matrix design of opti-
mum stepped ridged and finned waveguide transformers,
IEEE Trans. Microwave Theory Tech. MTT-35:561–567
(June 1987).

39. F. Arndt, The status of rigorous design of millimeter wave low
insertion loss fin-line and metallic E-plane filters, J. Inst.

Electron. Telecommun. Eng. 34(2): 107–119 (1988).

40. Y. Konishi and K. Uenakada, The design of a band-pass filter
with inductive strip-planar circuit mounted in waveguide,
IEEE Trans. Microwave Theory Tech. MTT-22:869–873 (Oct.
1974).

41. D. Budimir, Optimized E-plane bandpass filters with im-
proved stopband performance, IEEE MTT Trans. Microwave

Theory Tech. (Feb. 1997).

42. D. Budimir and G. Goussetis, Design of asymmetrical RF and
microwave bandpass filters by computer optimization, IEEE

MTT Trans. Microwave Theory Tech. 51(4):1174–1178 (April
2003).

43. F. Arndt, J. Bornemann, D. Grauerholtz, D. Fasold, and N.
Schroeder, Waveguide E-plane integrated-circuit diplexer,
Electron. Lett. 21:615–617 (July 4, 1985).

44. A. Kirilenko, S. Senkevich, V. Tkachenko, and B. Tysik, Wave-
guide diplexer and multiplexer design, IEEE Trans. Micro-
wave Theory Tech. MTT-42(7): 1393–1396 (July 1994).

45. C. Wang and K. Zaki, Full-wave modelling of generalised
double ridge waveguide T-junctions, IEEE Trans. Microwave

Theory Tech. MTT-44(12):2536–2542 (Dec. 1996).

46. Y. Rong, H. Yao, K. Zaki, and T. Dolan, Millimeter wave H-
plane diplexers, Proc. IEEE MTT-S Int. Microwave Symp.,
1999, pp. 1347–1350.

47. G. Goussetis and D. Budimir, E-plane double ridge waveguide
filters and diplexers for communication systems, Proc. 31th
European Microwave Conf. London, UK, Sept. 24–29, 2001.

48. A. Shelkovnikov and D. Budimir, Novel E-plane filters and
diplexers using rectangular waveguide in planar form, Proc.

Asia-Pacific Microwave Conf. (APMC ‘03), Nov. 2003.

WAVEGUIDE COMPONENTS 5535



49. A. Gebauer and F. Hernandez-Gil, Analysis and design of
waveguide multiplexers using the finite element method,
Proc. 18th European Microwave Conf., 1988, pp. 521–524.

50. X.-P. Linag, K. A. Zaki, and A. E. Atia, A rigorous three plane
mode-matching technique for characterizing waveguide T-
junctions, and its application in multiplexer design, IEEE
Trans. Microwave Theory Tech. MTT-39(12):2138–2147 (Dec.
1991).

51. C. Kudsia, R. Cameron, and W. C. Tang, Innovations in mi-
crowave filters and multiplexing networks for communica-
tions satellite systems, IEEE Trans. Microwave Theory Tech.
MTT-40(6):1133–1149 (June 1992).

52. A. Morini, T. Rozzi, and M. Morelli, New formulae for the
initial design in the optimization of T-junction manifold mul-
tiplexers, Proc. IEEE MTT-S Int. Microwave Symp., 1997,
pp. 1025–1028.

53. M. Guglielmi, Simple CAD procedure for microwave filters
and multiplexers, IEEE Trans. Microwave Theory Tech. MTT-
42(7):1347–1352 (July 1994).

54. G. Goussetis and D. Budimir, E-plane manifold multiplexers
with improved bandwidth, Proc. 31th European Microwave

Conf., London, Sept. 24–28, 2001.

55. G. Matthaei, L. Young, and E. M. T. Yones, Microwave Filters,
Impedance Matching Networks, and Coupling Structures, 2nd
ed., Artech House, Norwood, MA, 1980.

56. J. Uher, J. Bornemann, and U. Rosenberg, Waveguide Com-

ponents for Antenna Feed Systems: Theory and CAD, Artech
House, Norwood, MA, 1993.

57. D. Budimir, Generalized Filter Design by Computer Optimi-

zation, Artech House, Norwood, MA, 1998.

58. I. Hunter, Theory and Design of Microwave Filters, The IEE,
London, 2001.

59. J. Helszajn, Ridge Waveguides and Passive Microwave Com-
ponents, The IEE, London, 2001.

WAVEGUIDE DIRECTIONAL COUPLERS

RALPH LEVY

R. Levy Associates
La Jolla, California

1. INTRODUCTION

A directional coupler is a four-port circuit having the sche-
matic shown in Fig. 1, where transmission lines 1–4 and
2–3 are mutually coupled by means of some type of cou-

pling mechanism or mechanisms indicated by the central
cross. An electromagnetic wave incident at port 1 is partly
coupled to port 3, and the remaining power is transmitted
to port 4. In an ideal directional coupler no energy is cou-
pled to port 2, which is termed the isolated port. In this
article the transmission lines to be considered are wave-
guides, but similar theory and design principles may apply
to other types of transmission lines, such as coaxial, strip-
line, or microstrip lines.

Directional couplers have several applications, such as
a device for monitoring the power along the mainline (1–4
in Fig. 1). Since the device is directional, the power at the
coupled port 3 will be proportional to the power propagat-
ing in the 1–4 direction. Power propagating in the 4–1 di-
rection will be coupled to port 2 and will not be detected by
a detector mounted on port 3. This forms the basis of an-
other application, known as a reflectometer, where detec-
tors at ports 3 and 2 may be used to measure both the
incident and reflected waves on the main 1–4 transmission
line. In practice it is simpler to use two directional cou-
plers connected in tandem, one for the incident and one for
the reflected wave, since this device, known as a dual-
directional coupler, is simpler to ‘‘match’’ over a broad fre-
quency bandwidth, avoiding having very well-matched
detectors.

A very common type of directional coupler is designed
to couple half of the power to port 3 with the remaining
half directed to port 4. Here the coupling is 3.01 dB (or
3 dB for conciseness), and such a coupler is also known as
a ‘‘hybrid coupler’’ or simply as a ‘‘hybrid’’. It has many
applications in microwave technology, including use as a
component of a balanced mixer with detectors mounted on
ports 3 and 4. The main signal is applied to port 1 and a
local oscillator signal to port 2. Hybrids are used in the
design of duplexers or diplexers, and their advantageous
phase properties make them ideal as power dividers for
balanced amplifiers or as components in feed networks for
antenna arrays. The phase property alluded to here refers
to the fact that in a well-matched hybrid the phase differ-
ence between the main (or through) line and coupled port
signals is either 01, 901, or 1801, depending on the type of
coupler. The proofs of these phase properties are given by
fundamental theory from geometric considerations (i.e.,
the type of network symmetry) and will be discussed fur-
ther in Section 2.

2. BASIC PROPERTIES OF DIRECTIONAL COUPLERS

Early work in the field of directional couplers with the
basic theory together with numerous references is dis-
cussed in Refs. 1 and 2. The most fundamental theory
states that all reciprocal four-port junctions having a per-
fect match at all four ports are directional couplers. This
simplifies the conceptual design of directional couplers
since one need obtain only a matched condition, knowing
that there will always be an isolated port. The theorem
may be proved by application of the unitary condition to
the scattering matrix of the matched four-port [3]

SS� ¼ I ð1Þ

Isolated Coupled
2 3

1 4
Input Direct

Figure 1. Directional coupler showing port nomenclature and
symmetry planes.
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where S� is the complex conjugate transposed matrix and
I is the unit matrix. (Since the network is reciprocal, the
transposed matrix is identical to the original matrix.)

In all types of couplers considered here there is sym-
metry about the plane indicated by the horizontal dotted
line shown in Fig. 1; thus the coupled waveguides are
identical. This condition is by far the most common case,
but couplers between nonidentical waveguides have been
described in the literature for special rare applications.
The symmetric case simplifies the analysis and synthesis
(i.e., the design) of directional couplers since the four-port
may be split into odd and even mode two-port circuits [1, p.
125]. In the even mode the symmetry plane becomes a
magnetic wall or open circuit, and in the odd mode it
becomes an electric wall or short circuit.

In the case where there are symmetry planes at both
the horizontal and vertical planes indicated by the dotted
lines in Fig. 1, then the coupler has complete symmetry
and the four ports are indistinguishable. This will be the
case for all the couplers to be described here, and almost
all waveguide couplers fall into this category. An impor-
tant property of all such couplers is that the phase differ-
ence between the two signals at the direct and coupled
ports is always 901. The proof involves writing down the
unitary condition (1) on the scattering matrix—see details
presented in [Ref. 1 (pp. 121–122)]. The phase difference is
exactly 901 only if the coupler has perfect match and iso-
lation. The deviation from 901 may be estimated using the
same scattering matrix theory for a slightly imperfect cou-
pler, and is surprisingly small. In the case of a nominal
3-dB coupler or hybrid, the phase difference between the
waves coupled to ports 3 and 4 is given by [1, pp. 122–125]

cosðy3 � y4Þ¼ 2� 10�I=10 ð2Þ

where I represents the isolation in decibels. Thus for 30 dB
isolation we obtain a phase difference of 89.8851 and for
20 dB isolation this becomes 88.8541. We may conclude
that there is no need to worry about the phase perfor-
mance of any symmetric coupler that is well matched and
isolated.

3. TYPES OF WAVEGUIDE DIRECTIONAL COUPLERS

The most widely used types of waveguide directional cou-
plers are multiaperture couplers, cross-guide couplers,
sidewall and topwall hybrids, and branch-guide couplers.

Some of the very early couplers designed during the 1930s
and 1940s are no longer or rarely used; examples are the
Bethe hole and Schwinger couplers, and are omitted here.
The theory for many couplers as presented in Ref. 1 have
been superseded by more accurate theories, including
those by the present author who realized that there
were deficiencies in the previous theories while preparing
the 1966 survey [1].

3.1. Waveguide Multiaperture Couplers

The design initially evolves from Bethe’s small-aperture
coupling theory [4], whose main result may be applied to
the case of a pair of waveguides propagating in the dom-
inant TE10 mode with a single aperture, as shown in Fig. 2.
The amplitudes of the forward coupled wave A1 and the
backward wave B1 are given by

A1¼ j
2p

ablg
½MxH2

x þMzH
2
z � PE2

y � ð3Þ

B1¼ j
2p

ablg
½�MxH2

x þMzH
2
z � PE2

y � ð4Þ

where the two identical waveguides have broad and nar-
row dimensions a and b, respectively; Mx and My are the
components of the magnetic polarizability of the aperture
in the x and y directions; and P is the electric polarizabil-
ity. The polarizabilities are functions of the aperture shape
and size having the dimensions of volume, and expres-
sions for these will be presented. Hx, Hz, and Ey are am-
plitudes of the magnetic and electric fields evaluated at
the center of the aperture, and are given by

Hx¼ � sin
px

a
e�jgz;

Hz¼ j
lg

2a
cos

px

a
e�jgz;

Ey¼
lg

l
sin

px

a
e�jgz

ð5Þ

In the case of narrow-wall coupling as shown in Fig. 2b, at
the hole location we have x¼ 0 so that the only field com-
ponent is Hz. The coupled waves as given by Eqs. (3) and
(4) become

A1¼B1¼
�jlgMz

2a3b
ð6Þ

B1

A1

b
1

a a

(a) (b)

z
x

y

b

a

1

B1

A1

Figure 2. (a) Broad-wall coupling aperture; (b) narrow-
wall coupling aperture.
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Now the polarizability Mz possesses only a slow variation
with frequency (this will be shown later), and hence the
coupling is closely proportional to the guide wavelength lg.
This implies that the coupling of a narrow-wall coupler,
consisting of several apertures spaced at lg/4 intervals to
give some directivity, will vary considerably over a mod-
erate to broad bandwidth. The broadwall coupler case is
far different since all three components of the field with
their varying frequency dependence are present, and by
judicious choice of x, the distance from the sidewall, cou-
plers may be designed with flat coupling over very broad
bandwidths [1, pp. 136–138]. However, narrow-wall cou-
plers find application when the power is very high since
there is no component of the electric field, which is mainly
responsible for power breakdown in broad-wall couplers,
at the apertures located on the sidewalls.

In order to obtain high directivity in directional cou-
plers consisting of parallel waveguides and also reason-
ably tight coupling values, several apertures must be used
to cancel out the backward waves, specifically, the B1

terms of Eq. (3). The standard theory given in all text-
books to date [e.g., 1, pp. 140–144] is based on an approx-
imate coupling theory as indicated in Fig. 3. In the
forward direction the coupled waves add in phase, and
the total coupled wave is given by

A¼ e�jðn�1ÞfSar ð7Þ

where the summation is taken from r¼ 1 to n. Note that
errors in sign in Ref. 1 have been corrected, and also here
we consider the more general case with the forward and
backward coupled waves of each aperture being unequal,
but the final results are affected only marginally.

In the case of the backward wave the opposite situation
occurs; specifically, the individual waves tend to cancel
since they are out of phase by multiples of 1801, at least at
midband. The total wave coupled in the backward direc-
tion is

B¼ b1þb2e�2jfþb3e�4jfþ � � � þ bne�2ðn�1Þjf ð8Þ

When the array is symmetric, we have b1¼ bn, b2¼

bn� 1, and so on, and (8) simplifies to give

B¼ ½2b1 cosðn� 1Þfþ 2b2 cosðn� 2Þf

þ � � � þ 2bn=2 cosf�e�ðn�1Þjf ðn evenÞ
ð9Þ

B¼ ½2b1 cosðn� 1Þfþ 2b2 cosðn� 2Þf

þ � � � þ bðnþ1Þ=2�e
�ðn�1Þjf ðn oddÞ

ð10Þ

If the apertures are of equal size, bi¼ b1, then B in (8) be-
comes a geometric progression with n terms and a multi-
plication factor of e� 2jf, which may be summed to give

B¼
b1 sinðnfÞ

sinf
e�ðn�1Þjf ð11Þ

The directivity D is defined as the ratio of this backward
wave to the forward wave given by (7). In the case of equal
coupling apertures, ai¼a1, and the ratio of (11) to (7) be-
comes

D¼
b1 sinðnfÞ
a1 n sinf

ð12Þ

The angle f deviates from 901 by perhaps 7201 over a
fairly wide bandwidth of about 30% and Eq. (12) varies
considerably over this band, having maximums equal to
b1/(na1) which is of the order 1/n. Thus, for a 10-aperture
coupler, the directivity would be expected to oscillate be-
tween infinity and approximately 20 dB, and this is con-
sidered to represent a rather poor performance. In
practice a tapered distribution of the coupling apertures
is used to obtain much better directivity. Similar tech-
niques are employed in the design of multielement anten-
na arrays to give low sidelobe levels, such as in the
well-known Dolph–Chebyshev array. The simplest tapered
distribution is the binomial one, where for three apertures
the relative amplitudes of the bi in (9) or (10) are given by
the series 1,2,1; for four apertures, 1,3,3,1; for five aper-
tures, 1,4,6,4,1, and so on. However, a much better result
is obtained using a Chebyshev amplitude taper, where the
amplitude distribution for three apertures is

1; 2ð1� c2Þ; 1 ð13Þ

For four apertures, the distribution is

1; 3ð1� c2Þ; 3ð1� c2Þ; 1 ð14Þ

and for five apertures

1; 4ð1� c2Þ; 6ð1� c2Þð1� c2=3Þ; 4ð1� c2Þ; 1 ð15Þ

Here c¼ cosf0, where the design band extends from f0 to
(p�f0). Hence the Chebyshev taper is less steep than the
corresponding binomial taper and also has much better
directivity [1, p. 141–143]. The latter reference also gives a
simple formula to calculate the relative couplings of the
various apertures in the array [1, Eq. (88), etc.].

When the number of apertures becomes large, it is
more convenient to use the concept of superimposed
arrays. Here two or more smaller Chebyshev arrays are
staggered along the length of the coupler, and are actually
superimposed. An example is given in Ref. 1 (p. 144) but is
not convenient since the central apertures are unequal
and the array distribution is nonmonotonic. A possibly
better and certainly well tested set of superimposed
arrays is to combine n¼ 5 arrays as follows. We take a
Chebyshev array with f0¼ 721 and c0¼ cos(721)¼0.309, and

2

1
1

3

4

b1 a1 b2 a2 b3 a3 bn an

Figure 3. Loose coupling theory for a multiaperture coupler.
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substituting in the general formula [15] above, the series
is 1, 3.618, 5.254, 3.618, 1. Superimposing two such arrays
gives

Total :

1 3:618 5:254 3:618 1

1 3:618 5:254 3:618 1

1 3:618 6:254 7:236 6:254 3:618 1

Rather than continuing this process by adding extra ar-
rays, which causes oscillatory behavior of the central val-
ues, it is simpler merely to repeat the central value of
7.236 as many times as required. This is convenient and
practical since all apertures have the same size except for
three at each end, and such arrays have been found to give
excellent performance when applied to the design of mul-
tiaperture couplers for operation over complete recom-
mended waveguide operating bandwidths.

The simple theory outlined above is applicable only to
the design of couplers having loose coupling values, since
the series representation of the coupled waves given by
Eqs. (7)–(10) assume very small couplings, and the uncou-
pled wave is assumed to be unattenuated. In particular, it
has been found that the directivity is not well predicted if
this technique is used, and the prediction of coupling is
often quite poor. A considerably improved method is to
form the equivalent circuit of the aperture and then to
analyze the coupler using circuit theory, for instance, by
multiplication of transfer matrices for the even- and odd-
mode subnetworks as described in Ref. 5, with extensions
and improvements given in Ref. 6. The concept of the
equivalent circuit of a coupling aperture was described
much earlier by Oliner [7], but without much in the way of
detail for the design of waveguide directional couplers.
However, this contribution was key in formulation of the
later developments [5,6]. One form of the equivalent cir-
cuit of an aperture having all three field components as
designated in Eqs. (3) and (4) is given in Ref. 1 (Fig. 4
there) and is derived by substituting the field expressions
given in Eq. (5) into Eqs. (3) and (4), leading to the equiv-
alent circuit shown in Fig. 4 (here). The proof is somewhat
lengthy, and interested readers will find this detailed in
Ref. 5. Another lengthy argument is given there to derive
equations for the coupling. These are based on the multi-
section quarter-wave transformer circuit [8] or alterna-
tively the equivalent lowpass prototype circuit [9]. An

appropriate prototype is chosen to give a value for the
quantity R, which is the product of all the junction VSWRs
(i.e., the ratios of the impedances 41 at each junction) of
the prototype. R is also equal to the impedance ratio of the
quarter-wave transformer prototype. Defining an angle

c¼
2

n
sin�1 k ð16Þ

where k is the coupling coefficient, then the value of R is

R¼
1þ sinc
1� sinc

� �n

ð17Þ

In these equations n is the number of coupling aper-
tures, equal to the number of step junctions of the proto-
type, which therefore has n� 1 steps.

Rather than using a complete distributed prototype,
which, although giving the ultimate in directivity perfor-
mance, means that all the apertures up to the centerline
are different, the superimposed array method may be
used, in almost all cases giving an insignificant degrada-
tion in directivity. The junction VSWRs Vi are calculated
using the method outlined in Ref. 10 (pp. 284–290)

logðViÞ¼
Zi logðRÞ

SðZiÞ
ð18Þ

where Zi is the ith step impedance of the distributed pro-
totype and the summation is from i¼ 1 to n.

The final step in the theory is to relate the aperture
polarizabilities to dimensions, with the correct frequency
dependencies. The most commonly used apertures are cir-
cular holes, usually with two holes transversely arranged
on the broad wall as indicated in Fig. 5, or longitudinal
and transverse slots as shown in Fig. 6. Bethe’s theory [4]
assumes that the apertures are small, and direct applica-
tion of simple formulas for the electric and magnetic po-
larizabilities leads to considerable deviations from
measured results. The most complete account of the cor-
rection factors for large apertures is given in Ref. 6. In
addition to the aperture resonance effect and wave atten-
uation due to finite wall thickness, the fields are averaged
over the areas of the apertures. The resulting theory has
given agreement of coupling with measurements of the
order of 0.2 dB over complete waveguide operating

2Xx

2Bz 2By

even

odd

Xx

Bz By

Xx

Xx
Z0, Y0

XxZ

2 3

1 4

(a) (b)

Figure 4. (a) Equivalent circuit for an aperture; (b) even and odd
mode equivalent circuits; Xx=Z0¼4pMx sin2

ðpx=aÞ=ðablgÞ, Bz=Y0¼

�plgMz cos2ðpx=aÞ=ða3bÞ, By=Z0¼4plgPy sin2
ðpx=aÞ=ðabl2

Þ.

�g/4 �g/4

a

Figure 5. Common wall of broad-wall coupler using circular
apertures.
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bandwidths, and such a figure is within errors caused by
tolerances.

3.2. Cross-Guide Directional Couplers

These are closely related to multiaperture couplers; the
difference is that since the waveguides are crossed as
shown in Fig. 7, only one or two sets of coupling apertures
are feasible. Hence the coupling is limited to rather loose
values, although tight values of the order of 5 dB may be
obtained using reduced-height crossed waveguides [11].
Since the narrow coupling slots have negligible electric
polarizabilities, using the generalized form of Bethe’s cou-
pling equations [Eqs. (3) and (4)], where H2

x and H2
y are

replaced by products of the fields in the two waveguides,
the equations for the coupled waves become

A1¼ j
2p

ablg
½M1HxHzþM2HzHx� ð19Þ

B1¼ j
2p

ablg
½�M1HxHzþM2HzHx� ð20Þ

where M1 and M2 are the polarizabilities of the individual
slots in the cross or crosses. When these coupling slots
have equal dimensions, then M1¼M2 and (23) gives B1¼ 0;
thus we obtain perfect directivity. In the case of a

single-cross aperture, the coupling becomes

A1¼ j
p

a2b
M1 sin

2px0

a
ð21Þ

where the only frequency sensitive term is M1. Hence
cross-guide couplers have very good coupling flatness over
entire waveguide recommended operating bandwidths.
The directivity in practice is not as good as implied above
(i.e., B1¼ 0), since it relies on perfect cancellation of only
two coupled waves, one from each slot in the cross. How-
ever, the theory has ignored the finite width of the slots
that introduces small terms in the coupled waves due to
the electric polarizability, as indicated in Eqs. (3) and (4).
Much better directivity is obtained with multiaperture
couplers where there are many such backward waves.

In the case of two cross slot apertures the theory for
loosely coupled waves may be applied, taking the phase
difference of the line lengths 2d between the two coupled
waves into account. This gives a total coupled wave

A1¼ j
p

a2b
M1sin

2px0

a
ð1þ e�2jfÞ ð22Þ

which has an amplitude of

A1¼
2p
a2b

M1 sin
2px0

a
sinðfÞ; f¼

2pd

lg
ð23Þ

3.3. Sidewall and Topwall Directional Couplers and Hybrids

The sidewall or short-slot coupler was initially described
by Riblet [12], and became the most commonly employed
901 hybrid junction used in the microwave industry. The
representation of Fig. 8 shows a view looking down on the
broad walls of the waveguides. The coupling slot is the full
height of the narrow dimension. An analysis of the coupler
uses the even/odd-mode concept, where the reflected and
transmitted wave amplitudes for the even mode are Ge

�g/4 �g/4

a

Figure 6. Common wall of broad-wall coupler using slot aper-
tures.

b

b

d

d

x0

2x0 + d = a

x0 x0

x0

2 (isolated) 3 (coupled)

(input)d

4
(direct)

Figure 7. Cross-guide directional coupler.

5540 WAVEGUIDE DIRECTIONAL COUPLERS



and Te and for the odd mode Go and To, respectively [1, pp.
125–126]. In the odd-mode case we can see that the match
may be very good for an infinitesimally thin common wall
thickness since then we have straight waveguides with
only minor discontinuities due to a pair of small steps and
the end tapers. The design of the coupler then hinges on
the analysis of the even-mode circuit, and then forcing the
condition for good match and directivity, specifically, that
Ge¼ 0.

This was a rather empirical procedure for many years
until the advent of 3D field analysis programs made pos-
sible a better understanding of the role of the higher-order
modes in the coupling region. It was always somewhat of a
mystery why the coupling of the short-slot hybrid could be
so flat over relatively broad bandwidths. The author
[13,14] has shown that this is due solely to the presence
of the evanescent TE30 mode, which is cutoff only slightly
above the operating band of the coupler. An equivalent
circuit of the even-mode two-port is given in Fig. 5 of Ref.
13, which leads to good physical understanding of the op-
eration of this mode. Ref. 14 describes how a central ca-
pacitive matching probe is necessary to give good
performance in 3-dB hybrids, but for looser coupling val-
ues this is not required because of the stronger effect of the
TE30 mode for shorter slot lengths.

The topwall coupler [15] shown in Fig. 9 has a pair of
short slots in the common broad wall, and the E-field pat-
terns of the even and odd modes are given in Fig. 10. Here
it is seen that the even mode is fairly trivial, being simply
a TE10 mode with a central floating strip. The odd-mode
circuit is also amenable to straightforward analysis since

it is a commonly used thick stripline TEM line with side-
walls.

3.4. Branch-Guide Couplers

A schematic representation is shown in Fig. 11, where the
view is of the side walls of the waveguide, and the broad
dimensions of the main and coupling branches are all
equal. Such couplers are very useful for coupling values in
the range 0 dB to about 15 dB, since for looser couplings
the branches become too thin (i.e., small b dimensions.)
The bandwidths are not as broad as those of multiaperture
couplers, but for bandwidths typically half of the recom-
mended waveguide operating ranges they are very useful
because in general they are both shorter in length and less
expensive to manufacture than multiaperture couplers.

The couplers may be manufactured in two halves split
down the centerline of the broad walls. In addition, the
spacing between the input and coupled waveguides means
that access to the ports may not require special bends, and
the flange hole patterns may be machined directly into the
blocks constituting the two halves, avoiding the expense of
separate brazed flanges.

A number of original approximate theories were used to
design branch-guide couplers, but they have been super-
seded by exact synthesis techniques [16,17]. The even- and
odd-mode circuits are shown in Fig. 12 for an ideal branch-
guide coupler; thus junction discontinuities are disregarded
initially. In both circuits the stubs are half the length of the
connecting mainlines. The transfer matrices of the a series
stub of characteristic admittance ai is given by

Even mode

1 0

ait 1

2
4

3
5

Odd mode

1 0

ai=t 1

2

64

3

75
ð24Þ

Γe−Γo

2

Γe+Γo

2

Te−To

2

Te+To

2
1

2

1

3

4

Capacitive
dome Figure 8. Short-slot or narrow-wall directional coupler.

a b b

(a) (b)

Figure 9. Topwall directional coupler or hybrid: (a) top view; (b)
side view.

(a) (b)

Figure 10. Electric field patterns of the topwall coupler: (a) even
mode; (b) odd mode.
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where t is the Richards variable:

t¼ j tan y ð25Þ

The transfer matrix of a connecting line of admittance
bi is

cos 2y sin 2y=bi

bi sin 2y cos 2y

" #
¼

1

1� t2

1þ t2 2t=bi

2tbi 1þ t2

" #
ð26Þ

Note that apart from an unimportant change of sign,
Eq. (26) is invariant to the transformation

t!
1

t
ð27Þ

Since the transfer matrices of the series stub networks of
the even- and odd-mode series stubs of (24) are related by
this same transformation (27), the overall transfer matri-
ces of the even- and odd-mode networks are similarly re-
lated. Hence, if either network is synthesized to give a
match between band edges where the electrical lengths of
the commensurate stubs are yc and p� yc, then the other
network will also be matched over the same passband.
This reduces the synthesis problem from that of a four-
port to that of a two-port, but the question then arises, as
to how the unit elements of the mainlines can be extracted
from a transfer function to have twice the length of the
series stubs. The answer is related to the fact that both the
even- and odd-mode circuits have redundant series stubs;
specifically, the nonredundant transfer function is that of

one series stub and 2(n� 1) unit elements, which are
transmission lines of electrical length y. It is possible
therefore to extract the first series stub such that two
unit elements may then be extracted in cascade having
equal admittances. Starting from a transfer matrix
[A,B,C,D] where the matrix elements are polynomials in
t, it can be shown that the admittance of the extracted
series stub is

a¼
Að1Þ

Cð1Þ
¼

Bð1Þ

Dð1Þ
ð28Þ

This relationship holds for the extraction of the first n� 1
series stubs with the associated double-length unit ele-
ments, with the final stub given by the remainder matrix.

The final steps in the design process are concerned with
the choice of suitable equiripple functions in the t variable,
followed by the synthesis. In the original paper [16] the
insertion loss function is

1

jS12j
2
¼1þ

K2P2
n�1ðx=xcÞ

ð1� x2Þ
ð29Þ

where

x¼ cosð2yÞ; xc¼ cosð2ycÞ ð30Þ

or in terms of t

x¼
1þ t2

1� t2
ð31Þ

The function Pn� 1(x/xc) gives equiripple performance in
the range of x from � xc to xc when it takes the following
form [16]:

Pn�1
x

xc
¼0:5½1þ ð1� x2

c Þ
1=2
�Tn�1

x

xc

� 0:5½1� ð1� x2
c Þ

1=2
�Tn�3

x

xc

ð32Þ

The original paper [16] includes design tables for Cheby-
shev couplers having three to eight branches, coupling
values from 3 to 20 dB, and for a wide range of band-
widths. From these data it becomes evident that there is a
drawback for tight values of coupling of less than 6 dB;
namely, the mainline immittances (actually impedances
for waveguide branch-guide couplers) become somewhat
larger than the desired value of unity. A solution to this
problem is to select a different insertion loss function,
and this is described in Ref. 17, where the Zolotarev

b

b

2

1

3

4Figure 11. Cross section of a branch-guide directional coupler
(uniform in the broad dimension).

H wall

Z0=1 Z0=1b1

a1 a2 an

b2 bn–1

�

2�

E wall

Z0=1 Z0=1b1

a1 a 2 an

b2 bn–1

�

2�
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(b)

Figure 12. Even (a) and odd (b) modes for the branch-guide
coupler.
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branch-guide coupler is introduced. The Zolotarev func-
tion has a free parameter that controls the lower band
edge of the equiripple function, and this has a very sig-
nificant effect on the internal impedance levels of the cou-
pler, where the mainline impedances are close to unity
and the branch-guide impedances have much more favor-
able values with much less spread of impedances com-
pared with the simple Chebyshev designs. Examples are
given in Table 1 of Ref. 17 for 3-dB couplers of five branch-
es indicating the tremendous range of design possibilities.
Note that it is not absolutely necessary to work with the
complicated formal theory, involving elliptic functions and
integrals, to derive the Zolotarev functions in order to ob-
tain these results. The Zolotarev polynomials, which have
one large zero above x¼ 0 and the rest of equal ripple, may
be easily generated using simple computer optimization.

4. COMPUTER-AIDED DESIGN TECHNIQUES

There are numerous papers describing the design of wave-
guide couplers of the types described in this article using
computer-aided design (CAD), but considering the preci-
sion of the latest purely theoretical techniques, CAD may
be considered to be mainly unnecessary, at least as a pri-
mary design methodology. It tends to be cumbersome, and
with standard optimization packages, convergence to a
good design may be a very slow process. However, com-
puter analysis programs are useful in checking the accu-
racy of the theoretical designs. There are several general
analysis programs available based either on three-dimen-
sional field theory using the finite-element method or
mode matching. Rather than using them to design a com-
plicated multisection waveguide coupler ab initio, it is
recommended that they be used in conjunction with ana-
lytical theory. For example, in the case of a branch-guide
coupler of the type described in Section 3.4, the CAD pro-
gram may be used to analyze the performance of a theo-
retical design. The initial design may then be adjusted to
compensate for slight discrepancies in the coupling, which
are typically up to about 0.3 dB. It has been found that
some designs require no adjustments.

In some cases CAD has proved very useful as a design
tool. Thus the design of the short-slot hybrid described in
Section 3.3 relies on results obtained from 3D field theory.
However, even in this case, the field analysis is used as a
method for obtaining equivalent circuits for the even
mode, which are then used in a circuit theory design ap-
proach, not simply and solely as a CAD technique. Similar
design approaches may be applied to the design of other
single- or multiaperture directional couplers. As an exam-
ple, in the case of multiaperture couplers (Section 3.1) the
field theory could be used to check the equivalent circuits
for single apertures, and to investigate any interaction
effects between closely spaced apertures.
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WAVEGUIDE DISCONTINUITIES
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1. INTRODUCTION

Any deviation from uniformity along the longitudinal axis
of a waveguide constitutes a discontinuity. Discontinuities
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are unavoidably present in any microwave circuit either
unintentionally or to the purpose of performing a pre-
scribed function. In the former case one usually tries to
minimize the unwanted mismatching due to the presence
of the discontinuity, while in the latter case the disconti-
nuity is instrumental in the design of a specific compo-
nent. Typical example of the former category is a
waveguide bend, while a metal diaphragm is representa-
tive of the latter.

The electromagnetic (EM) field incident onto a discon-
tinuity is partly reflected and partly transmitted, while
reactive energy is stored in the proximity of the disconti-
nuity. If lossy materials are present, some power may be
lost and, in case of open structures, some power may be
radiated.

The electromagnetic analysis of a discontinuity in-
volves the solution of Maxwell’s equations with the appro-
priate boundary conditions. Analytical techniques for the
solution of boundary-value problems in electromagnetics
are presented and discussed in a number of classical text-
books such as, for instance, Refs. 1–4. Extensive discus-
sion on waveguide discontinuities and their general
properties can be found in Refs. 5 and 6. With the excep-
tion of a few simple cases, for which an analytical solution
can be found, some sort of approximation, either analytical
or numerical, is necessary to express the solution of the
electromagnetic problem.

The problem can be attacked using either rigorous or
approximate approaches. Rigorous approaches differ
from approximate ones in that the exact solution can,
in principle, be obtained with any degree of accuracy.
On the contrary, the accuracy obtainable with approxi-
mate approaches cannot be pushed beyond intrinsical
limits.

Although a number of rigorous methods have been de-
veloped for the solution of electromagnetic structures and
available computational resources are extremely power-
ful, rigorous solutions are often too heavy for many prac-
tical purposes. Approximate solutions, although less
accurate, may result more advantageous as they are
much simpler to achieve.

Numerical methods for the analysis of waveguide dis-
continuities and, more generally, for the solution of mi-
crowave boundary-value problems have been presented in
large amount of papers and books Refs. 7–10.

One of the most powerful and popular methods used to
solve waveguide discontinuities is the modal analysis or
mode-matching technique Refs. 11–13. Besides being a rigor-
ous approach, it lends itself to a physical interpretation of
the electromagnetic field behavior due to the presence of
the discontinuity and leads to the so-called microwave
network formalism. By virtue of the equivalence between
waveguide modes and transmission lines, the electromag-
netic description of the discontinuity can be translated in
terms of an equivalent network. Observe that the full
computation of the electromagnetic field in the structure
is more than is usually required. A terminal description of
the discontinuity as seen from the waveguides connected
to it is all that is necessary. This makes it possible to
express a complicated electromagnetic problem in terms of
a more familiar circuit theory model.

In Section 2 the description of waveguide discontinu-
ities is introduced on the basis of the modal analysis
approach. This leads to the generalized description of the
discontinuity as a multiport network using impedance,
admittance, or scattering matrix (or other matrix descrip-
tions). General properties of waveguide discontinuities are
presented in Section 3, while Section 4 categorizes various
classes of waveguide discontinuities. The concept of inter-
acting and isolated discontinuities, which is familiar to the
microwave engineer, but has no counterpart in the con-
ventional circuit theory, is illustrated in Section 5 by a
specific example.

2. DESCRIPTION OF WAVEGUIDE DISCONTINUITIES

Figure 1a depicts a generic discontinuity with two out-
puts. The structure consists of a central region bounded by
metallic walls, connected to two uniform waveguides. In
the present discussion, the structure of Fig. 1a is taken as
an example; the extension to more general cases, such as
multiple outputs and magnetic walls, is straightforward.
Two reference planes, T1 and T2, define the boundary
between the discontinuity region and the input and output
waveguides. Various types of obstacles, either lossless
(perfectly conducting or perfect dielectric materials) or
lossy, isotropic or anisotropic may be present in the
discontinuity region.

When an electromagnetic field impinges onto the dis-
continuity from one or both waveguides, part of the asso-
ciated energy is reflected, part is dissipated within the
discontinuity, and part is transmitted to the other wave-
guide. In case of open discontinuities (see Section 4.5),
part of the energy can be radiated into outer space. Reac-
tive energy is stored in the discontinuity region and in the
waveguide region close to it.

In most practical cases, rather than a detailed knowl-
edge of the electromagnetic field distribution within the
discontinuity, what is required is just a terminal descrip-
tion of the discontinuity. It is worth recalling here that the
field distribution in a waveguide results from the super-
position of its normal modes. Under normal operating con-
ditions, the dominant mode is the only propagating mode,
while all higher-order modes, excited at the discontinuity,
are exponentially decaying. The terminal planes are usually,
placed far enough from the discontinuity in such a
way that only the dominant modes have nonnegligible
amplitudes. In such conditions, a terminal description of
the discontinuity can be obtained by writing the equations
relating the field quantities at the two terminal planes.
Such relations may take the form of a 2�2 impedance
matrix if the electric fields are expressed in terms of the
magnetic fields, or the form of an admittance matrix if the
magnetic fields are expressed in terms of the electric
fields, and so on. As will be specified below, in fact, elec-
tric and magnetic fields can be replaced by equivalent
voltage and current amplitudes. In a number of important
cases, however, the terminal planes must be placed near
the discontinuity region, so that the field distribution can-
not be reduced to the only dominant modes. This typically
happens when multiple discontinuities are cascaded
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together at short distances. In higher-order modes inter-
action takes place between adjacent discontinuities, in
such a way that active power may be carried by these
higher-order modes. In such cases, a more general de-
scription of the discontinuity is needed.

In order to obtain a terminal description of the discon-
tinuity in the general case, it is worth recalling that each
waveguide mode can be represented by an equivalent
transmission line, where the voltage and current ampli-
tudes are proportional to the modal electric and magnetic
field amplitudes, respectively:

EðiÞt ðx; y; zÞ¼
X

m

VðiÞm ðzÞe
ðiÞ
m ðx; yÞ ð1Þ

HðiÞt ðx; y; zÞ¼
X

m

IðiÞm ðzÞh
ðiÞ
m ðx; yÞ ð2Þ

where z is the longitudinal axis of the waveguide, EðiÞt and
HðiÞt are the transverse electric and magnetic fields, Vm

(i)

and Im
(i) are the voltage and current of the transmission

line equivalent to the mth mode of the ith waveguide, and
eðiÞm and hðiÞm are the transverse and magnetic modal vec-
tors, respectively.

Although in principle an infinite series of modes is in-
volved in the electromagnetic field representation, in prac-
tice only a finite number of modes need to be taken into
account to achieve a prescribed accuracy. As a conse-
quence, the electromagnetic field distribution over each
terminal plane is expressed in terms of a finite number of
voltage and current amplitudes. Letting Ni be the number
of modes taken into account in the field description at the
ith terminal plane ði¼ 1;2Þ; the terminal description of the
discontinuity will involve N1þN2 voltages and the same
number of currents. Because of the linearity of Maxwell’s

equations, these quantities are related by a linear set of
N1þN2 equations. One can easily realize that Maxwell’s
equations lead to N1þN2 equations by the following rea-
soning. By virtue of the unicity theorem for electromag-
netic fields, the entire electromagnetic field distribution in
the structure is determined by the knowledge of tangen-
tial electric (or magnetic) field at the two terminal planes,
thus by the knowledge of the whole set of N1þN2 voltages
(or currents) over such planes. In other words, from the
knowledge of N1þN2 voltages (currents), one can com-
pute the N1þN2 currents (voltages). This implies that the
linear system consists of N1þN2 equations relating the
N1þN2 voltages to the N1þN2 currents.

The modal approach lends itself to the so-called micro-
wave network formalism. The discontinuity, rather than
in terms of electric and magnetic field distributions, is de-
scribed in terms of voltages and currents, namely, as a
multiport circuit. This is described with the equivalent
circuit of Fig. 1b, where each port corresponds to a mode
excited at one of the terminal planes of the discontinuity.
The system can be put in many different forms. One of the
most convenient approach consists of expressing currents
in terms of voltages. In matrix form this corresponds to
writing

½I� ¼ ½Y � . ½V� ð3Þ

where [I] is the vector of the currents, [V] that of the volt-
ages, and [Y] the admittance matrix. For the case of the
two-terminal-plane network of Fig. 1a the vector of the
currents is

½I� ¼
½Ið1Þ�

½Ið2Þ�

" #
ð4Þ
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(2) Figure 1. Generic, two-port, waveguide

discontinuity and its network representa-
tions: (a) waveguide discontinuity;
(b) multiport description; (c) reduced
two-port description.
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The subvector of the currents at the ith terminal plane
ði¼ 1; 2Þ is

IðiÞ
	 

¼ IðiÞ1 ; I

ðiÞ
2 ; . . . ; I

ðiÞ
Ni

h iT
ð5Þ

where Ni is the number of modes (or electrical ports) con-
sidered at the ith plane. The voltage vector is similar to
the current vector, and the admittance matrix is composed
by four submatrices as follows:

½Y� ¼
½Y ð11Þ� ½Y ð12Þ�

½Y ð21Þ� ½Y ð22Þ�

" #
ð6Þ

Observe that while the electromagnetic structure has two
outputs (or two apertures), the equivalent circuit has
N1þN2 electric ports.

In most practical cases the terminal planes are chosen
far enough from the discontinuity in such a way that
higher-order modes have vanished. This is possible when-
ever the discontinuity is isolated, that is, if there are no
other discontinuities close to it. The electromagnetic field
at the terminal planes is that of the dominant modes of the
respective waveguides, while higher-order modes have
died out. In the multiport equivalent circuit description
of Fig. 1b, this situation corresponds to terminating the
higher-order mode ports with their characteristic admit-
tances. The multiport description reduces to the two-port
description of Fig. 1c, where the accessible ports represent
the dominant modes of both waveguides.

To compute the 2� 2 admittance matrix of Fig. 1c from
the ðN1þN2Þ� ðN1þN2Þ admittance matrix of Fig. 1b, the
matching conditions at the higher-order mode ports are
added to Eq. (3):

IðiÞm ¼ � yðiÞc;mV ðiÞm ð7Þ

In (7) yðiÞc;m is the characteristic admittance of the equiva-
lent transmission line, which has been assumed as the
wave admittance of the waveguide mode yðiÞc;m¼ 1=ZðiÞm ;
where

ZðiÞm ¼

om

bðiÞm

; TE modes

bðiÞm

oe
; TM modes

8
>>><

>>>:
ð8Þ

with

bðiÞm ¼
o
c

� �2
� kðiÞc;m

� �2
� �1=2

ð9Þ

where c is the light velocity; bðiÞm ; the phase constant; and
kðiÞc;m; the eigenvalue of the mth mode. These equations re-
fer to hollow waveguides or to waveguides totally filled
with a homogeneous lossless dielectric. After rearranging
and partitioning the admittance matrix (6) according to
fundamental (subscript f) and higher-order modes

(subscript h)

½Y� ¼
½Yff � ½Yfh�

½Yhf � ½Yhh�

" #
ð10Þ

the two-port admittance matrix description ½Y2p� of the
discontinuity is easily obtained from (7) and (3):

½Y2p� ¼ ½Yff � � ½Yfh� . ½Yhh� þ ½Yc�ð Þ
�1 . ½Yhf � ð11Þ

In this relationship ½Yc� is the diagonal matrix of the high-
er-order modes’ characteristic admittances; it is defined as

½Yc� ¼diag yð1Þc;2; . . . ; y
ð1Þ
c;N1

; yð2Þc;2; . . . ; y
ð2Þ
c;N2

h i
ð12Þ

Alternative descriptions of the discontinuity can be ob-
tained by either rearranging the discontinuity equations
or using different electrical quantities rather than voltag-
es and currents. In the former case, an impedance matrix
description is obtained by expressing the voltages in terms
of the currents:

½V� ¼ ½Z� . ½I� ð13Þ

By expressing the waveguide fields in terms of incident [a]
and reflected [b] wavevectors, one can obtain a scattering
matrix description of the discontinuity:

½b� ¼ ½S� . ½a� ð14Þ

The incident and reflected waves are related to voltage
and current amplitudes as follows:

aðiÞm ¼
yðiÞc;mV ðiÞm þ IðiÞm

2 yðiÞc;m

h i1=2
ð15Þ

bðiÞm ¼
yðiÞc;mVðiÞm � IðiÞm

2 yðiÞc;m

h i1=2
ð16Þ

with i¼ 1;2 and m¼ 1; . . . ;Ni: As is well known from many
textbooks, the interrelations among this matrix descrip-
tions are

½YN � ¼ ½ZN �
�1¼ ½U� þ ½S�ð Þ

�1 . ½U� � ½S�ð Þ

½ZN � ¼ ½YN �
�1¼ ½U� þ ½S�ð Þ . ½U� � ½S�ð Þ

�1

½S� ¼ ½ZN � � ½U�ð Þ . ½ZN � þ ½U�ð Þ
�1

¼ ½U� þ ½YN �ð Þ
�1 . ½U� � ½YN �ð Þ

ð17Þ

where [U] is the unit matrix. The normalized (subscript N)
admittance and impedance matrix elements are expressed
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as

Y ðijÞN;mn¼
Y ðijÞmn

yðiÞc;myðjÞc;n

h i1=2
ð18Þ

ZðijÞN;mn¼
ZðijÞmn

zðiÞc;mzðjÞc;n

h i1=2
ð19Þ

where zðiÞc;m¼ 1=yðiÞc;m is the characteristic impedance of the
equivalent transmission line.

The use of a lumped or distributed element equivalent
circuit model to describe the discontinuity can be advan-
tageous for many practical applications. The circuit model
can be easily handled in more conventional engineering
terms, and, when properly derived, reflects the physical
behavior of the discontinuity. Moreover, it has the advan-
tage of easily providing by mere inspection a description of
the behavior of the discontinuity and the way the latter
can be used for practical applications (e.g., filters).

From the discussion above it is apparent that a certain
degree of arbitrariness is involved in the choice of the ref-
erence planes. As a consequence, different equivalent cir-
cuits can be assumed, depending on the location of the
terminal planes. A proper choice of the reference plane
locations can be exploited in some cases in order to reduce
the complexity of the equivalent circuit. Observe that this
ambiguity is inherent to the distributed nature of wave-
guide circuits, as opposed to lumped low-frequency cir-
cuits, where no ambiguity exists.

An additional ambiguity in the definition of the equiv-
alent circuit models resides in the arbitrariness of the
definition of the equivalence between waveguide mode
and transmission line. In particular, the characteristic
impedance zðiÞc;m of the mth transmission line can be
changed by a factor of n2 by transforming the voltages
VðiÞm and currents IðiÞm into a new set V

0ðiÞ
m and I

0ðiÞ
m

V
0ðiÞ
m ¼nV ðiÞm ð20Þ

I
0ðiÞ
m ¼

1

n
IðiÞm ð21Þ

so that

z
0ðiÞ
c;m¼n2zðiÞc;m ð22Þ

It is worth noting that the transformation represented by
Eqs. (20) and (21) is such that power is conserved. The new
definition is equivalent to the introduction of ideal trans-
formers at the circuit terminals. By an appropriate selec-
tion of both the reference planes and the voltage–current
definitions, different equivalent circuits with reduced com-
plexity can be derived.

In the presence of multiple or cascaded discontinuities
special caution should be employed in the use of equiva-
lent–circuit models. If adjacent discontinuities are cascad-
ed at a short distance, in fact, the reference planes cannot
be chosen far enough from the discontinuities to make
higher-order modes vanish. In this case, discontinuities

interact through higher-order modes. The models for iso-
lated discontinuities may lead to significant errors. Mul-
tiport equivalent networks, including higher-order mode
interactions, must be adopted instead. This is illustrated
in Section 5 using a specific example.

3. GENERAL PROPERTIES OF WAVEGUIDE
DISCONTINUITIES

This section presents a brief description of the general
properties of waveguide discontinuities.

3.1. Losslessness

Losses in microwave circuits are due to imperfect dielec-
tric materials (dielectric loss), finite conductivity of the
conductors (conductor loss), and, for open structures,
radiation (radiation loss). The impedance or admittance
matrices of lossy discontinuities possess real as well
imaginary parts that are associated with the real and
the reactive power, respectively.

In many practical cases losses may be neglected with
good approximation so that the discontinuity behaves as a
reactive circuit. The admittance and the impedance ma-
trices are purely imaginary, and the scattering matrix is
unitary. The latter property is obtained by expressing the
balance between incident and reflected power in terms of
wavevectors, (15), (16) as follows:

1

2
½a�T . ½a�� ¼

1

2
½b�T . ½b�� ð23Þ

Using (14), one obtains the unitarity condition for the
scattering matrix of a lossless discontinuity, where the
asterisk * stands for complex conjugate:

½S�T . ½S�� ¼ ½U� ð24Þ

3.2. Reciprocity

As long as Lorentz’ reciprocity theorem holds for the re-
gion occupied by the discontinuity, the latter behaves as a
reciprocal network. This implies that the admittance, im-
pedance, and scattering matrices are symmetric. As a con-
sequence, a reciprocal N-port discontinuity is
characterized by N ðNþ 1Þ=2 complex parameters. Such
parameters reduce to real parameters for lossless struc-
tures. Discontinuities containing anisotropic materials
such as ferrite are examples of nonreciprocal circuits char-
acterized by nonsymmetric matrix descriptions.

3.3. Symmetry

The presence of geometric symmetries of a discontinuity
can be exploited to reduce the complexity of its analysis, as
well as the number of unknown parameters of its equiv-
alent network representation. For example, in the case of
a two-port discontinuity, the existence of a central sym-
metry plane between the two outputs implies a corre-
sponding symmetry of the matrix representations,
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provided the terminal planes are chosen symmetrically
(e.g., Y11¼Y22). In such a case, the discontinuity, if recip-
rocal, is characterized by only two rather than three pa-
rameters, as in the general case. For a more detailed
discussion on the exploitation of symmetry planes in
three- or four-port structures, the reader is referred to
Section 3.2 of Ref. 7.

4. CATEGORIZATION OF WAVEGUIDE DISCONTINUITIES

There is no unique way to classify waveguide discontinu-
ities, since a number of different criteria can be adopted.
Here we attempt at a categorization of discontinuities
with reference to some geometric characteristics that are
somewhat related to the corresponding electromagnetic
problem. Examples of common discontinuities are shown
in Tables 1–5. The examples discussed here are not
exhaustive at all, but represent only a small fraction of
what can be found in practical applications. The reader is
also provided with some representative references taken
from the immense amount of technical publications on
this topic.

4.1. Uniaxial Junctions

In a uniaxial junction, two waveguides with different cross
sections and coincident longitudinal axes are connected
together. In the case of rectangular waveguides, examples
of such discontinuities are: the E-plane (or capacitive) step
Refs. 12–14, the H-plane (or inductive) step Ref. 15, and
the E-plane and H-plane offsets. These discontinuities are
illustrated in Table 1. As long as both waveguides are in

the monomodal regime, the corresponding equivalent net-
works have two ports. Other examples of uniaxial discon-
tinuities are some particular kind of transitions (see later
in the text), specifically, structures designed to transfer
the microwave power from one waveguide system to an-
other. In particular, we recall the transition between co-
axial cable and a circular waveguide Ref. 16 and that
between rectangular and circular waveguides Ref. 17.

4.2. Bifurcations and N-Furcations

One waveguide is joined to two or more waveguides with
parallel longitudinal axes. A theoretical model of N-
furcations has been presented in Ref. 18. In rectangular
waveguide, the bifurcation can occur in either the E or
the H plane, as shown in Table 2. The equivalent circuit
may contain more than three ports, because the larger
waveguide may support the propagation of higher-order
modes.

4.3. Obstacles

Metallic or dielectric obstacles can be inserted in a wave-
guide to achieve specific electrical behaviors. Metallic ob-
stacles may have infinitesimal or finite length along the
waveguide axis. In the former case the equivalent circuit
can be reduced to a shunt admittance. Typical examples
are metal irises and metal posts. They have been widely
employed as filter and matching network elements. In the
case of rectangular waveguide, depending on the orienta-
tion with respect to the electric field of the dominant mode,
such obstacles exhibit inductive or capacitive behavior, as
shown in Table 3. Observe that irises are supposed to be

Table 1. Uniaxial Junctions in Rectangular Waveguide

Name Structure Equivalent Circuit References/Comments

H-plane step (2)(1)
jX (2)(1) 7 , pp. 296–302

E-plane step
(2)

(1)
jB(1) (2) 7 , pp. 307–310

H-plane offset
(1)

(2)
(2)(1) jX

E-plane offset (1)
(2)

(2)(1) jX

5548 WAVEGUIDE DISCONTINUITIES



infinitesimally thin. A full-wave model of the inductive
iris in rectangular waveguide can be found in Ref. 19.
More complicated geometries involving circular irises
Refs. 20,21, slanting and multiple rectangular irises
Refs. 22,23 in rectangular waveguide, as well as irises in
coaxial cable Ref. 24 and circular waveguides Refs. 25,26,
have been investigated. Electromagnetic models of
posts in rectangular waveguide have also been presented
Refs. 27–29.

4.4. Multiaxial Junctions

Two or more waveguides with different longitudinal axes
are connected together (see Table 4). In the case of uniax-
ial junctions, the associated boundary-value problem is a
two-dimensional one. For multiaxial junctions, on the con-
trary, the analysis involves the solution of a 3D boundary-
value problem Ref. 30. The simplest case of a biaxial junc-
tion is the right-angle junction between two rectangular

Table 3. Obstacles

Name Structure Equivalent Circuit References/Comments

Inductive iris (1) (2) jX (2)(1) 7 , pp. 221–229

Capacitive iris (1)
(2) jB(1) (2) 7 , pp. 218–221

Inductive post (1) (2)

(2)(1) jXa

−jXb −jXb

7 , pp. 257–266

Capacitive post (1) (2)
(2)(1) jBa jBa

jBb

7 , pp. 268–271

Table 2. Bifurcations in Rectangular Waveguide

Name Structure Equivalent Circuit References/Comments

H-plane bifurcation (1)
(2)

(3)
n1

n2

n3
TE10

(1)

(1)

TE20

(2)

(3)jX3

−jX2jX1

7 , pp. 383–386; TE10

mode in all waveguides;
in addition, TE20 mode in the
larger waveguide

E-plane bifurcation (1)

(2)

(3)

n1

n2

n3

jXa
(1)

(2)

(3)

7 , pp. 353–355
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Table 4. Multiaxial Junctions

Name Structure Equivalent Circuit References/Comments

E-plane corner

(1)

(2)

(1) (2)

−jBb

jBa jBa 7 , pp. 312–318

H-plane corner

(2)

(1)

jBa jBa (2)(1)

−jBb

7 , pp. 318–322

E-plane tee

(1) (2)

(3)

(2)(1)

−jBb

jBa jBa

jBd

−jBc

(3)

7 , pp. 337–338

H-plane tee
(1) (2)

(3)

(2)(1)

(3)

jXa

jXb

jXd

jXc

jXa
7 , pp. 355–356

Coupling hole, E plane

(4)

(1)

(3)

(2)

−jBb
+jBc (3)

(2)(1)

(4) −jBb

 −jBa  −jBa

−jBb

7 , pp. 375–376

Coupling hole, H plane
(4)

(1)

(3)

(2)
(2)(1)

(3)(4)

jXd jXd

−jXc
−jXb

jXa jXa

7 , pp. 379–380
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waveguides. Depending on the plane of such junction, we
have the E-plane or H-plane corner. This type of discon-
tinuity realizes a 901 change of direction in the waveguide
axis. To minimize reflections, alternative geometries can be
adopted, such as the mitered bends Refs. 31,32 and the
circular bends Refs. 33,34.

More complicated multiaxial junctions in rectangular
waveguide technology are the T junctions in the E plane
Refs. 35–37, or H plane Refs. 38–40. The matching of such
a junction has been analyzed in detail in Ref. 41. The so-
called magic (hybrid) tee is a well-known rectangular
waveguide component where ports are decoupled in pairs
Ref. 42. The aperture in the common wall of two rectan-
gular waveguides Refs. 43,44 can also be seen as an ex-
ample of a four-port multiaxial junction. An example of a

T-junction between rectangular and circular waveguide
has been investigated Ref. 45.

The transitions, that is, the junction between two wave-
guide of different cross sections, can be considered as a
particular case of multiaxial junctions. The purpose of
these structures is to transfer the microwave power from
one waveguide system to the other while minimizing the
return loss in a band as wide as possible. As an example,
we consider the transition between a coaxial cable and a
rectangular waveguide as shown in Fig. 2. In its basic
configuration, the center conductor of the coaxial line ex-
tends into the waveguide to form an electric probe. One of
the two waveguide ends is short-circuited while the other
is used as the output. The tuning of the structure is
achieved by adjusting the probe penetration and/or the
distance between probe and short circuit. Typically, the
former is close to the 60% of the waveguide height, while
the latter is between lg=8 and lg=4 at the operating fre-
quency Ref. 4, pp. 471–484. If properly tuned, a 10% frac-
tional bandwidth can be achieved for S11o� 30 dB. At the
output side, a uniform waveguide section provides a suit-
able attenuation of the higher-order modes excited by the
probe.

4.5. Open Discontinuities

In the examples presented so far, the discontinuities were
completely bounded by metallic walls. An important cate-
gory of waveguide discontinuities, however, is represented
by open discontinuities, where the electromagnetic field
can be radiated in outer space. The equivalent circuits of
such discontinuities contain resistors that represent the
radiation loss. Some examples are illustrated in Table 5.

s

P

DI

DE

B

Figure 2. Coaxial to rectangular waveguide transition (side
view).

Table 5. Radiating Discontinuities

Name Structure Equivalent Circuit References/Comments

Open waveguide (with flange)
(1) G jB(1) 7 , pp. 193–194

Longitudinal slot

(1)

(2)

G jB(1) (2) 52
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A first example is the open-ended waveguide. When the
electromagnetic field impinges on such a termination, part
of the associated power is reflected and part is radiated in
the free space, so that the termination can be considered
as an antenna. Such terminations, in fact, are widely used
as secondary antennas (feeding antennas) in reflector-
type antennas or as elements of an array antenna. The
study of the radiation mechanism is rather complicated,
and electromagnetic full-wave models are mandatory.
The reader is referred to Refs. 46–48 for rectangular
waveguide and to Refs. 49 and 50 for coaxial and circular
waveguides.

Other radiating discontinuities are obtained by produc-
ing apertures in the waveguide walls. The aperture inter-
rupts locally the conduction current flowing on the walls,
producing both a distortion in the lines of flux and a dis-
placement current in the aperture. The latter is necessary
to maintain the continuity of the total current and consti-
tutes the source of the radiated electromagnetic field. The
most common example is the radiating slot in a rectangu-
lar waveguide. The longitudinal slot in the broad wall
Refs. 51–53, and the slanting slot have been analyzed,
Ref. 54, and the transverse slot has been investigated
Refs. 55,56. These discontinuities are used to build slotted
antennas.

5. ISOLATED AND INTERACTING DISCONTINUITIES

In Section 2 it was pointed out that the reduced equivalent
circuit valid for an isolated discontinuity may not be
adopted, in general, for adjacent discontinuities, because
of the higher-order mode interaction occurring between
them. To illustrate this phenomenon, consider as an ex-
ample the symmetric capacitive step in rectangular wave-
guide depicted in Fig. 3a. The larger waveguide is the
WR75 waveguide operating in the 10–15 GHz frequency
range. The equivalent circuit of the step, supposed as iso-
lated, is shown in Fig. 3b. The shunt capacitance repre-
sents the reactive energy stored in the proximity of the

step, due to attenuated higher-order modes excited at the
junction between the two waveguides. The step suscep-
tance is sB, where s being the step ratio

s¼
b1

b2
ð25Þ

and B is easily computed by the approximate formula giv-
en in Ref. 7, p. 307. The scattering parameter S11 of the
discontinuity, can be evaluated by elementary network
analysis:

S11¼
ð1� sÞ � jsB

ð1þ sÞþ jsB
ð26Þ

b1

(1) (2)

a
b2

y (2)
c,1

=sy (1)
c,1 =1 jsB

(a)

(b)

Figure 3. Capacitive step in rectangular waveguide: structure
(a) and equivalent circuit (b). Geometric dimensions:
a¼19:05 mm, b2¼9:52 mm, b1¼ s b2:
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Figure 4. S11 of a capacitive step in rectangular waveguide for
various step ratios s¼b1=b2; comparison between the equivalent
circuit and the full-wave mode-matching analysis.
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Figure 5. Capacitive double step in rectangular waveguide:
structure (a) and equivalent circuit (b). Note that the equivalent
circuit is derived under the approximation of isolated discontinu-
ities. Geometrical dimensions: a¼19.05 mm, b2¼9.52 mm,
s¼0.20, b1¼1.90 mm.
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This parameter is shown in Fig. 4 as a function of
frequency for different step ratios. For comparison, the
scattering parameter computed by the rigorous mode-
matching technique is also shown. The approximate for-
mula is shown to be very accurate compared with the
computationally more expensive mode-matching method.

Let us now consider two capacitive steps (step ratio
s¼ b1=b2¼ 0:2) cascaded through a uniform waveguide of
length L as in Fig. 5a. The cascaded steps have been an-
alyzed both by the equivalent circuit of Fig. 5b and by the
mode-matching method. In the former case the higher-or-
der mode interaction between the two steps is totally ne-
glected, while in the latter case, higher-order mode
interaction has been fully taken into account. Observe
that higher-order modes, although evanescent, carry ac-
tive power that flows between the two discontinuities.
This causes the discrepancy observed between the two
models, as illustrated in Fig. 6. In particular, such a figure
shows the computed scattering parameter S11¼S22 as a
function of the normalized length L=lc1 at the lower
(10-GHz) and upper (15-GHz) ends of the frequency range
of the WR75 waveguide; lc1¼ 2a¼ 39 mm is the cutoff
wavelength of the waveguide. It is observed that the
equivalent circuit of Fig. 5b, based on the hypotheses of
isolated discontinuities, is accurate as long as the normal-
ized distance exceeds lc1=8: For lower distances the error
increases and becomes unacceptable below lc1=20: It can
be noted that the error increases with frequency, as a
result of the stronger excitation of higher-order modes.
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WAVEGUIDE JUNCTIONS

RALPH LEVY

R. Levy Associates
La Jolla, California

1. INTRODUCTION

A waveguide junction comprises two or more waveguides
connected by a common metallic region having relatively
small volume. The number of such waveguides is denoted
by n, and for n¼ 2 we have a simple junction of two
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waveguides. In some cases one or more of the waveguides
may be a transmission line supporting the TEM mode,
such as coaxial line, stripline, or microstrip. When n¼ 2,
such a junction is known as an adapter, and is a very
important basic microwave component. Three- and four-
port junctions are also very important, and occasionally
one sees junctions having n44, but these are compara-
tively rare. Frequently several waveguide junctions are
connected to form more complex effective n-port junctions
that may be used as power dividers, typically in antenna
feed networks. In other cases they are combined with
other components to realize microwave subassemblies,
such as duplexers, multiplexers, and monopulse arrays.
In the case of n¼ 4 having certain symmetry properties,
the junction becomes a 01 or 1801 hybrid, which, together
with 901 hybrids treated in the article WAVEGUIDE DIREC-

TIONAL COUPLERS, are the most commonly used four-port
waveguide junctions.

In general the junction regions have complex shapes
with various types of discontinuities that are describable
only in terms of higher-order modes, which frequently and
most desirably lead to equivalent-circuit representations.
The multiport junction is depicted in Fig. 1, where each
port supports a single mode. Note that if a single wave-
guide supports more than one mode, say, m modes, then it
is represented as m distinct ‘‘waveguides’’ with m ports.

An excellent description of n-port junctions (microwave
networks) is given in Ref. 1, particularly in Chap. 3, and
actually it is probably valid to state that there has been
very little fundamental advancement in the state of the
art since that work, which dates to the 1940s, at least in a
basic sense. The main additions are probably due to the
use of effective computer techniques to solve Maxwell’s
equations for the junction regions, thus deriving scatter-
ing matrices. An important general conclusion stated
there [1] is that waveguide junctions always have equiva-
lent-circuit representations. Any one junction will have a
variety of such equivalent circuits, but usually there is one
having the minimum number of circuit elements and
possessing simple frequency dependence. Such a ‘‘natural’’
equivalent circuit can often be found by a suitable choice
of reference planes, and sometimes also in the choice of
terminating impedances of the ports. Further information

on this general topic is given in Ref. 2, which also
describes some methods for deriving equivalent circuits
from numerically derived scattering matrices.

The treatment here is limited to passive reciprocal
junctions, where the characteristic impedances of the
ports are real. Ports having complex characteristic impe-
dances may be handled using a simple modification [3]. We
will be concerned primarily with the various waveguides
at distances sufficiently far from the junction such that the
dominant modes are the only ones of concern. As men-
tioned above, equivalent-circuit determination is very
useful and important, and will be considered here in
general terms.

The basic equations for the voltage and current at a
port are

V ¼Ae�gzþBegz ð1Þ

I¼
Ae�gz � Begz

Z0
ð2Þ

where g is the propagation constant and A and B have
dimensions of voltage. At the arbitrary plane where z¼ 0,
we have V¼AþB and I¼ (A�B)/Z0. If we now renorma-
lize A and B so that A¼aZ0

1/2 and B¼ bZ0
1/2, then at the

plane z¼ 0 (1) and (2) become

V¼Z
1=2
0 ðaþ bÞ ð3Þ

I¼Z
�1=2
0 ða� bÞ ð4Þ

Hence the net power flow into the port is

P¼ReðVI�Þ¼Refðaþ bÞða� � b�Þg¼ jaj2 � jbj2 ð5Þ

Thus |a|2 and |b|2 have the physical interpretation of
incident and reflected powers, where a is the amplitude of
the incident wave and b is the reflected wave amplitude.
We now define the scattering matrix S according to

b1¼S11a1þS12a2þ � � � þS1nan

b2¼S21a1þS22a2þ � � � þS2nan

..

.

bn¼Sn1a1þSn2a2þ � � � þSnnan

or

b¼S � a ð6Þ

where a and b are column vectors.
In the case of reciprocal networks each scattering

matrix element satisfies the condition

Sij¼Sji i; j¼1; 2; . . . ;n ð7Þ

or in scattering matrix representation, we have

S¼Str ð8Þ

1

2

3

n

Figure 1. Schematic of an n-port waveguide junction.
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where Str denotes the transposed S matrix. When the
network is lossless, then power conservation considera-
tions lead to the unitary condition

S .Str� ¼S .S� ¼1 ð9Þ

where * indicates the complex conjugate matrix, and 1 is
the unit matrix having entries of unity on the main
diagonal and zero elsewhere. Sometimes 1 is denoted by
I, meaning the identity matrix, but 1 is used here to avoid
confusion with electric current I. Equation (9) is very
important since it leads to a variety of basic and useful
general properties for several types of n-port networks. It
also leads to simpler expressions for other representations
of microwave networks, such as the impedance, admit-
tance, or transfer matrix representations.

2. IMPEDANCE MATRICES

The impedance matrix Z relates the voltages Vi and
currents Ii (i¼ 1,2,y,n) via the matrix equation

V ¼Z . I ð10Þ

Where V and I consist of column vectors of the voltages Vi

and currents Ii, and Z is, of course, an n�n square matrix
having elements Zij. Using Eqs. (3) and (4) we can now
relate the scattering and impedance matrices, and solving
for a and b, we find

2Z
1=2
i ai¼ðViþZiIiÞ ð11Þ

2Z
1=2
i bi¼ ðVi � ZiIiÞ ð12Þ

where Zi is the real characteristic impedance of the ith
port. Here the subscript i has been added to a and b to
represent the forward and reflected wave amplitudes at
the ith port. These equations may be expressed in matrix
format if we define the characteristic impedance matrix of
the n ports as

Z0¼

Z1

Z2

0 . .
.

0

:

Zn

2
6666666664

3
7777777775

ð13Þ

where the positive real characteristic impedances of each
port form the main diagonal, with zero entries elsewhere.
Now Eqs. (11) and (12) may be expressed in matrix form as

a¼Z
�1=2
0

V þZ0 . I

2
ð14Þ

b¼Z
�1=2
0

V � Z0 . I

2
ð15Þ

and substituting for V using (10) we find

a¼Z
�1=2
0

ðZþZ0ÞI

2
ð16Þ

b¼Z
�1=2
0

ðZ� Z0ÞI

2
ð17Þ

Substituting (16) and (17) into (6), we find

Z
�1=2
0

ðZ� Z0Þ . I

2
¼S .Z

�1=2
0

ðZþZ0Þ . I

2
ð18Þ

which after a few cancellations and inverse multiplica-
tions gives S in the form

S¼Z
�1=2
0 ðZ� Z0Þ . ðZþZ0Þ

�1 .Z
1=2
0 ð19Þ

which is the desired relationship giving the scattering
matrix as a function of the impedance matrix.

It is usually more important to express the impedance
matrix Z as a function of S, and this may be derived from
Eq. (19) by carrying out the appropriate pre- and postma-
trix multiplications, finally giving

Z¼Z
1=2
0 ð1� SÞ�1

ð1þSÞZ
1=2
0 ð20Þ

where 1 is the unit matrix. Note that in the case of a one-
port network this equation becomes the familiar relation-
ship

Z

Z0
¼

1þS11

1� S11
ð21Þ

The n-port admittance matrix Y is given by an expres-
sion similar to Eq. (20)

Y ¼Y
1=2
0 ð1þSÞ�1 . ð1� SÞ .Y

1=2
0 ð22Þ

where Y0 is, of course, similar to (13), and also Y0¼Z0
� 1.

The scattering matrix of an n-port network always
exists, but this is not always the case for the impedance
and/or admittance matrices; for instance, (1þS) occasion-
ally becomes a zero matrix or has a zero determinant; then
(1þS)�1 is a singular matrix and Z as derived by (20)
does not exist. In such a case Y probably exists, and if not,
then the network may contain ideal transformers for
which Z and Y do not exist.

An interesting special case is one where the scattering
matrix is purely imaginary,

S¼ jSi ð23Þ

where Si is a real matrix. In this case we see that

SS� ¼S2
i ¼ � S2¼1 ð24Þ

Here the unitary condition (9) has been used.
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Hence we see that

ð1� SÞð1þSÞ¼1� S2¼ 2 . 1

and therefore

ð1� SÞ�1
¼

1þS

2
ð25Þ

Consider the case where the port impedances are nor-
malized to unity, that is, Z0¼1. Equation (20) becomes

Z¼ ð1� SÞ�1 . ð1þSÞ¼
ð1þSÞ2

2
¼

1þ 2SþS2

2
¼S ð26Þ

where we have used S2
¼ �1 from (24). Hence we have the

remarkable result that the normalized impedance matrix
of an n-port is identical to its scattering matrix when the
latter is purely imaginary. An example of this situation is
given in Section 5.2 on a four-port network, namely, a rat-
race hybrid junction.

3. TWO-PORT NETWORKS

Numerous examples of two-port junctions of waveguides
are given in Ref. 1 (where they are termed four-terminal
networks) and elsewhere. Examples include inductive and
capacitive irises in rectangular waveguides, E- and H-
plane steps, and various junctions in circular cross-
sectional waveguides. These are not dealt with in this
article because the topic is well documented elsewhere as
in Ref. 1, and also because the more interesting properties
of waveguide junctions occur for three or more ports. A
class of two-ports not treated in Ref. 1 is the coaxial-
to-waveguide adapter, and readers are referred to the
literature on this topic, such as Ref. 4, which also gives
other pertinent references.

4. THREE-PORT NETWORKS

One of the most important properties of three-port net-
works is that it is impossible to obtain a match simulta-
neously at all three ports. If there were such a junction, it
would have a scattering matrix having a zero main

diagonal:

S¼

0 S12 S13

S12 0 S23

S13 S23 0

2
664

3
775 ð27Þ

If we now apply the unitary condition (9) to this matrix,
the following equations result:

S12S�12þS13S�13¼ 1

S12S�13¼ 0 S12S�23¼ 0 S13S�23¼ 0 ð28Þ

From the last three equations (28) we see that two of
S12, S13, and S23 must be zero. In such case one row of the
S matrix (27) will be all zero, which is impossible.

4.1. T Junctions

Among the important three-port networks are E-plane
and H-plane T junctions and Y junctions. They received
extensive treatment in Ref. 1, and in the case of T
junctions more recent papers such as Ref. 5 have con-
firmed the validity of the early work. T junctions are an
important component part of many microwave networks,
such as filters with series or shunt stubs, and branch
guide couplers. It is important to realize that the equa-
tions given for E- and H-plane T junctions in Ref. 1 are not
accurate except in a rather restricted range of design
parameters, but the information given in the various
graphs is very good, as demonstrated in Ref. 5 (Figs. 9
and 10).

There is an important restriction on the validity of the
results that is not well described in the literature, and this
concerns the effect on the equivalent circuits when two or
more T junctions are spaced along a connecting wave-
guide. This is indicated in the case of E-plane T junctions
in Fig. 2a, and Fig. 2b shows a related situation where the
junctions are also located across from one another, form-
ing so-called cross-junctions. Considering one such junc-
tion of Fig. 2b with the short circuits in the vertical arm
removed, we see that it is actually a four-port, but the
device has a symmetry plane down the centerline of the
main (horizontal) waveguide, and it may be treated as a
three-port problem. The branchlines are shown short-
circuited in Fig. 2 to form a type of waveguide filter known

b1 b2 b3

b
SYM. PLANE

C

b1 b2 b3

C

b

(a) (b)

Figure 2. Interacting three- and four-port
junctions spaced along a main waveguide
to form a resonated stub bandstop filter:
(a) asymmetric filter; (b) symmetric filter.

WAVEGUIDE JUNCTIONS 5557



as a resonated stub waveguide bandstop filter. When the
spacing between the stubs c is sufficiently small, then the
junctions interact, especially when the various b dimen-
sions are somewhat large. The effect is observed as a
considerable narrowing of the filter stop bandwidth. A
discussion of means by which such interaction problems
may be solved is given in Ref. 6, but the method has not
yet been applied to the interacting stub situation.

Another useful class of T junctions are the E- and H-
plane aperture coupled junctions, which are adequately
treated in Ref. 1. They find application in E- and H-plane
waveguide manifold multiplexers, where the filters are
directly connected to the manifold rather than being offset
by a length of waveguide, which forms an open T junction.

4.2. E-Plane Bifurcations

Another useful three-port junction treated in Ref. 1 is the
E-plane bifurcation. This is shown in one of several
possible formats in Fig. 3, which indicates it as a type of
Y junction where the output arms are folded to become
parallel and adjacent to one another. This is a very
compact junction that is useful in the design of waveguide
multiplexers. Thus, if bandpass filters tuned to different
frequencies and having nonoverlapping passbands are
introduced into the two folded output arms of Fig. 3 and
their reference planes are correctly located with respect to
the input or common port, a diplexer results. Several
examples of the technique are given in Ref. 7.

5. FOUR-PORT NETWORKS

The types of four-port networks considered here have just
one plane of symmetry; four ports with two such symme-
try planes being considered in the article WAVEGUIDE

DIRECTIONAL COUPLERS. The single plane of symmetry re-
sults in hybrid junctions where for one type of input port
(the difference port) a pair of output ports have a phase
difference of 1801 and the remaining port is isolated. For a
second type of input port, actually the isolated port of the
previous 1801 case, the phase difference is 01, and this
input port is known as the sum port. It can be shown that
the scattering matrix of an ideal four-port 1801 hybrid is
given by

S¼ 2�1=2

0 0 j j

0 0 j �j

j j 0 0

j �j 0 0

2
666664

3
777775

ð29Þ

We see that all ports are matched, ports 1 and 2 are
isolated as are ports 3 and 4. The phase difference between
S13 and S14 is zero in accordance with one of the initial
conditions, and that between S23 and S24 is the required
1801. It is easily seen that the scattering matrix of (29) is
unitary, satisfying the basic equation (9).

5.1. Magic-T Junctions

The abovementioned conditions hold for the magic-T
shown in Fig. 4, where the input port is port 2 to give
1801 phase difference between the output signals at ports
3 and 4, and port 1 is isolated. When the input is switched
to port 1, output signals at ports 3 and 4 are in phase and
port 2 is isolated. The phase properties may be deduced
from the fact that with excitation at port 1 the hybrid
degenerates to an H-plane three-port, and the electric
fields in ports 3 and 4 of Fig. 5a are in phase. With
excitation at port 2, the junction appears as an E-plane
three-port and then, as indicated in Fig. 5b, the electric
fields are in opposite phase in ports 3 and 4. Good match
and isolation are ensured by incorporating irises or other
obstacles in the common junction.

In practice it is perhaps more common to utilize more
compact versions of the magic-T junction where wave-
guides 3 and 4 are folded to become parallel in either the E
or H plane. Such T junctions give more compact physical
realizations for diplexers and other sub-assemblies.
Further information is given in Ref. 8 (pp. 162–163).

b
b

b

Figure 3. E-plane bifurcation.

1

3

4

2

Figure 4. Magic-T junction.

(a) (b)

Figure 5. Electric field patterns of (a) H-plane T, (b) E-plane T.
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5.2. Waveguide Ring (Rat-Race) Hybrids

A waveguide realization of a ring hybrid junction is shown
in Fig. 6, where the plan view shows the narrow dimen-
sions of the waveguide, with the uniform broad dimen-
sions at right angles to the plane of the figure. Hence the
ring is a composite of four E-plane T junctions. The
characteristic impedance of the ring is lower than that of
the input arms by a factor of 21/2; specifically, the narrow
dimension of the ring waveguide is smaller than that of
the input ports. This is the dual of the similar ring hybrids
built in TEM lines, such as coaxial, stripline, or micro-
strip, where the individual T junctions are of the shunt
type, and the impedance of the ring is then higher than
the input ports by the factor 21/2. Note that in both cases
the dimensions of the ring determining the characteristic
impedance decreases, namely, the waveguide height, or
the cross section of the inner conductor of the TEM line.
The port nomenclature of Fig. 6 is chosen to make the
scattering matrix identical to that for the magic-T junc-
tion, as given by Eq. (29). The sum port is port 1, and the
difference port is port 2. Port 3 is also a sum port, and port
4 is a difference port, as deduced from Eq. (29).

It is now possible to consider the synthesis of the ring
hybrid commencing from the scattering matrix (29), know-
ing that since it is purely imaginary, the impedance
matrix is identical, as given by Eq. (26). Actually the
rat-race realization shown in Fig. 6 becomes obvious, since
a quarter-wavelength waveguide of characteristic impe-
dance Z0 between ports i and k gives a matrix entry jZ0,
while if the waveguide is of length 3

4 wavelength, the
matrix entry is � jZ0. A similar result may be obtained
for the TEM line ring hybrid where one starts from an
admittance matrix given by Eq. (29). The reasoning for
this dual-admittance case is somewhat simpler and more
familiar since the nodal admittance matrix has a more
obvious synthesis in the form of the ring hybrid.

Numerous detailed reports on the various waveguide
junctions and associated devices with actual example
designs are given in several of the references listed below.
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1. INTRODUCTION

Waveguide oscillators are DC-to-RF converters that func-
tion primarily as millimeter-wave power sources. Com-
pared to more traditional millimeter-wave sources, such
as klystrons, magnetrons, and traveling-wave tubes, these
oscillators are lower in cost, and smaller in size, require
lower operating voltages, and have higher reliability. A
waveguide oscillator comprises two parts: (1) an active
element, usually a packaged, two-terminal, solid-state de-
vice such as an impact avalanche and transit time
(IMPATT) diode or Gunn device, which converts DC to
RF power, and (2) a passive element, the waveguide cir-
cuit, which provides the DC power to the diode, the elec-
tromagnetic conditions required to sustain oscillation, a
port for output of the RF power, and a stable thermal en-
vironment. The active device, mounted in an optimum
circuit, determines the conversion efficiency, the ratio of
RF output power to DC input power, a parameter that

2

4

3

1

Z0 = 1

Z0 = 1/√2

Figure 6. Waveguide rat-race or ring hybrid.
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decreases with frequency and is usually less than 20%.
The principles governing IMPATT and Gunn device oper-
ation are complex and are described by Holzman and Rob-
ertson [1]. The key characteristic of these devices is that
they exhibit a bias and temperature-dependent negative
resistance at microwave frequencies.

Figure 1 shows a simplified internal view of a wave-
guide oscillator. A coaxial transmission line delivers DC
power to the device, which is mounted on the floor of the
waveguide in a gap under the coax center conductor. Un-
like microwave transistors, IMPATT and Gunn devices
will oscillate spontaneously without a feedback circuit
when they are DC-biased. The waveguide circuit forms
the resonator that tunes the RF operating point (output
power and frequency) of the device.

The fundamental condition for oscillation is the oscil-
lator equation, which states that the device impedance
plus the circuit impedance equals zero ohms

Zdeviceðfrequency;Pout;VDC; IDC;TÞ

þZcircuitðfrequency; geometryÞ¼ 0
ð1Þ

where T¼ temperature. Kurokawa [2] showed that an os-
cillator’s output power is determined primarily by the re-
sistive portion of the oscillator equation

RdeviceðPout;VDC; IDC;TÞ

¼ � Rcircuitðfrequency; geometryÞ
ð2Þ

and an oscillator’s fundamental frequency of oscillation
satisfies the reactive portion of the equation

Xdeviceðfrequency;Pout;VDC; IDC;TÞ

¼ � Xcircuitðfrequency; geometryÞ
ð3Þ

Since the circuit resistance must be greater than zero, the
device must exhibit negative resistance to oscillate. A typ-
ical device’s resistance is on the order of a few ohms, while

the characteristic impedance of the dominant TE10 mode
of the rectangular waveguide is a few hundred ohms. The
oscillator circuit must be able to transform these widely
varying impedances to satisfy Eqs. (2) and (3).

This article draws on material from the book by Holz-
man and Robertson [1] to discuss three different solid-
state waveguide oscillator topologies:

* The single-device oscillator (SDO) is simply a single
active device in a waveguide circuit. The frequency
and power of an SDO can be tuned mechanically by
changing the dimensions of the waveguide circuit or
by adjusting the device’s DC bias point.

* A voltage-controlled oscillator (VCO) is an SDO plus
an electronically adjustable, reactive tuning element
such as a varactor diode placed in the waveguide cir-
cuit. The VCO frequency of oscillation can be adjusted
with a separate DC voltage over a bandwidth that
depends on the varactor’s range of reactance adjust-
ment.

* A waveguide power combiner adds the power output
of two or more active devices within a single wave-
guide circuit.

2. SINGLE-DEVICE OSCILLATORS

Single-device waveguide oscillators are used as bias tun-
able sources or device evaluation fixtures. Figure 2 shows
four commonly used waveguide circuits. Each consists of
waveguide/coaxial-line junction, with the coaxial-line cen-
ter conductor supplying bias to the active device. The cen-
ter conductor also influences the circuit impedance
presented at the device terminals. The coaxial line is sized
so that only the TEM-mode propagates, which requires
that the sum of the inner and outer conductor diameters
be less than c/pfmax, where c is the speed of light in the

Load (RF absorber)

Waveguide

Device port

Device

Bias port

Bias pin

Figure 1. Cross-sectional view of a waveguide oscillator circuit.
(Reprinted with permission from Solid-State Microwave Power

Oscillator Design by E. L. Holzman and R. S. Robertson, Artech
House Publishers, Norwood, MA, USA, www.artechhouse.com.)
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Yin
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Packaged
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Figure 2. Waveguide oscillator circuits: (a) post gap; (b) top hat;
(c) coaxial gap; (d) cross-coupled coaxial. (Reprinted with permis-
sion from Solid-State Microwave Power Oscillator Design by E. L.
Holzman and R. S. Robertson, Artech House Publishers, Nor-
wood, MA, USA, www.artechhouse.com.)
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coax dielectric and fmax is the maximum frequency of os-
cillation [3]. The RF-absorbing load material isolates the
waveguide circuit from the external environment and
presents a well-defined load impedance. It also maintains
the coaxial-line center conductor concentric within the
bias port.

In general, one of the two waveguide ports delivers the
RF output power, while the other waveguide port is ter-
minated in a short circuit, which often is adjustable. The
output port may include a reactive tuning element such as
an iris or post to further adjust the circuit impedance. The
primary differences between the four circuits in Fig. 2
appear in the device mount region. In the post in Fig. 2a, a
gap is placed at an arbitrary position above the waveguide
floor. The diameter and the position of the gap determine
how the propagating and evanescent modes in the wave-
guide couple to the device. Eisenhart and Khan discuss
the behavior of the post gap circuit in some detail [4,5].
The top hat circuit in Fig. 2b is similar, but the device
generally sits on the floor of the waveguide, and a radial
disk transforms the circuit admittance Yin to the device’s
package surface. This circuit is used when the device
package becomes relatively large compared to the wave-
guide, at millimeter-wave frequencies. The circuit in Fig.
2c uses the RF-absorbing load in the bias port of the
coaxial line to help tune the device operating point.
Figure 2d shows the Kurokawa or cross-coupled circuit,
which recesses the device below the waveguide floor
so that the circuit admittance Yin is transformed to the
device by a section of coaxial line.

2.1. Waveguide Circuit Analysis

Oscillator circuits can be tuned by purely empirical
means. However, to use the circuits in Fig. 2 effectively,
an accurate electromagnetic model helps calculate the cir-
cuit impedance at the device terminals. Commercially
available, generalized, three-dimensional frequency or
time-domain simulators certainly can analyze these cir-
cuits. However, for speed and optimization, there are
specialized, numerically efficient, and accurate, well-
validated models for all four circuits [1,6–12]. With these
circuit models, one can calculate the circuit admittance Yin

(see Fig. 2). Then, with a second transformation, depend-
ing on the device mount configuration, one can calculate
the circuit impedance at the device package.

All four circuits in Fig. 2 can be represented by an
equivalent circuit of the form shown in Fig. 3. The desired
circuit admittance is Yin. Zgap is the impedance presented
at the reference plane where the coaxial line enters the
waveguide (see, e.g., Fig. 2c), and Ze is the total impedance
presented by the waveguide, with equations for its com-
putation given in Ref. 1. For the post gap circuits shown in
Figs. 2a and 2b, Zgap has an impedance of 0O at the fre-
quency of oscillation. However, the coax line delivers the
bias to the device, so a lowpass filter is required in the bias
port. Figure 4 shows a standard low–high–low filter. The
cascading of three quarter-wave impedance transformers
makes Zgap a very low RF impedance as given by the fol-
lowing equation [1]:

Zgap¼
1

ZL

Z2
c;lo

Zc;hi

 !2

ð4Þ

As shown in Fig. 4, dielectric sleeves are wrapped around
the low-impedance section inner conductors to maintain
their concentricity and to prevent the occurrence of a DC
short circuit.

A nonzero Zgap for the coax gap and cross-coupled co-
axial circuits provides an extra variable for tuning the os-
cillator. One can use standard transmission-line equations
to transform the load impedance of the RF absorber to the
post gap as explained in Ref. 1, which also describes a way
to measure the impedance of the absorber.

The equation giving the input admittance in terms of
Yin, Zgap and Ze is

Yin¼Y11 � Zgap
Y12Y21

1þZgapY22
ð5Þ

Yin

Zgap

Ze
Coupling
network

2

1

Figure 3. Waveguide oscillator circuit equivalent circuit. (Re-
printed with permission from Solid-State Microwave Power Os-

cillator Design by E. L. Holzman and R. S. Robertson, Artech
House Publishers, Norwood, MA, USA, www.artechhouse.com.)
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�g/4

�g/4

Waveguide

Figure 4. Low–high–low impedance transformer for applying
DC bias and RF short-circuiting the coaxial waveguide bias
port. (Reprinted with permission from Solid-State Microwave
Power Oscillator Design by E. L. Holzman and R. S. Robertson,
Artech House Publishers, Norwood, MA, USA, www.artechhouse.

com.)
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where

Yii¼Zgap
1

ZeR2
i

þ jBi; i¼1; 2 ð6Þ

Y21¼Zgap
1

ZeR1R2
þ jB21 ð7Þ

Expressions for the terms in Eqs. (5)–(7) can be found in
Ref. 1.

One uses Eq. (5) to compute the circuit admittance, and
then transforms it through the device mount to the device
terminals. This second calculation is relatively straight-
forward and involves simple equations. Figure 5 shows the

post gap circuit (Fig. 2c) in detail. As long as the active
device and gap are small relative to a wavelength, we can
assume that the electromagnetic field in the gap is uni-
form, and that the electric field vector is vertical in orien-
tation. One can use radial transmission-line equations to

Waveguide
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Device and 
flange
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Flange

2rf
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Zcirc Zin

2rd
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Zcirc

Two radial lines

(k,Zc2)(k,Zc1)

urf

Z1

Zin

z

Device

Figure 5. Coaxial gap oscillator circuit device mount and equiv-
alent circuit. (Reprinted with permission from Solid-State Micro-
wave Power Oscillator Design by E. L. Holzman and R. S.
Robertson, Artech House Publishers, Norwood, MA, USA,
www.artechhouse.com.)
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Figure 6. Device mount and equivalent circuit for the cross-cou-
pled circuit. (Reprinted with permission from Solid-State Micro-
wave Power Oscillator Design by E. L. Holzman and R. S.
Robertson, Artech House Publishers, Norwood, MA, USA,
www.artechhouse.com.)
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transform the impedance Zin (1/Yin) to the device package

[3]. Getsinger describes a package lumped inductance and

capacitance model that gives the actual semiconductor

chip impedance [13]. However, for oscillator design, this

additional effort is seldom necessary since package char-

acteristics tend to be repeatable. Further, above 40 GHz

Getsinger’s model loses validity as most packages can no

longer be modeled with lumped elements.
Figure 6 shows the details of the device mount for the

cross-coupled circuit mount. The approach to calculating
the circuit admittance at the device package is similar. A
series of coaxial line transformations are applied to Zin

(1/Yin) to obtain Zp, and then Getsinger’s model in combi-
nation with radial line transformations gives Zcirc at the
device package.

As an evaluation fixture for devices, a properly de-
signed waveguide circuit allows users a wide range of me-
chanical tuning. They can tune a device to several
different operating points. With an accurate electromag-
netic model of their waveguide circuit, they can calculate
the circuit impedance at the device terminals, and, in
combination with the oscillation equations (2) and (3),
predict the device impedance curve versus frequency. The
device then can be mounted in a different waveguide cir-
cuit, and its resistance and reactance curves can be used
to predict output power and frequency of oscillation.

2.2. Oscillator Circuit Hardware Design

Waveguide oscillator circuits are fabricated from metals
such as copper, which have excellent electrical and ther-
mal properties. Most circuits are nickel- and gold-plated to
prevent oxidation. Since nickel is a relatively poor electri-
cal conductor, the overlaying gold should be a minimum of
several skin depths thick. Figure 7 shows a Gunn oscilla-
tor DC bias circuit, and Fig. 8 shows a waveguide circuit
housing that has been designed for maximum mechanical
adjustment. There are two main parts to the housing: (1)
bias port and rectangular waveguide cutout and (2) device
port and rectangular waveguide floor. These parts are
precision-aligned with metal dowel pins. One should
choose a waveguide height that is below the standard to
minimize higher-order-mode effects, which tend to create
startup problems such as frequency hopping and spurious
oscillations [17]. The active device is mounted in the
device port. Device port shims are used to recess the device
and adjust the circuit admittance. The coaxial-line center
conductor slides through the RF-absorbing load to contact
the device. For high-power oscillators, the load may have
to be lengthened and a bias port filter may be needed to
suppress parametric oscillations at multiples or fractions
of the fundamental frequency [18–21]. A section of empty
waveguide is attached to one waveguide port, and an
adjustable short circuit is inserted for tuning. A good

50 uF
.1 uF

3 ohms

Gunn
bias
supply

Gunn
oscillator

+

−

Figure 7. Gunn oscillator DC bias circuit
schematic. (Reprinted with permission from
Solid-State Microwave Power Oscillator De-
sign by E. L. Holzman and R. S. Robertson,
Artech House Publishers, Norwood, MA,
USA, www.artechhouse.com.)
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Figure 8. Waveguide oscillator circuit as-
sembly. (Reprinted with permission from Sol-

id-State Microwave Power Oscillator Design
by E. L. Holzman and R. S. Robertson, Artech
House Publishers, Norwood, MA, USA,
www.artechhouse.com.)
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waveguide short circuit, with a well-defined reference
plane such as that designed by Eisenhart and Monzello
[22], is important, especially if one is analyzing the circuit
with a numerical model. At the other waveguide port, one
can attach irises for further tuning. These can be etched
from standard brass shim stock using a photolithographic
print-and-etch process. An isolator at the output is often
required to prevent external mismatched loads from tun-
ing the oscillator frequency and output power.

2.3. External Bias Circuit Design

One must exercise caution when applying DC bias to two-
terminal device oscillators. Voltage spikes or polarity
changes can be catastrophic. A zener diode, shunted
across the DC supply terminals, with its positive termi-
nal connected to the negative of the supply, can limit such
a polarity change. The zener diode reverse breakdown
voltage must exceed the normal maximum DC bias volt-
age required for the active device, while its forward volt-
age should be less than one volt. If the polarity of the
supply output changes, the zener forward voltage will lim-
it the supply. If a zener diode provides inadequate protec-
tion, a voltage regulator may be needed.

Long wire leads to power supplies can behave as res-
onant circuits at frequencies as high as 100 MHz and
cause unwanted bias circuit oscillations. To suppress these
oscillations, one can place a capacitor close to the active
device; a thin, annular, discoidal capacitor may have to be
placed in the bias port coaxial line. It is wise to watch for
bias circuit oscillations with voltage and current probes
connected to an oscilloscope. Figure 7 shows the DC bias
circuit for a Gunn oscillator driven by a regulator. Brack-
ett [14] and Lee and coworkers [15,16] discuss IMPATT
biasing in some detail.

2.4. Temperature Effects

An oscillator’s power and frequency will change with tem-
perature because the properties of solid-state materials
and the circuit housing dimensions are temperature-de-
pendent. If the circuit Q factor is high, thermal expansion
of the housing can be the main cause of frequency drift.
The differential metal expansion technique can be em-
ployed to cancel the changes in circuit size with temper-
ature [17]. Alternatively, one can build the circuit out of a
metal such as invar, a nickel–steel alloy that has a low
thermal expansion coefficient. Even so, if the device is not
well heatsunk, the oscillator frequency may exhibit post-
tuning drift for minutes after the bias is applied. Some-
times the only way to eliminate temperature effects is to
attach a heater to the housing.

Temperature effects also arise when an oscillator’s DC
bias is pulsed on and off. The active device reexperiences
the startup phase at the beginning of each pulse. During
the pulse, the device’s junction temperature increases,
causing the oscillator to chirp as its frequency drifts mono-
tonically. Shaping of the chirp spectrum sometimes can be
used to advantage in radar applications. If one applies a
small amount of DC bias during the OFF-state portion of
the waveform, chirp bandwidth can be reduced [23,24].
The preheat bias does not actually start oscillations, but

because the active device is warmed before the DC pulse
turns it on, the temperature gradient is lessened, and so is
the frequency drift.

3. VOLTAGE-CONTROLLED OSCILLATORS

A voltage-controlled oscillator (VCO) incorporates some
means to vary the oscillation frequency with a separate
external DC voltage. Although a variety of voltage control
mechanisms exist, varactor tuning is the most popular
choice for waveguide oscillators.

A VCO’s tuning range is the frequency range over
which the VCO meets its performance requirements
such as output power. A typical waveguide VCO tuning
bandwidth is about 5%. The sensitivity of a VCO is the
ratio of the change in frequency to the change in tuning
voltage in units of megahertz per volt. The ideal for most
VCOs is a linear frequency–tuning voltage characteristic.
The parameter linearity describes the degree to which the
VCO response approximates a straight line

L¼
Smax � Smin

SmaxþSmin
ð8Þ

where Smin and Smax are the minimum and maximum
values of sensitivity over the tuning range.

3.1. Varactor Diode Characteristics

One who uses a varactor diode to control the frequency of
a VCO is simply making use of the bias voltage-varying
capacitance of a p-n junction [1]. In the waveguide circuit,
the capacitance is a reactance given by

Xj¼
1

joCj
ð9Þ

where o is 2p times the oscillation frequency and Cj is the
varactor junction capacitance. To obtain a wide tuning
range, a wide range of reactance is needed. Most varactors
are packaged, so one must be sure that the package in-
ductance and capacitance do not dominate the junction
capacitance. In particular, the inductance of the leads con-
necting the semiconductor to the inside of the package can
resonate with the junction capacitance and cause an ex-
cessive amount of current to flow through and potentially
destroy the varactor.

The varactor capacitance–voltage slope is roughly pro-
portional to V�0:5

DC [1], a nonlinear characteristic that does
not naturally lead to a linear VCO. One technique for lin-
earizing a VCO is to use an external bias circuit that is
designed to compensate for the nonlinear varactor voltage
characteristic. Another technique involves the use of lin-
earizing circuit elements in the waveguide circuit. Last,
semiconductor design engineers are always striving to ad-
just the varactor structure to produce a more linear
response.
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3.2. Waveguide Circuit Modeling

In a sense, a varactor is just another tuning element in the
waveguide oscillator circuit. However, one must account
for the varactor and its mounting structure if one is to
model the waveguide VCO circuit analytically. Figure 9
shows a waveguide VCO circuit with the active device and
varactor mounted under separate posts. For posts spaced
apart so that only the dominant mode couples between
them, one can create an equivalent circuit like that shown
in Fig. 3 for each device and cascade the circuits. However,
the two posts often are closely spaced to maximize the
coupling between the two devices. Consequently, higher-
order, evanescent waveguide modes must be included in
the circuit model. Joshi and Cornick [25–27] have devel-
oped such a model based on the work of Eisenhart and
Khan [4]. The details can also be found in Ref. 1.

3.3. VCO Circuit Design Practice

The amount of frequency tuning that can be achieved with
a waveguide varactor-tuned VCO is controlled by the var-
actor capacitance range and the varactor to active device
coupling. A VCO configured as in Fig. 9 has the most fre-
quency tuning when the posts are centered in the wave-
guide, where the fields and coupling are the strongest. The
coupling has a strong dependence on the post dimensions
and spacing between posts, parameters that also can be
used to linearize the VCO. Robertson and Poelker em-
ployed a top hat structure (see Fig. 2b) above their varac-
tor diode and by adjusting the disk diameter achieved
excellent linearity [28].

There are three basic steps to follow when designing a
varactor VCO:

* Place the active device in a SDO circuit and charac-
terize its impedance–frequency curve.

* Model the varactor as an impedance versus DC bias
voltage [1].

* With both devices characterized, place them in a VCO
circuit, and use a two-post analytical model to search
for circuit dimensions that give the desired VCO tun-

ing range and linearity. If the active device resistance
is constant with frequency in the tuning range (which
is likely for tuning ranges of a few percent), design
the oscillator so that the circuit resistance is also
constant with varactor bias to maintain a constant
level of output power with frequency [29].

4. WAVEGUIDE OSCILLATOR POWER COMBINERS

Power combining of several devices becomes necessary
when higher-power devices are not available. Power com-
bining can be accomplished at the device level, at the
circuit level, or in free space. Power combining efficiency,
the net power PT at the combiner output divided by
the sum of the powers of the individual devices PO, is
given by [1]

Zc¼
PT

NPO
ð10Þ

where N is the number of devices being combined. The
combining efficiency of a well-designed combiner should
exceed 90%.

Two-terminal devices are usually power combined in
resonant waveguide cavities, although both oscillators
and amplifiers can be combined in resonant circuits. Res-
onant combiners have a number of excellent features, in-
cluding very high efficiency. They also provide good
heatsinking, since devices are mounted in the metal hous-
ing. The active devices tend to lock to each other in fre-
quency, which leads to stable operation and compensates
for device-to-device impedance variations. Further, reso-
nant combiners can operate as high as 300 GHz, and they
are compact in size. Some of their disadvantages include
narrow bandwidth, limitations on the number of devices
that can be combined without exciting unwanted cavity
modes and electrical tuning complexity.

One advantage that a power combiner has over a SDO
is that its performance will degrade in a gradual manner
as active devices fail. Sarkar and Agrawal have performed
an analytical study of gradual degradation due to device
failure [30]. They derived an expression for the power de-
gradation of the combiner by assuming that only a small
number of the devices in the combiner fail and all devices
are performing identically

GD¼10 log10 1�
F

N

� �
ð11Þ

where F is the number of failed devices and N is the total
number of devices. Equation (11) is optimistic. Holzman
and Robertson remark that when IMPATT and Gunn de-
vices fail, they mostly become short circuits rather than
open circuits [1]. Short-circuited (shorted) devices cause a
significant imbalance in the impedances presented to the
other devices. A loss of 3 dB in output power is typical for a
single shorted device, and the missing power often ends up
in the shorted device’s bias port load.

Waveguide
Output
iris

Power
device

Zcirc

Varactor

Short
circuit

Figure 9. Waveguide VCO circuit. (Reprinted with permission
from Solid-State Microwave Power Oscillator Design by E. L. Ho-
lzman and R. S. Robertson, Artech House Publishers, Norwood,
MA, USA, www.artechhouse.com.)
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4.1. Rectangular Waveguide Cavity Combiners

Kurokawa and Magalhaes designed the first resonant cav-
ity combiner in 1971 using rectangular waveguide [31].
The circuit, shown in Fig. 10, comprises a multitude of
coaxial–waveguide junctions. Each active device is re-
cessed at the end of a coax transmission line, below the
floor of the waveguide. Pairs of devices are placed in trans-
verse planes spaced down the waveguide cavity at half-
guide wavelength intervals such that each device couples
to a maximum in the magnetic field. For an SDO circuit,
typically only one mode is resonant. But, as the cavity is
lengthened to accommodate more devices, more cavity
modes become resonant within the operational frequency
range. Because the spacing between devices is selected for
the resonant mode of interest only, the other resonant
modes will be excited only weakly, although any energy
coupled into these modes will degrade the combiner effi-
ciency. In addition, as the cavity is lengthened, its tuning
bandwidth decreases because the circuit impedance of

devices farthest from the short circuit becomes more sen-
sitive to frequency. To get optimum efficiency from a
combiner, one should characterize a large number of ac-
tive devices in a single-device evaluation circuit and select
only those with similar characteristics.

One way to increase the output power of the combiner
without increasing the length of the waveguide cavity is to
increase the density of devices. The circuit in Fig. 11 has
double the combiner density with two devices closely
straddling each magnetic field maximum [32]. Figure 12
shows another way to increase device density by mounting
three devices in each transverse plane of the combiner
cavity [33]. In this combiner, the active devices near the
cavity wall couple to the magnetic field, while a coaxial
probe couples the center device to the TE101-mode electric
field maximum. The probe is connected to the bias port of
one of the other devices with a wire.

4.2. Cylindrical Cavity Resonant Combiners

The cylindrical cavity resonant combiner is based on the
circular waveguide cavity. The main benefit of this com-
biner, depicted in Fig. 13, is that a large number of devices
can be combined with only the dominant, TM010-mode
resonant in the frequency band of operation. As shown in
the figure, the devices are placed around the edge of the
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Figure 10. Kurokawa–Magalhaes rectangular waveguide reso-
nant cavity combiner. (Source: K. Chang and C. Sun, Millimeter-
wave power combining, IEEE Trans. Microwave Theory Tech.
31(2):91–107 (1983). r 1983 IEEE. Reprinted with permission.)

DC bias

RF load

�/2

Magnetic field
amplitude

transformer

�/4

Waveguide cavity

Diode

Waveguide
flange

Twin modules

Short
circuit

�g/4 �g/2

Iris

Figure 11. Kurokawa–Magalhaes rectangular waveguide cavity
combiner with pairs of devices at each magnetic field maxima.
(Source: K. Chang and C. Sun, Millimeter-wave power combining,
IEEE Trans. Microwave Theory Tech. 31(2):91–107 (1983). r

1983 IEEE. Reprinted with permission.)
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cavity, where the magnetic field reaches its maximum lev-
el. A coax probe, placed in the center of the combiner, is
the output. Both the coax TEM mode and cavity TM010

mode have similar axial field distributions, which enables
good coupling between the devices and output. A mechan-
ically adjustable tuning rod optimizes the combiner effi-
ciency. The maximum number of devices that can fit

within a dominant mode combiner depends on the com-
biner’s radius, which is given by the formula for the res-
onant frequency of the TM010 mode [1]

r¼
c

2p
2:4049

f0
ð12Þ

where f0 is the operational frequency of the combiner and c
is the speed of light. The height h of the cavity is chosen so
that the next higher-order mode, the TE111 mode (for
r4h), resonates at a frequency outside the operational
band. The resonant frequency of this mode is

fr;111¼
c

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:8412

r

� �2

þ
p
h

� �2

s

ð13Þ

The cavity field is axially symmetric, so the magnetic field
is constant with angle (see Fig. 13). Thus, the devices can
be spaced as closely as physically and thermally possible.
The dissipated heat can be better distributed by alter-
nately reversing the locations of the device and absorber
in adjacent locations [34]. Accurate models of cylindrical
combiner structures have been developed using field
matching [35,36]. Generalized, commercially available
three-dimensional numerical electromagnetics software
can be used also.

Cylindrical cavities are highly efficient with measured
efficiencies sometimes exceeding 100%, implying that de-
vices operate more efficiently in the combiner environ-
ment than as SDOs [37]. For a given cavity size, measured
data show that the combining efficiency increases with
device density. However, at millimeter-wave frequencies,
the cylindrical cavity is less efficient, because the cavity
size must be reduced to avoid higher-order modes. Unfor-
tunately, the packaged devices do not decrease in size with
higher operating frequency, so fewer devices can be com-
bined. Further, the output coaxial probe dimensions must
be very small for single-mode operation. The rectangular
cavity may be a better choice at higher frequencies, be-
cause the number of unwanted modes increases compar-
atively slowly as its length increases.

One solution to the higher-order moding problem is the
window output cylindrical combiner of Fukui and Nogi
shown in Fig. 14 [38]. This combiner can be operated in
axially varying modes with devices nonuniformly spaced,
and it does not require a coaxial probe output. Another
solution is to use an oversized combiner operating in a

Probe

(b)

Active device

Side Side Center

Coaxial
line

Cavity

Absorber

DC bias

�1,M
�1,E

(a)

A
Coaxial module

Output load

Cavity

A

Bias wire

Short
�2

Window

Bias Figure 12. Rectangular cavity combiner with
three devices in each transverse plane: (a) top
view; (b) cross-sectional view in plane A–A0.
(Source: M. Madihian, A. Materka and S. Mizu-
shina, A multiple-device cavity oscillator using
both magnetic and electric coupling mecha-
nisms, IEEE Trans. Microwave Theory Tech.
30(11):1939–1944 (1982). r 1982 IEEE. Reprint-
ed with permission.)
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Figure 13. Cylindrical cavity resonant combiner: (a) cross-sec-
tional view; (b) top view. [After K. J. Russell, Microwave power
combining techniques, IEEE Trans. Microwave Theory Tech.
27(5):472–478 (1979). r 1979 IEEE. Reprinted with permission.]
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higher-order cavity mode such as the TM0n0 (n41) or
TMm10 (m40) mode. However, the unwanted modes must
be suppressed without affecting the desired mode. TM020-
mode cavities have performed well [39–41], and even high-
er-order mode cavities have been designed and built
[42,43].

5. CONCLUSION

Waveguide oscillators have lost favor as GaAs and InP
microwave integrated circuit (MMIC) amplifier technolo-
gy has advanced into the millimeter-wave frequency
range. High-power diode multipliers have also encroached
on the domain of Gunns and IMPATTs. Even with the good
analytical models available today, waveguide oscillators
are not easy to mass-produce, so they find use primarily as
custom sources operating in the highest millimeter-wave
frequency bands. The one exception is the cylindrical cav-
ity combiner, which is employed as low as 10 GHz because
of its capability to combine many devices with the highest
possible efficiency.
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In the electromagnetic spectrum, microwaves are the
waves with wavelengths comparable to ordinary laboratory

dimensions. Furthermore, smooth surfaces of good
conductors form very perfect reflectors for them. As a con-
sequence, an electromagnetic wave in a reflecting pipe is
reflected back and forth from wall to wall, so that it can
travel to large distances with small attenuation. Hence we
have ‘‘waveguides’’ as transmission lines, dealing with
electromagnetic fields inside of hollow regions, rather
than outside wires for more conventional electric applica-
tions, or waves in free space as in optics, and the propa-
gating electromagnetic field is confined to the finite region
of the guide by reflecting walls. The present article essen-
tially reviews the basic theory and the different geome-
tries used in the various applications of such hollow
waveguides.

1. FUNDAMENTALS

1.1. Historical Evolution

J. C. Maxwell established the fundamentals of electro-
magnetic theory around 1880. In 1883, F. G. Fitzgerald
suggested sources for electromagnetic emission. In 1888,
H. Hertz proved that the concept of propagation was in-
cluded in Maxwell’s theory. At the same time, O. Lodge
demonstrated the existence of maxima and minima on
transmission lines. A group of experimental scientists was
formed—the Hertzians—while J. C. Bose was experiment-
ing with millimeter waves in India. In 1894, Lodge
demonstrated radiation from circular hollow pipes—
waveguides—as well as the effect of irises and resonant
cavities, and illustrated the highpass properties of the de-
vice. Bose developed a semiconductor detector, rectangu-
lar waveguides and horns, at 60 GHz [1–5]. In 1893,
Heaviside considered various possibilities for waves along
wire lines from a theoretical standpoint and concluded
that guided waves needed ‘‘two leads as a pair of parallel
lines; or if but one is be used, there is the earth, or some-
thing equivalent, to make another’’ [6]. J. J. Thompson
gave a theoretical analysis of electric oscillations within a
conducting cylindrical cavity of finite length. He found
that there were permissible normal modes that were a
function of the radius of the cylinder [7]. Shortly thereaf-
ter, J. Larmor similarly investigated the theory of reso-
nant structures such as coaxial metallic cylinders and a
single dielectric cylinder [8].

In 1897, Rayleigh showed that waves could indeed
propagate within a hollow metallic cylinder [9]. He found
that such waves existed only in a set of well-defined nor-
mal modes, with waves of two types: one with a longitu-
dinal component of electric intensity only, while the other
had a longitudinal component of magnetic intensity only.
Both types had transverse components of both electric and
magnetic intensity. He found that a fundamental limita-
tion on the existence of such waves was that the frequency
must exceed a lower limit—cutoff frequency—depending
on mode number and the cross-sectional dimensions of the
cylinder. He published the complete solutions in the case
of rectangular and circular cross section, yielding all pos-
sible solutions.

Hertzian links, feeders, detectors, and even radioas-
tronomy with an attempt by Lodge were on the horizon. In
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fact, none of this happened, probably because of both the
success of the long waves used by Marconi and the diffi-
culty in generating microwaves. Lodge got interested in
paranormal phenomena, and Bose in plant growth and
biological effects of electromagnetic fields. Microwave elec-
tronics fell out of favor.

Almost 40 years later, G. C. Southworth, working with
Schelkunoff, of Bell Telephone Laboratories (BTL), and W.
L. Barrow, working with Chu, Stratton, and others, of the
Massachusetts Institute of Technology (MIT), rediscov-
ered the concept, each working independently for almost
5 years with no knowledge of the other. The question they
investigated was the practical possibility of using wave-
guides for the transmission of microwave power. This
work culminated in almost simultaneous presentations
in 1936, when they claimed that they had discovered that
electromagnetic waves would propagate in hollow tubes
and had experimentally demonstrated the practicality of
this phenomenon. They had become aware of each other’s
work about one month prior to the announcements, after
publication of the programs for the meetings at which the
presentations were to be made (3).

From the beginning, the most obvious application of
waveguide had been as a communications medium. It had
been determined by both Schelkunoff and Mead indepen-
dently in 1933 that an axially symmetric electric wave in
circular waveguide would have an attenuation factor that
decreased with increased frequency [3]. This unique char-
acteristic was believed to offer a great potential for wide-
band multichannel systems, and for many years to come
the development of such a system was a major focus of
activity within the waveguide group at BTL. The use of a
waveguide as a long transmission line, however, did not
prove to be practical and Southworth himself concluded in
1939 that microwave radio with highly directive antennas
was preferable, coming to the conclusion that the hollow
cylindrical conductor would be valued as a new circuit
element, a new type of toll cable.

The years from 1936 to 1940 saw great activity in mi-
crowave electronics, but hardly with important practical
applications. The great impetus to its further development
came with the application to radar in World War II. Gen-
erally, the development of experimental radar into an op-
erational system is attributed to R. Watson-Watt, having
convinced politicians to install a range of radar protection
on the British coast. At the end of the summer of 1938, 5
stations were protecting London. In July 1940, 50 stations
were operational. The efficiency of the system was deter-
minant on the evolution of the war in Europe. During the
war, the famous MIT Radiation Laboratory was the place
where British and U.S. scientists and technicians worked
together, developing microwave technology and electron-
ics as well as the basic theory. The series of 28 books pub-
lished after the war summarized the tremendous amount
of high-quality work accomplished at that time [2,10].

Since then, waveguides have been very common in mi-
crowaves, especially in the centimeter and millimeter
wave ranges, mostly because of their losses, lower than
in coaxial cables. Another reason is that the waveguide
forms a closed transmission line, which is an advantage in
certain environments, in particular in the presence of

interferences or adverse tropospheric conditions. The ten-
dency to go to higher frequencies has introduced particu-
lar configurations of loaded waveguides, essentially the fin
line structure (see FINLINES).

For a few decades now most commercial applications
have been based on planar transmission lines, especially
in the lower frequency range, such as the microstrip, the
most common planar line, although stripline came first.
More recently, other configurations like slotlines and co-
planar waveguides have become popular, because of their
good properties at higher frequencies, namely, in the 30–
60 GHz range. Planar technology developed with respect
to waveguides for essentially two reasons. One is econom-
ical; producing a planar circuit is cheap, which compen-
sates for the cost of research and development. The other
is that planar technology easily combines with semicon-
ductors, leading to microwaves monolithic integrated
circuits (MMIC), while the combination waveguide-
semiconductor has always been rather laborious, because
of the significant differences in configuration as well as in
impedance level.

1.2. Basic Theory

1.2.1. Electromagnetic Field in a Waveguide. Electro-
magnetic fields within any region of space are determined
by solving Maxwell’s equations in a coordinate system ap-
propriate to the region. Such regions may be termed as
either uniform or non-uniform. Uniform regions are char-
acterized by the fact that cross sections transverse to a
given symmetry, or propagation, direction are everywhere
identical with one another in both size and shape. Exam-
ples of uniform regions are provided by regions cylindrical
about the symmetry direction and having planar cross
sections with, for example, rectangular or circular periph-
eries [2,4,5,10–12].

A waveguide is a metallic structure of arbitrary but
constant cross section that extends in the direction of
propagation of a wave and confines the wave energy with-
in it. It is bounded by a conductor of high conductivity,
filled with a dielectric of low loss, with arbitrary cross sec-
tion. It may have more than one bounding surface, as the
coaxial line, which consists of the annular space between
two concentric circular cylindrical conductors. In practice
the two most common cases are the rectangular and the
circular guide. Hollow waveguide cross sections are limit-
ed by metallic boundaries. In the basic theory, those me-
tallic boundaries are supposed to be made of perfect
electric conductors. At microwaves, the actual losses in
actual conductors are very small and are usually evaluated
by a perturbation theory.

Within the enclosed region the electromagnetic field
may be represented as the superposition of an infinite
number of standard functions that form a mathematically
complete set. The mathematical representation of the elec-
tromagnetic field within a uniform region is in the form of
a superposition of an infinite number of modes or wave
types. The electric and magnetic field components of each
mode are factorable into form functions depending only on
the cross-sectional coordinates transverse to the direction
of propagation, and into amplitude functions depending
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only on the coordinate in the propagation direction. The
transverse functional form of each mode depends on the
cross-sectional shape of the region and, save for the am-
plitude factor, is identical at every cross section. As a re-
sult the amplitudes of a mode completely characterize the
mode at every cross section. The variation of each ampli-
tude along the propagation direction is given implicitly as
a solution of a one-dimensional wave or transmission-line
equation. According to the mode in question the wave am-
plitudes may be either propagating or attenuating along
the transmission line.

1.2.2. Transverse Electromagnetic, Transverse Magnetic,
and Transverse Electric Modes. In physics, waves are usu-
ally classified according to two criteria. One is the geo-
metric form of the wavefront, which describes the surface
of constant phase, most generally planar, cylindrical, or
spherical, more rarely elliptical or other. The second cri-
terion is that the wave is said to be uniform or nonuni-
form, depending on whether the field has a constant
amplitude in each point of the wavefront or not. As exam-
ples, the wave emitted from a point source is a uniform
spherical wave while the wave propagating in a coaxial
cable is a nonuniform plane wave. The term ‘‘pure mode,’’
or simply ‘‘mode,’’ refers to a wave whose field structure
remains the same along the entire path of propagation.
Different modes will, in general, have different field struc-
tures and different velocities of propagation. In uniform
hollow waveguides, the waves, more often called the
modes, are usually classified according to their properties
with respect to the propagation direction and whether
they have longitudinal components or not. A wave with
longitudinal components for neither the electric nor the
magnetic field is called a transverse electromagnetic
(TEM) wave. It has only four field components. A wave
with no longitudinal magnetic field component while hav-
ing a longitudinal electric field component is called a
transverse magnetic (TM) wave, and a wave with no lon-
gitudinal electric field component while having a longitu-
dinal magnetic field component is called a transverse
electric (TE) wave. TM and TE waves, or modes, each
have five field components.

For a TEM mode to propagate on a guiding structure, at
least two conductors are needed. The equations to be sat-
isfied by a TEM mode in the transverse plane of such a
structure are indeed identical to those of statics where two
conductors at least are necessary, to impose a potential
difference as a boundary condition. Hence a TEM mode
cannot propagate on or in a hollow one-conductor wave-
guide, while it can propagate on or in a two-conductor
waveguide of any cross section and any geometry, for in-
stance, a coaxial cable or waveguide. A TEM mode has no
cutoff frequency: because of the two or more conductors it
can propagate down to zero frequency.

In a waveguide, an infinite number of TE and of TM
modes can propagate. In the usual one-conductor wave-
guide, those two classes of modes cannot propagate down
to zero frequency, since only one conductor is available. All
the TE and the TM modes have a cutoff frequency below
which they cannot propagate: the waveguide has a high-
pass characteristic. The cutoff frequencies depend on the

dimensions of the waveguide and of the homogeneous me-
dium filling the waveguide. In a waveguide with two or
more conductors, like the coaxial cable or waveguide, the
TEM, TE, and TM modes can propagate. The number of
propagating modes is determined by the frequency: all the
modes with a cutoff frequency lower than the generator
frequency propagate while the others do not. If a wave-
guide is excited with a signal whose frequency is lower
than the cutoff frequency, then instead of propagating, this
signal is attenuated exponentially with distance. This
phenomenon of attenuation in a nonabsorbing medium
that occurs in a waveguide below cutoff is similar to the
phenomenon of total reflection in optics, in which light is
reflected going from an optically denser to an optically
rarer medium. In the rarer medium there is an attenuated
wave of the type discussed here. With a slightly absorbing
medium inside the waveguide, the cutoff is no longer as
sharp as it is in the nonabsorbing case. The attenuation is
small in the range of frequency above cutoff, and rapidly
becomes large when going to lower frequencies.

The mode with the lowest cutoff frequency is called the
dominant mode. In general, most waveguides are operat-
ing at a frequency such that only the dominant mode
propagates. In that case, the electromagnetic field is char-
acterized by the amplitudes of this dominant mode. The
amplitudes that measure the transverse electric and mag-
netic field intensities of this dominant mode are defined as
voltage and current, respectively, as on appropriate trans-
mission line. The knowledge of the wave impedance and
propagation constant, that is, propagating, of the trans-
mission line then permits one to describe the propagation
of the dominant mode in familiar impedance terms.

When cross-sectional discontinuities are present in the
waveguide, they require more boundary conditions to be
satisfied than those characterizing the dominant mode,
which are imposed by the longitudinal metallic walls.
Mode voltages and currents are introduced as measures
of the amplitudes of the transverse electric and magnetic
field intensities of each of the higher-order modes. Each of
these is represented by a transmission line, having how-
ever a reactive wave impedance and a real propagation
constant, that is, attenuating. In this manner the com-
plete description of the electromagnetic field in a wave-
guide may be represented in terms of the behavior of the
voltages and currents on a infinite number of transm-
ission lines.

1.2.3. Orthogonality Properties and Expansion of the
Fields in Normal Modes. Solutions of the wave equation
always have certain properties of orthogonality, which are
particularly important when expanding a general solution
as a sum of solutions for the various modes and when
considering problems of energy. Several general theorems
have been proved independently of the particular geome-
try of the cross section. The main orthogonality theorems
are the following:

1. The integral over the cross section of the scalar
product of either the transverse electric fields or
the transverse magnetic fields of two different modes
is zero.
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2. The integral over the cross section of the product of
either the longitudinal electric field components or
the longitudinal magnetic field components of two
different modes is zero.

3. The integral over the cross section of the longitudi-
nal component of the vector product of the trans-
verse electric field of one mode with the transverse
magnetic field of another mode is zero.

These theorems hold when the two modes are both TE or
both TM, as well as when the two modes are of opposite
types. Several other theorems can be derived, relating to
the integrals of squares of components of the electric and
the magnetic fields, or of products of components with
their conjugates.

Maxwell’s equations within an one-conductor wave-
guide with perfectly reflecting walls have an infinite num-
ber of possible solutions, representing various normal
modes, some TE and some TM. Furthermore, correspond-
ing to each of these modes with propagation along the þ z
direction, there is a possible wave propagated along � z.
Each mode has a cutoff frequency, such that a disturbance
in that mode at a frequency below cutoff is rapidly atten-
uated, whereas at a frequency higher than cutoff it is
propagated.

The last problem to be considered is that of the most
general field that can exist in the waveguide. Maxwell’s
equations, as well as the boundary conditions are linear.
Hence, all the solutions that have been found can be su-
perposed, with appropriate coefficients, to form another
solution for the equations submitted to the boundary con-
ditions. It can be proved that the most general solution,
subject to the boundary conditions and to the additional
condition that the guide contains no volume charge or
current except what arises from Ohm’s law in the imper-
fect dielectric filling it, can be represented by such a su-
perposition. As usual when dealing with problems of
expansion in orthogonal functions, the magnitude of the
functions are normalized by determining their magni-
tudes so that their squares integrate to some convenient
value, and by multiplying these normalized functions by
an additional coefficient to secure an arbitrary value for
the function. The complete field is obtained by superpos-
ing all possible fields, with waves traveling along the
� z direction as well as along þ z (2).

A quite general approach to waveguide theory is ob-
tained by elevating Maxwell’s equations into a dyadic
form. This yields the concept of dyadic Green functions
in electromagnetic theory. Vector wave functions can then
be established for waveguides of specific cross sections
[12,13].

2. THEORY

2.1. Electromagnetic Fields in a Waveguide

2.1.1. TEM Mode. TEM waves have longitudinal field
components neither for the electric nor for the magnetic
field. Hence they are fully determined by four components
only, two for the transverse electric field and two for the

transverse magnetic field. Along a guiding structure, TEM
waves can propagate only if at least two conductors are
available, as is the case in a coaxial cable or waveguide. It
can be shown indeed that those fields satisfy in the trans-
verse plane the same equations as those of statics. To
demonstrate the statement the vectors and operators ap-
pearing in Maxwell’s equations are decomposed into their
transverse and longitudinal components, which leads to
decomposed equations [14]. These show that in the ab-
sence of the longitudinal components the purely trans-
verse electric and magnetic fields do satisfy the equations
of statics in the transverse plane. Furthermore, since nei-
ther electric nor magnetic variable field can exist in a per-
fect electric conductor, boundary conditions to be satisfied
at the walls are also identical to those of statics. Hence two
conductors at least are necessary for a TEM wave to prop-
agate on a guiding structure: in a coaxial waveguide a
TEM wave can propagate, while it cannot in a one-
conductor hollow waveguide.

2.1.2. TE and TEM Modes. Only uniform waveguides
are considered, where the cross section is identical along
the propagation direction and limited by conducting walls
surrounding a homogeneous and isotropic medium, usu-
ally with small losses. The propagation is interior to the
guide. The walls are first supposed to be lossless. They can
be either perfect electric or perfect magnetic, which can be
used for the ease of calculation in some special cases. In
practice, however, there are numerous materials that are
very good electric conductors, although not perfect, which
is not the case for magnetic conductors. Small losses in the
walls will be evaluated later, using a perturbation method.
Internal volume charge and current density are assumed
to be zero. Steady-state sinusoidal solutions are calculat-
ed. Maxwell’s equations are solved in the frequency do-
main and fields are represented by phasors (complex
vectors).

Maxwell’s equations are written as

r� �EE¼ � jom �HH or r� �EE¼ � jkz �HH

r� �HH¼ ðjoeþ sÞ �EE or r� �HH¼ jkZ �EE

r . �EE¼ 0

r . �HH¼ 0

ð1Þ

by defining

jk9
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jomðsþ joeÞ

p
ðm�1Þ

Z91

z
9

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sþ joe

jom

s

ðSÞ

ð2Þ

2.1.3. Transverse and Longitudinal Components for TE
and TM Modes. Rewriting the first two equations of
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Eq. (1) in detail yields

@Ez

@y
�
@Ey

@z
¼ � jkzHx

@Hz

@y
�
@Hy

@z
¼ jkZEx

@Ex

@z
�
@Ez

@x
¼ � jkzHy

@Hx

@z
�
@Hz

@x
¼ jkZEy

@Ey

@x
�
@Ex

@y
¼ � jkzHz

@Hy

@x
�
@Hx

@y
¼ jkZEz

ð3Þ

Looking for a solution propagating in the þ z direction,
the classical transmission line formalism yields a z depen-
dence e� gz. Hence derivatives with respect to z are re-
placed by multiplications by � g. TE and TM modes are
most easily investigated by obtaining an equation for each
of the longitudinal components separately. Extracting, for
example, Ez from the last equation after replacing Hx and
Hy by their values from the first two equations yields

Ez¼
1

j2k2
g
@Ex

@x
þ
@Ey

@y

� �
þ
@2Ez

@x2
þ
@2Ez

@y2

� �
ð4Þ

Usually the third Maxwell’s equation yields

Ez¼ �
1

k2
g2Ezþ

@2Ez

@x2
þ
@2Ez

@y2

� �
ð5Þ

or

½r2
t þ ðk

2þ g2Þ�Ez¼ 0 ð6Þ

A similar equation can be obtained for any other compo-
nent, and in particular for Hz. Defining

p29g2þ k2 ð7Þ

yields

ðr2
t þp2ÞðEz or HzÞ¼ 0 ð8Þ

the scalar eigenvalue Helmholtz equation. The eigenval-
ues are p2, defined by Eq. (7). To each eigenvalue there
corresponds at least one eigenfunction, solution of the
equation. If there is more than one eigenfunction, the so-
lutions are said to be degenerate. This is the case, for in-
stance, in a square waveguide for the solutions which have
as the only difference the orientation of the electromag-
netic field with respect to the two sides of the waveguide.

Equations similar to Eq. (8) can be obtained also for Ex

and Hx, and for Ey and Hy, respectively. The fact, however,
that the longitudinal components of electric and magnetic
fields are not coupled—which is not the case when the
medium filling the guide is inhomogeneous or anisotro-
pic—makes solutions easy to calculate when the boundary
conditions do not introduce a coupling between the two
longitudinal components. It will be shown that this is the
case for uniform waveguides filled with homogeneous and
isotropic medium.

2.2. Waveguide Modes

The absence of coupling between the two longitudinal
components in Eq. (8) yields separate solutions for modes
with no Hz called TM modes (also sometimes called E
modes because of nonzero Ez) and modes with no Ez called
TE modes (also sometimes called H modes because of non-
zero Hz). The general solution can be any linear combina-
tion of any TE and TM modes [2]. The separation of
solutions for uniform, homogeneous, and isotropic wave-
guides in two classes, TE and TM modes, respectively, is
particularly useful because, once solutions have been ob-
tained either for TE or for TM modes, all the transverse
components can be calculated from the longitudinal com-
ponents. The appropriate rearrangement of Eq. (3) yields
as an example

Ex¼
k

p2

1

jZ
@Hz

@y
�

g
k

@Ez

@x

� �
ð9Þ

and the relation between the transverse and longitudinal
components can be rewritten as [14]

�EEt¼
1

p2
ð�grtEzþ jkz �aaz�rtHzÞ

�HHt¼
1

p2
ð�grtHz � jkZ �aaz�rtEzÞ

ð10Þ

In summary, one has the general relations:

TE modes ðHÞ TM modes ðEÞ

ðr2
t þp2ÞHz¼ 0 ðr2

t þp2ÞEz¼ 0

�HHt¼ �
g

p2

� �
rtHz

�EEt¼ �
g

p2

� �
rtEz

�EEt¼
jkz
p2

� �
�aaz�rtHz

�HHt¼ �
jkZ
p2

� �
�aaz�rtEz

ð11Þ

For both types of modes, boundary conditions are the van-
ishing of the tangential electric field at perfect electric
walls and magnetic field at perfect magnetic walls, respec-
tively.

2.2.1. Equivalent Transmission Lines. The previously ob-
tained equations contain partial derivatives. An equiva-
lence can be found between the expressions relating the
transverse components and transmission line equations.
Separating indeed the transverse and longitudinal vari-
ables by defining

�EEt9VðzÞ �eetð �rrtÞ

�HHt9IðzÞ �hhtð �rrtÞ

ð12Þ

one observes that the vectors �eet and �hht are transverse but
do not vary in z, while V(z) and I(z) are amplitude coeffi-
cients as a function of the coordinate z. It should be noted
that at the right side of both equations each of the two
terms of the products are only defined with respect to a
complex arbitrary constant that may multiply one term
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and divide the other: only their products are defined.
Looking after an equivalence with transmission line equa-
tions, one has

VðzÞ¼Vþ e�gzþV�eþ gz

IðzÞ¼Y0ðVþ e�gz � V�eþ gzÞ
ð13Þ

where Y0 is the characteristic admittance of the transmis-
sion line. The parameters Z0 and g are now to be calcu-
lated, in view of determining the parameters of the line: Z-
series impedance in O/m, and Y shunt admittance in S/m.
Those are different for TE and TM modes, respectively.

Investigating first the TM modes, the first Maxwell’s
equation shows that the transverse curl of �eet is zero.
Hence the transverse field derives in the transverse plane
from a complex scalar electric potential:

�eet¼ �rtf ð14Þ

This potential is proportional to Ez. Considering only one
traveling wave, and introducing Eq. (12) into Eq. (10)
yields

Y0
�hht¼

jkZ
g

� �
�aaz� �eet ð15Þ

Defining

Y09
jkZ
g

� �
K ðSÞ ð16Þ

where K is an arbitrary complex constant, depending on
the complex constants unwritten in Eq. (12) to be deter-
mined, yields

�hht¼
1

K

� �
�aaz� �eet ð17Þ

from which can be deduced

Ez¼
p2

jkZK
IðzÞf ð18Þ

Hence, the potential is proportional to Ez and satisfies the
same equation:

r2
t þp2

� �
f¼ 0 ð19Þ

When the wall is a perfect electric conductor, the longitu-
dinal electric field vanishes at the wall, and so does the
potential. There is a particular case, however—the poten-
tial may be a nonzero constant when p2 is zero. This is the
case for the TEM mode, which may exist if the guide has
more than one conductor; the TEM mode is a special case
of a TM mode. The parameters Z and Y of the equivalent
transmission line for the transverse components can be

calculated using

Z¼
g

Y0
and Y ¼ gY0 ð20Þ

which yields (Fig. 1)

Z¼
g2

jkZK
ðO=mÞ; Y ¼ jkZK ðS=mÞ ð21Þ

or:

Z¼
p2 � k2

ðsþ joeÞK
¼

p2

Pðsþ joeÞK
þ

jom
K

Y ¼ ðsþ joeÞK

ð22Þ

It is observed that, if there are no losses in the medium
filling the guide, the equivalent circuit has a highpass
characteristic with a cutoff frequency given by:

moc

K
¼

p2

eKoc
from which oc¼pc ð23Þ

where c is the phase velocity in the medium supposed to be
infinite.

Proceeding similarly for the TE modes, it can be shown
that �hht now depends upon a complex scalar magnetic po-
tential, that the wave admittance also contains an arbi-
trary complex constant to be determined, that the
potential is proportional to Hz, and that it satisfies the
same equation as before:

ðr2
t þp2ÞC¼0 ð24Þ

The boundary conditions to be satisfied on perfect electric
walls impose the normal derivative of the magnetic po-
tential to vanish. The parameters of the equivalent trans-
mission line are

Z¼
g

Y0
¼

jkz
K
¼

jom
K

Y ¼
g2K

jkz
¼

p2 � k2

ikz
K ¼

p2K

jom
þ ðsþ joeÞK

ð25Þ

which are represented in Fig. 2. The equivalent circuit
also exhibits a highpass characteristic, and the cutoff fre-
quency is given by the same expression as for TM modes.

The equivalent circuits in Figs. 1 and 2 are not dual.
This is because magnetic losses have not been introduced
for the medium. The circuits would be dual if those losses
were introduced. It can be seen that the equivalent cir-
cuits for the transverse components of TE and TM modes,
respectively, are dual in the absence of any loss in the
medium.

2.2.2. Eigenvalues, Power, and Impedance Level. Equa-
tions (19) and (24) are eigenvalue equations. They only
have solutions—eigenfunctions—for an infinite number of
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discrete values of the eigenvalues p2. To each eigenvalue
correspond one, or more in the case of degeneracy, eigen-
functions that determine the spatial distributions of the
transverse fields. Those spatial distributions are called
the modes of the waveguide. Equation (7) describes the
dispersion characteristic of each mode: it expresses the
variation of the propagation constant as a function of fre-
quency and of the parameters of the medium. Certain
properties of the eigenvalues can be demonstrated using
Green’s theorems [5]. In particular they are equal to the
ratio of integrals over the cross section of the square of
the absolute values of the gradient of the potential and of
the potential, respectively, for TE as well as for TM modes:

p2¼p�2¼

Z

A

jrtyj2da
Z

A

jyj2da
y¼f or C ð26Þ

Hence the eigenvalues

1. Are real and positive, even in the presence of losses
in the medium

2. Do not depend on the properties of the medium fill-
ing the guide, as long as the medium is homoge-
neous and isotropic

3. Depend entirely on the geometry of the cross section
of the guide

There is an interest in expressing the complex power trav-
eling along the guide identically to the classical expression
of lumped circuit theory VI*/2. Calculating the complex
power S in the þ z direction by using Poynting’s vector
integrated over the cross section A yields the classical ex-
pression:

S¼
1

2
VI� ð27Þ

provided one imposes

K�9
Z

A

j �eetj
2da ð28Þ

This shows that to obtain Eq. (27) the unknown complex
constant K must be real. It also shows that the value of K
remains unknown, because no more equations can be used
to specify the value of this constant; for TEand TM modes

the impedance of the equivalent transmission is not
uniquely specified, and its level is arbitrary. This is why,
when calculating the three expressions of power for TE
and TM modes

V

I
;

2S

jIj2
;
jVj2

2S
ð29Þ

identical values are not found [15]. The TEM mode is the
only field configuration for which the concept of charac-
teristic impedance is rigorously valid, and the three ex-
pressions in Eq. (29) yield the same value. Unfortunately,
in most references the existence of the unknown constant
for TE and TM modes is not stated explicitly. From this
point on, it will be put equal to 1. This has consequences:

1. Equation (28) with K*¼ 1 can be used as a normal-
ization condition for the fields.

2. Equation (26) reduces to

p2

Z

A

jyj2da¼ 1 ð30Þ

which will be used to determine the integration con-
stants when integrating the Helmholtz equation.

TE and TM modes, as well as the TEM mode in a more-
than-one-conductor waveguide, have been shown to be the
solutions of waves propagating in a waveguide. To actually
exist in the guide, however, an adequate excitation trans-
ducer must be available. Its geometry has to be compatible
with the geometry of the electromagnetic configuration of
the launched modes, as will be demonstrated later.

2.2.3. Dispersion Diagram, Active and Reactive Power.
Equation (7), defining the eigenvalues, can be written as

g2¼p2 �
o
c

� �2
ð31Þ

in the absence of losses in the medium filling the guide. It
relates the propagation constant to the frequency. The
propagation constant vanishes at the cutoff frequency,
which determines the cutoff wavelength:

oc¼pc; lc
c

fc
¼

2p
p

ð32Þ

G = �K/p2

L = �/K

G′ = �K

C′ =   K
C =   K/p2

Figure 1. Equivalent circuit of TM modes, illustrating series im-
pedance and parallel admittance.

G = �K

L = �/K

L′ = �/p2K

C =   K

Figure 2. Equivalent circuit of TE modes, illustrating series im-
pedance and parallel admittance.
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Variations of g2 and g¼ aþ jb are represented in Fig. 3. At
frequencies below cutoff the propagation constant is real.
There is attenuation and the value of the attenuation con-
stant is

a¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 � o2me

p
ð33Þ

At zero frequency the value of the attenuation constant
is p and the curve a�o is an ellipse. At frequencies
above cutoff the propagation constant is imaginary.
There is propagation; the value of the propagation
constant is

b¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o2me� p2

p
ð34Þ

and the curve b�o is hyperbolic with the straight line b¼
o/c as an asymptote for any value of p. At high frequencies
indeed the wavelength decreases, the electric distance be-
tween the walls increases, and the propagation approach-
es free-space propagation. At frequencies of operation the
waveguide modes are dispersive and the dispersion in-
creases when the frequency decreases down to the cutoff
frequency. The mode having the lowest cutoff frequency,
hence the smallest eigenvalue p, is called the dominant
mode. It is most common to operate at a frequency located
between the lowest cutoff frequency and the cutoff fre-
quency of the next higher-order mode, so that only one
mode propagates, the dominant one. To optimize this fre-

quency range, sometimes called the bandwidth, appropri-
ate waveguide dimensions are chosen, in particular for the
rectangular waveguide.

From Eq. (34) one determines the guide wavelength,
the phase velocity, and the group velocity for each mode:

lg9
2p
b
¼

2pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
o
c

� �2
�p2

r ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

l0

� �2

�
p

2p

� �2

s

vph¼
o
b
¼

clg

l0

vg¼
@o
@b
¼

c2b
o
¼

cl0

lg

ð35Þ

It is observed that, for each mode, the product of the phase
velocity and of the group velocity is equal to the constant
c2. For only one traveling wave, the complex power of Eq.
(27) can be written

S¼Pþ jQ¼
1

2
jV þ j2Y�0e�2az ð36Þ

with

P¼
1

2
jVþ j

2e�2az Re Y0 Q¼ �
1

2

� �
jVþ j

2e�2az Im Y0 ð37Þ

where the admittance Y0 is complex and is equal to

For TM modes: Y0E¼ jkZ=g¼
sþ joe
aþ jb

For TE modes: Y0H ¼ g=jkz¼
sþ jb
jom

For no losses in the medium, these expressions reduce to
the following:

1. For o4oc: Real power is transmitted. There is no
energy storage.

2. For oooc: Power is purely imaginary. No real power
is transmitted and there is energy storage. The energy is
capacitive for TM (E) modes and inductive for TE (H)
modes: TM modes below cutoff store electric energy while
TE modes below cutoff store magnetic energy. Hence, ca-
pacitors and inductors are designed at centimeter and
millimeter wavelength by creating a limited region of
space along the waveguide that concentrates the appro-
priate modes below cutoff. A resonant circuit is similarly
designed around a frequency where the stored electric and
magnetic energies of modes below cutoff compensate.
Those regions of stored energy are centered on obstacles
of the appropriate geometry, creating supplementary
boundary conditions to be satisfied by higher-order modes,
which are below cutoff.

Metallic waveguides can transport a significant power.
Its value depends on the medium filling the guide, surface

p2

pH

�2

�, �

	

�


c
2 
2


/c




Figure 3. Dispersion diagram of typical modes, illustrating cut-
off frequencies.
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quality, humidity, pressure, possible temperature eleva-
tion, and frequency. If the guide is filled with dry air, the
electric field may not go beyond 3 MV/m, which corre-
sponds to a power range of 10 MW at 4 GHz and 100 kW at
40 GHz. Discontinuities and irregularities in the wave-
guide may impose a security factor of 4 or more. Further-
more, losses in copper walls are of the order of 0.03 dB/m
at 4 GHz and 0.75 dB/m at 40 GHz (5).

2.2.4. Wall Losses. The losses in a metallic waveguide
wall can be calculated by considering the metal wall as a
perturbation of the perfectly conducting wall and using
skin effect formulation. The formulation is valid as long as
the skin depth is small compared with a distance around
the periphery in which the magnetic field of the lossless
guide changes considerably. Hence the formulation is not
valid near corners unless that magnetic field is zero at the
corner and may not be vaild for modes of very high order,
which, however, are seldom of great interest in practice. A
number of results are given in 4 for rectangular and cir-
cular metal-walled guides, as well as for coaxial lines and
other lines which are not of the guide type.

2.3. Specific Geometries

2.3.1. Rectangular Waveguide. The guide with a rect-
angular cross section has an inside horizontal width a (co-
ordinate x) and vertical height b (coordinate y) with a4b.
The identical eigenvalue Eq. (19) for TM modes and
Eq. (24) for TE modes are solved by separation of
variables and the potentials are the Cartesian eigen-
functions sine and cosine. The general solution for the
potentials is

Potential¼Cðcos ux or sin uxÞðcos vy or sin vyÞ

where C is an integration constant to be determined and u
and v are constituents of the eigenvalue:

p2¼u2þ v2
O0 ð38Þ

Investigating first the TM modes, imposing the electric
potential to vanish in x¼ 0, a and in y¼ 0, b yields the
general solution

fmn¼CEmn sin
mpx

a
sin

npy

b
ð39Þ

where the product mn has to be different from zero, be-
cause of the sine functions. To each mn combination there
corresponds a mode TMmn. The integration constant CEmn

is determined by

p2
mn¼u2þ v2¼

mp
a

� �2
þ

np
b

� �2
ð40Þ

and

p2
mn

Z

A

jfmnj
2da¼ 1 ð41Þ

from which

CEmn¼
2

pmn

ffiffiffiffiffiffi
ab
p ð42Þ

The transverse components are calculated using
Eq. (14):

�eet;mn¼ � Cmn �aax
mp
a

cos
mp
a

x sin
np
b

y
�

þ �aay
np
b

sin
mp
a

x cos
np
b

y
�

�hht;mn¼Cmn �aax
np
b

sin
mp
a

x cos
np
b

y
�

� �aay
mp
a

cos
mp
a

x sin
np
b

y
�

ð43Þ

As for TE modes, the boundary conditions impose the nor-
mal derivatives of the magnetic potential to vanish at the
walls, which yields cosine solutions

Cmn¼CH;mn cos
mpx

a
cos

npy

b
ð44Þ

where the sum mþn has to be different from zero. To each
mn combination corresponds a mode called TEmn. The
integration constant CHmn is determined by the same
equations as for TM modes, which yields

CH;mn �
2

pmn
ffiffiffiffi
ab
p

ð45Þ

when m and n are different from zero and

CH;mn¼

ffiffiffi
2
p

pmn

ffiffiffiffiffiffi
ab
p ð46Þ

when m or n is zero. The transverse components are

�eet;mn¼Cmn �aax
np
b

cos
mp
a

x sin
np
b

y
�

� �aay
mp
a

sin
mp
a

x cos
np
b

y
�

�hht;mn¼Cmn �aax
mp
a

sin
mp
a

x cos
np
b

y
�

þ �aay
np
b

cos
mp
a

x sin
np
b

y
�

ð47Þ

The smallest eigenvalue is obtained when the integer n
related to the smallest dimension b is zero. Hence the
dominant mode is the TE10. For a lossless medium, its
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parameters are

C10¼C10 cos
px

a

C10¼

ffiffiffiffiffiffiffiffiffiffiffi
2a=b

p

p

p10¼
p
a

oc10¼
pc

a

lc10¼ 2a

b10¼
o
c

� �2
�

p
a

� �2
� �1=2

at o > oc

lg10¼
1

l0

� �2

�
1

2a

� �2
" #�1=2

¼ l0 1�
l0

2a

� �2
" #�1=2

ð48Þ

The fields of a traveling wave of the dominant mode have
only three components:

�EEt¼ � �aayC10Vþ
p
a

sin
px

a
e�jb10z

�HHt¼ �aaxC10Vþ
p
a

b10

om
sin

px

a
e�jb10z

Hz¼C10Vþ
p
a

� �2 1

jom
cos

px

a
e�jb10z

ð49Þ

The transverse fields are in phase in time and in space,
while Hz is out of phase with them, both in time and in
space. Figure 4 represents the fields and surface current of
the dominant mode along one-half guide wavelength. The
electric field has only a vertical component. Hence the
dominant mode is linearly polarized in the electric field.
Calculating the cutoff frequencies of the first higher-order
modes, it can be seen that to improve the bandwidth the
height b must be chosen smaller than half the width a.

Calculating the three power expressions Eq. (29) for the
dominant mode, normalized with respect to the factor
(b/a)Z0, respectively yields the values 1.57, 1.23, and 2.00,
which shows that the differences are significant. Hence
matching for instance a rectangular to a circular wave-
guide may offer serious difficulties. It seems that the
square root of the product of 1.57 by 2.00 leads to the
most convenient result for the power, although the reason
is not certain [16]. The mode impedances and the param-
eters of interest for all the modes can be calculated ac-
cording to the general theory developed earlier. Mode
configurations can be found in a number of references
[4,10,17,18].

Equation (40) shows that the eigenvalues, hence the
cutoff frequencies, depend on the dimensions of both sides
of the cross section of the guide. Furthermore, the height b
must be smaller than a/2 to optimize the frequency range
in which only the dominant mode propagates. For these
reasons rectangular waveguides have specified dimen-
sions [17] and corresponding normalized frequency bands
have been defined. The most common bands are the
following:

L 1.12–1.70 GHz

S 2.6–3.95 GHz

C 3.94–5.99 GHz

X 8.2–12.4 GHz

Ku 12.4–18.8 GHz

K 18.0–26.5 GHz

Ka (or Q) 26.5–40 GHz

O 40–70 GHz

V 50–75 GHz

W 75–110 GHz

2.3.2. Ridge Waveguide. A waveguide that has the
cross section as shown in Fig. 5 is called a ridge wave-
guide; it has a central ridge added either to the top or
bottom or both of a rectangular section. Its interesting

� g/2

et

ht

K

a

b

Figure 4. Fields and wall currents of
dominant mode in rectangular wave-
guide, showing current source and sink.
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electromagnetic property is that the cutoff frequency is
lowered because of the capacitance effect at the center and
could in principle be made as low as desired by decreasing
the gap width sufficiently. Of course, the impedance of the
guide also decreases as the gap is made smaller. Because
of the increased effective length of the periphery, the at-
tenuation is larger than in a usual rectangular waveguide.
One of the important applications is as a nonuniform
transmission system for matching purposes, obtained by
varying the depth of ridge as one progresses along the
guide [18].

Calculation of cutoff frequencies is rather easy if one
remembers that, at cutoff, there is no variation in the z
direction, so that waves reflect from sidewall to sidewall in
a transverse direction at or below cutoff. Thus, at cutoff,
the ridge waveguide can be considered as a short-circuited
parallel-plane waveguide with infinite width in the z di-
rection. The case of the dominant mode, like all the modes
with no variation in the y direction, is particularly easy to
calculate. Starting in the x direction from the vertical
sidewall, which is a short circuit at the end of the trans-
verse equivalent transmission line, one first has a paral-
lel-plate waveguide per unit length in the z direction, then
a capacitance because of the abrupt change in height, then
again a parallel-plate waveguide with reduced height up
to the middle of the cross section. There the impedance is
either infinity or zero, depending on whether the mode is
odd or even as a function of the electric field. The second
half of the cross section is identical to the first half just
described. The transverse resonance frequency, hence the
cutoff frequency of the mode, can easily be calculated in
terms of transmission-line parameters, as well as wave-
length and impedance [19]. For the double-ridge wave-
guide, the impedance is twice that of the simple-ridge
waveguide. Fundamental sources are Refs. 20 and 21.

2.3.3. Circular Waveguide. The circular waveguide has
a circular cross section of radius a. The eigenvalue Eq. (19)
for TM modes and Eq. (24) for TE modes are written in
polar form for the transverse coordinates and solved again
by separation of variables rf. The potentials are the polar
eigenfunctions sine and cosine. The general solution for
the potentials is

y¼ ½AmJmðprÞþBmymðprÞ�ðcos mfþ a sin mfÞ ð50Þ

where m is an integer, possibly equal to zero, when the
guide is of circular symmetry, which ensures a periodic
solution in the polar angle, and where Jm and Ym are the

Bessel functions of first and second kinds, respectively.
The functions Ym are sometimes called Weber or Neumann
functions. They are singular at the origin r¼ 0. They have
hence to be excluded from the solutions for a hollow guide.
They have, however, to be included in the solutions for a
coaxial cable or guide, and the general solution in that
case will include a linear combination of both functions J
and Y. In the case of the one-conductor circular waveguide,
the general solution reduces to

yðr;fÞ¼CmJmðprÞðcos mfþ a sin mfÞ ð51Þ

The choice of the cosine or sine function depends only on
the polarization of the field, and all the modes are spa-
tially degenerate. An elliptical polarization will be ob-
tained by linearly combining the two orthogonal
polarizations. In the following, only the cosine variation
will be considered.

For TM modes the scalar potential must be zero at the
wall:

JmðpeaÞ¼ 0 ð52Þ

which determines the eigenvalues pemn from the argu-
ments emn¼pemna for which the Jm functions vanish
and yield:

fm¼CemJmðperÞ cos mf ð53Þ

where the first index m is the order of the function Jm and
the second n relates to the order of the zeros with increas-
ing argument.

For TE modes the normal derivative of the potential
must vanish at the wall

J 0mðphaÞ ¼0 ð54Þ

which determines the eigenvalues phmn from the argu-
ments hmm¼phmna for which the Jm functions are ext-
remum, and yields

Cm¼ChmJmðphrÞ cos mf ð55Þ

where the first index m still is the order of the function Jm

and the second n relates to the order of the extreme with
increasing argument. There is a degeneracy that is typical
of the circular waveguide—the TE0n modes have the same
eigenvalue as the TM1n modes since a property of the
Bessel functions is

J 00ðprÞ¼ � J1ðprÞ ð56Þ

For TM and for TE modes, the field configurations can
be calculated from the general theory and the normaliza-
tion conditions. The following results are obtained. TE
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Figure 5. Cross section of a ridge waveguide.
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modes

Cmn¼ChmnJmðphmnrÞ cos mf

J 0mðhmnÞ¼ 0

Chmn¼
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ffiffiffi
p
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðm=hmnÞ

2
q

JmðhmnÞ

multiplied by
ffiffiffi
2
p

if mO0; by 1 if m¼ 0

�hht¼Chmn � �aarphmnJ 0mðphmnrÞ cos mf
	

þaf
m

r
JmðphmnrÞ sin mf

i

�eet¼Chmn �aar
m

r
JmðphmnrÞ sin mf
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TM modes

fmn¼CemnJmðpemnrÞ cos mf

JmnðemnÞ¼ 0

Cemn¼
1

emn
ffiffiffi
p
p

J 0mðemnÞ

multiplied by
ffiffiffi
2
p

if mO0; by 1 if m¼ 0

�eet¼Cemn � �aarpemnJ 0mðpemnrÞ cos mf
	

þaf
m

r
JmðpemnrÞ sin mf

i

�hht¼Cemn � �aar
m

r
JmðpemnrÞ sin mf

h

� �aafPemnJ�mðpemnrÞ cos mf



Comparing the successive order of zeros and extrema of
Bessel functions shows that the dominant mode is the
TE11 mode. Its eigenvalue corresponds to the first maxi-
mum of the function J1 and has the following characte-
ristics:

ph11 ffi
1:84

a

C11¼Ch11J1ðph11rÞ cos f

oh11¼ph11cffi
1:84c

a

lc ffi
2p

1:84a

ð57Þ

It is apparent that the wavelength at the cutoff frequency
of the dominant mode is of the order of the guide circum-
ference, while being larger than 2a. Hence, the cutoff fre-
quency of a circular waveguide of radius a is lower than
that of a rectangular waveguide of width a. The transverse

fields of the dominant mode are

�hht¼ � �aarCJ 01ðprÞ cos fþ �aaf
C

r
J1ðprÞ sin f

�eet¼ �aar
C

r
J1ðprÞ sin fþ �aafCJ 01ðprÞ cos f

ð58Þ

The TE0n modes exhibit the interesting property of having
losses that decrease when the frequency increases. As an
example, the TE01 mode has the following characteristics:

C01¼CJ0ðph01rÞ with ph01 ffi
3:83

a

�hht¼ �aarCph01J1ðprÞ; �eet¼ � �aafCph01J1ðprÞ

ð59Þ

Hence the transverse fields vanish at the wall and induce
no wall losses. The only wall losses are due to the field
longitudinal component. Calculating the proportionality
between the Hz component of a TE mode and the scalar
potential yields

Hz¼
p2

jkz
kVðzÞC ð60Þ

which shows that when the medium is lossless Hz is in-
versely proportional to the frequency. Hence losses de-
crease with increasing frequency. A number of mode
configurations can be found in Refs. 4,10,17, and 18.

2.3.4. Coaxial Waveguide. Coaxial lines are among the
most commonly used of all transmission lines, largely be-
cause of the convenient construction and the nearly per-
fect shielding between fields inside and outside of the line.
They are commonly used up to 10–20 GHz. The range of
impedances that may be obtained most conveniently in
the TEM mode is about 30–100O. Above 15 GHz and up to
B30 GHz the most common coaxial lines are rigid. In ad-
dition to the TEM mode, higher-order TE/TM-mode solu-
tions can also exist. They are usually cutoff and are
important essentially as reactive effects near junctions of
the line, although they occasionally may enter as addi-
tional propagating modes in the transmission system.
Higher-order TE and TM modes are calculated as indicat-
ed for the circular waveguide and the general solution is
Eq. (50), where Bessel functions of both the first and sec-
ond kind are to be used. The transcendental equations are
more complicated than for the one-conductor circular
guide. The solutions determine the values of the cutoff
frequency, for any mode type and any particular sizes. So-
lution of the transcendental equations is obtained by
graphical methods or by consulting published tables.
More information is found in Refs. 10 and 18.

There are a number of normalized connectors for coax-
ial cables and waveguides. They are characterized by a
maximum admissible standing wave ratio, due to very se-
vere tolerances. In a rigid coaxial guide with no dielectric,
the inside conductor is maintained in position by using
special techniques [22].
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The usual frequency limitation for using coaxial cable
at microwaves is its specific attenuation, which is the sum
of copper and dielectric losses. Analytical expressions are
found for instance in Ref. 23. The specific attenuation of a
good coaxial cable is of the order of 1 dB/m. When calcu-
lating the attenuation, the voltage breakdown, and the
maximum power as a function of the ratio of the outside to
the inside radii of an air-filled coaxial line, it appears that
there is a minimum for the attenuation and a maximum
for the voltage breakdown and for the maximum power in
the approximate range of 30–80O for the characteristic
impedance, which explains why most coaxial lines and ca-
bles have an impedance of 50 or 75O.

2.3.5. Elliptical Waveguide. An elliptical waveguide is a
uniform region in which the transverse cross section is of
elliptical form [24]. The rectangular coordinates xy of the
cross section are related to the coordinates of the confocal
ellipse and confocal hyperbola. The boundary ellipse is
defined by the coordinate as a function of which the major
and minor axes as well as the eccentricity and the focal
distance can be expressed. Mode functions for TE and TM
modes are derived from Mathieu functions, eigenfunctions
of Helmholtz equation in elliptical coordinates [25]. When
the eccentricity decreases, the elliptical boundary reduces
to a circular one and the Mathieu functions degenerate
into circular functions. Correspondingly, the confocal co-
ordinates become the polar coordinates.

The field components can be calculated for each mode
according to the general theory. The cutoff frequencies are
expressed in terms of the roots of the functions, deter-
mined by the boundary conditions, and the semifocal dis-
tance. An alternative expression in terms of the
eccentricity of the boundary ellipse is obtained by use of
the elliptic integral formula for the length of the boundary
ellipse. Computation of power flow and attenuation in el-
liptical guides involves numerical integration of the Mat-
hieu functions over the guide cross section. Some mode
patterns are shown in Ref. 10.

2.4. Radial Waveguide

2.4.1. Cylindrical Cross Section. The transverse cross
section of a radial waveguide with cylindrical cross sec-
tion is a complete cylindrical surface of a given height. The
classical circular cylindrical coordinate system is appro-
priate to a region of this type. Radial waveguides are en-
countered in many of the resonant cavities used in
microwave oscillator tubes, filters, and so on. Free space
can be regarded as a radial waveguide of infinite height.
The transverse electromagnetic field in radial waveguides
cannot be represented, in general, as a superposition of
transverse vector modes; there exists only a scalar repre-
sentation that, for no Hz field, is expressible in terms of
TM modes and, for no Ez field, in terms of TE-type modes [10].

In a radial waveguide the concept of guide wavelength
loses its customary significance because of the nonperiodic
nature of the field variation in the transmission direction.
Consequently the usual relation between guide wave-
length and cutoff wavelength is no longer valid. The
cutoff wavelength however is still useful as an indication

of the propagating or nonpropagating character of a mode.
The radial waveguide is a two-conductor system and sup-
ports a TEM mode. TE and TM modes are calculated ac-
cording to the general theory (10).

2.4.2. Cylindrical Sector Cross Section. In this case the
transverse cross section has a given aperture, limited by
vertical metallic planes. Such devices have been used for
quite some time as specific radar antennas. They have a
wall formed by one conductor only, hence no TEM mode
can propagate. Furthermore, there is no periodic symme-
try in the horizontal plane, which alters the solutions with
respect to the cylindrical situation. TE and TM modes are
calculated according to the general theory [10].

2.5. Spherical Waveguide

Free space can be considered as a nonuniform transmis-
sion region or spherical waveguide. The cross sections
transverse to the radial transmission direction are com-
plete spherical surfaces. In practice many spherical cavi-
ties may be conveniently regarded as terminated spherical
guides. The dominant mode is spherical TEM. TE and TM
modes are based on the eigenfunctions in the spherical
coordinate system, that is, the associated Legendre func-
tions, or Legendre polynomials [15]. The corresponding
fields are calculated for both types of mode [10]. The r de-
pendence of the mode fields is determined by the spherical
transmission-line behavior of the mode voltage and cur-
rent. As for the modes in radial waveguide, the concepts of
cutoff wavelength and guide wavelength lose their cus-
tomary significance in a spherical waveguide because of
the lack of spatial periodicity along the transmission di-
rection. The cutoff wavelength of both TE and TM modes
is, however, indicative of the regions wherein these modes
are propagating or nonpropagating. For regions such that
the wavelength is smaller than a given cutoff wavelength
the mode fields decay spatially like 1/r and hence may be
termed propagating; conversely, for wavelength larger
than the cutoff wavelength the mode fields decay faster
than 1/r and may, therefore, be termed nonpropagating.

2.6. Conical Waveguide

Conical waveguides are of a two-conductor type. The
transmission direction is along the radius r and the cross
sections transverse thereto are spherical surfaces bound-
ed by the two cones. The conical waveguide is seen to bear
the same relation to a spherical waveguide that a coaxial
waveguide bears to a circular guide. Examples of conical
guides are provided by tapered sections in coaxial guide,
conical antennas [15], and others. Because of the two con-
ductors, the conical waveguide propagates a TEM mode.
The r dependence of this dominant mode voltage and cur-
rent is determined by the spherical transmission-line
equations, which reduce in this case to uniform transmis-
sion-line equations. The attenuation constant of this mode
is given in Ref. 10, as well as some expressions related to
TE and TM modes.
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3. ADVANCED TOPICS

3.1. Periodic Waveguides

Periodic waveguides are periodically loaded waveguides.
Hence, strictly speaking, they should not be considered in
this article. The importance they have had, the fact that
they are ‘‘empty’’ except for a periodic loading by infinitely
thin obstacles, in most cases capacitive, and the beauty of
their electromagnetic properties certainly deserves some
attention [26].

Periodic waveguides have been used in the microwave-
tube family as traveling-wave amplifiers and backward-
wave oscillators, as microwave and video filters, and as
linear particle accelerators. Most of the mathematics and
point of view in studying such structures is the same as
that used in analyzing the vibrations of a periodically
weighted string or in studying the propagation of light or
electrons through a crystal lattice [27]. The basic theorem
is from Floquet [28]. The theorem applies to a second-or-
der linear differential equation with periodic coefficients
and is quite general [5]. It says that a solution of the
equation differs from the solution one period away by only
a complex factor. Applied to a periodically loaded trans-
mission line it may be translated as follows [26]. For a
given mode of propagation at a given steady-state fre-
quency the fields at one cross section differ from those one
period away only by a complex constant. The theorem is
valid whether the structure contains loss or not so long as
it is periodic.

The study reveals that periodic transmission lines have
the following characteristics:

1. There are passbands and stopbands, which is to say
certain frequencies can propagate down the struc-
ture with little or no attenuation, whereas other fre-
quencies are attenuated at a rapid rate. These
frequencies occur in bands.

2. There is no unique phase velocity. At any frequency
for a given mode of propagation there is found to be
an infinite number of discrete velocities character-
izing the mode.

3. The fields may be analyzed in a Fourier series, often
called space harmonics or Hartree harmonics, each
component of the series having a different phase ve-
locity but all having the same group velocity. Typi-
cally, there will be many components with phase
velocities less than the velocity of light, yielding
slow waves.

4. Structures can be treated from both the field and the
circuit standpoint, each approach being useful in
certain problems.

To understand what causes passbands and stopbands, as-
sume that circular infinitely thin irises are placed period-
ically in a circular waveguide propagating the TM10 mode.
This is the structure used in the linear electron accelera-
tor. At each obstacle there will be transmission and re-
flection. An observer stationed in the plane of an iris will
see that there are certain frequencies for which the re-
flections from the successive obstacles returning to her/

him add in phase. These frequencies will be nearly equal
to the frequencies for which the one-way phase shift be-
tween obstacles in the unperturbed guide is any multiple
of p. These frequencies are the centers of the stopbands. At
other frequencies the accumulated reflections from an in-
finite length of guide add up to zero, and transmission oc-
curs. Those frequencies make up the passbands. Figure 6
shows an o� b diagram for this structure. The dashed line
represents the o� b line for the waveguide without ob-
stacles. Electric field representations illustrate the situa-
tion in more detail.

Two important theorems on lossless periodic transmis-
sion lines have been derived [26]. One is that the time-
average electrical stored energy per period is equal to the
time-average magnetic stored energy per period in the
passbands. The other is that the time-average power flow
in the passbands is equal to the group velocity times the
time-average electrical and magnetic stored energy per
period divided by the period.

3.2. Oversize Waveguides

As has already been mentioned, the TE0n and in particular
the TE01 modes in circular waveguides have received a
good deal of attention for possible long-distance propaga-
tion of energy, especially at millimeter waves. The reason
is that the amplitude of the fields at the wall decrease
when frequency increases, and current and conductor
losses approach zero at very high frequency. Attenuations
as low as 1.3 dB/km have been attained. Since electric field
lines are circular, modes of this class are often described as
circular electric modes [18]. A major problem arises be-
cause the mode is not the dominant one. Such guides are
known as oversize guides. For the TE01 mode, there are
four other propagating modes, with cutoff frequency below
the TE01 cutoff. Furthermore, since the frequency is well
above cutoff, many other modes are in the propagating
range. This raises several practical problems; For in-
stance, the desired mode must be excited with reasonable
purity, and, coupling from the desired mode to undesired

−2� 2�0−�

�L

�




Figure 6. Dispersion diagram (o�b) for iris-loaded waveguide,
with dashed line for unloaded waveguide.
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modes must be avoided. A general solution is to devise
mode filters that discriminate against the undesired modes
but cause negligible attenuation to the desired one [18].

Suggestions have been advanced also for using a large-
size rectangular waveguide, whose transverse dimensions
are just less than l� 2l, to increase the CW power-han-
dling capability. Trapped-mode resonance effects in such a
system have been investigated experimentally, and it has
been shown how to suppress them [29].

3.3. Mode Excitation

The general theory shows that an infinity of TE and TM
modes may exist in a hollow waveguide. Furthermore, in a
more-than-one-conductor waveguide a TEM mode may
also exist. This possible TEM mode has a zero cutoff fre-
quency while the TE and TM modes each have a specific
cutoff frequency. Each of those modes will attenuate below
cutoff, storing energy as has been seen, and propagate
above cutoff. The modes however are only the possible so-
lutions of the equations, submitted to the boundary con-
ditions. As mentioned earlier, modes will actually exist in
the waveguide only if they are properly excited, which re-
quires an adequate transducer at the generator end of the
waveguide. To adequately detect the power transmitted by
those modes, such a transducer is also necessary at the
detector end of the waveguide. For the sake of complete-
ness, it should be mentioned that irregularities or non-
uniformities in the waveguide may also excite other
modes, causing what is called mode conversion. This
may be an advantage or a disadvantage, depending on
the application. This subject is, however, outside the scope
of this article.

Equation (12) and the associated boundary conditions
may yield the amplitudes of the fields, under specific ex-
citation conditions. As already stated, a linear combina-
tion of all the modes, with adequate coefficients, is the
general solution of Maxwell’s equations for the waveguide
[2]. If for a given excitation specific mode coefficients are
found to be zero because the corresponding modes do not
satisfy the boundary conditions of the excitation, those
modes will not be excited and will not actually exist in the
guide. Using Eq. (12) and adding the expressions of the
longitudinal components [Eqs. (18) and (60)] for both
directions of propagation yields the system:

�EEt¼
X

i

ðVþ ie
�gizþV�ie

gizÞ �eet;i

�HHt¼
X

i

Y0iðVþ ie
�giz � v�ie

gizÞ �hht;i

Ez¼
X

i

p2
i

jkZ
Y0iðVþ ie

�giz � V�ie
gizÞfi

Hz¼
X

i

p2
i

jkz
ðVþ ie

�gizþV�ie
gizÞci

ð61Þ

The sums are on the indices m and n for TE as well as for
TM modes. All the modes are considered, propagating and
attenuating. The coefficients V are calculated from the

boundary conditions. To obtain a unique solution in a giv-
en volume the tangential electric field must be imposed on
part of the bounding surface and the tangential magnetic
field on the remaining part of the surface. In a waveguide
with lossless conducting walls the tangential electric field
is known to be zero on the walls. Hence it is sufficient to
impose two conditions in reference planes; for instance,
Etan in z¼ 0 and Htan in z¼L, or Etan and Htan in z¼ 0, and
so on. Use is then made of orthogonality conditions ob-
tained from Green’s theorems (see Green’s function meth-
ods). As an example, if Etan is specified in z¼ 0 and Htan in
z¼L, the following system is obtained:

Vþ j¼ ðe
gjLþ e�gjLÞ

�1 egjL

Z

A

�EEtan

�

. �ee�t;jdaþZo;j

Z

A

�HHtan .
�hh�t;jda

�

V�j¼ ðe
gjLþ e�gjLÞ

�1 e�gjL

Z

A

�EEtan

�

. �ee�t;jda� Zo;j

Z

A

�HHtan . �hh
�
t;jda

�

ð62Þ

If Etan and Htan are specified in z¼ 0, for instance, by
specifying a current sheet K in part of the plane z¼ 0,
which could be a transverse electron pencil in that plane,
and terming 1 the negative z region and 2 the positive z
region yields as source conditions:

�aaz� ð
�HHt;1 �

�HHt;2Þ ¼
�KKt and �EEt;1¼

�EEt;2 ð63Þ

Suppose that matching at both ends of the guide finally
yields

V ð1Þ
�j ¼V ð2Þ

þ j¼
Zo;j

2

Z

A

�ee�t;j .
�KKtda ð64Þ

Hence, specifying K yields the coefficients of the excited
modes. Equation (64) clearly shows as an example that the
modes for which the transverse fields are perpendicular to
the current source are not excited.

4. SPECIFIC RECENT DEVELOPMENTS

4.1. Theory

A new causal power-normalized waveguide equivalent-cir-
cuit theory has been established very recently (as of 2003).
Unlike its predecessors, it results in network parameters
usable in both the frequency and time domains in a broad
class of waveguides. Enforcing simultaneity of the voltag-
es, currents, and fields and a power normalization fixes all
the parameters of the new theory within a single normal-
ization factor, including both the amplitude and phase of
the characteristic impedance of the waveguide. Enforcing
simultaneity also ensures that the network parameters of
passive devices are causal [30]. On the other hand, an ef-
ficient finite-element method has been developed for
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waveguide analysis. It uses Hermitian polynomials to in-
terpolate the axial field component (Ez or Hz) and some of
its derivatives at the nodal points, rather than the field
components, as in the Lagrangian interpolation case, with
significant advantages: (1) a significant reduction of the
matrix order needed to compute the eigenvalues and
eigenfunctions, (2) smooth axial components and continu-
ous transverse field components, and (3) low-cost refine-
ment of the mesh near nonconvex corners of the
waveguide [31]. Furthermore, it has been shown that
the upper and lower bounds of the cutoff frequencies of
TE and TM modes in many waveguides bounded by me-
tallic lossless walls and that may be hollow or comprise
one or more inner conductor, can be computed using two
independent methods. The methods are applicable when-
ever the cross section of the waveguide can be split up into
several regions bounded by lines having a fixed coordinate
and includes several cases of particular interest. The the-
ory is illustrated with a rectangular coaxial line [32].

Mode coupling in waveguiding structures has been re-
visited using the theory of Morse critical points from ca-
tastrophe theory. The traditional coupled-mode formalism
has a clear analytical connection with functional proper-
ties of the characteristic determinant in the vicinity of
these points. Numerical results have been obtained for a
variety of waveguiding structures like printed-circuit
transmission lines, planar slab waveguides, and shielded
microstriplike lines [33]. It has then been shown that two
distinct regimes of modal behavior exist in the vicinity of
the mode-coupling region, resulting from the presence of
frequency branchpoints of the dispersion function. These
branchpoint singularities are intimately associated with
the Morse critical points [34]. Overmoded waveguides,
with waveguide diameter large in terms of wavelength,
have been a subject of interest for many years. These
waveguides have been analyzed, when coated with a lossy
material, particularly for their attenuation properties as a
function of coating material, layer thickness, and frequen-
cy. It has been shown that, when the coating material is
not too lossy, the low-order modes are highly attenuated
even with a thin layer of coating. Hence, this coated wave-
guide may serve as a mode suppressor of the low-order
modes, which can be particularly useful for reducing the
radar cross section of a cavity structure such as a jet en-
gine inlet [35,36].

On the other hand, how waveguide modes can trans-
form into surface waves has been investigated. An asymp-
totic form of the characteristic equation that describes
wave propagation at near-infrared wavelengths in small
core hollow circular waveguides has been developed. An-
alytic solutions for the transverse and axial propagation
constants have been obtained. They show that the TE11

and TM01 modes transfer to surface waves as the guide
radius is increased to values much greater than at cutoff
[37].

Twists may be required in oversized waveguide used for
low-loss transmission at the higher microwave and milli-
meter-wave frequencies. The unwanted mode conversion
in such twists has been calculated from numerical inte-
gration of the coupled mode equations, considering simul-
taneous coupling of the five lowest-order modes coupled in

a twist. Twists with tapered or linearly varying rates of
twist have been shown to be superior in medium- or broad-
band applications to those with uniform twist rate, such as
those normally made commercially for single-mode wave-
guide [38].

An important problem is the determination of the input
impedance of a probe when inserted into a waveguide [12].
A method-of-moments formulation based on a nonuniform
surface current approximation and on the use of an im-
pressed electric field arising from a seminfinite rectangu-
lar waveguide Green function has been used to calculate
the input impedance of a coaxial probe in a seminfinite
waveguide. The probe surface current was shown to vary
significantly with probe angle [39]. Furthermore, the
probe field distribution and mutual coupling between
two probes arbitrarily located in a rectangular waveguide
have been studied by means of dyadic Green’s function,
field transformation, and reaction concept. The waveguide
is semi-infinite. Lengths, feeding points, and orientations
of the two probes in the waveguide are arbitrary [40].
General formulas of the mutual impedance between
probes have been established for a circular waveguide as
well [41].

Nonuniform waveguides have been studied for some
time with application to antennas and tapers. Further-
more, irregularities in waveguide walls are important to
investigate as well. For typical tolerances the reflection
coefficients are very small (o10�3), but the results are
important in precise six-port measurements. First-order
results have been derived for the reflection coefficient of a
waveguide with slightly uneven walls. Specific analytical
and numerical results have been given for rectangular
waveguides and coaxial transmission lines [42].

Finally, the expected properties of high-Tc supercon-
ductor waveguides have recently been evaluated. It has
been shown that these devices would offer the potential of
100 GHz bandwidth for transmission over long distance
with low attenuation, with a wider dynamic range than
optical systems. The potential applications in local area
networks have been investigated [43].

4.2. Arbitrary Cross Section

The treatment of waveguides with arbitrary cross section
is a challenging task to solve on the computer, in partic-
ular when looking for speed and simplicity. A surface in-
tegral equation approach has been used where the E field
is transformed into a matrix equation using the method of
moments. The salient features of this method are speed,
simplicity, and the absence of any spurious modes while
treating waveguides of arbitrary cross section. It leads to
the calculation of cutoff wavenumbers for a variety of cross
sections and of modes [44].

On the other hand, it has been shown that the fields
associated with the TM01 mode of an elliptical waveguide
are qualitatively different from those that have appeared
in the standard literature since the early 1950s. The meth-
od used was to solve the wave equation by numerical in-
tegration, using an iterative technique to obtain the
relevant eigenvalues [45]. Cutoff frequencies of eccentric
circular–elliptical metallic waveguides have also been
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calculated [46]. A perturbation method has been used to ob-
tain the attenuation constant and Q factor of several TEM,
TE, and TM modes in confocal annular elliptic waveguides
and resonators. Comparisons between the first higher-order
mode in a confocal annular elliptic waveguide and a coaxial
waveguide with the same cutoff frequency and cross-sec-
tional propagating area reveals a lower attenuation in
elliptical geometry. The Q factor has been found to be
20–40% higher in elliptical geometry than in a coaxial res-
onator with the same volume and resonant frequency [47].

Approximate analytical expressions have been derived
by a perturbation technique for the cutoff wavenumbers
and the corresponding modes in annular-cross-sectional
waveguides having inner conductors of small radius.
Waveguides with circular and rectangular outer boun-
dary have been considered [48].

The mode analysis for parabolic waveguides has been
performed. The approach is simple. It is based on one-di-
mensional analytic continuation. It yields exact values for
parabolic cylinder functions. The difficulty in obtaining
accurate values for these functions has long been an im-
pediment to mode analysis for parabolic waveguides [49].

When looking at toroidal waveguides, it can be shown
that the explicit solution of Maxwell’s equations cannot be
given. For small curvature the field equations can, how-
ever, be solved by means of an analytical approximation
method. A perturbation method has provided eigenvalues
and eigenfunctions containing first-order correction terms
for the full spectrum of all modes including the degenerate
ones [50].

A general analysis for the modal characterization of
multiconnected uniform, hollow, conducting waveguides
has been performed. It is relevant to waveguides with an
outer conductor for which analytical Green functions are
known and inner conductors described by integral equa-
tions. The TEM mode space is analyzed, and singularities
of the integral equations are studied for determining the
higher-order modes. Spurious solutions arise as a result of
the structure of the integral equations for multiconnected
waveguides; criteria to discard such modes are presented [51].

4.3. Ridged Waveguide

Ridged waveguides have found many applications in mi-
crowave and millimeter-wave devices. Their advantages
include large single-mode broadband operation, large
dominant cutoff wavelength, and low impedance charac-
teristics. A magnetic field integral equation approach has
been developed for the analysis and design of ridged wave-
guides. It has been pointed out that bandwidth estimates
in previous works were erroneous because of the neglect of
the TE11 mode. Design curves on cutoff frequency, band-
width, attenuation, and waveguide impedance have been
provided [52,53]. On the other hand, a coupled-integral
equations technique has been used to determine the cutoff
frequencies of all TE and TM modes of a ridged rectangu-
lar waveguide. The technique analyzes both symmetric
and asymmetric situations. Basis functions, which include
the edge conditions and mirror images in the waveguide
walls, are used in the moment method solution of the in-
tegral equations [54]. Generalized rectangular and circu-

lar ridge waveguides have been analyzed using the mode-
matching method, yielding the characteristic impedance,
attenuation, and power-handling capability of several
types of rectangular and circular ridge waveguides [55].

4.4. Grooved Waveguide

High-power devices such as gyrotrons have necessitated
the development of specific structures, in particular
grooved waveguides and, more specifically, axially multi-
ple-grooved waveguides. A method has been developed to
calculate the TE mode fields and cutoff frequencies of an
axially multigrooved rectangular waveguide. The method
has been extended to a rectangular waveguide with mul-
tiple grooves cut into two of its broad wall parallel surfaces
[56]. The development of the gyrotron has also brought
more attention to the corrugated waveguide, dielectric-
loaded or not, in particular nonperiodic configurations.
The Floquet theorem is used to express the field distribu-
tion in the vacuum region, while an eigenfunction expan-
sion is employed in each dielectric region, with the
appropriate boundary conditions applied at the interfac-
es, leading to an infinite number of equations. The system
is solved numerically by truncation [57]. It should also be
mentioned that radiation from the open end of a corru-
gated hybrid-mode circular waveguide has excellent prop-
erties, such as low sidelobes, cross-polarization levels,
axial beam symmetry, and low attenuation. The general
characteristics of electromagnetic scattering from a circu-
lar waveguide with rectangular corrugations have been
calculated, in terms of frequency and waveguide geometry.
Dyadic Green functions and Fourier transforms were used
to get the field in terms of modal currents induced on the
corrugation openings [58]. The grooved waveguide is con-
sidered for use at millimeter wavelengths as an alterna-
tive to classical waveguides such as the H guide and the
rectangular guide. It is low loss, with low-dimensional tol-
erance and the ability to handle higher power capacities at
high frequencies. Most of these properties are attributed
to the open endedness of the guide, which reduces wall
losses. The grooves in the guide trap the fields locally and
prevent radiation from leaking out along the open parts of
the guide. Multimodal analysis of an open rectangular
groove waveguide is available for both TE and TM modes
[59].
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1. BASIC INFORMATION

1.1. Definition of Wavelength for a Monochromatic Source

Wavelength meters are instruments designed to measure
the wavelength of an electromagnetic wave. Electromag-
netic waves are the classic way to represent modifications
of the space surrounding a moving electrically charged
body. Time-varying electric and magnetic fields are pro-
duced and can be sensed. Wavelength is a well-established
parameter when considering a monochromatic (single-fre-
quency) plane wave propagating in vacuum. It is the dis-
tance between two planes, measured along the direction of
propagation of energy, where the phase and its derivatives
have the same values. For the purpose of electromagnetic

wave propagation, vacuum is a homogeneous, linear, iso-
tropic, and nondispersive medium. This implies that the
reaction of the medium to the electromagnetic wave’s
presence is instantaneous and does not depend on the lo-
cation of the observation or on the amplitude and direction
of propagation of the wave.

Nonconducting materials, like gases, ceramics, or poly-
mers, are called dielectrics. They have electric charges,
but the charges are not allowed to move freely within the
medium. When an electromagnetic wave moves through
such a medium, it stimulates the charges to oscillate
around their equilibrium positions. These oscillating
charges radiate an electromagnetic field that adds up to
the impinging field. The resulting field is the field propa-
gating in the medium. The reaction of the medium will
then change the conditions of propagation when compared
with those of vacuum. In general, a real medium is non-
homogeneous, nonlinear, nonisotropic, and dispersive.
This implies that the reaction will be dependent on loca-
tion in the medium and the amplitude and direction of
propagation of the field, that it will not be instantaneous,
and that some of the wave energy will be transferred to
other spectrum bands (harmonic generation). In a first
approximation, it is useful to reduce the complexity of the
medium reaction to something close to that of the vacuum,
taking only into account a reduction of the propagation
speed associated with the summing action. The speed of
the wave in a perfect dielectric material is less than that in
vacuum, and the ratio of the speed value in vacuum to the
speed value in the medium is the index of refraction. It is
then possible to reconsider the propagation of infinite
plane waves and use the same definition for the wave-
length. As the speed of propagation is less in the medium
than in vacuum, the distance between the planes will be
less, which implies that the wavelength in the material is
less than that for vacuum. Consequently, the wavelength
value is dependent on the medium in which the wave is
propagating.

1.2. Wavelength or Frequency?

Wavelength is measured along the space (position) axis.
However, if we measure the field associated with a mono-
chromatic electromagnetic wave at a fixed position, we
observe that this field oscillates regularly with time. The
rate of this oscillation per unit of time is the frequency.
The frequency is then measured along the time axis. The
wavelength (l) times the frequency (n) is equal to the
speed of light in the medium (v).

The two measurements, wavelength and frequency, are
dual quantities. They reveal two aspects of the same phys-
ical interaction. The wavelength is related to the ‘‘wave’’
aspect of electromagnetic energy, whereas the frequency is
related to the ‘‘corpuscular’’ aspect, the photon or quan-
tum of energy. The wavelength is helpful for evaluating
the probability of finding photons, which are the unit of
exchange of electromagnetic energy with the surround-
ings during an interaction. The energy E of each photon
is E¼hn, where h is the Planck constant. The frequency
n is not dependent on the medium of propagation. The
measurement of frequency is preferred by signal
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engineers, whereas wavelength is the preferred choice for
opticists.

1.3. Spectral Distribution

Another important aspect of wavelength measurement is
the distribution of optical energy as a function of the
wavelength. When a pure monochromatic wave is consid-
ered, there is no problem with the definition of wavelength
because all the energy is concentrated on a single value.
However, this is not realistic. Such a distribution would be
generated by a noise-free source that evidently does not
exist. This brings up a point related to the spectral distri-
bution of the electromagnetic energy for which wave-
length has to be measured.

Generally speaking, the energy emitted by a source is
distributed over a given range of wavelengths or frequen-
cies. This is called the spectral distribution of the source. If
the spectral distribution is a symmetrically decreasing
function around a central wavelength value, this value is
defined as the nominal wavelength. If the distribution is
not symmetrical and/or reveals many intense peaks,
the wavelength definition is more complex. Giving a spe-
cific value of nominal wavelength is then somewhat
arbitrary and must be justified by stating the prevailing
conditions for the selection. In the next section,
wavelength (or frequency) definitions will be given more
in detail.

Particular cases that will require specifications are
modulated and pulsed sources. According to the Fourier
analysis of such signals, a periodically modulated source
will produce a number of sidelobes, each being the replica
of the unmodulated original source, whereas a pulse has a
broad spectrum whose width is related to the reciprocal of
its time duration.

1.4. Instruments Used for Wavelength Measurement

In the subsequent sections, we describe different instru-
ments performing wavelength measurements. First, we
present a brief overview of the principle of operation of the
two most commonly used instruments, which are the spec-
trometer-based and the interferometer-based wavelength
meters.

If the source has a broad spectrum, spectrometers are
the instruments commonly used. The spectrum of the
source is first analyzed using a dispersive element such
as a prism or a grating. The intensity and central wave-
length are then recorded by an appropriate detector for a
number of dispersive element settings. This method re-
sults in a spectral analysis from which a nominal wave-
length can be identified if the instrument has been
previously calibrated.

As wavelength is defined in the space-domain, its ac-
curate measurement will be done essentially through in-
terferometric phenomena. Let us first consider a
monochromatic source. The source signal is first split
into space, allowing the various parts to travel different
trajectories and recombine to produce interference pat-
terns. Calibrated measurement of the periodicity revealed
in the pattern gives an indication on the wavelength. We
will later describe in detail the principle of operation of the

most commonly used type of interferometers used to mea-
sure wavelengths: Michelson, Fizeau, and Fabry–Perot in-
terferometers.

Before we proceed with the description of the different
wavelength meters encountered in research laboratories
and in the industry, Section 2 gives some information re-
garding basic electromagnetic wave theory as well as use-
ful wavelength-measurement definitions.

2. BASIC ELECTROMAGNETIC WAVE THEORY AND
USEFUL WAVELENGTH-MEASUREMENT DEFINITIONS

2.1. Theoretical Background

The resolution of Maxwell’s equations in vacuum gives
rise to plane electromagnetic waves. Such waves are char-
acterized by an electric field (units of volts per meter) and
a magnetic field (units of amperes per meter), mutually
oriented in perpendicular directions, which are them-
selves perpendicular to the direction of propagation of
the plane wave, given by the direction of the Poynting
vector (units of watts per square meter). The latter is de-
fined as the cross-product between the electric and mag-
netic fields. The modulus of the Poynting vector represents
the instantaneous intensity of the light beam. As both
fields are perpendicular to the direction of propagation,
such waves are called transverse electromagnetic (TEM)
waves. Practical collimated laser beams are often well de-
scribed by plane waves.

2.2. Fluctuating Electric Field

We define a Cartesian component of the electric field la-
beled E(r)(r, t), which is a real field variable at a point
represented by a position vector r, at a time t. For any real
light beam E(r)(r, t), will be a fluctuating function of time.
For example, laser fields exhibit intensity noise as well as
phase noise.

In order to simplify the present analysis, we do not use
the real field variable E(r)(r, t). We rather consider its cor-
responding analytic signal E(r, t), which has only spectral
components for the positive frequency part of the spec-
trum. This complex field is defined as

Eðr; tÞ¼
1

2
EðrÞðr; tÞþ j

1

2
HfEðrÞðr; tÞg ð1Þ

where HfEðrÞðr; tÞg denotes the Hilbert transform of the
real field.

The field intensity at the position r and at time t is de-
fined as

Iðr; tÞ¼E�ðr; tÞEðr; tÞ ð2Þ

The field intensity gives the beam power distribution over
the beam shape.

We are usually concerned with stationary fields, in
which case the statistical properties are independent of
the origin of time. Such a field could be characterized by
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the correlations of the field at two space-time points,

Gðr1; r2; tÞ¼ hE�ðr1; tÞEðr2; tþ tÞi ð3Þ

where / S denotes an ensemble average. As the field is
stationary, this ensemble average does not depend on t.
This function is also called the mutual coherence function
[1, Ch. 4]. When evaluated at the same position, it gives
the autocorrelation function of the field Gðr; r; tÞ at posi-
tion r. Moreover, it follows that the autocorrelation func-
tion evaluated for a zero delay gives the ensemble average
of the field intensity at position r,

Gðr; r; 0Þ¼ hIðr; tÞi ð4Þ

The intensity is constant over time for stationary fields.
According to the generalized Wiener-Khintchine theo-

rem, the cross-spectral density is defined as the Fourier
transform of the mutual coherence function,

Wðr1; r2; vÞ¼FfGðr1; r2; tÞg ð5Þ

The spectral density, also called the spectrum of the light
beam at position r, is then the Fourier transform of its
autocorrelation function,

Wðr; r; vÞ¼FfGðr; r; tÞg ð6Þ

So the spread of the spectral density is directly related to
the decorrelation time. Short decorrelation time gives rise
to broad spectrum and vice versa. On proper normaliza-
tion, the field spectral density could be related to the mea-
sured power spectrum.

Usually, the spectral density of the field has important
components only over a frequency range much narrower
than the frequencies of interest. This case is called quasi-
monochromatic light. For such situations, the spectral
density of the field is often characterized by two global
parameters: one giving the position of the spectrum and
the other one estimating its width.

2.3. Parameter Definitions

The center frequency could be defined in many ways. We
could use the median frequency nm, which is the frequency
for which half the power of the signal is distributed on
each side, so

Z vm

0

Wðr; r; vÞdv¼

Z 1

vm

Wðr; r; vÞdv ð7Þ

A common way of specifying the position of the spectrum is
the most probable frequency nmp, which is the frequency at
which the spectral density of the field is maximum. Finally,
the usual frequency value used and measured is the mean
frequency, which is

v¼

Z 1

0
vWðr;r; vÞdv

Z 1

0

Wðr;r; vÞdv

ð8Þ

The other parameter is the linewidth of the spectral den-
sity of the field. We could define the half-power bandwidth
Dnhp as the symmetrical range around the median fre-
quency containing half the power of the light,

Z vm þDvhp=2

vm�Dvhp=2
Wðr; r; vÞdv¼

1

2

Z 1

0
Wðr; r; vÞdv ð9Þ

The root mean square (rms) width of the spectrum is also
often encountered,

Dv2
rms¼

Z 1

0
ðv� vÞ2Wðr; r; vÞdv
Z 1

0

Wðr; r; vÞdv

ð10Þ

Usually, we use a more experimentally convenient defini-
tion, which is the full width at half maximum (FWHM)
width. This width gives the frequency range over which
the spectral density exceeds half its maximum value,

Dv¼ v2 � v1; Wðr; r; v1;2Þ¼
1

2
Wðr; r; vmpÞ ð11Þ

For quasimonochromatic light, the effective width of its
power spectrum is much smaller than the mean frequency,

Dv

v
51 ð12Þ

All these definitions also apply to wavelength and to wave-
number ðs¼ n=uÞ.

2.4. Interference

Let us introduce the concept of interference through a
simple experiment. Consider a light beam incident on an
opaque screen having two distinct pinholes at positions r1

and r2. The light emerging from these pinholes is observed
on a second screen distant from the first one. The electric
field at a position r on the second screen is the sum of two
components,

Esðr; tÞ¼K1Eðr1; t� t1ÞþK2Eðr2; t� t2Þ ð13Þ

where K1 and K2 are constant factors and tl and t2 are the
propagation delays from the pinholes,

t1¼ jr1 � rj=c and t2¼ jr2 � rj=c ð14Þ

The average intensity observed on the second screen is

hIsðr; tÞi¼ jK1j
2hIðr1; t� t1Þiþ K2j j

2
hIðr2; t� t2Þi

þ 2 Re½K�1K2Gðr1; r2; t1 � t2Þ�

ð15Þ

This intensity differs from the sum of the intensities of the
distinct components. A supplementary term develops,
which takes into account the ‘‘correlation’’ between the
two beams. This phenomenon is called interference.
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For quasimonochromatic beams, the mutual coherence
function could be expressed as

Gðr1; r2; tÞ¼ gðr1; r2; tÞej2pvt ð16Þ

where g(r1, r2, t) is a slowly varying function of t, because
its bandwidth is much smaller than the mean frequency of
the field. In this case, the observed intensity on the second
screen is

hIsðr; tÞi¼ K1j j
2
hIðr1; t� t1Þiþ K2j j

2
hIðr2; t� t2Þi

þ 2jK1K2jjgðr1; r2; t1 � t2Þj cos½2p �vvðt1 � t2Þ

þffðK�1 ;K2Þþffgðr1; r2; t1 � t2Þ�

ð17Þ

where + is defined as the angle. Thus, as we move along
the second screen, the intensity varies sinusoidally at the
spatial frequency �nn=c. This variation is the interference
fringe pattern. Fringe contrast is measured through their
visibility, defined as

VðrÞ¼
hIsðr; tÞimax � hIsðr; tÞimin

hIsðr; tÞimaxþhIsðr; tÞimin

ð18Þ

where the extreme values are evaluated in the neighbor-
hood of the position r.

When the mutual coherence function vanishes, the vis-
ibility is 0. This represents complete incoherence. The
other extreme case is called complete coherence. In this
case,

Gðr1; r2; tÞ
�� ��¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hIðr1; tÞihIðr2; tÞi

p
ð19Þ

which corresponds to the following visibility:

VðrÞ¼
2 K1K2j j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hIðr1; tÞihIðr2; tÞi

p

K1j j
2
hIðr1; tÞiþ K2j j

2
hIðr2; tÞi

ð20Þ

The visibility is 1 if the intensities associated with each
beam are equal. Otherwise, perfect contrast is not
achieved for complete coherence. In the general case, we
experiment partial coherence, so the resulting visibility
does not reach 1.

3. SPECTROMETER-BASED WAVELENGTH METERS

In this section, we describe instruments based on spec-
trometers using prism or diffraction gratings. We discuss
their performances and limitations and explain their use
as wavelength meters.

3.1. Basic Properties of Spectrometers

3.1.1. Spectrographs or Monochromators?. The differ-
ence between the two types of instruments is related to
the detection of diffracted/dispersed light: in a spectro-
graph, a photographic plate or a charge-coupled device
(CCD) array is placed in the output focal plane and records
the entire spectrum. In a monochromator, a slit and a

photodetector are used so that only a portion of the output
spectrum is recorded. It is therefore necessary to move the
detection system in the output focal plane, or to rotate the
dispersive/diffractive element, to obtain the complete spec-
trum. Both instruments are often referred to as spectrom-
eters in the literature.

3.1.2. Spectral Resolving Power and Rayleigh’s Criterion.
The spectral resolving power R is defined by

R¼
l
Dl
¼

u
Du

ð21Þ

where Dl¼ l1 � l2 is the smallest separation between two
wavelengths l1 and l2 that the instrument is able to re-
solve. According to Rayleigh’s criterion, illustrated in
Fig. 1, two lines are resolved when the intensity profile
corresponding to l1 has its maximum in coincidence with
the minimum of the intensity profile corresponding to l2.
The interval Dl between two resolved wavelengths, known
as the resolution limit, can also be expressed in terms of
frequency Dn or wavenumber Ds.

The achievable resolving power of a spectrometer is in
direct relation with the slit width and its linear dispersion
dx/dl, which is given by

dx

dl
¼ f

dy
dl

ð22Þ

where f is the lens focal length and dy/dl the angular
dispersion. If the entrance slit width is e1, the slit image in
the focal plane of the focusing lens will be

e2¼
f2

f1
e1 ð23Þ

where f1 and f2 are, respectively, the focal length of the
collimating and focusing lenses of the spectrometer. If we
want to be able to resolve two lines at l1 and l2, the

Figure 1. Rayleigh criterion for the definition of the spectral re-
solving power: two lines are resolved when the intensity profile
corresponding to l1 has its maximum in coincidence with the
minimum of the intensity profile corresponding to l2. The interval
Dl between two resolved wavelengths is the resolution limit.
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separation of their image

Dx¼ f2
dy
dl

Dl¼
dx

dl
Dl ð24Þ

must be greater than 2e2. It is therefore possible to in-
crease the resolving power by decreasing the input slit
width (at the expense of decreasing the amount of light to
be detected). However, it will be limited because of diffrac-
tion because of the finite aperture a of the dispersive el-
ement. When the collimated beam is incident on the prism
or grating, it experiences Fraunhofer diffraction resulting
in an intensity distribution in sin2(g)(sin(pg)/pg) with g the
diffraction angle. The central lobe of the distribution has a
width equal to 2l/a and contains 90% of the incident in-
tensity. The distance between the two maxima in the out-
put plane will be f2l=a, so that the condition for resolving
l1 and l2 becomes

Dx 
 f2
l
a

or
l
Dl
� a

dy
dl

ð25Þ

giving the corresponding resolving power. One must no-
tice that the spectral resolving power is limited by diffrac-
tion effects because of the finite aperture a (determined by
the size of the prism or diffraction grating) and not by the
entrance slit width. When taking into account the en-
trance finite slit width e1, the condition is

Dx 
 f2
l
a
þ e1

f2

f1

� �
or Dl 


l
a
þ

e1

f1

� �
dy
dl

� ��1

ð26Þ

However, there is a lower limit for e1 [2] resulting in a
practical resolving power

R¼
l

dl
¼

1

3
a

dy
dl

ð27Þ

3.1.3. Free Spectral Range. In the case of a spectrome-
ter, the free spectral range is the wavelength region where
the instrument has a one-valued relation between the
wavelength and the position x(l) in the focal plane of the
focusing lens. For prism spectrometers, it corresponds to
the whole wavelength range of the instrument, whereas
for grating spectrometers it is related to the diffraction
order m.

3.2. Prism Spectrometers

3.2.1. Principle of Operation. A typical arrangement for
a prism spectrometer is given in Fig. 2. The entrance slit S
illuminated by the light source is placed in the focal plane
of a collimating lens Lc. The prism P diffracts the incident
collimated beam with an angle dependent on the wave-
length. As shown in Fig. 3(a), the angle y, relative to the
incident direction, depends on the prism angle a, the angle
of incidence of the beam y1, and the refractive index of the
prism material nðlÞ. A focusing lens Lf is used after the
prism to image the entrance slit so that the position xðlÞ of

the focal point in the x plane is a function of l. A wave-
length scan can be done either by rotating the prism while
keeping the output slit fixed, or the contrary.

3.2.2. Angular and Linear Dispersion. When the prism is
used at the minimum deviation [Fig. 3(a)], we have

1

2
sinðyþ aÞ¼n sinða=2Þ ð28Þ

Then, it is possible to derive the angular dispersion dy=dl
by first evaluating dy=dn. We have

dy
dn
¼

2 sin ða=2Þ
cos ðyþ aÞ=2
	 
 ¼ 2 sin ða=2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� n2 sin2
ða=2Þ

q ð29Þ

The angular dispersion is given by

dy
dl
¼

2 sinða=2Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2 sin2

ða=2Þ
q dn

dl
ð30Þ

We see that dispersion increases with the prism angle a
(and so does the size of the prism) but does not depend on
the prism size. Therefore, small prisms can be used for
small laser beams while keeping the same angular dis-
persion. However, the prism must be chosen large enough
to prevent diffraction problems and to achieve a large

Figure 2. Typical configuration for a prism spectrometer: the
light source illuminates the entrance slit S, which is placed in the
focal plane of a collimating lens Lc. The prism P diffracts the in-
cident collimated beam and a focusing lens Lf images the entrance
slit so that the position x(l) of the focal point in the x plane is
wavelength dependent.

Figure 3. (a) Illustration of a diffraction prism used at minimum
deviation: the beam exits the prism with an angle y verifying the
equation 1

2 sinðyþ aÞ¼n sinða=2Þ, where a is the prism angle and n
is its refraction index. (b) The limiting aperture of the prism a

depends on the height of the prism d and on the incident angle y1

following the equation a¼d cos y1¼b½ðcos y1Þ=2 sinða=2Þ�:
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spectral resolving power. An equilateral prism with a¼
601 is usually chosen as the best compromise. In that case

dy
dl
¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðn=2Þ2

q dn

dl
ð31Þ

For values of n around 1.4 to 1.6, the angular dispersion
reduces to

dy
dl
ffi n

dn

dl
ð32Þ

The linear dispersion dx=dl depends directly on the prism
material dispersion dn=dl and on the focal length f of Lf. It
is given by

dx

dl
¼ f

dy
dl

ð33Þ

3.2.3. Spectral Transmission and Dispersion of Prism
Materials. The transparent spectral range for fused silica
prisms is 180 nm to 3000 nm. For shorter wavelengths
(VUV region), lithium or calcium fluoride can be used,
whereas for longer wavelengths, CaF2, KBr, or NaCI are
transparent up to 30 mm.

The spectral dispersion dn=dl increases greatly near a
region of absorption, making glass (e.g., BK7) an attrac-
tive material in the visible and near-ultraviolet regions,
whereas quartz is more interesting for the ultraviolet
region.

3.2.4. Performance and Limitations. If the collimating
and focusing lenses Lc and Lf are not achromatic, their
focal length will decrease with wavelength. This effect can
be compensated by tilting the image plane so that it
matches the focal point for every wavelength. If the plane
is tilted by an angle j, the linear dispersion will be in-
creased by a factor 1= cos j.

The resolving power is

R¼
1

3
a

dy
dl

ð34Þ

where the limiting aperture of the prism a is given by [see
Fig. 3(b)]

a¼d cos y1¼ b
cos y1

2 sinða=2Þ
ð35Þ

with d the height of the input face of the prism and b the
length of its base. At minimum deviation, we have

n sinða=2Þ¼ sin y1 ð36Þ

so that

l
dl
¼ b

dn

dl
ð37Þ

is only limited by the size of the prism base and the dis-
persion. For example, if the prism material has a disper-
sion dn=dl of 500 cm–1 at 633 nm and the prism has a base
b¼ 50 mm, then R � 1

3� 2500. A spectrometer with such a
prism is then able to resolve two lines separated by
Dl¼ 0:75 nm at 633 nm.

A prism spectrometer is interesting because it allows
an unambiguous determination of wavelengths because of
the nature of the equation x(l). Its cost can be low when
using a small prism and it is simple to make and to adjust.
However, as its spectral resolution is limited, it is mainly
used for wavelengths scans over large spectral regions as
a preliminary survey work.

3.3. Grating Spectrometers

3.3.1. Principle of Operation. Many configurations
have been demonstrated for grating spectrometers. One
possibility is to use an arrangement similar to the prism
spectrometer (Fig. 2) and replace the prism by a diffraction
grating used in transmission. Another way is to use the
diffraction grating in reflection. Plane diffraction gratings
can be used in a Littrow mounting [Fig. 4(a)] or in the
Ebert mounting with a concave mirror [Fig. 4(b)]. A vari-
ation of the Ebert mounting is the Czerny–Turner mount-
ing, where two adjacent concave mirrors are used. Many
configurations have also been demonstrated using concave
diffraction gratings [3].

The input light is first collimated by a lens or a concave
mirror. It is then diffracted by the grating that separates
the different wavelengths. The refracted light is focused in
the detection plane. If an aperture is used, its width de-
termines the wavelength resolution of the spectrometer.

In every case, the diffraction grating acts as a wave-
length-selective reflector, by reflecting light into well-de-
fined directions for each incident wavelength. The
different reflected beams correspond to the orders of the
grating. The general equation for the grating is

dðsin a� sin bÞ¼ml ð38Þ

Figure 4. (a) Grating spectrometer using a Littrow-mounted
grating: the light exiting the input slit is first reflected by the
prism and diffracted by the grating. The diffracted light is imaged
on the output plane. Note that the slit and the prism are placed in
a different plane from the grating so that the light reflected by the
grating does not pass twice in the prism. (b) Grating spectrometer
using the Ebert mounting configuration: the light exiting the slit
is collimated by a concave mirror, diffracted by the grating and
imaged in the output plane after a second reflection on the con-
cave mirror.
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where d is the groove dimension, a and b are the incidence
and reflection angles relative to the grating normal, m is
the grating order, and l the wavelength [see Fig. 5(a)]. The
amplitude of the wave reflected in the detection b is the
superposition of the amplitudes reflected by all the
grooves illuminated.

The corresponding intensity is

I¼RgI0
sin2
ðNj=2Þ

sin2
ðj=2Þ

ð39Þ

where Rg is the reflectivity of the grating, I0 the intensity
of the incident wave on each groove, N the number of
grooves illuminated, and

j¼
2p
l

dðsin a� sin bÞ ð40Þ

is the phase difference between two adjacent grooves.
Figure 5(b) shows I as a function of j for N¼ 10. Each
maximum occurs when j¼ 2kp. In terms of b, the line
profile has a base half width of

Db¼
l

Nd cos b
ð41Þ

We can evaluate the angular dispersion from the grating
equation to obtain

db
dl
¼

m

d cos b
¼

sin a� sin b
l cos b

ð42Þ

which only depends on a and b and not on the number of
grooves. The angular dispersion is reduced to

2 tan a=l ð43Þ

in the case of a Littrow-mounted grating ða¼ bÞ.

3.4. Possible Monochromator Configurations

A double monochromator is a combination of two single
monochromators placed in cascade. This configuration

improves the dynamic range, but the wavelength span is
reduced and the losses are increased, degrading the sen-
sitivity. Another possible configuration is the double-pass
monochromator, which provides the dynamic range of a
double monochromator while keeping the sensitivity and
compactness of a single one.

3.4.1. Performance and Limitations. The resolving power
R can be expressed from

Dl¼Db
db
dl

� ��1

ð44Þ

so that

R¼
Ndðsin a� sin bÞ

l
¼mN ð45Þ

R depends on the number of illuminated grooves N and on
the diffraction order m used. If the finite slit width and
diffraction effects are considered, we have:

R¼
1

3
mN ð46Þ

R is limited physically by the dimensions of the grating. It
is advantageous to use a high-order m, but the grating re-
flectivity might decrease drastically. For example, a
5 cm� 5 cm grating with 1200 grooves/mm used to first or-
der has a practical resolving power of 2� 104. When used at
1550 nm, it is capable of resolving Dl¼ 0:075 nm.

The main disadvantage of grating spectrometers is the
possible ambiguity in interpreting the output spectrum as
the different orders will overlap for different wavelengths.
A solution consists in using wavelength-selective filters in
order to isolate one particular order of diffraction. How-
ever, the resolving power is much better than that ob-
tained with a prism spectrometer. It can be increased by
using a double-pass configuration where the beam is
diffracted once by the grating, then passes into an aper-
ture and diffracted again before being detected.

Figure 5. (a) The diffraction of a beam by
a diffraction grating follows the equation
dðsin a� sin bÞ¼ml;where d is the groove
dimension, a and b are the incidence and
reflection angles relative to the grating
normal, m is the grating order, and l is
the wavelength. (b) Intensity distribution
of the reflected beam for N¼10. The am-
plitude of the wave reflected in the direc-
tion b results from the interference of the
beams reflected by all the grooves illumi-
nated. The corresponding intensity is
I¼RgI0 sin2

ðNj=2Þ= sin2
ðj=2Þ:
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3.4.2. Wavelength Measurement Using Spectrometers.
Both prism and grating spectrometers can be used as
wavelength meters. To do so, it is necessary to tune the
instrument over the unknown light-source spectrum. An-
other important aspect is to perform an accurate calibra-
tion for the wavelength determination.

One possibility for tuning monochromators is to rotate
either the prism or the grating, which causes a different
wavelength to be focused on the output slit, placed in
front of a detector. Another possibility is to keep the
prism or grating fixed and move the slit and photo-
detector in the output plane. In both cases, the prism
or grating angle or the slit–photodetector movement must
be controlled precisely and in a repeatable way to
allow accurate tuning from measurement to measure-
ment [4].

In the case of spectrographs (no moving parts), the
spectrum is recorded at once using a photodetector array,
and it is only necessary to know the wavelength calibra-
tion along the photodetector array. In order to make sure
that the wavelength is correctly assigned, a calibration
procedure is required for spectrometers as they do not
have an internal wavelength reference. It is necessary to
have external reference sources such as spectral lamps or
lasers stabilized to atomic or molecular absorption lines.
For an accurate calibration, the use of several wavelength
references (at least three) is recommended and they
should be distributed over the whole spectral range of
the instrument. Some commercial instruments now in-
clude internal references based on the use of molecular
resonances, such as acetylene, to perform internal cali-
brations (see Table 1).

4. INTERFEROMETER-BASED WAVELENGTH METERS

This section describes wavelength meters using interfer-
ence phenomenon, including Michelson, Fizeau, and
Faby–Perot interferometers.

4.1. Classification of Interferometers

Optical interferometers can be used to perform a wide va-
riety of precision measurements such as measurement of
length, studies of surface structure, measurement of tem-
perature, pressure, and particle velocities. Those mea-
surements are based on the interference phenomena
produced by light waves. Wavelength measurement can
also be realized with very high precision. In fact, interfer-
ometers are the most accurate instruments for measuring
the wavelength of an optical source.

Interferometers can be classified as two-beam interfer-
ometers or multiple-beam interferometers according to
the number of interfering beams. The most common type
of two-beam interferometers used to measure wavelength
are the Michelson and Fizeau interferometers. The Fabry–
Perot interferometer is the most usual type of multiple-
beam interferometers.

Wavelength meters based on interference phenomena
can be subdivided in two categories; dynamic and static T
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wavelength meters. The former relies on the displacement
of an element. It is the most accurate type of instrument,
but it can only perform wavelength measurement on con-
tinuous wave (CW) sources. On the other hand, static
wavelength meters have no moving parts and can be used
to measure wavelength of CW or pulsed sources.

4.2. Michelson-Based Wavelength Meters

The principle of operation of the Michelson interferometer
is presented in Fig. 6. The incident beam is first divided by
a 50-50 beam splitter that can be either a partially re-
flecting metal mirror or dielectric film on a transparent
substrate. The two beams are next recombined by the
same beam splitter on a detector (or a screen). As the sec-
ond beam passes only one time through the beam splitter,
a compensating plate may be used in the second arm to
equalize the optical path followed by the two beams, but is
not always necessary for small collimated beams.

If the mirror M2 is moved by Dx, the intensity of the
interference pattern on the detector changes sinusoidally.
A complete cycle is observed when the optical path differ-
ence between the two arms of the interferometer corre-
sponds to one wavelength of the incident light beam. Thus,
when a mirror displacement of l=2 is performed, a com-
plete cycle is observed.

The wavelength of the incident light beam can be
deduced if the interference maxima frequency is measured
when the mirror M2 is displaced at constant speed

l¼
2um

f
ð47Þ

where vm is the displacement speed of moving mirror M2

and f is the frequency of apparition of interference max-
ima.

The main problem with the previously described Mi-
chelson-based wavelength meter resides in the determi-
nation and the accuracy of the displacement speed of the
moving mirror. For that reason, Michelson interferome-
ters are rarely used in that configuration unless low ac-
curacy (� 1� 10�4) is sufficient.

The most common type of Michelson-based wavelength
meter uses a two-beam interferometry process [5]. In that
configuration, a two-beam scanning Michelson interfer-
ometer compares the number of fringes obtained by both a
reference laser, for which the wavelength is known very
accurately, and an unknown laser. Absolute wavelength
measurement or CW sources can then be performed. For
the two beams, the optical path d is changed by the same
and known amount. A typical optical configuration for
that type of interferometer is presented in Fig. 7.

With this type of wavelength meter, the wavelength of
the unknown laser can be determined by the following
relation:

lU¼
NRnUlR

NUnR
ð48Þ

where NR and NU are the number of fringes counted on the
reference and input photodetectors (corresponding to the
reference and unknown laser), nR and nU are the refrac-
tive index of the media at the reference and unknown
wavelengths, and lR is the wavelength of the reference
laser. From that equation, it is clear that all parameters in
Eq. (48) must be known very accurately. The maximum
relative uncertainty of the un-known wavelength lU is the
sum of the relative uncertainty of each relevant parame-
ter, which are the wavelength reference, number of fring-
es, the ratio of the refractive indexes, beam misalignment,
and wave-front distortion [2, Ch. 4].

The measurement accuracy can be greatly enhanced by
improving the wavelength reference’s own accuracy.

Figure 6. Principle of operation of a Michelson interferometer.
An incident beam is divided by a 50–50 beam splitter. The two
beams are next recombined by the same beam splitter on a de-
tector. If the mirror M2 is moved, the intensity of the interference
pattern on the detector changes sinusoidally. The wavelength of
the incident light beam is deduced if the interference maxima
frequency is measured when the mirror M2 is displaced at con-
stant speed.

Figure 7. Commercially available two-beam scanning Michel-
son-based wavemetert (courtesy of Burleigh).
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Wavelength references found in current laboratory instru-
ments are relatively simple He–Ne gas lasers with about
10� 7 absolute accuracy. A more accurate I2-stabilized He–
Ne laser is often used in laboratory installations where
size is of minor concern but is somewhat difficult to im-
plement in a portable instrument. Those type of lasers are
calibrated with an uncertainty smaller than 10� 10. Re-
cently, some progress has been made in replacing He–Ne
lasers at 633 nm by semiconductor lasers, providing a more
compact and reliable source for the reference laser [6].

Other sources of error for wavelength determination
come from the number of fringes seen by the input and
reference detectors. One way to improve the accuracy is to
count as many fringes as possible; this can be done by in-
creasing the retroreflector mirror displacement. Unfortu-
nately, this also increases the size of the instrument that,
for a commercial instrument, is not suitable. Usually, this
technique is implemented in a laboratory environment
where space is not a concern. The maximum retroreflector
mirror displacement is limited by the coherence length lc
of the reference and unknown laser sources. After a dis-
placement corresponding to one coherence length, no in-
terference pattern can be observed [7]. The coherence
length is related to the spectral width of the source and
is given by

lc¼ c=Dv ð49Þ

where c is the speed of light in vacuum and Dn is the spec-
tral width of the source. From that relation, it is clear that
the frequency of a source emitting in a very narrow band
of frequency can be determined with greater precision
than a broad-band source.

Another way to improve the wavelength-measurement
accuracy without increasing the path displacement of the
retroreflector mirror is to determine a fractional order
number of interference fringes. Techniques such as phase-
locking an oscillator to an exact multiple of the frequency
of the ac signal from the reference laser [8] or using a ver-
nier method in which the counting cycle starts and stops
when the two signals coincide [9] have been proposed.
With these techniques, fringe fractions can be determined
with an uncertainty of 1

500 of a fringe [10]. Moreover, vi-
brations during the measurement must be reduced to a
minimum in order to eliminate the frequency jitter on the
fringe signal [11].

To eliminate the dispersion of air, the wavelength
meter is often operated in a vacuum chamber. If the in-
strument is operated in air, the index of refraction de-
pends on the wavelength, the total air pressure, the
partial pressures of H2O and CO2, and the temperature.
All those parameters must be controlled and/or recorded
with great precision. Moreover, the ratio of the refractive
indices depends on the wavelength difference Dl¼ lR�lU.
The relative uncertainty on the index of refraction de-
pends on the wavelength range. Typically for visible wave-
lengths, the uncertainty ranges from 10�11ðDl¼ 1 nmÞ to
5� 10�9ðDl¼ 200 nmÞ.

There are other sources of systematic errors that can
influence the achievable accuracy of a two-beam scanning
Michelson-based wavelength meter. One of them is the

misalignment of the two beams that causes them to travel
slightly different path lengths. As an example, if the two
beams are slightly tilted against each other by 10� 4 rad,
the systematic relative error becomes 5� 10�9. In the
wavelength meter proposed in Fig. 7, the corner cube ret-
roreflector guarantees that the incoming light beam is re-
flected exactly parallel to its incident direction regardless
of a slight misalignment.

Finally, the quality of the optical components can also
limit the measurement accuracy. With a surface quality of
l/10, wavefront distortions are already visible in the in-
terference pattern [2]. Moreover, to minimize diffraction
effects particularly important in the infrared region, a
large beam diameter should be used. The uncertainty be-
cause of diffraction is inversely proportional to the square
of the beam diameter [11].

4.2.1. Laboratory and Commercial Instrument. In a lab-
oratory experiment, Ishikawa, Ito, and Morinaga demon-
strated a wavelength meter with an accuracy of 4� 10�10

[10]. In that experiment, the main limitation was caused
by a slight optical misalignment between the two beams.
An improved version of that wavelength meter was later
designed [11]. That time the wavelength uncertainty was
evaluated at 7� 10�11 and was limited by the accuracy of
the I2-stabilized He–Ne laser.

For the most accurate currently available commercial
instrument (Burleigh WA-1500), the wavelength of the
unknown laser source can usually be determined to an
accuracy of 10� 7. In that case, the accuracy is limited by
the reference laser, which is a He–Ne gas laser stabilized
on its gain curve. Temperature and pressure sensors are
used to evaluate the index of refraction of air as the in-
terferometer is not evacuated. Figure 8 presents a picture
of that instrument.

4.2.2. Multiwavelength Measurement. One of the disad-
vantages of the previously described wavelength meter is
that it can only perform a single wavelength measure-
ment. However, the previous configuration can be modi-
fied to perform multiwavelength measurements. This task
is particularly suited to dense-wavelength division multi-
plexing (DWDM) communication systems. The fringe pat-
tern produced by the unknown laser can be sampled at
regular intervals corresponding to the period of the refer-
erence-laser interference pattern. A Fourier transform on
those data yields the complete spectrum. The resolution or
the minimum frequency spacing Dl that can be measured
by the instrument is directly related to the number of
counted fringes [12].

l
Dl
¼ 2N ð50Þ

As for the accuracy, the resolution can be improved by
counting as many fringes as possible; this can be done by
increasing the retroreflector mirror displacement.

A motionless Michelson interferometer with a fixed
path difference Ds can also be used to measure the wave-
length of pulsed sources [13]. In such a wavelength meter,
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the incident signal enters the interferometer polarized at
451. A phase difference Df¼ p=2 is next introduced be-
tween the two polarized components. The interference
signal at the exit of the interferometer is recorded sepa-
rately for both polarizations. From the two inter-
ference signals obtained, it is possible to deduce the wave-
number s¼ 1=l modulo 1=Ds as all wave numbers
sm¼soþm=Ds ðm¼ 1;2; 3; . . .Þ give the same interference
signals. If similar interferometers having a path difference
in geometric ratios are used, the wavenumber can be de-
duced without ambiguity. As such an instrument mea-
sures the wavenumber, it is called a sigmameter.

4.3. Fizeau-Based Wavelength Meters

Fizeau interferometers can be used to perform wavelength
measurement [14]. Those static wavelength meters have
no moving parts and can measure the wavelength of CW
and pulsed sources.

Fizeau interferometers consist of two plates inclined to
form a wedge of angle a (see Fig. 9). When plane mono-
chromatic light is incident on that type of interferometer,
reflected light forms a series of uniformly spaced interfer-
ence fringes for which the intensity will vary as

IðxÞ¼
1

2
1þ cos

2px

L
þj

� �� �
ð51Þ

where L¼ l=ð2aÞ, x is the distance along the detector ar-
ray, and f is the phase at x¼ 0. The fringes produced are
imaged on a detector array. With a typical interferometer
plate spacing of 1 mm and a wedge of 3 min, an accurate
measurement of the fringe period can give a wavelength
measurement accuracy of 10� 4. Moreover, if the phase of

the interference pattern on the detector array is deter-
mined accurately [15], the accuracy can go as high
as 10� 7.

Such an accurate measurement can only be accom-
plished if the wedge angle and spacing are previously cal-
ibrated. Also, the fringe pattern on the detector must
approximate as much as possible the sinusoidal pattern
of Eq. (51). This is done by ensuring that the incident light
has plane-wave fronts. This is accomplished by spatially

Figure 8. Front view of the Burleigh WA-
1500 Michelson-based wavemeter (courte-
sy of Burleigh).

Figure 9. Principle of operation of a Fizeau-based wavelength
meter. Fizeau interferometers consist of two plates inclined to
form a wedge of angle a. When plane monochromatic light is in-
cident on that type of interferometer, reflected light forms a series
of uniformly spaced interference fringes for which the intensity
will vary. The fringes produced are imaged on a detector array.
The fringe period is computed and gives a wavelength measure-
ment.
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filtering the incident light and by using interferometer
plates with excellent flatness. Dispersion effects must also
be taken into account for very accurate wavelength mea-
surement. The advantage of the Fizeau wavelength meter
is its simple, compact, and robust design. However, the
accuracy of such a wavelength meter is usually less than a
scanning Michelson-based wavelength meter.

Figure 10 presents a commercially available Fizeau-
based wavelength meter. It is worth mentioning that this
instrument contains a thin fused silica etalon, a precision
input aperture, and a silicon CCD array. As a result of the
type of detector array used, this instrument can perform
wavelength measurement from 400 nm to 1000 nm. The
accuracy of the instrument is 10�5. The instrument is
wavelength calibrated at the factory using five different
stabilized lasers. The calibration process allows for effec-
tive determination of the etalon thickness and to linearize
the detector array signal. All the components are housed
in a thermally isolated enclosure. The index of refraction
of air is mathematically compensated for temperature and
pressure variations.

4.4. Fabry–Perot-Based Wavelength Meters

Scanning Fabry–Perot interferometers can be used to per-
form wavelength measurement, although those instru-
ments are usually used as optical spectrum analyzers.
Figure 11 depicts the principle of operation of a Fabry–
Perot interferometer. This type of interferometer is made
of two highly reflecting mirrors (flat or concave) uniformly
spaced by air or a dielectric material [16].

When coherent light is injected on one side of the in-
terferometer, an interference phenomenon is created by
the multiple reflections inside the cavity. For that reason,
Fabry–Perot interferometers are called multiple-beam in-
terferometers. The interference is constructive and a sta-
tionary wave is built when the distance between the two
mirrors corresponds to an integer multiple of half wave-
lengths of the input beam. This condition is given by

L¼
ml
2n

ð52Þ

where L is the distance between the mirrors, m is an in-
teger, and n is the refractive index of the material inside
the cavity. When the condition in Eq. (52) is respected,
light transmission through the interferometer is maxi-
mum. The frequency spacing between the transmission
peaks is called the free spectral range (FSR) and is deter-
mined by the spacing between the mirrors and by the re-
fractive index of the material inside the cavity. The FSR
(in hertz) is given by

FSR¼
c

2nL
ð53Þ

The transmission coefficient of an ideal Fabry–Perot in-
terferometer is described by an Airy function [16]

tðlÞ¼
It

I0
¼ 1þ

4R

ð1� RÞ2
sin2 2pnL cosðyÞ

l

� �� ��1

ð54Þ

where It and I0 are the input and transmitted intensities,
R and T are the mirror reflection and transmission inten-
sity coefficients, and y is the angle (relative to the mirror
plane inside the cavity) of the input beam (usually the in-
put beam is perpendicular to the mirrors, and this angle is
0). Figure 12 presents the transmission of an ideal Fabry–
Perot interferometer for various mirror reflectivities at
y¼ 01.

From Fig. 12, we see that another parameter, the fi-
nesse (F), gives information about the spectral width of
each transmission peak. This parameter depends on the
mirror reflectivities, optical quality, and alignment. The
finesse is defined by

F¼
FSR

Dv
ð55Þ

where Dn is the full width at half maximum of the trans-
mission peaks. If the finesse is much larger than 1 (which
is usually the case), F can be approximated by

F¼
pR1=2

1�R
ð56Þ

Let us now return to the principle of operation of a scan-
ning Fabry–Perot interferometer. If two signals are inci-
dent on the interferometer, and if the distance L between

Figure 10. Front view of the New Focus Fizeau-based wave-
length (courtesy of New Focus).

Figure 11. Principle of operation of a Fabry–Perot interferome-
ter. This type of interferometer is made of two highly reflecting
mirrors (flat or concave) uniformly spaced by air or a dielectric
material. When coherent light is injected on one side of the in-
terferometer, an interference phenomenon is created by the mul-
tiple reflections inside the cavity.
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the two mirrors is changed, the interference patterns of
both signals appear one after the other. For a given FSR, a
high finesse allows the resolution of very closely spaced
signals. The resolution is given by [12]

l
Dl
¼mF ð57Þ

where m is the mode number. The resolution can be in-
creased if a high-order mode is used. This can be done by
using a large distance L between the mirrors. In that case,
the FSR is reduced; this means that the spectral range is
also reduced. Depending on the application, tradeoffs have
to be made. As we mentioned previously, that type of in-
strument is mainly used to perform high-resolution opti-
cal spectrum analysis over a relatively narrow spectral
range.

However, by counting the fringes obtained by one ref-
erence and one unknown laser while the mirrors are
scanned over a relatively long displacement, and by us-
ing a coincidence technique similar to the vernier tech-
nique, wavelength measurement with an accuracy of 1�
10� 7 can be obtained [17] Also, by carefully calibrating
the position of the mirrors against wavelength, and by
carefully controlling parameters such as temperature,
pressure and alignment, the instrument could be turned
into a wavelength meter. Today, Fabry–Perot based wave-
length meters are widely used for measuring the wave-
length of pulsed lasers. In that case, a plane-mirror Fabry–
Perot interferometer is operated in a static configuration
(etalons). Such etalons, when illuminating with diverging
light, produce a characteristic bull’s-eye fringe pattern
corresponding to different angles of incidence. A CCD
camera positioned across the fringe pattern is then used
along with a computer to reconstruct the interferometer
spectrum. The fringes of a Fabry–Perot etalon are

unequally spaced; for that reason, Fizeau etalons, which
produce equally spaced fringes, can be used instead of the
Fabry–Perot etalon. However, Fabry–Perot etalons have
better shaped fringes. Let us also mention that high-ac-
curacy (1 ppm) wavelength measurement of pulsed laser
sources can also be performed using two different fixed
Fabry–Perot etalons and a reference laser for continuous
calibration. In that case, the interference patterns gener-
ated by both etalons are recorded by two CCD cameras.
The patterns are finally analyzed in a computer and the
wavelength is deduced.

5. APPLICATIONS AND ADVANCED TOPICS

5.1. Applications

5.1.1. Scientific Measurements. With the now genera-
lized use of the laser as a scientific investigative tool,
wavelength meters have established a firm presence in
research and industrial environments. Laser-based mea-
surement techniques reach well beyond the optics field
into general physics, chemistry, biology, and engineering.
The extremely coherent signal emitted from a laser,
whether semiconductor, solid-state, gas, or dye-based, is
ideal for probing materials in order to determine their
composition or properties, measure dimensions or distanc-
es accurately, and much more. In such measurements, the
laser wavelength must generally be known precisely, and
often the parameter of interest can actually be trans-
formed into a reading of wavelength or wavelength offset.
This is where the accuracy of modern wavelength meters
as instruments plays a vital role. Wavelength meters in
general can also be used for spectral analysis, which ex-
pands even further their applicability.

Optical spectroscopy, in its various forms, is useful in a
vast number of applications, because it deals with the pre-
cise measurement of atomic and molecular absorption or
emission features. These features reveal fundamental
characteristics of virtually any material, e.g., metals, gas-
es, organic tissue, and crystals [18]. Possible wavelength
ranges go from visible to infrared, which will guide the
choice of a particular tunable laser, for example, semicon-
ductor or dye [19], and of a particular wavelength meter.
In a basic measurement, the frequency of an absorption
feature is readily obtained by tuning the laser to it and
measuring its wavelength with a wavelength meter. Sim-
ple spectral analysis can then be achieved by scanning the
laser wavelength through the absorption feature and re-
cording the amplitude versus wavelength for each step, as
depicted in Fig. 13.

A different application of spectroscopy is the light de-
tection and ranging (LIDAR), used for monitoring aerosols
in the atmosphere. A pulsed (nanosecond timescale) laser
signal is sent to a target zone, from which backscattered
light is captured. Detailed optical frequency/spectrum
measurement of this signal yields information about the
target atmosphere. As this is a pulsed application, the
typical scanned Michelson interferometer is not suitable
and instruments with faster response times using Fabry–
Perot or Fizeau intenferometers are likely to be used. Cal-
ibrated with a reference He–Ne laser, such an instrument

Figure 12. Transmission of an ideal Fabry–Perot interferometer
for different mirror reflectivities (y ¼01, L¼1.5 mm, n¼1, FSR¼
99.9 GHz).
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gives information about the absolute wavelength and
spectral properties of the backscattered light, which in
turn give information about the scattering medium
properties.

5.1.2. DWDM Optical Communication. The laser has
also enabled an area of significance for electrical engi-
neering, that of optical communication, where wavelength
meters find widespread use. After years of steady growth
with single-wavelength systems at 0.8 mm, then 1.3 mm,
the advent of the erbium-doped fiber amplifier (EDFA) has
enabled a massive deployment of systems in the low-loss
region at 1.5 mm [20] Accurate knowledge of the wave-
length is generally not required in a single-wavelength
system. However, technology advances coupled to the
ever-increasing demand for bandwidth fueled by the In-
ternet explosion have recently led to industrial implemen-
tation of dense-wavelength division multiplexing
(DWDM). In such systems, up to tens of optical channels
are transmitted on a single fiber with frequency spacing
currently as low as 100 GHz (about 0.8 nm at 1.55 mm).
Typical bit rates for individual channels in current high-
capacity transport applications are 2.488 Gbit/s (Sonet
OC-48) and 9.952 Gbit/s (Sonet OC-192). (Sonet is a mul-
tiplexing format and is the acronym for Synchronous
Optical NETwork.)

The 100 GHz standard channel spacing has been en-
dorsed globally through a recommendation of the Inter-
national Telecommunication Union (ITU). This
recommendation actually defines precisely each channel
frequency to be used: at this time, 40 channels from
n¼ 192 100 GHz to n¼ 196 100 GHz applying to the indi-
vidual transmitters and receivers. Corresponding vacuum
wavelengths can be computed with l¼ c=n, where
c¼ 299 792 458 m=s, the speed of light. Each frequency
(or wavelength) value is in essence absolute: no particular
technique for obtaining it is specified. This allows various
equipment manufacturers and users worldwide to work
with a common set of specifications, easing interoperabil-
ity while employing potentially different technologies. The
frequency tolerance around the absolute value is not stan-
dardized rigidly and is evolving as manufacturers and us-
ers refine their designs. Current observed tolerances are
in the 710 GHz to 720 GHz range for a 100 GHz channel
spacing.

As every transmitter and receiver must be designed,
constructed, verified, and maintained in accordance with
such tolerances, the need for accurate and easy wave-
length measurements is clear. DWDM transmitters

typically use distributed feedback (DFB) semiconductor
lasers [21], which present a significant frequency depen-
dence on operational parameters like temperature and
current. As typical coefficients are 10 GHz/1C and 1.5 GHz/
mA, and given the tight-frequency tolerance required, it
follows that transmitter emission wavelengths need to be
calibrated in terms of temperature and current. These pa-
rameters also influence markedly the laser’s output pow-
er, a critical parameter that must also be mapped out.

Wavelength meters as instruments now find wide-
spread industrial use in optical telecommunication man-
ufacturers production facilities at various instances. At
the DFB fabrication and testing stage, they are used for
selecting a laser operating point (temperature and current
within an acceptable range) resulting in a wavelength sit-
uated within a desired channel tolerance, this at a prede-
fined power level. Devices for which such a setpoint cannot
be found are rejected. At the transmitter subsystem as-
sembly stage, they are used for setting up and verifying
the laser initial operating conditions, always ensuring an
output wavelength within prescribed tolerances. At the
DWDM transmission system setup stage, they are used
for final verification of the multiple channel wavelengths.
Meters based on FFT techniques providing a multiwave-
length function are particularly useful at this point be-
cause their spectral analysis capability provides a quick
view of the entire transmitted signal. See the HP 86120B
instrument in Table 1.

DWDM systems must be designed for very high reli-
ability over many years, and laser frequency aging must
be taken into account in order to guarantee that trans-
mitter wavelengths will remain within the specified toler-
ances. Frequency stabilization external to the laser itself
is then required and various schemes have been developed
[22–24]. The basic approach is to compare the emitted
wavelength with some active (reference laser) or passive
(reference filter) wavelength standard, determine if the
transmitter wavelength is adequate, and take corrective
action if not. This will counteract the effect of laser wave-
length aging and maintain a precise emission frequency
over long periods of time. In a way, this comparison with a
wavelength reference implements the wavelength meter
function, although it does not necessarily return a reading
of the wavelength itself. Of course, one possibility is to
monitor the transmitter output with an actual wavelength
meter instrument, and instruct a controller unit to slight-
ly modify the laser operating conditions over time so as to
maintain a prescribed wavelength. As represented in
Fig. 14, a multiwavelength meter allows this concept to
be extended simultaneously to every channel in the
system [25].

DWDM receivers generally use demultiplexing filters
with well-defined transmission responses that must be
measured precisely. As in the electrical-domain, a simple
way to achieve this measurement is to send the signal
from a broad-band noise source through the filter and look
at the transmitted shape on an Optical Spectrum Analyz-
er (OSA). For the 1.55mm communication band, an easily
available noise source is the amplified spontaneous emis-
sion (ASE) found at the output of an EDFA [20]. The OSA,
typically a grating-based monochromator-type instrument,

Figure 13. Use of the wavelength meter in a simple absorption
spectroscopy experiment. Simple spectral analysis can be
achieved by scanning the laser wavelength through the absorp-
tion feature and recording the amplitude versus wavelength for
each step.
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can measure wavelengths with less accuracy than a
typical interferometer-based wavelength meter but offers
more advanced spectral analysis capability. Again, wave-
length meters with FFT-based spectral analysis capability
can be used advantageously depending on the application.
However, for precise transmission versus wavelength
measurements, one can revert to the fundamental spec-
troscopic technique of scanning the wavelength of a tun-
able laser (typically a laboratory instrument based on an
external-cavity laser design [19, Ch. 8], recording simul-
taneously the transmitted power and the wavelength
with, respectively, a power meter and a wavelength meter,
exactly as depicted in Fig. 13.

5.2. Advanced Topics

Let us now address some foreseen or desirable avenues for
improvements of the wavelength meter instrument, as
well as discuss the current state-of-the-art in wavelength
measurement. In stand-alone instruments, one may wish
to improve the resolution and accuracy of present units, in
order to enable yet more precise measurements of all
kinds. Improving the resolution means being able to sense
a smaller wavelength change, and for the Michelson in-
terferometer this requires a longer mirror travel. Al-
though this can be achieved easily in a laboratory
interferometer setup, it is harder to realize in an actual
instrument because of size, reliability, and cost con-
straints. For example, a wavelength ratio uncertainty of
7 � 10�11 has been demonstrated in a laboratory config-
uration presenting a 60 cm mirror travel in vacuum and a
30 mm beam size [11]. Mechanically scanned interferom-
eters tend also to have slow update rates, which will likely
be slowed down further by longer travels. Simultaneous
improvements in resolution and measurement speed ap-
pear difficult, although compromises toward either par-
ameter can certainly be achieved.

Improving the measurement accuracy rests first on im-
proving the wavelength reference’s own accuracy. Semi-
conductor lasers stabilized to atomic or molecular features
are a foreseen development in future instruments, featur-
ing reduced size, increased reliability, and an improve-
ment in reference accuracy to the 10� 10 level [23,24].
Given an improved reference wavelength, one can then

refine the interferometer’s intrinsic design. This implies a
minimization and a precise characterization of the sources
of error inherent in the design, its tolerance to misalign-
ment, and the ultimate effect on the wavelength reading.
Again, in the case of a commercial instrument, cost and
reliability issues must be addressed at the same time as
these refinements.

For the DWDM field, improvement paths may be ori-
ented slightly differently, because the resolution and ac-
curacy of commercial wavelength meters are basically
sufficient for the needs of current and near-future sys-
tems. Emphasis should then be put on realizing wave-
length meters that are smaller, cheaper, and more robust,
particularly by developing solid-state designs with no
moving parts. Resolution and accuracy may well be trad-
ed off for these considerations, depending on the particular
application. Such developments might result in the ability
to integrate an accurate wavelength meter function (as
well as spectrum analysis) into optical transmission sub-
systems. Various possibilities for solid-state wavelength
meters have been investigated [25,26].

Finally, let us touch on absolute wavelength measure-
ment. Here, the term absolute means that the measure-
ment must be related directly to the universal reference
for frequency and time, the cesium primary standard. The
SI unit of time, that is, the second, is defined with respect
to a microwave transition from the ground state of cesium,
around 9.192 GHz. Cesium primary standards, or ‘‘atomic
clocks,’’ exist as standalone instruments, but the most ac-
curate and stable ones are fairly complex installations
found at various national laboratories around the world.
Their output usually consists of an RF signal in the
10 MHz range. One approach for absolute optical frequen-
cy measurement is to synthesize from the cesium refer-
ence, through frequency multiplication and heterodyning,
phase-locked signals at progressively higher frequencies
until the unknown wavelength has been reached [24, Ch.
5] This unknown wavelength can of course be measured
with less accuracy prior to the absolute measurement with
the help of a standard laboratory wavelength/optical fre-
quency meter. The final determination of frequency is
done by measuring a specific RF or microwave transfer
frequency at a particular point in the chain. Such an ab-
solute optical frequency measurement can then be trans-
formed into an absolute vacuum wavelength
measurement through the basic relation l0¼ c0=n. This
was enabled by the 1983 redefinition of a meter by the
Bureau International des Poids et Mesures (BIPM) [27],
which effectively defined the speed of light in vacuum as
c0¼ 299,792,458 m/s exactly. Measurement accuracies of
10�12 have been obtained in the visible range and also at
the well-established 3.39 mm and 10 mm wavelengths of
metrological He–Ne and CO2 lasers. This is to be com-
pared with the 10�7 basic accuracy of the most accurate
currently available commercial instrument, the Burleigh
WA-1500 depicted in Fig. 8.

Optical comb generation [28], that is the generation of
precisely controlled optical sidebands at RF or microwave
intervals from a precise reference wavelength, can also be
used for creating signals in the vicinity of the unknown
signal. This technique has recently been employed for

Figure 14. Use of a multiwavelength meter to control simulta-
neously the frequency of multiple laser transmitters in a DWDM
communication system.
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measuring accurately a series of molecular resonances of
acetylene in the 1.5 mm communication band [29]. An ac-
curacy in the 10�9 range was achieved.

6. CONCLUSION

Wavelength measurement is a fundamental and versatile
function in many aspects of science and technology, as op-
tical waves are prevalent in our everyday lives, in the sci-
entific laboratory and in technology-based commercial
ventures. As we have seen, wavelength measurement
can take various shapes depending on the particular ap-
plication, and it calls on diverse aspects of optics and both
electrical and mechanical engineering.

One can use calibrated spectrometers based on prisms
or gratings, or for better precision, Michelson, Fizeau, or
Fabry–Perot interferometers. Each type of instrument
presents advantages and limitations, so specific applica-
tions will dictate the choice of a particular configuration.
Refined laboratory setups built for absolute measure-
ments demand very accurate modeling and optical/me-
chanical design as well as construction, but size,
complexity, and cost constraints are relaxed. Stand-alone
laboratory instruments for scientific applications must be
engineered so that a suitable level of performance is pack-
aged in an easy to operate, robust, and cost-effective in-
strument. Finally, further improvements in the design of
wavelength meters is leading the way toward the integra-
tion of this function into more and more compact subsys-
tems, where size and cost are paramount.
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Functions that oscillate over time are often called waves.
If the function is such that it oscillates only in a localized
region and goes to zero outside the region it may be called
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a wavelet. Thus we say wavelets are localized waves. This
is analogous to many processes in nature. Consider a
soundwave that starts out at zero, builds to some maxi-
mum, and then dies out to zero. If the duration of the
sound is a few seconds, we say the scale for the process is
on the order of seconds. Whenever examining some phys-
ical object, scale plays an important role. For example,
when looking at another human at a scale of about a
meter, you see the whole individual, but if you examine
the same individual at a scale of about a centimeter, you
can see details such as whorled ridges that form the
fingerprint.

The fundamental role of the wavelet transform is to fa-
cilitate the analysis of signals or images according to scale.
Wavelets are functions with some special mathematical
properties that serve as a tool for efficiently dividing data
into a sequence of frequency components without losing all
information about position. This can be thought of in
terms of viewing an object through different size windows.
If a large window is used, we see gross features, and if a
small window is used we only see small detail features.
There are many similarities between wavelet analysis and
classic windowed Fourier analysis. The goal in the latter is
to determine the local frequency content of a signal by
using sine and cosine functions multiplied by a sliding
window. The wavelet analysis makes use of translations
and dilations of an oscillating wavelet, called the mother
wavelet, to characterize both spatial and frequency con-
tents of a signal. The properties of this analyzing wavelet
are very different from those of sines and cosines. These
differences make it possible to approximate a signal con-
tained in a finite region or a signal with sharp changes
with a few coefficients, something not possible with classic
Fourier methods.

Many of the principles that are the foundation for
wavelet analysis emerged independently in mathematics,
physics, geophysics, and engineering. In most cases, the
concepts came from the motivation to solve some problem
that related to resolution or scale. During the last decade,
wavelets have been used with great success in a very wide
variety of areas, including image compression, coding, sig-
nal processing, numerical analysis, turbulence, acoustics,
seismology, and medical imaging.

There are some basic mathematical concepts that must
be understood prior to a full explanation of the two types of
wavelet transforms, the continuous transform and the dis-
crete transform. Section 1 on basic concepts from linear al-
gebra and Fourier analysis can be skipped by those who have
already reached that level of mathematical sophistication.

1. BASIC CONCEPTS

1.1. Basis

One of the most fundamental ideas associated with many
areas of mathematics is the concept of a basis. A simple
illustration serves to get the idea across. Suppose we have
a curve (waveform or signal) that looks somewhat compli-
cated, as in Fig. 1. (In practice, this could be a voltage that
varies in time.) How could you explain to someone who
could not see the curve just what it looks like? One pos-

sible way is to think of the complicated curve as being
made up of the sum of several simple curves. The compli-
cated curve is selected so that it is exactly the sum of two
simple curves shown in Fig. 2. The simple curves are
known as sine curves. These fundamental curves can be
described in terms of how many times they go through a
complete cycle. Note that the low-frequency curve goes
through one cycle and the higher frequency curve goes
through three cycles. Also note that the low-frequency
curve has two times the amplitude of the high-frequency
curve. You could tell someone exactly how to reproduce the
more complicated curve by giving the information about
frequency and amplitude for the two basic curves. For
those familiar with formulas for sine curves, the compli-
cated curve is given by y¼ 2 sinð2pxÞþ sinð6pxÞ.

Technical Definitions: Motion that repeats in equal
intervals of time is called periodic. The period is the time
required for one complete cycle or oscillation. The frequen-
cy is the repetition rate of a periodic process, which is the
number of cycles that occur over a given interval of time. If
the period is given in seconds, the frequency is in hertz,
abbreviated Hz. In Fig. 2, if the x axis represents time (in
seconds), the frequencies are 1 Hz and 3 Hz for the two
curves.

Figure 1. A complicated curve.

Figure 2. Two simple curves. The curve in Fig. 1 is the sum of
these two curves.
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The concept of a basis comes from an extension of the
approach used to produce the curve in Fig. 1 from the sum
of the curves in Fig. 2. If the basis is selected so that it is
complete, an arbitrary curve can be replaced by a sum of
basic curves. When this is done for periodic functions us-
ing sine or cosine curves with different frequencies and
amplitudes, it is called a Fourier series decomposition. If
the original function is not periodic and can be defined
over the entire x axis such that its area is finite, a Fourier
transform is used.

The important concept here is that there is a formal
way to represent a function or waveform as a sum of basic
parts. Fourier analysis corresponds to the language used,
and a prescription for calculating the coefficients in the
sum exists, which corresponds to finding the amplitudes
in Fig. 2. You might think of this as a sort of mathematical
prism. The prism breaks light into various colors in much
the same way the Fourier analysis breaks the complicated
waveform into component parts.

When considering all sorts of waveforms, an obvious
question emerges. Under just what conditions is Fourier
analysis the appropriate mathematical language to use to
decompose the waveform? The complete answer to this
question is the subject of the enormous literature on Fou-
rier series and Fourier transforms. There are some simple
answers that will suffice for our purposes. The sum in a
typical Fourier series problem is an infinite sum. This
means an infinite number of coefficients must be computed
to represent the function. It seems we have made the
problem more complicated! It turns out that in many
physical situations only a few coefficients are needed to
give an adequate description of the waveform. The coeffi-
cients associated with the high-frequency sines and co-
sines approach zero as the frequency increases. You can
think about it this way: The large coefficients correspond
to the case where there is a fair match between the orig-
inal function and the basic sine or cosine. If the original
waveform changes slowly relative to the high-frequency
oscillations, there is a poor match, and consequently the
coefficients are very small. More will be said about this in
the sections that follow.

1.2. Orthogonality

Another concept that is essential is that of orthogonality.
Recall from elementary geometry, if two line segments are
perpendicular, we say they are orthogonal. If we make
vectors out of line segments by giving them properties of
magnitude and direction, we can determine whether they
are orthogonal by computing their scalar product. This is
sometimes called the dot or inner product. If the scalar
product is zero, they are orthogonal. Another way to think
about this is that orthogonal vectors do not have any com-
ponents in common, or they contain completely indepen-
dent information. The same type of thing can be defined
for functions; however, the rule for doing the scalar prod-
uct is different. It involves doing an integral of the product
of two functions. The coefficients in a Fourier series ex-
pansion can be found by computing scalar products of the
original waveform multiplied by sine and cosine functions
with different frequencies. The important point is that the

building blocks, the sines and cosines of different frequen-
cies, are orthogonal and complete. An important conse-
quence is that the frequency content of the waveform can
be determined in an unambiguous way. Also, an orthogo-
nal transformation allows perfect reconstruction of the
original waveform and eliminates redundancy. Generally,
orthogonal transformations are more efficient and easier
to use.

1.3. Sampling and the Fast Fourier Transform

In nature, many waveforms are continuous functions of
time. If we want to work with these signals using digital
computers, it is necessary to find a discrete representa-
tion. This means we have to sample the continuous func-
tion. There is an extremely important theorem known as
the Shannon sampling theorem that is invoked in these
situations. Proofs are given in most standard texts on
Fourier analysis, for example, Bracewell [1] and Brigham [2].
The theorem states that a continuous signal can be
represented completely by and reconstructed perfectly
from a set of measurements (samples) of its amplitude
made at equally spaced times. The time interval between
samples must be equal to or less than one-half the period
of the highest frequency present in the signal. For exam-
ple, for a typical voice signal, the frequency range is from
0 Hz to 4,000 Hz. This signal must be sampled 8,000 times
per second in order to describe it perfectly. In practice, the
idea of perfect reconstruction must be compromised. When
the amplitude is sampled with real physical apparatus,
there must be some sort of round off. In speech transmis-
sion, an error of 1% is often sufficient for practical
purposes.

Another development that helped usher in the digital
communication revolution is the Fast Fourier Transform
(FFT). For n sampled points, this reduces the number of
computations from n2 to n log n. This is especially impor-
tant for large values of n. A very interesting discussion of
the FFT is given by Heideman, Johnson, and Burrus [3].

1.4. Time- and Frequency-Domains

When we look at the signal in the time-domain, we have
full information about the amplitude of the signal at any
time. When we do the Fourier decomposition, we have full
information about the frequency content of the signal, but
the time information is not apparent. The inverse trans-
form yields the time information, but then the frequency
spectrum is not apparent. Another way to think about this
is to observe that a very sharp signal in the time-domain is
flat in the frequency-domain. Inspection of the frequency
spectrum does not tell when the sharp signal occurred in
time. Some time-domain and frequency-domain transform
pairs are shown in Fig. 3. The important point is that sig-
nals localized in time are spread in frequency and those
spread in time are localized in frequency.

2. CLASSIFICATION OF SIGNALS

It is useful to give a broad classification of signals as sta-
tionary, quasistationary, and nonstationary. A signal is

5604 WAVELET TRANSFORMS



stationary if its statistical properties are invariant over
the time duration of the signal. For these signals, the
probability of unexpected events is known in advance. If
there are transient events (such as blips or discontinu-
ities) in the signal that cannot be predicted, even with
knowledge of the past, the signal is nonstationary. Con-
sider viewing the signal through a window of some width;
that is, look at a section of the signal. A signal is called
quasistationary if the signal is stationary at the scale of
the window.

The ideal tool for studying stationary signals is Fourier
analysis. The study of nonstationary signals requires oth-
er techniques. One of these is the use of wavelets. An im-
portant technique for the study of quasistationary signals
came before wavelets and will be discussed first.

The desire to maintain information about time when
doing Fourier decompositions leads to the short-time Fou-
rier transform (STFT), sometimes called the windowed
Fourier transform. The idea is to select a window with
fixed width and slide it along the signal. The Fourier de-
composition is done for several short times of the signal
rather than for the entire signal all at once. By a proper
choice of the window, it is possible to maintain both time
and frequency information; thus, this transformation is
known as a time–frequency decomposition. When the win-
dow is a Gaussian, the transform is known as a Gabor
transform in honor of early work done by Dennis Gabor
[4]. Difficulties in connection with this approach involve
both orthogonality and invertibility. An introduction to
the STFT and the wavelet transform is given by Rioul and
Vetterli [5]. The close connection with wavelets is illus-
trated in Fig. 4. Note that the main difference is that the
functional form of the wavelet does not change, hence the
name mother wavelet. The choices for the mother wavelet
are virtually unlimited, which is in sharp contrast to
Fourier analysis where the basis functions are sines and
cosines.

The mother wavelet is allowed to undergo translations
and dilations. It is the various translations and dilations
of the mother wavelet that form the basis functions for the
wavelet transform. This stretching or compressing of the
wavelet changes the size of the window and allows the
analysis of signals at different scales. This is in some sense
like a microscope; the wide stretched-out wavelets are
used to give a broad approximate image of the signal,
whereas the smaller and smaller compressed wavelets can
zoom in on finer and finer details.

3. TIME-FREQUENCY RESOLUTION

We have already seen that sharp signals in the time-do-
main correspond to flatness in the frequency-domain. If
the window for the STFT is selected as in the third row of
Fig. 3, then the tiles that represent the essential concen-
tration in the time–frequency plane are squares as indi-
cated on the left in Fig. 5. For a window fixed at one
position along the time axis, going up vertically corre-
sponds to higher and higher frequency sinusoidal curves
contained within the window. The corresponding tiles for
the wavelet transform are shown on the right in Fig. 5.
Here the wavelet that is stretched out over the time axis
(low frequency) has a narrow concentration in the fre-
quency-domain. As the wavelet is compressed (higher fre-
quencies, smaller time window) the concentration in the
frequency-domain is less and less concentrated. Think
about this in terms of the curves in Fig. 3 where small
time windows correspond to broad frequency windows.
This helps in understanding how scale plays such an im-
portant role in the wavelet transform.

Figure 3. Signals concentrated in one domain are spread in the
other domain. Figure 4. Comparison of STFT and wavelets. On the left, select

the window and allow different frequency sinusoids to fill the
window. On the right, select the mother wavelet, then translate
and dilate the wavelet. The second wavelet is expanded and shift-
ed to the left. The third wavelet is compressed and shifted to the
right.
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4. SOME HISTORY

There are many avenues that can be followed in trying to
trace the history of wavelets. Barbara Burke Hubbard [6]
has a quote in her beautiful discussion of wavelets by Yves
Meyer. He says: ‘‘I have found at least 15 distinct roots of
the theory, some going back to the 1930s.’’ Seven of these
sources in pure mathematics are discussed in some detail
in the translation of some of Meyer’s [7] lecture notes. The
reader with some background in harmonic analysis will
find this discussion covering 70 years of mathematics fas-
cinating: the Haar basis (1909), the Franklin orthonormal
system (1927), Littlewood–Paley theory (1930), Calderón–
Zygmund theory (1960–1978), and the work of Strömberg
(1980). In addition to the lecture notes by Meyer, refer-
ences for this background include Haar [8], Franklin [9],
Hernández and Weiss [10], Edwards and Gaudry [11] for
Littlewood–Paley theory, Stein [12] for Calderón–
Zygmund theory, and Strömberg [13].

This work done by mathematicians is now understood
as part of the history of wavelets. The term ‘‘atomic de-
compositions’’ was used in place of the term wavelets.
During this period from 1910 to 1980, mathematicians
from the University of Chicago (location of Zygmund and
Calderón) were leaders in harmonic analysis, but appar-
ently they did not interact very much with the experts in
physics and signal processing.

In physics, the ideas underlying wavelets are present
in Nobel laureate Kenneth Wilson’s [14] work on the re-
normalization group. A review of some of Wilson’s work
and other uses of wavelets in physics is given by Guy
Battle [15,16]. Wavelet concepts also appear in the study
of coherent states in quantum mechanics. This work dates
from the early 1960s by Glauber [17] and Aslaksen and
Klauder [18,19].

In parallel with advances in mathematics and physics,
there were important ideas fundamental to wavelets being

developed in signal and image processing. This work was
mostly in the context of discrete-time signals. As is often
the case in applied science, much of this work was driven
by the need to solve a problem. We have already men-
tioned the work by Gabor who introduced concepts very
close to wavelets in speech and signal processing. A tech-
nique called subband coding was proposed by Croisier,
Esteban, and Galand [20] for speech and image compression.
This work and related work by Esteban and Galand [21]
and Crochiere, Webber, and Flanagan [22] made use
of special filters known as quadrature mirror filters
(QMF). This led to important work in perfect reconstruc-
tion filter banks discussed in detail by Vetterli and
Kovačević [23]. Other important relevant work was the
development of pyramidal algorithms in image proces-
sing by Burt and Adelson [24], where images are approx-
imated proceeding from a coarse to fine resolution.
This idea is similar to the multiresolution framework
currently used in connection with the discrete wavelet
transform.

The important point of all of this is that the foundations
of wavelet transforms were implicit in several areas of
science, but those working in the various areas were not
communicating outside their own field. The grand unifi-
cation came as a surprise to many and is certainly one
reason why this subject has become so popular. Several
people made important contributions to this unification.
Yves Meyer, in the foreword to the book by Hernández and
Weiss [10], gives special tribute to Alex Grossmann and
Stéphane Mallat.

In the early 1980s, Jean Morlet, a geophysicist with the
French oil company Elf-Aquitaine, coined the name wave-
let in connection with analysis of data in oil prospecting
(see Morlet et al. [25]). Morlet’s early work was based on
extensions of the Gabor transform coupled with the fun-
damental idea of holding the number of oscillations in the
window constant while varying the width of the window.

Figure 5. Left: Time and frequency resolution for STFT. Right: Time and frequency resolution for
WT. The tiles indicate the region of concentration in the time–frequency plane for a basis function.
As an illustration, if the tile labeled (b) corresponds to (b) in Fig. 4, then tile (c) could correspond to
(c) in Fig. 4. The corresponding comparison for wavelets is for tiles labeled (d) and (f) with (d) and (f)
in Fig. 4.
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Morlet developed empirical methods for decomposing a
signal into wavelets and then reconstructing the original
signal, but it was not clear how general the numerical
techniques were. Morlet was referred to Alex Grossmann
who had extensive experience in Fourier analysis as uti-
lized in quantum mechanics. It took them about two years
to determine that the inversion was exact, and not an ap-
proximation (Grossmann and Morlet [26]).

During 1985–1986, Stéphane Mallat [27,28], an expert
in computer vision, signal processing, and applied math-
ematics, discovered some important connections among:
(1) the quadrature mirror filters, (2) the pyramid algo-
rithms, and (3) the orthonormal wavelet bases of Ström-
berg Meyer, building on the work by Mallat, constructed
wavelets that are continuously differentiable, but they do
not have compact support. (A function with compact sup-
port vanishes outside a finite interval.) A full discussion of
these Meyer wavelets is given by Ingrid Daubechies [29],
where she points out that Meyer actually found this basis
while trying to prove the nonexistence of such nice wave-
let bases. It requires a considerable amount of work to
calculate the wavelet coefficients for the Meyer wavelets,
and Daubechies wanted to construct wavelets that would
be easier to use. She had worked with Grossmann in
France on her Ph.D. research in physics, and she knew
about Mallat and Meyer’s work before it was published.
She demanded orthogonality, compact support, and some
degree of smoothness (wavelets with vanishing moments).
These constraints are so much in conflict that most people
doubted such a task could be accomplished. After some
very intense work, she had the construction by the end of
March 1987. (See the revealing quote on page 47 of Hub-
bard [6]). This work is elegant, and the Daubechies wave-
lets have become the cornerstone of wavelet applications
throughout the world. The first publication on her con-
struction is in Ref. 30. Other relevant descriptions are in
Refs. 29 and 31.

This concludes an all too brief history of a topic that has
roots reaching into the core of pure and applied mathe-
matics, physics, geophysics, computer science, and engi-
neering. The reader with interest in these matters will
find the informal discussion by Ingrid Daubechies [32]
both enjoyable and enlightening. In that discussion, she
does not cite specific references, but all of the characters in
the story are identified in the bibliography or reading list
for this article or in the books by Vetterli and Kovačević
[23] and Daubechies [29].

5. THE CONTINUOUS WAVELET TRANSFORM

Families of continuous wavelets are found by shifting and
scaling a ‘‘mother’’ wavelet cðxÞ

ca;b¼
1ffiffiffi
a
p c

x� b

a

� �
; a; b 2 R; aO0 ð1Þ

The parameter a is the scale parameter, b is the shift pa-
rameter, and R is the set of real numbers. One possible

identification for c is the Mexican hat function,

cðxÞ¼
2ffiffiffi
3
p p�1=4ð1� x2Þe�1=2x2

This function is the second derivative of a Gaussian
e�1=2x2

. The normalization is such that its square integrat-
ed over the real line is unity, L2ðRÞ norm equal to 1. This is
the function used for illustration on the right side of Fig. 4.
The reason for the name comes from the image generated
by a rotation around its axis of symmetry [29]. Observe
that for large a, the basis function ca,b is a stretched-out
version of c and small a gives a contracted version.

If the basis functions are required to satisfy a com-
pleteness condition, then it is necessary for the wavelet to
satisfy an ‘‘admissibility’’ condition [23]

Cc¼

Z 1

�1

jĉcðxÞj2

x
dxo1

where ĉc is the Fourier transform of c,

ĉcðxÞ¼
Z 1

�1

cðxÞe�ixx dx

This means that for practical cases we must require (Let
x! 0 in the formula for the Fourier transform):

Z 1

�1

cðxÞdx¼ ĉcð0Þ¼ 0

Thus, the wavelet function cannot be a symmetric positive
‘‘bump’’ function like a Gaussian, but must wiggle around
the x axis like a wave. The zero of the Fourier transform at
the origin and the decay of the spectrum ĉcat high frequen-
cies implies that the wavelet has a bandpass behavior.

The continuous wavelet transform of a function f(x) is
defined by

~ff ða; bÞ¼ hca;b; f i¼

Z 1

�1

ca;bðxÞf ðxÞdx ð2Þ

for a real set of basis functions. The function f is recovered
from the transformed function ~ff by the inversion formula

f ðxÞ¼
1

Cc

Z 1

�1

Z 1

�1

da db

a2
~ff ða;bÞca;bðxÞ ð3Þ

For a proof, see Chapter 5 of Ref. 23. This last formula says
that f(x) can be written as a superposition of shifted and
dilated wavelets.

The continuous wavelet transform has an energy con-
servation property that is similar to Parseval’s formula for
the Fourier transform. The function f(x) and its continuous
wavelet transform ~ff ða; bÞ satisfy

Z 1

�1

jf ðxÞj2 dx¼
1

Cc

Z 1

�1

Z 1

�1

da db

a2
j ~ff ða; bÞj

2

ð4Þ

The wavelet transform has localization properties. There
is a sharp time localization at high frequencies, in marked
contrast with Fourier transforms. For example, the
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wavelet transform of a delta function centered at x0 is

1ffiffiffi
a
p

Z 1

�1

c
x� b

a

� �
dðx� x0Þdx¼

1ffiffiffi
a
p c

x0 � b

a

� �

For a given scale factor a, the transform is equal to a
scaled and normalized wavelet centered at the location of
the delta function.

6. DISCRETE WAVELET TRANSFORM

The wavelet transform has to be discretized for most ap-
plications. One way to approach this is to attempt to di-
rectly discretize the continuous wavelet transform and
find a discrete version of the reconstruction formula given
in Eq. (3). In effect, this means replace ca,b by cm,n with
m;n 2 Z, where Z is the set of integers. The appropriate
replacements for a and b are [23,29]

a¼am
0 ; b¼nb0am

0 ; a0 > 1; b0 > 0

When this is done, it turns out that in the discrete pa-
rameter case there is no direct generalization of Eq. (3);
however, for certain c and appropriate a0 and b0

~ccm;n ex-
ist, such that

f ¼
X

m;n

hcm;n; f i ~ccm;n

This leads to the introduction of frames and dual frames.
These represent an alternative to orthonormal bases in a
Hilbert space (see Heil and Walnut [33]). This approach
will not be pursued here. We refer the reader to standard
references [10,23,29,33].

The approach presented here leads to the construction
of orthonormal wavelet expansions for discrete sets of
data. We do not start with a continuous wavelet and at-
tempt to find a discrete counterpart. We make full use of
multiresolution, the idea of looking at something at
various scales or resolutions.

6.1. Multiresolution Analysis

In this approach, another function f plays a fundamental
role along with the wavelet function c. The simplest pos-
sible system that illustrates most of the fundamental
properties of these functions is the Haar scaling function
and Haar wavelet. In this case, the scaling function is the
box function illustrated in Fig. 6(a) and the corresponding
wavelet is shown in Fig. 6(b). We refer to these two func-
tions as the level 0 functions. The fundamental idea is to
construct other scaling functions and wavelets from dila-
tions and translations of the level 0 functions. Some of
these are shown in Fig. 6. Note that scaling by x! 2x
corresponds to a contraction, and scaling by x! 1

2 x gives
an expansion. There are two scaling functions and two
wavelet functions at level –1, with support on an interval
of length 1

2,

fð2xÞ; fð2x� 1Þ; cð2xÞ; cð2x� 1Þ

Complete families of scaling functions and the wavelets
are obtained by appropriate translations and dilations.
The functions f(x) and c(x) are the functions at level 0.
The move from c(x) to c(2x) is a dilation operation, where-
as the shift from 0 to 1 is a translation operation. Starting
from f and c, the functions are shifted and compressed.
The next level down (level –2) contains

fð4xÞ; fð4x� 1Þ; fð4x� 2Þ; fð4x� 3Þ;

cð4xÞ; cð4x� 1Þ; cð4x� 2Þ; cð4x� 3Þ

Each of these functions is supported on an interval of
length 1

4. A continuation of this process gives infinite fam-
ilies of functions,

fj;kðxÞ¼ 2�j=2fð2�jx� kÞ;

cj;kðxÞ¼ 2�j=2cð2�jx� kÞ
ð5Þ

with j; k 2 Z. For the range of values ðj � 0Þ and
ð0 � ko2�jÞ, these functions form a basis over the inter-
val [0, 1].

Figure 6. Scaling function f and wavelet function c for the Haar
system: (a) f(x), (b) c(x), level 0, basic; (c) fðx� 1Þ, (d) cðx� 1Þ,
level 0, translated; (e) fð12 xÞ, (f) cð12 xÞ, level 1, basic; and (g) fð2xÞ,
(h) cð2xÞ, level �1, basic.
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Important Remark: The Haar system is used for il-
lustration purposes because it is simple and easy to un-
derstand. The important point is that all of this holds for
other scaling functions and wavelets that have increasing
degrees of smoothness. Some of these will be discussed
and illustrated later.

Suppose we designate the space spanned by functions
of the form fðx� kÞ, k 2 Z, by V0 and the space spanned by
functions of the form fð2x� kÞ, k 2 Z, by V–1. Clearly, the
function f(x) can be written as

fðxÞ¼fð2xÞþfð2x� 1Þ

As functions in V0 can be written as a linear combination
of functions in V–1, we have the condition

V0  V�1

This argument can be extended in either direction, for
example

f
1

2
x

� �
¼fðxÞþfðx� 1Þ; V1  V0

An example of the projection of a function onto V0 and V1

is shown in Fig. 7. By continuing this process, the nesting
of the closed subspaces Vj follows,

 coarser . . .V2  V1  V0  V�1

 V�2  . . . finer!
ð6Þ

The nesting order is selected so that the spaces show less
detail as the index increases. For example, in Fig. 7 the
projection onto V1 can be considered as a blurred version
of the projection onto V0. This is an agreement with the
choice made by Daubechies [29]. A caution for the reader
is in order on this; about half of the wavelet literature uses
the opposite convention, coupled with a change of –j to þ j
in Eq. (5). Properties of the Vj are summarized by the fol-
lowing definition of an orthogonal multiresolution analysis.

A multiresolution analysis of L2ðRÞ consists of a se-
quence of closed subspaces Vj, for all j 2 Z, such that

(M1) Vj  Vj�1

(M2)
S
j

Vj¼L2ðRÞ and
T
j

Vj¼f0g

(M3) f ðxÞ 2 Vj , f ð2xÞ 2 Vj�1

(M4) f ðxÞ 2 V0 , f ðx� kÞ 2 V0 for all k 2 Z

(M5) A function f 2 V0 exists, so that fðx� kÞ, k 2 Z

form an orthonormal basis for V0.
Several remarks are in order in regard to this defini-

tion. In (M2), the bar over the union is to indicate closure.
The closure of a set is obtained by including all functions
that can be obtained as limits of sequences in the set. This
terminology could be replaced by saying that the union is
dense in L2. Condition (M5) is often relaxed by assuming
that the set of functions fðx� kÞ is a Reisz basis for V0. For
a full treatment of this approach, see Refs. 10 and 34.

Now let us observe that, although we have the condi-
tion V0  V�1, the basis functions in V0 are not orthogonal
to the basis functions in V�1,

Z
fðxÞfð2xÞdxO0 and

Z
fðxÞfð2x� 1ÞdxO0

The integrals are over all x where the functions do not
vanish. For the Haar case illustrated earlier, this would be
over the interval [0, 1]. There is a clever way to fix this.
Note that we can write

fð2xÞ¼
1

2
½fðxÞþcðxÞ� and

fð2x� 1Þ¼
1

2
½fðxÞ � cðxÞ�

If we designate the space spanned by the wavelets
2�j=2cð2�jx� kÞ, j; k 2 Z, by Wj, it follows that the direct
sum of subspaces gives

V�1¼V0 �W0

Moreover, it is easy to check that basis functions in V0 are
orthogonal to basis functions in W0. This idea can be ex-
tended in either direction

V�2¼V�1 �W�1 and V0¼V1 �W1

The space Wj is said to be the orthogonal complement of Vj

in Vj� 1. In general, we have

Vj�1¼Vj �Wj; Wj?Wj 0 ; if jOj0 ð7Þ

If we designate the projection of f(x) onto Vm by Pmf and
the projection of f(x) onto Wm by Qmf, then Eq. (7) implies
that

Pj�1f ¼Pjf þQjf ð8Þ

If j¼ 1, P0f ¼P1f þQ1f . Projections P0f and P1f are shown
in Fig. 7. The projection Q1f contains the difference or

Figure 7. A function y¼ f(x) (dots) projected onto V0 (top),
projected onto V1 (bottom).
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detail information, illustrated in Fig. 8. Note that this
does indeed represent Haar wavelets at level 1.

To see how the general decomposition emerges, consider

V0¼V1 �W1¼V2 �W2 �W1¼V3 �W3 �W2 �W1

This could be extended as far as desired. The general
formula is

Vj¼Vj �
MJ�j�1

k¼ 0

WJ�k ð9Þ

where all subspaces on the right are orthogonal, which
means that any function can be represented as a sum of
detail parts plus a smoothed version of the original func-
tion. This is often expressed by saying that the function is
resolved into a low-frequency part plus a sum of high-fre-
quency parts. To see this, think of Fourier transforms. The
broad part in Vj has a Fourier transform concentrated at
the origin in the Fourier domain, hence low frequencies.
The parts in Wj have Fourier transforms that must vanish
at the origin because the area of the wavelet is 0, hence
high-frequency parts.

By use of (M2) and Eq. (9), it follows that

L2ðRÞ¼
M

j2Z

Wj ð10Þ

(Note that Vj ! f0g as j!1.) The collection fcj;k; j; k 2 Zg

is an orthonormal basis for L2ðRÞ. The spaces Wj also have
the scaling property (M3), so the job is to find a c 2 W0,
such that the c(x� k) form an orthonormal basis for W0.

6.2. Orthonormal Wavelets with Compact Support

Before we embark on the task of determining other ac-
ceptable scaling and wavelet functions, it may be useful to
examine the Haar system more closely. Keep in mind that
what we are doing applies to any functions f and c that
satisfy the multiresolution analysis and decomposition,
Eq. (9).

First, we observe that the scaling function fj;k from
Eq. (5) satisfies an orthogonality condition at the same
scale,

hfj;k;fj;k 0 i �

Z

R

fj;kfj;k 0 dx¼ dkk 0 ð11Þ

Here dkk0 is the Kronecker delta defined to be 1 if k¼ k0 and
0 if kOk0. The wavelets are orthogonal at the same scale

and across scales,

hcj;k;cj 0 ;k 0 i ¼ djj 0 ; dkk 0 ð12Þ

The wavelets and scaling functions also satisfy

hfj;k;cj 0 ;k 0 i ¼ 0 ð13Þ

We focus our attention on the containment V0  V�1 and
W0  V�1 for the Haar system,

fðxÞ¼fð2xÞþfð2x� 1Þ cðxÞ¼fð2xÞ � fð2x� 1Þ

This is a special case of general expansions for f or c
where

fðxÞ ¼
X

k2Z

ckfð2x� kÞ

cðxÞ ¼
X

k2Z

dkfð2x� kÞ
ð14Þ

For the Haar system, there are only two coefficients
needed; namely, c0¼ c1¼ 1. The d coefficients are found
from these. We will see later that the condition is
dk¼ ð�1Þkc1�k. One way to obtain the coefficients for
more general functions f and c is to place constraints
on the coefficients ck in the expansion of the scaling func-
tion. The method here follows the pioneer work on this by
Ingrid Daubechies [30].

The expansion for f(x) in Eq. (14) is called a dilation
equation. If only a finite number of the coefficients are
nonzero, then f must vanish outside a finite interval. This
gives the property of compact support. Suppose the non-
zero coefficients are cm, cmþ1,y, cn. If the original function
f has support on the interval [a, b], then f(2x) has support
on the interval [a/2, b/2]. The shifted function fð2x� kÞ
has support on ½aþ k=2; bþ k=2�. As the index k goes from
m to n, we have

fðxÞ¼
Xn

k¼m

ckfð2x� kÞ ð15Þ

The support on the left side is related to the support on the
right side by

½a; b� ¼
aþm

2
;

bþn

2

� �

This requirement yields a¼m and b¼n, hence the sup-
port is on [m, n].

Example: Suppose f(x) is the level 0 Haar box func-
tion, and let the sum go from 0 to n. If this function is
substituted and used on the right side of Eq. (15), then
the function on the left has support on ½0; 1þn=2�. If
this function is now substituted on the right side the
function on the left has support on ½0; 1þ 3n=4�. If
this procedure is continued, the limiting case is just the
interval [0, n].

Figure 8. The detail information for the function from Fig. 7
in W1.
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A consistency condition can be established by integrat-
ing the dilation equation. This is easy and the details that
involve a change of variables ðt¼ 2x� kÞ are left for the
reader,

Z 1

�1

fðxÞdx¼

Z 1

�1

X

k

ckfð2x� kÞdx

¼ � � � ¼
1

2

X

k

ck

Z 1

�1

fðtÞdt

As the integral of the scaling function is assumed to be
finite, there is a requirement that

X

k

ck¼ 2 ð16Þ

A convenient choice for the normalization on f is such that

Z 1

�1

fðxÞdx¼ 1

Caution: Some authors use a slightly different convention
for the constants. The other popular choice is to use
cn¼

ffiffiffi
2
p

hn, where hn corresponds to the notation used by
Daubechies [29].

The orthogonality condition in Eq. (11) leads to another
important relation. The reader may wish to see Alpert [35]
for details.

dkl¼

Z 1

�1

fðx� kÞfðx� lÞdx

¼

Z 1

�1

X

m

cmf½2ðx� kÞ �m�

�
X

n

cnf½2ðx� lÞ � n�dx

¼
1

2

X

m;n

cmcnd2kþm;2lþn

¼
1

2

X

m

cmc2k�2lþm

As the sum is over all m 2 Z, we can make the change of
index m! mþ 2l. This leads to the desired orthogonality
condition

X

m2Z

c2kþmc2lþm¼ 2dkl ð17Þ

This equation ensures the orthogonality of the translates
of the scaling function.

The coefficients dk must be selected so that an orthog-
onality condition holds for the translates of the wavelet
function c(x). It is easy to show that this works for

dk¼ ð�1Þkc1�k ð18Þ

The calculation makes use of Eqs. (14) and (17)

Z 1

�1

cðx� kÞcðx� lÞdx

¼
X

m;n

Z 1

�1

dmf½2ðx� kÞ �m� dnf½2ðx� lÞ � n� dx

¼
1

2

X

m

d2kþmd2lþm

¼
1

2

X

m

ð�1Þ2kþmc1�2k�mð�1Þ
2lþm

c1�2l�m

¼
1

2

X

m

c1�2k�mc1�2k�l

¼ dkl

Also, the choice made in Eq. (18) is adequate to establish
the orthogonality

Z 1

�1

fðx� kÞcðx� lÞdx¼ 0

This is left as an exercise; observe that you do not have to
make use of Eq. (17).

The key conditions thus far are Eqs. (16), (17), and (18).
These are not adequate for a unique determination of the
coefficients that lead to the family of Daubechies that ex-
tend the Haar system in a natural way. The next condition
relates to approximation.

The idea is to approximate polynomials of degree
j¼ 0; 1; . . . ;N � 1 as linear combinations of translates of
the scaling function in V0. Thus, we look for coefficients a,
such that

xj¼
X

k2Z

aN
j;kfðx� kÞ; ðj¼ 0;1; . . . ;NÞ

By orthogonality

aN
j;k¼

Z 1

�1

xjfðx� kÞdx

The scaling function depends on N and is often written as

Nf. Here, we suppress the N and just use f. Recall that
only two coefficients are needed for the Haar scaling func-
tion. In this case, polynomials of degree N¼ 0 can be rep-
resented with no error by scaling functions in V0 for many
situations as smoother scaling function is desired. We are
looking for the conditions that must hold when we allow
more than two coefficients, and require that polynomials of
higher degree be represented exactly by functions in V0.

The space V0 is orthogonal to W0; consequently, for
j¼ 0; . . . ;N � 1,

Z 1

�1

xjcðxÞdx¼ 0
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Now, use Eq. (14) along with the trick (identity)

xj¼
2x� kþ k

2

� �j

which yields

Z 1

�1

X

k

2x� kþk

2

� �j

dkfð2x� kÞdx¼ 0

The general binomial expansion

ðaþ bÞj¼
Xj

r¼ 0

j

r

 !
aj�rbr;

j

r

 !
¼

j!

r!ðj� rÞ!

can be applied to give

2�j
Xj

r¼ 0

j

r

 !
X

k

kj�rdk

Z 1

�1

ð2x� kÞrfð2x� kÞdx¼ 0

The change of variables 2x� k! x leads to

2�j�1
Xj

r¼ 0

j

r

 !
X

k

kj�rdk

Z 1

�1

xrfðxÞdx¼ 0

The integral over x cannot be zero because, by assumption,
xr can be written as a linear combination of translates of f
for r¼ 0; . . . ;N � 1. It follows that we must require

Xj

r¼ 0

j

r

 !
X

k

kj�rdk¼ 0

hold for individual values of j from 0 to N�1. If you write
this out for j¼ 0, then for j¼ 1 and j¼ 2, you see that the
condition is

X

k

kjdk¼ 0; ðj¼ 0; . . . ;N � 1Þ

This is usually written in terms of the cj coefficients from
Eq. (18) with a slight modification. The index is usually
shifted so the nonzero coefficients range from 0 to 2N� 1
for the Daubechies coefficients [29]. This is accomplished
by using the connection

dk¼ ð�1Þkc2N�1�k

Then, the approximation condition becomes

X2N�1

k¼ 0

ð�1Þkkjc2N�1�k¼0; ðj¼ 0; . . . ;N � 1Þ ð19Þ

Examples. The key equations are Eqs. (17)–(19). There
are two coefficients for N¼ 1 that satisfy the conditions

c2
0þ c2

1¼ 2; c0 � c1¼0

with region of support [0, 1]. These are the familiar Harr
coefficients c0¼ c1¼ 1. For N¼2 we have four coefficients,
known as the D4 coefficients. They satisfy orthogonality
conditions

c2
0þ c2

1þ c2
2þ c2

3¼ 2 and c0c2þ c1c3¼0

and approximation conditions (for j¼ 0 and j¼ 1)

c3 � c2þ c1 � c0¼ 0 and 0c3 � 1c2þ 2c1 � 3c0¼0

The solution is unique up to a left–right reversal
ðc0 $ c3; c1 $ c2Þ

c0¼ð1þ
ffiffiffi
3
p
Þ=4 c1¼ ð3þ

ffiffiffi
3
p
Þ=4

c2¼ð3�
ffiffiffi
3
p
Þ=4 c3¼ ð1�

ffiffiffi
3
p
Þ=4

Note that Eq. (16) is also satisfied by these D4 coefficients.
Keep in mind that if the other popular normalization con-
dition is used cn¼

ffiffiffi
2
p

hn, then each of these coefficients
must be divided by

ffiffiffi
2
p

. When this is done, then the sum of
the squares is 1 rather than 2.

The region of support for the D4 scaling function and
the wavelet function is [0, 3]. The graphs of these are
shown in Fig. 9 across the top. The graphs for N¼ 6 (D12)
are shown across the bottom. Here, the region of support is
[0, 11]. Note that as the number of coefficients increases,
the graphs get smoother and the region of support in-
creases. Tables of coefficients for various values of N are
given by Daubechies [29].

The functions in Fig. 9 are interesting, but knowing
what these functions look like is absolutely unnecessary
for implementation of the wavelet transform. The coeffi-
cients are all you need, coupled with an algorithm. An ex-
ample is given in Section 7, and a method for obtaining
Fig. 9 is indicated.

6.2.1. Other Wavelets. We have only touched the sur-
face by indicating how to find the family of Daubechies
wavelets. If the orthogonality and approximation condi-
tions are modified, other sets of coefficients follow. For ex-
ample, if you impose conditions of vanishing moments on
f as well as c, then the resulting wavelets are known as
coiflets, after a suggestion by Ronald R. Coifman of Yale
University. For more information on these, see Refs. 29,
36, and 37. Another example is provided by biorthogonal
wavelets. The filter coefficients for the reconstruction are
not the same as those for the decomposition, and there are
two dual wavelet bases associated with two different mul-
tiresolution ladders. This leads to symmetric wavelets
that are an advantage for some applications. Important
references on these are by Cohen and Daubechies [38],
Cohen, Daubechies, and Feauveau [39], and Vetterli and
Herley [40].

6.2.2. Fourier Space Methods. Very powerful methods
for finding wavelet coefficients are provided by Fourier
techniques. These techniques can be used to find the fam-
ily of Daubechies wavelets; also, they form a foundation
for finding wavelets with other important properties.
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Here, we only indicate how this can be started and then
refer the reader to some excellent references where this
approach is utilized.

Start with the dilation equation for the scaling function

fðxÞ¼
X

k

ckfð2x� kÞ

The Fourier transform of this equation is

f̂fðxÞ¼
X

k

ck

Z 1

�1

fð2x� kÞe�ixx dx

The change of variables t¼ 2x� k gives

f̂fðxÞ¼
1

2

X

k

cke�ikx=2
Z 1

�1

fðtÞe�ixt=2 dt

Observe that the integral is just f̂fðx=2Þ, which yields

f̂fðxÞ¼m0
x
2

� �
f̂f

x
2

� �

where, in keeping with the notation of Daubechies [29], we
define

m0ðxÞ �
1

2

X

k

cke�ikx

Note that m0(0)¼ 1 follows from

m0ð0Þ¼
1

2

X

k

cke0¼
1

2

X

k

ck¼ 1

If we make the replacement x! x=2, then

f̂f
x
2

� �
¼m0

x
4

� �
f̂f

x
4

� �

and

f̂fðxÞ¼m0
x
2

� �
m0

x
4

� �
f̂f

x
4

� �
¼

Y2

j¼ 1

m0
x
2j

� �" #
f̂f

x
22

� �

Clearly, this procedure can be continued to give

f̂fðxÞ¼
YN

j¼ 1

m0
x
2j

� �" #
f̂f

x
2N

� �

As N !1, f̂fðx=2NÞ ! f̂fð0Þ¼ 1, because the area under
the scaling function is normalized to 1. This means that as
N !1, the infinite product goes to the Fourier transform
of the scaling function,

f̂fðxÞ¼
Y1

j¼ 1

m0
x
2j

� �

Figure 9. D4 scaling function (top left), D4 wavelet (top right), D12 scaling function (bottom left),
and D12 wavelet (bottom right).
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Example. Let us investigate how this works for the box
function, the scaling function for the Haar case. If
c0¼ c1¼ 1, then

m0
x
2

� �
¼

1

2
ð1þ e�ix=2Þ

and

m0
x
2

� �
m0

x
4

� �
¼

1

22
ð1þ e�ix=2Þð1þ eix=4Þ

¼
1

22
ð1þ e�ix=4þ e�2ix=4þ e�3ix=4Þ

The part in parenthesis on the right is just the sum of
22¼ 4 terms of a geometric series, where the first term is 1
and the ratio term r is e�ix=4. The sum of n terms is given
by ð1� rnÞ=ð1� rÞ. Thus

m0
x
2

� �
m0

x
4

� �
¼

1

22

1� eix

1� e�ix=4

In the general case, where there are 2j terms, the result is

m0
x
2

� �
. . .m0

x

2j

� �
¼

1

2j

1� eix

1� e�x=2j

Now let 2�j¼ x, then

2jð1� e�ix=2j

Þ ¼
1� cos xx

x
þ i

sin xx
x

In the limit as j!1 and x! 0, we get ix. It follows
that

Y1

j¼ 1

m0
x
2j

� �
¼

1� e�ix

ix

This is just the Fourier transform of f where f is the box
function,

f̂fðxÞ¼
Z 1

�1

fðxÞe�ixx dx¼

Z 1

0
e�xx dx¼

1� e�ix

ix

just as expected.
A rich resource of information about wavelets comes

from using Fourier techniques. The books by Hernández
and Weiss [10], Vetterli and Kovačević [23], Strang
and Nguyen [41], and Daubechies [29] are excellent
sources.

7. MECHANICS OF DOING THE TRANSFORM

This example of how the wavelet transform can be imple-
mented using matrices will be of value to those who wish
to acquire an intuitive understanding about how the
transform works. This is for illustration only, because in
practice, efficient code may not be written in matrix form.

This example is for the simplest case, the Haar; however,
the extension to smoother cases is easy, and we will indi-
cate how easy following this example. The following oper-
ations are illustrated:

1. Generate the wavelet coefficients with downsam-
pling.

2. Show how this is a dual-filter operation with a
shrinking matrix and signal.

3. Mechanics of the reconstruction, the inverse trans-
form.

There is a pyramidal structure to the procedure. At
each level, the detail information is stored, whereas
the smooth information may be transformed at the
next higher scale. One way to indicate this is shown in
Fig. 10, where we have carried the transform through
three stages.

Let the transpose of the original signal vector for an
eight-point transform be designated by

½16; 32; 64; 16; 6; 32; 16; 8�

The full smoothing operator (the lowpass part) with
c0¼ c1¼ 1 is given by

S¼
1

2

1 1 0 0 0 0 0 0

0 1 1 0 0 0 0 0

0 0 1 1 0 0 0 0

0 0 0 1 1 0 0 0

0 0 0 0 1 1 0 0

0 0 0 0 0 1 1 0

0 0 0 0 0 0 1 1

1 0 0 0 0 0 0 1

0

BBBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCCA

The shift on the last row is to take into account edge ef-
fects, and is essential to ensure that the inversion is exact.
The highpass operator associated with the detail is given

Figure 10. Pyramidal decomposition of a signal. The low- and
highpass parts are indicated by L and H. The corresponding
smooth and detail parts are designated by s and d with subscripts
indicating the level.

5614 WAVELET TRANSFORMS



by

H¼
1

2

1 �1 0 0 0 0 0 0

0 1 �1 0 0 0 0 0

0 0 1 �1 0 0 0 0

0 0 0 1 �1 0 0 0

0 0 0 0 1 �1 0 0

0 0 0 0 0 1 �1 0

0 0 0 0 0 0 1 �1

�1 0 0 0 0 0 0 1

0

BBBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCCA

Now we calculate the detail and smooth coefficients that
lie in W1 and V1, respectively

d1¼Hf # ¼ ½�8;�16; 24; 4;�12;8; 4;�4�

# ¼ ½�8; 24;�12; 4�

and

s1¼Sf # ¼ ½24; 48; 40; 12;20; 24;12; 12�

# ¼ ½24; 40; 20; 12�

The use of the down arrow is to indicate downsampling.
Every other value is discarded. You might think informa-
tion has been lost by doing this, but note that you started
with eight independent values in the signal and after
downsampling you still have eight independent values,
four detail and four smooth coefficients. These can be used
to recover the original values. The next step is to contract
the matrices S and H,

S¼
1

2

1 1 0 0

0 1 1 0

0 0 1 1

1 0 0 1

0
BBBBBBBBB@

1
CCCCCCCCCA

H¼
1

2

1 �1 0 0

0 1 �1 0

0 0 1 �1

�1 0 0 1

0

BBBBBBBBB@

1

CCCCCCCCCA

The coefficients for W2 and V2 follow by applying these
new contracted matrices to the s1 vector,

d2¼Hs1 # ¼ ½�8;10; 4;�6� # ¼ ½�8; 4�

s2¼Ss1 # ¼ ½32;30; 16;16� # ¼ ½32;16�

Once again, we contract S and H,

S¼
1

2

1 1

1 1

 !
H¼

1

2

1 �1

�1 1

 !

The last two coefficients are found as before

d3¼Hs2 # ¼ ½8;�8� # ¼ ½8�; s3¼Ss2 # ¼ ½24; 24� # ¼ ½24�

This completes the eight-point transform. The eight points
in the signal vector have been transformed by the Haar
wavelet transform to eight points,

d1¼ ½�8; 24;�12;4� d2¼ ½�8; 4� d3¼ ½8� s3¼ ½24�

The inverse transform must start with the wavelet coef-
ficients and end with the original signal coefficients. This
is done by a clever reversal of the directions in Fig. 10,
with a sum used to go from two branches on the right to
one on the left, at a vertex where three lines meet. Here is
how it works. Use the transpose of S and H without the
factor of 1

2 at each step and insert zeros where there were
discarded values. This upsampling is indicated by the up
arrow.

Sy ¼
1 1

1 1

0
@

1
A Hy ¼

1 �1

�1 1

0
@

1
A

Sys3 " ¼Sy
24

0

0
@

1
A¼

24

24

0
@

1
A Hyd3 " ¼Hy

8

0

0
@

1
A¼

8

�8

0
@

1
A

The s2 signal is recovered by addition

24

24

 !
þ

8

�8

 !
¼

32

16

 !

At the next step, we have

Sy ¼

1 0 0 1

1 1 0 0

0 1 1 0

0 0 1 1

0

BBBBBBBBB@

1

CCCCCCCCCA

H
y
¼

1 0 0 �1

�1 1 0 0

0 �1 1 0

0 0 �1 1

0

BBBBBBBBB@

1

CCCCCCCCCA

Sys2 " ¼Sy

32

0

16

0

0
BBBBBBBBB@

1
CCCCCCCCCA

¼

32

32

16

16

0
BBBBBBBBB@

1
CCCCCCCCCA

H
y

d2 " ¼Hy

�8

0

4

0

0

BBBBBBBBB@

1

CCCCCCCCCA

¼

�8

8

4

�4

0

BBBBBBBBB@

1

CCCCCCCCCA
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Again, by addition we recover the s1 signal,

32

32

16

16

0
BBBBB@

1
CCCCCA
þ

�8

8

4

�4

0
BBBBB@

1
CCCCCA
¼

24

40

20

12

0
BBBBB@

1
CCCCCA

In the final step we are back to the full matrices

Sy ¼

1 0 0 0 0 0 0 1

1 1 0 0 0 0 0 0

0 1 1 0 0 0 0 0

0 0 1 1 0 0 0 0

0 0 0 1 1 0 0 0

0 0 0 0 1 1 0 0

0 0 0 0 0 1 1 0

0 0 0 0 0 0 1 1

0

BBBBBBBBBBBBBBBBBBBBBBBBBBB@

1

CCCCCCCCCCCCCCCCCCCCCCCCCCCA

Hy ¼

1 0 0 0 0 0 0 �1

�1 1 0 0 0 0 0 0

0 �1 1 0 0 0 0 0

0 0 �1 1 0 0 0 0

0 0 0 �1 1 0 0 0

0 0 0 0 �1 1 0 0

0 0 0 0 0 �1 1 0

0 0 0 0 0 0 �1 1

0
BBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCA

The upsampling gives

Sys1 " ¼Sy

24

0

40

0

20

0

12

0

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

¼

24

24

40

40

20

20

12

12

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

Hyd1

" ¼Hy

�8

0

24

0

�12

0

4

0

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

¼

�8

8

24

�24

�12

12

4

�4

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

The original signal vector is recovered by addition

f ¼

24

24

40

40

20

20

12

12

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

þ

�8

8

24

�24

�12

12

4

�4

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

¼

16

32

64

16

8

32

16

8

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

This concludes the Haar example; however, some addi-
tional things should be observed. It is possible to combine
the matrix multiplication and the up- and downsampling.
For a discussion of this, see Strang and Nguyen [41]. Also,
one can combine the operations of finding the d and s parts
along with the downsampling. A practical example of this
is contained in Ref. 42, section 13.10, for the Daubechies
D4 wavelet with four coefficients. In addition to Ref. 42,
other sources of code for efficient implementation of the
forward and inverse wave-let transform include Bruce and
Gao [43] and Cody [44,45]. Also, see Section 10. Finally,
note that if we start with

d1¼ ½0; 0; 0; 0� d2¼ ½0; 0� d3¼ ½1� s3¼ ½0�

and apply the inverse transform, we get back the wavelet
function

½1;1; 1; 1;�1;�1;�1;�1�

This is one way to obtain the wavelets illustrated in Fig. 9.
We simply run a unit vector, made up of 0’s except for a 1
in a single location through the inverse transform.

8. OCTAVE BAND TREE STRUCTURE

The type of division of the spectrum for the tree structure
of Fig. 10 is known as a dyadic or octave band. The part
labeled s is the lowpass part and the part labeled d is the
highpass part. At each level of the tree, the lower half of
the spectrum is split into two equal bands. In Fourier
space, this can be represented by Fig. 11. For an extensive
discussion of tree structures and the corresponding fre-
quency band splits, see Akansu and Haddad [46]. Another
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important type of tree structure for wavelet analysis is
that used in connection with wavelet packets and best
basis algorithms pioneered by Coifman and Wickerhauser
[47,48] and Wickerhauser [49]. In this type of tree, there is
an option along both the highpass and lowpass branches
to send the signal through more highpass and lowpass
filters. This is part of an important and extensive area of
wavelet theory known as adaptive wavelet transform
methods. For a full discussion, we refer the reader to
Refs. 47–49 and the Reading List.

An extension of the octave band tree structure to 2-D
was suggested by Burt and Adelson [24]. The technique
goes by the name of the Laplacian pyramid. The multi-
resolution analysis can be extended to 2-D for functions
f(x, y), for details see Daubechies [29]. We define a scaling
function of two variables and three wavelets. These come
from tensor products of horizontal and vertical 1-D wave-
lets. Here, superscripts s, h, v, and d refer to smooth, hor-
izontal, vertical, and diagonal, respectively.

Fsðx; yÞ¼fðxÞfðyÞ LðxÞLðyÞ

Chðx; yÞ¼fðxÞcðyÞ LðxÞHðyÞ

Cuðx; yÞ¼cðxÞfðyÞ HðxÞLðyÞ

Cdðx; yÞ¼cðxÞcðyÞ HðxÞHðyÞ

This leads to a decomposition at levels 1 and 2 illustrated
by Fig. 12. At level 2, the smooth part from level 1 is fur-
ther divided to produce the parts in the upper left corner.
To go to level 3, the upper left smooth–smooth part would
be further broken down as in going from level 1 to level 2.
This can go on as far as is practical. In an image, hori-
zontal edges show prominently in the Ch part, vertical
edges in the Cv part, and diagonal edges in the Cd part.
See Fig. 13 and the discussion and images in Chapter 10 of
Ref. 29.

9. SOME INTERESTING APPLICATIONS

The range of fields, both pure and applied, where wavelets
have had an impact is wide. The disciplines include math-
ematics, physics, geophysics, fluid dynamics, engineering,

computer science, and medicine. The broad list of topics
include Fourier analysis, approximation theory, numerical
analysis, functional analysis, operator theory, group rep-
resentations, fractals, turbulence, signal processing, im-
age processing, medical imaging, various types of

Figure 11. Relation of positive part of frequency spectrum to
ideal high- and lowpass parts from Fig. 10.

Figure 12. Decomposition of the 2-D transform into two levels.
To go to the next level the lowpass part in the upper left is further
broken down just as going from level 1 to level 2.

Figure 13. (a) House to be decomposed using wavelet transform.
(b) Decomposition through level 2. The gray scale has been re-
versed and rescaled to emphasize the important features. Note
the prominence of the vertical, horizontal, and diagonal parts in
the appropriate locations.
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compressions, speech and audio, image, and video. In this
section, we give a brief introduction to some of these ap-
plications and provide the reader with references to cur-
rent literature for further study.

9.1. Compression

In many cases, a digitized image contains more informa-
tion than is needed to convey the message the image car-
ries. In these cases, we want to remove some of the
information in the original image without degrading the
quality too much; this is called lossy compression. This
modified image can be stored more economically and can
be transmitted more rapidly, using less bandwidth over a
communications channel. Wavelets have been used for
these kinds of problems with striking success. We illus-
trate this in Fig. 14. The original image is upper left. To
obtain the image upper right, we performed a wavelet
transform of the original image, kept 25% of the coeffi-
cients with the largest magnitude, replaced the other 75%
with zeros, then did the inverse transform. The resulting
image is clearly degraded, but not significantly. On the
lower left, we did the same thing with 6.25% of the coef-
ficients, and on the lower right with only 1.56%.

There is an enormous amount of literature on compres-
sion. Here we suggest only a few recent articles. These
contain guidance to earlier work. Uses of wavelet trans-
form maxima in signal and image processing are described
by Mallat and Zhong [50] and Mallat [51]. Some new ideas
on optimal compression are discussed by Hsiao, Jawerth,

Lucier, and Yu [52] and DeVore, Jawerth, and Lucier [53].
See Ref. 23 for a general discussion of video compression,
and speech and audio compression. Acoustic signal com-
pression with wavelet packets and a comparison of com-
pression methods are given by Wickerhauser [54,55], and
some general theorems on optimal bases for data com-
pression are developed by Donoho [56].

9.2. Turbulence

Wavelet analysis has provided a new means for examining
the structure of turbulent flow. They are especially useful
when it is important to obtain some information about the
spatial structure of the flow. Some of the pioneer work in
this area along with a comparison of older methods is in
the review by Marie Farge [57]. Also, see the paper on
wavelets and turbulence by Farge, Kevlahan, Perrier, and
Goirand [58] for a discussion of the main applications of
wavelets and wavelet packets to analyze, model, and com-
pute turbulent flows. Wavelet spectra of buoyant atmo-
spheric turbulence are analyzed by Mayer, Hudgins, and
Friehe [59], and an experimental study of inhomogeneous
turbulence in the lower troposphere using wavelet analy-
sis is discussed by Druilhet et al. [60]. Wickerhauser et al.
[61] compare methods for compression of a two-dimen-
sional turbulent flow and find that the wavelet
packet representation is superior to the local cosine
representation.

Figure 14. Boat figure to illustrate compression:
(a) original, (b) use largest 25%, (c) use largest
6.25%, (d) use largest 1.56%. The degradation can
be seen as fewer and fewer coefficients are used to
reconstruct the boat.
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9.3. Fractals

The wavelet transform is valuable for the efficient repre-
sentation of scale-invariant signals. Fractal geometry is
being used more and more to describe processes that do
not fit naturally into traditional Euclidean geometry.
Many fractals of interest have structure that is similar
on different scales. These properties of wavelets and
fractals lead to important foundations for scale-invariant
signal models. The discrete wavelet transform algorithm
is a key component for practical processing of scale-in-
variant signals and for estimating fractal dimensions. Sig-
nal processing with fractals using wavelets is an emerging
area, one that is exciting with much work remaining to be
done. An important resource in this field is the book by
Wornell [62]. The local self-similarity aspect of fractals
and the analysis through wavelet transforms is discussed
by Holschneider [34], Chapter 4. These two references and
the brief review by Hazewinkel [63] provide guidance to
the rich literature in this field.

9.4. Medicine and Biology

Wavelets are playing an important role in many areas of
medicine and biology. A review of one-dimensional pro-
cessing in bioacoustics, electrocardiography (ECG), and
electroencephalography (EEG) is given by Unser and
Aldroubi [64]. This article also contains a brief review of
biomedical image processing. Applications of importance
include: noise reduction in magnetic resonance images
[65] using methods systematized by Donoho and John-
stone [66,67] and DeVore and Lucier [68], image enhance-
ment and segmentation in digital mammography to
accentuate and detect image features that are clinically
relevant [69–71], and image restoration to restore degra-
dation because of photon scattering and collimator photon
penetration with the gamma camera [72]. A general strat-
egy for extraction of microcalcification clusters in digitized
mammograms making use of wavelets is outlined by DeV-
ore, Lucier, and Yang [73], and a multiresolution statisti-
cal method for the identification of normal mammograms
with respect to microcalcifications has been developed
[74]; the key to the method is the recognition of the sta-
tistical properties of the various levels of the wavelet de-
composition. In computer-assisted tomography (CT) the
Radon transform [75] is fundamental to the algorithms for
reconstruction from projections. Several authors have suc-
cessfully combined wavelet methods with Radon methods
to obtain improved algorithms for certain areas of CT (see
Refs. 64 and 76 and citations therein). Other medical ap-
plications are to magnetic resonance imaging (MRI) [77]
and functional neuroimaging using positron emission
tomography (PET) and functional MRI (fMRI). A review
is given by Unser and Aldroubi [64].

9.5. Others

There are several other areas of application where the
wavelet transform plays a key role. We have added a read-
ing list at the end of the bibliography. A quick survey of
this list will provide guidance to good starting points for
various applications.

10. WAVELETS ON THE INTERNET

An increasing amount of wavelet resources are available
on the Internet. Preprints of academic papers are avail-
able on the Internet long before they appear in print.
Many researchers maintain Internet sites where they post
their papers, software, and tutorial guides. In fact the
World Wide Web (Web), the graphical interface of the In-
ternet, was created by Tim Berners-Lee while he was at
the CERN particle physics laboratory in Geneva. The par-
ticle physics community has pioneered in the use of the
Internet and the Web in the exchange of ideas, abstracts,
and papers since 1991.

A similar effort has been made by Wim Sweldens who
founded the Wavelet Digest in 1992. The Wavelet Digest is
a free monthly newsletter, edited by Sweldens, available
to subscribers by e-mail. One can browse through past
issues of the digest at the Wavelet Digest home
page (http://www.wavelet.org/wavelet/index.html). The
Wavelet Digest carries announcements of papers, books,
conferences, and seminars in the field of wavelets. It is
also a forum for subscribers to ask questions they have
about wavelets. Given the wide reach of the Wavelet Di-
gest, someone is likely to have an answer for almost any
question.

The Collection of Computer Science Bibliographies at
the Department of Computer Science of the University of
Karlsruhe, Germany has a Bibliographies on Wavelets
(http://liinwww.ira.uka.de/bibliography/Theory/Wave-
lets/). This is a fairly comprehensive collection of refer-
ences, although many of them are not available on the
Web.

The MathSoft Wavelet Resources page (http://
www.mathsoft.com/wavelets.html) has a list of links to
preprints and papers available on the Web.

Most wavelet pages on the Web have links to other
wavelet resources on the Web. The wavelet page main-
tained by Andreas Uhl at the Department of Mathematics
at the University of Salzburg, Austria (http://
www.mat.sbg.ac.at/Buhl/ wav.html) has a useful list of
links to wavelet pages, and the Amara Graps wavelet page
(http://www.amara.com/current/wavelet.html) has a
comprehensive list of wavelet links. Also, the Amara
Graps page provides a list of wavelet software available
on the Internet along with a brief description of each soft-
ware listed.

The WaveLab software for Matlab written by David
Donoho, Iain Johnstone, Jonathan Buckheit, and Shaob-
ing Chen at the Stanford University Statistics Depart-
ment along with Jeffrey Scargle at NASA-Ames Research
Center is available at (http://stat.stanford.edu/Bwave-
lab/). This site includes Macintosh, Unix, and PC versions
of the software, including instructions on how to download
and install the software.

MathWorks, the creators of Matlab, have introduced
the Wavelet Toolbox. The Wavelet Toolbox is written by
Michael Misiti, Yves Misiti, Georges Oppenheim, and
Jean-Michel Poggi, who are all members of ‘‘Laboratoire
de Mathmatiques,’’ Orsay-Paris 11 University, France.
The book Wavelets and Filter Banks, by Gilbert Strang
and Truong Nguyen [41], comes with the Toolbox. The
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exercises and examples in the book complement the Wave-
let Toolbox. The Toolbox has both graphical user interface
(GUI) and command line routines. Information on the
toolbox can be found at the Matlab Wavelet Toolbox site
(http://www.mathworks.com/products/wavelettbx.shtml).

An example of a wavelet application in the real world
can be found at the Federal Bureau of Investigation (FBI)
fingerprint image compression standard website (http://
www.c3.lanl.gov/Bbrislawn/FBI/FBI.html). The FBI se-
lected a wavelet standard for digitized fingerprints, and
this site gives some of the reasons behind the choice.

Another interesting site on the Web is the Jelena
Kovačević Bell Labs Wavelet Group page that includes a
link to wavelet related Java applets (http://cm.bell-labs.-
com/who/jelena/Wavelet/w_applets.html).

This list is far from comprehensive. The interested
reader can find wavelet-related links at these sites or by
searching on any of the Internet search engines. There are
some things one must keep in mind while browsing the
Web. Not all information on the Web has been screened by
any rigorous peerreview process. One must check the
provenance of the information on the Web. Also note
that Web addresses are not permanent. The author of a
page may graduate or change jobs and the site could be
removed. The Internet is a useful resource for any serious
researcher. One cannot only get a lot of useful information
on the Web, but one can contact other researchers to ex-
change ideas, data, and programs.
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WAVELETS

BOJ N. TRAN

The Boeing Company

TIEN M. NGUYEN

The Aerospace Corporation

MAZEN M. SHIHABI

Hughes Space and
Communications Company

Wavelets have been found to be useful in many scientific
and engineering applications, including signal processing,
communication, video and image compression, medical
imaging, and scientific visualization. The concept of wave-
lets can be viewed as a synthesis of ideas that originated
during the last several decades in engineering, physics,
and pure mathematics. Although wavelets are a rather
simple mathematical tool with a great variety of possible
applications, the subject of wavelets is often introduced at
a high level of mathematical sophistication. The goal of
this article is to develop a basic understanding of wavelets,
their origin, and their relation to scaling functions, using
the theory of multiresolution analysis.

1. HISTORICAL PERSPECTIVE [1–14]

Prior to the 1930s, the main tools of mathematics for solv-
ing scientific and engineering problems traced back to
Joseph Fourier (1807) with his theory of frequency anal-
ysis. He proposed that any 2p-periodic function f (t) can
be represented by a linear combination of cosines and
sines:

f ðtÞ¼a0þ
X1

k¼1

ðak cos ktþbk sin ktÞ ð1Þ

The coefficients a0, ak, and bk are the Fourier coefficients of
the series and are given by

a0¼
1

2p

Z 2p

0
f ðtÞdt ð2aÞ

ak¼
1

2p

Z 2p

0
f ðtÞ cos kt dt ð2bÞ

bk¼
1

2p

Z 2p

0

f ðtÞ sin kt dt ð2cÞ

After 1807, mathematicians gradually were led from the
notion of frequency analysis to the notion of scale analy-
sis—that is, analyzing f (t) by creating a mathematical
structure that varies in scale. A. Haar, in his thesis (1909),
was the first to mention using wavelets. An important
property of the wavelets he used is that they have compact
support, which means that the function vanishes outside a
finite interval. Unfortunately, Haar wavelets are not con-
tinuously differentiable, which limits their application.

From the 1930s to the 1960s, several groups, working
independently, researched the representation of functions
using scale-varying basis functions. By using one such
function, the Haar basis function, Paul Levy investigated
Brownian motion and thereby laid the foundation for the
modern theory of random processes. He found that the
Haar basis function is superior to the Fourier basis func-
tions for studying small and complicated details in Brown-
ian motion.

Also during the 1930s, research was done by Little-
wood, Paley, and Stein on computing the energy of a func-
tion f (t):

energy¼
1

2

Z 2p

0
jf ðtÞj2 dt ð3Þ

Their computation produced different results when the
energy was concentrated around a few points and when it
was distributed over a larger interval. This observation
disturbed many scientists, because it indicated that ener-
gy might not be conserved. Later on, they discovered a
function that can both vary in scale and conserve energy
at the same time, when computing the functional energy.
David Marr applied this work in developing an efficient
algorithm for numerical image processing using wavelets
in the early 1980s.

Between 1960 and 1980, the mathematicians Guido
Weiss and Ronald Coifman studied the simplest elements
of a function space, called atoms, with the goals of finding
the atoms for a common function and finding the construc-
tion rules that allow the reconstruction of all the elements
of the function space using these atoms. In 1980, Gross-
man and Morlet recast the study of quantum physics in
the context of wavelets using the concept of frames. Morlet
introduced the term ‘‘wavelet’’ as an abbreviation of
‘‘wavelet of constant shape.’’ These new insights into
using wavelets provided a totally new way of thinking
about physical reality.

In the summer of 1985, Stephane Mallat applied wave-
lets to his work in digital signal processing. He discovered
a relationship between quadrature mirror filters, the pyr-
amid algorithm, and orthonormal wavelet bases. Inspired
by these results, Y. Meyer constructed the first nontrivial
wavelets. Unlike the Haar wavelets, the Meyer wavelets
are continuously differentiable; however, they do not have
compact support. In the early 1990s, Ingrid Daubechies
used Mallat’s work to construct a set of orthonormal wave-
let basis functions that are perhaps the most elegant, and
have become the cornerstone of wavelet applications
today.

The development of wavelets is an emerging field com-
prising ideas from many different fields. The foundations
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of wavelet theory have been completed, and current re-
search is in the refinement stage. The refinement involves
generalizations and extensions of wavelets, such as ex-
tending wavelet packet techniques.

The future of wavelets depends on the possibility of
applications. Wavelets have so far been limited in practi-
cal applications by their lack of compact support.

2. FOURIER ANALYSIS

Time-series data have traditionally been analyzed in ei-
ther the time- or the frequency-domain. Fourier analysis
is quite useful in identifying frequency components
of a signal, but it cannot describe when those frequency
components occurred, because it lacks time resolution.
This is particularly important for signals with time-
varying frequency content, as in human speech and video
images.

The Fourier transform is characterized by the ability to
analyze a signal in the time-domain for its frequency con-
tent. The transform works by first translating a function
in the time-domain into a function in the frequency-
domain. The signal can then be analyzed for its frequency
content, because the Fourier coefficients of the trans-
formed function represent the contribution of each sine
and cosine function at each frequency. An Inverse trans-
form does the opposite by transforming data from the
frequency-domain into the time-domain. Although the
time-series data can have infinitely many sample points,
in practice one deals with a finite time interval using a
sampling mechanism. The discrete Fourier transform
(DFT) estimates the Fourier transform of a function
from a finite number of its sampled points. The sampled
points are supposed to be typical of what the signal looks
like at all other times. The DFT has symmetry proper-
ties almost exactly the same as the continuous Fourier
transform. To approximate a function by samples, and to
approximate the Fourier integral by the DFT, requires
multiplication by a matrix that involves on the order of
n2 arithmetic operations. However, if the samples are uni-
formly spaced, then the Fourier matrix can be factored
into a product of just a few sparse matrices, and the
resulting factors can be applied to a vector in a total on
the order of n log n arithmetic operations. This technique
is the so-called fast Fourier transform (FFT).

3. WAVELET VERSUS FOURIER TRANSFORM

The FFT and the discrete wavelet transform (DWT) are
both linear operations that generate a data structure con-
taining log2 n segments of various lengths, usually filling
it and transforming it into a different data vector of
length 2n.

The mathematical properties of the matrices involved
in the transforms are similar as well. The inverse trans-
form matrix for both the FFT and the DWT is the trans-
pose of the original. As a result, both transforms can be
viewed as a rotation in function space to a different do-
main [1]. For the FFT, this new domain contains basis

functions that are sines and cosines. For the wavelet
transform, this new domain contains more complicated
basis functions called wavelets, mother wavelets, or ana-
lyzing wavelets.

The two transforms have another similarity. The
basis functions are localized in frequency, making math-
ematical tools such as power spectra (how much power
is contained in a frequency interval) and scalegrams
useful at picking out frequencies and calculating power
distributions.

The most interesting dissimilarity between these two
kinds of transforms is that individual wavelet functions
are localized in space. Fourier sine and cosine functions
are not. This localization in space, along with wavelets’
localization in frequency, makes many functions and
operators using wavelets sparse when transformed into the
wavelet domain. This sparseness, in turn, makes wavelets
useful for a number of applications such as data compres-
sion, feature detection in images, and noise removal from
time series.

One way to see the time–frequency resolution differ-
ence between the two transforms is to look at the basis–
function coverage of the time–frequency plane [7,14].
Figure 1 shows a windowed Fourier transform, where
the window is simply a square wave. The square-wave
window truncates the sine or cosine function to particular
width. As a single window is used for all frequencies in the
WFT, the resolution of the analysis is the same at all
locations in the time–frequency plane. An advantage of
wavelet transforms is that the windows vary. In order to
isolate signal discontinuities, one would like to have some
very short basis functions. At the same time, in order to
obtain detailed frequency analysis, one would like to have
some very long basis functions. A way to achieve this is to
have short high-frequency basis functions and long low-
frequency ones. This happy medium is exactly what you
get with wavelet transforms. Figure 2 shows the coverage
in the time–frequency plane with one wavelet function,
the Daubechies wavelet.

Figure 1. Fourier basis functions, time–frequency tiles, and cov-
erage of the frequency plane [1].
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4. WAVELET ANALYSIS

Wavelets are a class of functions used to localize a given
function in both space and scaling. The basic construction
of wavelets is based on the family of mother wavelets f,
consisting of almost any function defined in a finite inter-
val. Daughter wavelets are then formed by translation (b)
and scaled contraction (a). An individual wavelet can be
defined by

f½a;b�ðtÞ¼ jaj
�1=2f

t� b

a

� �
ð4Þ

An example of a typical wavelet is a¼ 2� j and b¼ak:

f½j;k�ðtÞ¼ 2j=2fð2jt� kÞ ð5Þ

More precisely, it can be written as a linear combination of
scaling functions f(2jt� k), which are 2� j-scaled and k/2j-
translated version of f(t), as follows:

f½j;k�ðtÞ¼
X1

k¼�1

pkfð2jt� kÞ ð6Þ

This is often referred to as the two-scale function for the
scaling functions, and the sequence {pk} is called the two-
scale sequence of f.

Given a scaling function f, the basic assumption of
multi-resolution analysis is that another function c exists,
called a wavelet, such that f forms a basis for the recon-
struction of c, analogously to the relation for a scaling
function. The reconstruction of the wavelet can be
expressed as follows:

c½j;k�ðtÞ¼
X1

k¼�1

qkfð2jt� kÞ ð7Þ

The two-scale relations in Eqs. (6) and (7) together are
called the reconstruction relations. As both f(2x) and

f(2x� 1) are in the subspace of the analyzing function,
Eqs. (6) and (7) can be combined to form the reconstruction
relations:

fð2t� lÞ¼
X1

k¼�1

½al�2kfðt� kÞþ bl�2kcðt� kÞ� ð8Þ

Although many classes of wavelets exist, there are two
main typical classes:

1. The wavelets defined on the real line, such as the
Haar wavelet, the Daubechies wavelet, and B-spline
wavelets in general. Linear, quadratic, and cubic
wavelets have been studied.

2. Multiwavelets, or wavelet-like functions defined on
finite intervals, such as Legendre wavelets and flat-
let wavelets.

The interested reader is referred to Refs. 11–14.

4.1. Haar Wavelet

The Haar scaling function and Haar wavelet are a very
simple example to illustrated many nice properties of scal-
ing functions and wavelets, and are of practical use as
well. The Haar scaling function is defined by

fðtÞ¼
1 for 0 � x � 1

0 otherwise

(
ð9Þ

The two-scale relation can be expressed in a summation as
shown below:

fH
2 ðtÞ¼

X2

k¼ 0

pkfð2t� kÞ ð10aÞ

or

fðtÞ¼fð2tÞþfð2t� 1Þ ð10bÞ

The Haar wavelet corresponding to the Haar scaling func-
tion is given by

cðtÞ¼

1 for 0 � x �
1

2

�1 for
1

2
� x � 1

0 otherwise

8
>>>>><

>>>>>:

ð11Þ

We can easily construct the two-scale relation for the Haar
wavelet as

cð2tÞ¼fð2tÞ � fð2t� 1Þ ð12Þ

The two-scale relations in Eq. (10b) express f(t) in
terms of f(2t) and f(2t� 1), whereas the two-scale rela-
tions in Eq. (12) for Haar wavelets express c(t) in terms of
f(2t) and f(2t� 1). The reconstruction relations can be

Figure 2. Daubechies wavelet basis functions, time–frequency
tiles, and coverage of the frequency plane [1].
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written in the matrix form

fðtÞ

cðtÞ

" #
¼

1 1

1 �1

" #
fð2tÞ

fð2t� 1Þ

" #
ð13Þ

The decomposition relations are easily derived by just in-
verting the reconstruction relations as follows:

fð2tÞ

pð2t� 1Þ

" #
¼

1

2

1

2

1

2
�

1

2

2
664

3
775

fðtÞ

cðtÞ
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4.2. Daubechies Wavelets

Another example of wavelets defined on the real line is
Daubechies wavelets. The Daubechies scaling function f3

D

is defined by the following relation:

fD
3 ðtÞ¼

X3

k¼ 0

pkfð2t� kÞ ð15Þ

where two-scale sequence {pk} are

fp1;p2;p3;p4g¼
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p

4
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3
p

4
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3�
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ð16Þ

In general, the two-scale sequence for any scaling func-
tions has the property

X

k

p2k¼
X

k

p2kþ 1¼ 1 ð17Þ

There is no closed form for f3
D; however, one can use nu-

merical computation to draw the graph of f3
D [1,2].

The Haar wavelet is the simplest one. It has found
many applications. However, it has the drawback of dis-
continuity. It consists entirely of rectangular functions
and cannot reproduce even linear functions smoothly in
finite series for practical use. On the other hand, B-spline
wavelets have higher continuity than Haar wavelets.
They are more suitable for representing any continuous
function. However, the complications of calculating its
wavelet decomposition and reconstruction relation coeffi-
cients have limited its usefulness.

5. SUBBAND CODING [7,12–15]

One of the main applications of subband coding is com-
pression. A key concept in signal analysis is that of local-
ization in time and frequency. Another important intuitive
concept is that of multiresolution, or the idea that one can
consider a signal at different levels of resolution. These
notions are particularly evident in image processing and
computer vision, where coarse versions of images are often
used as a first approximation in computational algo-
rithms. In signal processing, a low-pass and subsampled

version is often a good coarse approximation for many
real-life signals. This intuitive paradigm leads to the
mathematical framework for wavelet constructions [12].
The wavelet decomposition is a successive approximation
method that adds more and more projections onto detail
spaces, or spaces spanned by wavelets and their shifts at
different scales.

In addition, this multiresolution approximation is well
suited to many applications. That is true in cases where
successive approximation is useful, for example, in brows-
ing through image databases, as is done for instance on
the World-Wide Web. Rather than downloading each full
image, which would be time-consuming, one only needs to
download a coarse version, which can be done relatively
fast. Then, one can fetch the rest, if the image seems of
interest. Similarly, for communication applications, mul-
tiresolution approximation leads to transmission methods
where a coarse version of a signal is better protected
against transmission errors than the detailed informa-
tion. The assumption is that the coarse version is probably
more useful than the detail.

There are many techniques for image coding. Subband
coding is the most successful today. Pyramid coding is
effective for high bit rate compression, and transform coding
based on the discrete cosine transform has become the
JPEG standard. Subband coding using wavelets (the tree-
structured filter-bank approach) avoids blocking at medium
bit rates, because its basis functions have variable length.
It uses an adapted basis (the transformation depends on
the signal). Long basis functions represent flat back-
ground (low frequency), and short basis functions repre-
sent regions with texture. This feature is good for image
enhancement, image edge detection, image classification,
videoconferencing, video on demand, tissue and cancer
cell detection [16], and so on. And because of its adapted
basis functions, one can also develop a set of algorithms
for adaptive filtering systems [7].

6. WAVELET APPLICATIONS

This section discusses the applications of wavelets in dig-
ital communication systems and in image and video com-
pression. We will present a brief description of how
wavelets can be used (1) to improve communication effi-
ciency in digital communication systems, and (2) to re-
move redundant information (e.g., spatial redundancy,
spectral redundancy, and temporal redundancy) in image
and video compression for an FBI fingerprint application.
Other applications in computer and human vision and for
denoising noisy data are also described.

6.1. Wavelets in Digital Communications

The channel coding that follows source coding is designed
to reintroduce—in a controlled manner—a prescribed level
of redundancy into the source-coded streams to mitigate
the anticipated effects of the channel, and best perfor-
mance is achieved when the redundancy is tailored to the
specific characteristics of the channel. Although channel
coding and modulation applications have received com-
paratively little attention to date, wavelet theory has an
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important complementary role to play in this aspect of the
communications problem. Wavelet representation can be
exploited to develop systems for reliable transmission over
specific channels such as satellite or mobile wireless chan-
nels or a combination of both. The problem of multiple-
user communication over a wireless channel is of greatest
interest in practice. A wireless communication channel is
subject to mutual interference among users and fading
because of time-varying multipath propagation. To combat
the interference and fading effects, a popular multirate
modulation technique, referred to as spread-spectrum
code-division multiplexing access (SS CDMA) has been
used widely in the industry [17–22]. This subsection fo-
cuses on the use of wavelets for SS CDMA digital com-
munication systems. In addition, a brief description of
fractal modulation using wavelets is described.

6.1.1. Single-Scale Covert Communication Waveform.
The idea of wavelet-based SS CDMA was proposed in
Ref. 18. The proposed algorithm is summarized below:

* k information bits are grouped together to form an M-
ary set of sequences, where

M¼2k ð18Þ

* A pseudonoise (PN) code selects a sequence (out of 2k

sequences) for each input information bit generated
by the inverse discrete wavelet transform (IDWT).

* The coded data are sent as binary phase-shift keying
(BPSK).

* The receiver reverses the above steps; that is, it per-
forms BPSK demodulation, DWT, and data extrac-
tion.

Note that only one of 2J wavelet coefficients is used for
BPSK data and the remaining coefficients are unused,
where J denotes the number of stages in the wavelet
transform. If we let L be the length of the filterband of the
DWT, then the processing gain equals the composite im-
pulse response length, that is,

G¼ ð2J � 1ÞðL� 1Þ � 1 ð19Þ

This wavelet-based SS technique is equivalent to a sin-
gle-scale covert communication waveform.

6.1.2. Multiple-Scale Covert Communications Wave-
form. A multiple-scale covert waveform employing a
wavelet-transform-domain SS was proposed in Ref. 19.
This technique is summarized as follows:

* Encode the data into an M-ary alphabet.
* Apply the PN code to the encoded data.
* Serial-to-parallel demultiplex the resultant into scale

streams.
* Represent the SS chips as wavelet coefficients.
* Create a waveform by IDWT.

* Receiver reverses the above steps.
* Figure 3 [20, p. RO-72] illustrates the multiple-scale

SS system.

6.1.3. Wavelets for Code-Division Multiplexing Access.
The above waveforms are suitable for multiple users
where each user has the same waveform algorithm with
fixed system parameters and independent PN drivers for
the pseudorandom parameters. The design of a CDMA
using wavelets has been addressed in Ref. 21, which con-
cerns itself with the three key issues:

* Channel Capacity. The number of supportable users
per unit bandwidth at a fixed bit error rate (BER) and
bit signal-to-noise ratio (SNR), Eb /N0

* Near–Far Problem. The effect of large interference
because of a nearby user (this problem is discussed in
another article in this encyclopedia)

* Implementation. Computational complexity

Regarding the channel capacity, the use of wavelets
will lower the required bit SNR. This means that the mul-
tiple-access (MA) noise decreases on using a proper wave-
let transform. As the wavelet transform is chosen to allow
the user to operate at smaller bandwidth, one can impose
tighter bandpass filtering at the transmitter. This means
improved bandwidth efficiency. In addition to these fea-
tures, modulation using wavelets occupies all available
degrees of freedom in amplitude and phase.

Concerning the near–far problem, the Gaussian char-
acter of wavelet-based waveform makes the interference
noiselike at all levels, and the near–far effects are perfectly
predictable based on power levels.

Finally, the construction of a wavelet-based signal uses
a finite number of subsequences, which allows the trans-
mitter to be implemented with only load operations.

Sub-subsections 6.1.3.1. and 6.1.3.2. briefly explains
the use of the single-scale and multiple-scale waveforms in
CDMA, respectively.

6.1.3.1. Single-Scale CDMA. According to the sub-
subsection 6.1.1., the single-scale CDMA waveform is
generated using the following algorithm:

Figure 3. An illustration of a multiple-scale covert communica-
tions system using wavelet transforms [4, p. RO-72].
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* For each input k information bits, we send one of the
M complex-valued sequences an, where the index n
denotes the nth of the M sequences, and M is given in
Eq. (18).

* M complex-valued sequences are derived from the
M-ary wavelet coefficient matrix. Note that these se-
quences have approximately Gaussian distribution.

* The set of sequences changes pseudorandomly for
each transmission.

If we let the transform length N be k times the alphabet
size M,

N¼ kM ð20Þ

and the chip pulse with duration T be P(t), then the signal
model for the single-scale CDMA can be written as

SðtÞ¼
XNðM�1Þ

n¼ 1

anPðt� nTÞ ð21Þ

For unfiltered BPSK or quaternary PSK (QPSK), the
pulse shape is square. For filter BPSK/QPSK or wavelet
use, the pulse shape is equivalent to the truncated
approximation of a sinc pulse, defined as follows:

sincðtÞ¼
sin t

t
ð22Þ

It should be noted here that the multiple user wave-
forms described above possess the following properties:

* Common structure with independent pseudorandom
drivers

* Statistical orthogonality

Let us define U as the number of supportable users, G
as the processing gain given by Eq. (19), (Eb/N0)nom as the
nominal bit SNR without MA noise, (Eb/N0)aci as the ac-
tual bit SNR with MA noise and intersymbol interference,
and

a¼
ðEb=N0Þact

ðEb=N0Þnom

ð23Þ

The total number of supportable users for unfiltered
QPSK is found to be [21]

U¼
3ð1� a�1ÞG

4ðEb=N0Þnom

þ 1 ð24Þ

whereas for filtered QPSK and a wavelet-based waveform
it is

U¼
ð1� a�1ÞG

ðEb=N0Þnom

þ 1 ð25Þ

A plot of Eqs. (24) and (25) is shown in Fig. 4 [20, p. RO-90]
for a QPSK signal with 16-ary simplex. This figure shows

that the wavelet SS can support more users than the fil-
tered QPSK.

6.1.3.2. Multiple-Scale CDMA. According to the sub-
subsection 6.1.2., the multiple-scale CDMA waveform
uses the wavelet transform domain structure shown in
Fig. 3. In this figure, each user signal is driven by an in-
dependent PN modulator. The resulting signals will be
statistically orthogonal (as good as the PN sequence or-
thogonality). The performance of the multiple-scale
CDMA is as good as that of the single-scale, that is, it
has the same channel capacity, BER, interference toler-
ance, and so on. However, the computational complexity
for multiple-scale CDMA is less than for single-scale
CDMA. Multiple-scale systems can acquire the signal
without a training sequence [20,21], and they can be
used for low probability of interception (LPI) and low
probability of detection (LPD) networks.

6.1.4. Fractal Modulation. There are some noisy chan-
nels whose key characteristic is that the channel is open
for some finite but unknown time interval, during which it
has some finite but unknown bandwidth. Such models are
useful for a range of wireless and secure communications
applications, as well as for broadcast applications in which
information is being transmitted to receivers whose front
ends have different bandwidths and processing capabili-
ties. A wavelet-based modulation model, referred to as
fractal modulation, which makes efficient use of iterated
multirate filter banks, has been shown to provide a novel
diversity strategy for communication over such channels
[23]. The essence of this scale diversity involves dividing
the available transmit spectrum into multiple adjacent
octave-spaced bands, and modulating periodic extensions
of the symbol stream into these bands at corresponding
rates. That is, the information stream is present on all
time scales, providing a novel and efficient form of diver-
sity for such applications.

Figure 4. Supportable number of users per unit bandwidth as a
function of bit SNR for various QPSK waveforms [4, p. RO-90].
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6.2. FBI Fingerprint Compression

Between 1924 and today, the U.S. Federal Bureau of In-
vestigation has collected about 30 million sets of finger-
prints [24]. The archive consists mainly of inked
impressions on paper cards. Facsimile scans of the im-
pressions are distributed among law enforcement agen-
cies, but the digitization quality is often low. Because a
number of jurisdictions are experimenting with digital
storage of the prints, incompatibilities between data for-
mats have recently become a problem. This problem led to
a demand in the criminal justice community for a digitiza-
tion and compression standard. In 1993, the FBI’s Criminal
Justice Information Services Division developed stan-
dards for fingerprint digitization and compression in co-
operation with the National Institute of Standards and
Technology, Los Alamos National Laboratory, commercial
vendors, and criminal justice agencies [25].

Let us put the problem of storing the data of digital
fingerprints in perspective. Fingerprint images are digi-
tized at a resolution of 500 pixels/in (200 pixels/cm) with
256 levels of gray-scale information per pixel. A single
fingerprint is about 700,000 pixels and needs about
0.6 Mbyte of storage. A pair of hands, then, requires about
6 Mbytes of storage. So digitizing the FBI’s current archive
would result in about 200 terabytes of data. Obviously,
data compression is important to bring these numbers
down. The data compression standard wavelet/scalar
quantization (WSQ) implements a hand-tuned custom
wavelet basis developed after extensive testing on a col-
lection of fingerprints. The best compression ratio
achieved with these wavelets is 26 : 1.

6.3. Computer and Human Vision

In the early 1980s, David Marr began work at MIT’s Ar-
tificial Intelligence Laboratory on artificial vision for ro-
bots. He is an expert on the human visual system, and his
goal was to learn why the first attempts to construct a ro-
bot capable of understanding its surroundings were un-
successful. Marr believed that it was important to
establish scientific foundations for vision, and that while
doing so, one must limit the scope of investigation by ex-
cluding everything that depends on training, culture, and
so on, and focus on the mechanical or involuntary aspects
of vision. This low-level vision is the part that enables us
to re-create the three-dimensional organization of the
physical world around us from the excitations that stim-
ulate the retina. Marr asked these questions:

* How is it possible to determine the contours of objects
from variations in their light intensity?

* How is it possible to sense depth?
* How is motion sensed?

He then developed working algorithmic solutions to an-
swer each of these questions. Marr’s theory was that the
human visual system has a complicated hierarchical
structure that involves several layers of processing. At
each processing level, the retinal system provides a visual
representation that scales progressively in a geometrical
manner. His arguments hinged on the detection of inten-

sity changes. He theorized that intensity changes occur at
different scales in an image, so that their optimal detec-
tion requires the use of operators of different sizes. He also
theorized that sudden intensity changes produce a peak or
trough in the first derivative of the image. These two hy-
potheses require that a vision filter have two characteris-
tics: it should be a differential operator, and it should be
capable of being tuned to act at any desired scale. Marr’s
operator is referred to today as a Marr wavelet.

6.4. Denoising Noisy Data

In diverse fields, from planetary science to molecular spec-
troscopy, scientists are faced with the problem of recover-
ing a true signal from incomplete, indirect, or noisy data.
Can wavelets help solve this problem? The answer is cer-
tainly yes, through a technique, called wavelet shrinkage
and thresholding, that David Donoho of Stanford Univer-
sity has worked on for a number of years [26]. The tech-
nique works in the following way. When you decompose a
dataset using wavelets, you use filters that act as averag-
ing filters, and others that produce details. Some of the
resulting wavelet coefficients correspond to details in the
dataset. If the details are small, they might be omitted
without substantially affecting the main features of the
dataset. The idea of thresholding, then, is to set to zero all
coefficients that are less than a particular threshold. The
remaining coefficients are used in an inverse wavelet
transformation to reconstruct the dataset.

7. REMARKS

There are many applications waiting for wavelet tech-
niques to improve their usefulness beside those mentioned
above. Examples are speech compression in mobile com-
munication and digital answering machines; audio com-
pression in digital broadcasting, HDTV, VSAT, storage
devices, multimedia, high-fidelity audio, and music; and
ECG heart waveform monitoring systems and archives for
cardiologists.

In signal processing, wavelets make it possible to re-
cover weak signals from noise. This has proven useful es-
pecially in the processing of X ray and magnetic resonance
images in medical applications. Images processed in this
wav can be cleaned up without blurring or muddling the
details [16].

In Internet communications, wavelets have been used
to compress images to a greater extent than is generally
possible with other methods. In some cases, a wavelet-
compressed image can be as small as about 25% of the size
of similar-quality images using the more familiar JPEG
method. Thus, for example, a photograph that requires
200 kbyte and takes a minute to download in JPEG format
might require only 50 kbyte and take 15 s to download in
wavelet-compressed format.

Wavelet compression works by analyzing an image and
converting it into a set of mathematical expressions that
can then be decoded by the receiver. Wavelet compression
is not yet widely used on the Web. The most common com-
pressed image formats remain the GIF, used mainly for
drawings, and JPEG, used mainly for photographs.
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1. INTRODUCTION

Almost all signals received from transducers, sensors, ra-
dio/television antennas, and other broadcast equipment
are always extremely small and are mostly in the micro-
volt range. Faithful amplification of these feeble signals is
essential to activate any device or equipment, whether it
is a cellphone or a sophisticated robotic navigator such as
the Mars Pathfinder. An amplifier is expected to produce a
faithfully magnified version of the input signal. It is easy
to visualize an audio amplifier because the frequency
range over which speech signals encountered are in the
approximate range of 100–10,000 Hz. However, a high-
fidelity amplifier may help amplify signals not only in the
100–10,000 Hz range, but also in the lower-frequency
range, such as those that are between 35 and 300 Hz
(bass) range. In addition, such amplifiers are helpful in
the higher frequency ranges as well. The treble control
acts to amplify signals beyond the 10,000 Hz range and
may be up to 20,000 Hz. Therefore, bandwidth provides a
measure over which the amplifier is capable of reproducing
a magnified version of the input signal faithfully. Band-
width values for some selected electronic signals are given
in Table 1.

It is evident from Table 1 that when one encounters
signals in the kilo-, mega-, and gigahertz ranges, it is es-
sential that there be acute need for wideband amplifiers.
It is recognized that the gain AV of an amplifier is defined
as

AV ¼
Vout

Vin

Table 1. Bandwidth Values for Selected Electronic Signals

Electrocardiograms o100 Hz
Audio signals 20–20,000 Hz
AM radiowaves 550–1600 kHz
FM radiowaves 88–100 MHz
Microwave and satellite signals 1–50 GHz
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approximate range of 100–10,000 Hz. However, a high-
fidelity amplifier may help amplify signals not only in the
100–10,000 Hz range, but also in the lower-frequency
range, such as those that are between 35 and 300 Hz
(bass) range. In addition, such amplifiers are helpful in
the higher frequency ranges as well. The treble control
acts to amplify signals beyond the 10,000 Hz range and
may be up to 20,000 Hz. Therefore, bandwidth provides a
measure over which the amplifier is capable of reproducing
a magnified version of the input signal faithfully. Band-
width values for some selected electronic signals are given
in Table 1.

It is evident from Table 1 that when one encounters
signals in the kilo-, mega-, and gigahertz ranges, it is es-
sential that there be acute need for wideband amplifiers.
It is recognized that the gain AV of an amplifier is defined
as

AV ¼
Vout

Vin

Table 1. Bandwidth Values for Selected Electronic Signals

Electrocardiograms o100 Hz
Audio signals 20–20,000 Hz
AM radiowaves 550–1600 kHz
FM radiowaves 88–100 MHz
Microwave and satellite signals 1–50 GHz
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Assuming that the amplifier utilizes a MOSFET (metal
oxide semiconductor field-effect transistor) one can math-
ematically prove that

AV ¼ � gmZL

where gm is known as the transconductance or mutual
conductance and ZL is known as the load impedance con-
nected at the drain of the transistor. Assuming an ‘‘induc-
tance-free’’ RC load, it is possible to determine that the
uncompensated bandwidth will be equal to 1/RC. In other
words, if one utilizes a common-source amplifier with a
150O resistance and a one picofarad (10� 12 Farad) capac-
itor would yield a frequency that is approximately
1,000,000,000 Hz. or one gigahertz.

When inductances are also utilized, it is possible to de-
velop mathematical equations to govern special designs
such as the shunt peaking amplifier or the series peaking
amplifier. A complete discussion of wideband amplifier
design can be found in many standard textbooks. The text
Highly Linear Integrated Wideband Amplifiers by Henrik
Sjöland of Lund University, Sweden has been completely
devoted to the design and analysis techniques for frequen-
cies from audiofrequencies to radiofrequencies.

Consider mathematically analyzing a multistage am-
plifier, symbolically shown in Fig. 1. The circuit is de-
signed with three MOSFETs with two coupling capacitors.
The exact values of the components are not included, be-
cause they may widely differ, depending on the design cri-
teria. It should be observed that the input signal is fed to
the gate of the first MOSFET via a coupling capacitor. The
gate bias is derived from a potential divider circuit, con-
sisting of two resistors. The first stage is designed as a
common-source configuration. The output of the first stage
is obtained from the drain of the first MOSFET and fed to
the gate of the second MOSFET, via a second coupling ca-
pacitor. The third and final stage is a source follower and
the final output is obtained at the source of the third
MOSFET. This output signal is fed back to the source of
the first MOSFET via a feedback resistor. This type of
feedback helps increase the bandwidth of an amplifier.
While analyzing such multistage amplifiers, one may con-
clude that the effect of inductive reactances are small;
however, it should be recognized that the two coupling

capacitances incorporated in the circuit may have a
pronounced effect on the gain and bandwidth calculations.
This is because capacitive reactance is inversely propor-
tional to the frequency. In other words, as the frequency
increases, the capacitive reactance decreases because

XC¼
1

jð2pf CÞ

Therefore, it is not advisable to use a grounded bypass
capacitor, when high frequencies are being dealt with.
This may result in signal currents being inadvertently di-
verted to ground instead of being transmitted through the
circuit to the output. It can be seen from the equation
above that bypass capacitors offer low reactances to signal
currents at higher frequencies. However, the bypass
capacitors offer high reactances to signals at lower frequen-
cies, and therefore diversion of signal currents to ground
do not pose a major problem, while encountering low-
frequency signals.

The frequency plot of an amplifier is represented in
Fig. 2. A measure of the magnitude of the output voltage is
plotted against a range of frequencies (for a given constant
input voltage). The frequency is normally plotted on a log-
arithmic scale along the x axis (abscissa). The output is
plotted on the y axis (ordinate), and the unit is normally
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decibels (dB):

dB¼ 20 log10

voltageout

voltagein

¼ 10 log10

powerout

powerin

Consider the case when POWEROUT¼
1
2

� �
POWERIN

dB¼ 10 log10

1

2

� �
powerin

powerin

 �

¼ 10 log10

1

2

 �

¼ � 3:0103

Therefore, design engineers focus at the point where the
gain falls by 3 dB. The frequencies at which this occurs are
called half-power frequencies. If the power is halved, the
voltage level is decreased by its square root, because P¼
(V2/R). Taking the square root of 1

2, it is seen thatffiffiffiffiffiffi
ð12Þ

q
¼ 0:707. If the maximum voltage level in the ampli-

fier characteristic is identified as V, then the frequencies
at which voltage levels have dropped to 0.707 V can be
identified as fL and fH. Bandwidth is defined as the range
of frequencies that lies between fL and fH or in other
words, as the frequency range over which the amplifier
gain remains almost constant within 29.3% of its maxi-
mum value [3 dB level or (1� 0.707)¼ 0.293].

2. PRINCIPLES OF FEEDBACK

For a simple amplifier, shown symbolically in Fig. 3a, the
voltage gain is defined as the ratio of output voltage to
input voltage. This is written as A¼Vout/Vin. Addition of a
feedback of magnitude F, as shown in Fig. 3b, will result in
a modified value for the voltage gain G given by the equa-
tion

G¼
A

1þAF

� �

The term AF, called the feedback factor, can be either pos-
itive or negative. Effectively, Fig. 3c can ‘‘replace’’ Fig. 3b.
A study of the variation of G with positive feedback is
shown in Fig. 4a. Positive feedback boosts the gain toward
infinity. However, positive feedback also greatly increases
distortion levels in the output, and therefore it is not
viewed as advantageous. Although mathematically the
gain approaches infinity, oscillations set in. Therefore,
positive feedback is not used in many circuit applications.
Positive feedback is also called regenerative feedback.
Feedback oscillators utilize this principle of positive feed-
back while designing frequency-selective circuits for audio
amplifiers. Harry Nyquist of Bell Telephone Laboratories
is credited with this development. His 1932 paper on re-
generative theory provides more detailed mathematical
analysis of positive-feedback circuits. A very simple nu-
merical example may be used to illustrate the significance

Amplifier
with
gain
= A

Amplifier
with
gain
= A

Vin Vout

Vin

Vin Vout

Vout

Feedback
circuit
with

gain = F

G =
A/(1+AF)

Difference  circuit

(a)

(b)

(c)

+
−

Figure 3. (a) Amplifier without feedback. (b) Amplifier with neg-
ative feedback. (c) Simplified version of Fig. 3(b).
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of the formula

G¼
A

1þAF

� �

Assume that the midband gain AMB of a given amplifier is
given as 500. This may be mathematically expressed as

A¼
ð500Þ

½1þ jðf=10 kHzÞ�

where 10 kHz indicates the bandwidth.
If this is used with a negative-feedback configuration

with a feedback factor F¼ 0.01, one can easily calculate
the gain G for the negative-feedback amplifier as

G¼
500

½1þ 500ð0:01Þ�
¼ 83:33

The gain has fallen from the original value of 500 to 83.33.
The bandwidth with negative feedback is given by the

formula

BWneg FB¼BWð1þAFÞ

¼10½1þ 500ð0:01Þ� ¼ 60 kHz

It is seen that the gain has fallen by a factor of 6 but the
bandwidth has improved by a factor of 6.

3. NEGATIVE FEEDBACK

As shown in Fig. 4b, negative feedback reduces the overall
gain of an amplifier; hence the term, degenerative feed-
back. Here, a portion of the amplifier output is fed back to
the input in such way that it opposes the input. Now it is
possible to reexamine the frequency response character-
istics with and without negative feedback. It is possible to
prove that the bandwidth of the amplifier can been in-
creased with negative feedback. This is the greatest ad-
vantage of negative-feedback amplifiers. In addition to
extended bandwidth, negative feedback provides stabi-
lized amplifier gain and reduced noise or distortion lev-
els. Further, these types of negative-feedback amplifers
amplifiers are very stable. It is possible to prove that
series voltage feedback increases the input impedance of the
circuit. The input impedance can be reduced by incorpo-
rating a parallel current feedback. Negative feedback also
helps in reducing the circuit noise. In other words, signal-
to-noise ratio is greatly improved.

4. SERIES AND SHUNT CONFIGURATIONS

The feedback signal can be obtained from the output volt-
age or output current. Further, this derived voltage or
current can be incorporated into the input circuit in either
a parallel or series configuration. Thus, it is possible to
design four different types of feedback networks, and these
are shown in Figs. 5a–d. It should be recognized that the

transfer function F in each case would be different. For a
voltage–voltage feedback configuration, the feedback net-
work takes the output voltage, and a fraction of this volt-
age is fed back to the input voltage. For a negative
feedback circuit the new input voltage will actually be
Vin�VF as shown in Figs. 5a and 5b. For a current–
current feedback configuration, the feedback network
takes the output current, and a fraction of this current
is fed back to the input current. The corresponding input
current for the ideal amplifier will now be Iin� IF.

5. SIGNAL-TO-NOISE RATIO

While designing wideband amplifiers, it is extremely im-
portant to maintain the signal quality, faithfully. The
characteristic identified as signal-to-noise ratio (SNR) is
very helpful in determining the quality features of any
amplifier. Consider the input signal of an amplifier
expressed as

Vinput¼VsignalþVnoise

Here, the input consists of a pure signal that is of interest,
but, in addition it has been corrupted with an unwanted
component identified as Vnoise. Circuit configurations may
contribute toward electronic noise; however, the presence
of harmonics and other extraneous signals such as the
60-Hz. ‘‘hum’’ from the power source may be considered
undesirable. White noise, nonlinear distortion, and radio-
frequency pickup also contribute toward unacceptable am-
plifier performance characteristics.

Signal-to-noise ratio is defined as

SNR¼
Vsignal

Vnoise

Even if one were to neglect the noise contained in the in-
put, it should be recognized that the amplifier itself, in-
troduces its own noise component. Now, one can rewrite
the preceding equation as

½SNR�open�loop amplifier¼
A½Vsignal�

Vnoise;amp

In this equation A represents the open-loop gain of the
amplifier (without feedback) and Vnoise, amp is the unwant-
ed noise introduced by the amplifier. Recall that the noise
level of the input signal, which was identified simply as
Vnoise, has been ignored, indicating that the amplifier re-
ceived high-quality input signal, free of any significant
noise. If feedback F is now applied, it can be mathemat-
ically proved that

½SNR�feedback amplifier¼
A½Vsignal�

Vnoise;amp
ð1þAFÞ

It is easily seen that the SNR of the negative feedback
amplifier is better than the SNR of the open-loop ampli-
fier. It has improved by a factor of (1þAF).
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Similarly, one can prove that negative feedback helps
greatly in reducing distortion:

%distortion with negative feedback

¼
% distortion without negative feedback

ð1þAFÞ

Negative feedback may change to positive feedback at a
certain frequency. This may occur as a result of the influ-
ence of certain types of reactive elements such as parasitic

capacitive circuit parameters. Oscillations will set in if
care is not exercised while designing the wideband ampli-
fier circuit.

6. MILLER EFFECT

While designing amplifiers, engineers may assume that
the internal capacitances that exist in the transistor are
very small compared to the external capacitances. But in
reality, capacitances do exist between base and emitter

+
VIN - VF

VIN - VF

Ideal
Amplifier

Ideal
amplifier

Ideal
amplifier

Ideal
amplifier

Output
load

Output
load

Output
load

Output
load

+

Voltage
signal

Voltage
signal

Current
signal

Current
signal

Input

Input

− +
VF

VF

Feedback
circuit

Feedback
circuit

Feedback
circuit

Feedback
circuit

−

+

−

+

+ −

+

−

+

−

+

−

+

−

−

+

Input

−

+

Input

−

(a)

(b)

(c)

(d)

Figure 5. (a) Series–shunt amplifier (also
called voltage amplifier); (b) series–series
amplifier (also called transadmittance am-

plifier); (c) shunt–shunt amplifier (also
called transimpedance amplifier); (d)
shunt–series amplifier (also called current

amplifier).

5634 WIDEBAND AMPLIFIERS



(CBE) as well as between base and collector (CBC). It can be
mathematically shown that the total input capacitance

Cin¼CBEþð1þAÞðCBCÞ

In other words, the total input capacitance is the parallel
combination of CBE and (1þA) CBC. The base–collector
capacitance has been amplified by a factor of (1þA). This
is called the Miller effect.

As mentioned earlier, as the frequency increases, the
value of the total input impedance reduces and thereby
the frequency response characteristics are affected. The
Miller effect has a pronounced effect with common-emitter
amplifiers because they introduce a 1801 phase shift be-
tween the input and the output. For example, the values of
CBE and CBC may be small, say, 6 and 5 pF, for example.
But when this transistor is used in an amplifier with a
gain of 99, the total input capacitance will be large enough
to affect the frequency output characteristics of the
amplifier. This is because

Cin¼CBEþ ð1þAVÞðCBCÞ

¼ 6þ ð1þ 99Þð5Þ ¼506 pF

It is recalled that at low frequencies the coupling capacitor
and the emitter bypass capacitors offer high impedances,
and therefore portions of signal voltage may be lost. The
Miller effect is an extremely important concept that is uti-
lized heavily while discussing feedback. Equations for cal-
culating Miller input impedance and Miller output
impedance can be developed, and are given here:

Zin;Miller¼
Zfeedback

ð1�GÞ

Zout;Miller¼
ðGÞZfeedback

ðG� 1Þ

7. CASCODE AMPLIFIER STAGE

The drain–gate capacitance in a MOSFET or CMOS is
normally designated as Cgd. The effect of this capacitance
is actually magnified by a factor (1þAV), according to the
Miller effect, as described above. The cascode amplifier
stage eliminates the Miller effect by isolating this capaci-
tor. Figure 6 illustrates a cascode amplifier stage. Here,
CMOS 2 converts the input voltage to an output current.
CMOS 1 subsequently transfers this current to the load
resistor at the output. It should be observed that the out-
put is at the drain of CMOS 1 and the input is at the gate
of CMOS 2. There is no direct capacitance across CMOS 2
gate and CMOS 1 drain. With this type of ‘‘capacitance
isolation’’ it is possible to design circuits whose time con-
stants are in the nanosecond range. It is possible to pro-
duce substantial improvement in bandwidth, with cascode
amplifiers. Cascode stages are often used in combination
with other methods that utilize inductive coils.

8. BANDWIDTH ENHANCEMENT

Bandwidth, of course, depends on the transistor cutoff fre-
quency fC. Recognizing that (CgsþCgd)ECgs, then

oC¼ 2pfC �
gm

Cgs

This principle is utilized in the design of certain types of
circuit designs. Bandwith enhancement with cutoff fre-
quency doublers can be accomplished by several circuit
configurations such as the Darlington pair (Fig. 7). A cir-
cuit called the differential pair doubler is shown in Fig. 8.
Another circuit, called the Battjes doubler, is also avail-
able; however, this does not exactly provide a doubling of
the cutoff frequency. With these circuits it is often possible
to accomplish a 50% increase in bandwidth, under certain
specified conditions. A Bode plot is created using frequency
on the x axis (logarithmic scale) and decibels on the y axis
(linear scale, because decibels are already obtained from
a logarithmic expression). Such a plot provides engineers
with a visual picture of bandwidth enhancement, and this
is shown in Figs. 9a and 9b. An amplifier without any
feedback component has a gain of 100 dB within the fre-
quency range 1–10 Hz. However, at this breakpoint fre-
quency, the gain falls off at the rate of 20 dB/decade. With
negative feedback incorporated into this amplifier, it can
be seen that the new breakpoint frequency can be as high
as 100 kHz. This, of course, is accomplished with a sacri-
fice in gain. Gain has fallen from the original 100 dB to a
mere 20 dB, but increase in bandwidth has been accom-
plished.

9. SENSITIVITY AND GAIN STABILITY

Sensitivity, by definition, compares the fractional change
of a dependent variable to the fractional change of an

VDD

Load resistance

Output
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CMOS 1

CMOS 2
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 Input voltage
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Bias
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Figure 6. Cascode amplifier stage.

WIDEBAND AMPLIFIERS 5635



independent variable. According to this definition, the
sensitivity of Vout with respect to the gain A of the ampli-
fier can be mathematically expressed as

ð@VoutÞ=ðVoutÞ

ð@AÞ=ðAÞ

With a closed-loop negative-feedback system it is possible
to prove that the sensitivity of G with respect to A is

SG;A ¼
1

ð1þAFÞ

It can be observed that the overall gain reaches high sta-
bility as the denominator (1þAF) increases. Further ex-
amination of the closed-loop negative-feedback circuit
equation indicates that the overall amplifier gain depends
mainly on the feedback factor F. This is because

G¼
A

1þAF

By choosing to design a high-gain amplifier with large
feedback, it is possible to make AF41. Then, the equation
above becomes

G �
A

AF

�
1

F

indicating that the overall gain G is dependent only on the
feedback, F and is insensitive to changes in A. This obvi-
ously is an extremely important feature of negative feed-
back.
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Figure 7. Darlington pair doubler.
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With a closed-loop negative feedback system it is pos-
sible to prove that the gain sensitivity with respect to
changes in feedback as

SG;F¼
�AF

ð1þAFÞ

Again, if AF41, then jSG;Fj ¼ 1.
Stability for most feedback amplifiers is usually calcu-

lated by determining the frequency at which the phase of
AF equals 71801. Once this is obtained, the magnitude of
AF can be easily calculated.

If the magnitude of the absolute value of AF is plotted
on the y axis against radian frequency o along the x axis,
one can determine when jAFj reaches unity. The amplifier
circuit is then said to be marginally stable. At this instant,
if y is the phase shift, then one can define phase margin
(PM) as

PM¼ 180þ y

The phase margin is therefore defined as a measure of the
additional phase lag that is permitted before it reaches
� 1801. This is shown in Fig. 10. From the discussion
above, it can be seen that phase margin also provides a
measure of the stability of the amplifier. Addition of ap-
propriate circuit elements in the feedback loop can help in
stabilizing an unstable amplifier. A very common method
used with operational amplifiers is called the dominant
pole compensation method.

10. COILS

The coils realizable on a chip have enabled engineers to be
very creative in their approach. Specifically designed coils
may occupy only a very small area on a given circuit
board. (e.g., approximately 50,000mm2). Judiciously incor-
porating such inductances along with bridging capaci-
tances can provide bandwidths in the gigahertz range. A
circuit using coils is shown in Fig. 11. The input is

supplied to the gate of a single CMOS. The drain of the
CMOS is connected to the DC supply via a series combi-
nation of two coupled coils and a small resistor. The output
is taken from the midpoint junction of the coupled coils.
Coupling coefficients are relatively small, of the order of
0.3 or 0.5. Each coil may have an inductance in the nano-
henry range. The bridging capacitor, whose value is ex-
tremely small, may not be a separate circuit component. It
may enter the circuit configuration as a result of the layout of
the inductors on the board. Such circuits can provide a band-
width improvement of the order of magnitude equal to 2

ffiffiffi
2
p

.
Since the early 1990s, world-class MMIC (monolithic

microwave integrated circuit) design engineers have
focused on the development of state-of-the-art millime-
ter-wave MMICs for digital radio applications. Bandpass
cascode cell distributed amplifiers operating in the fre-
quency range as high as 40 GHz have provided scientists
and engineers with powerful tools to work with. Devices
having extremely high performance utilizing the PHEMT
(pseudomorphic high-electron-mobility transistor) process
have enabled design engineers to work in frequency rang-
es from X band (8 GHz) to W band (110 GHz). Scientists
have chosen mixed-topology configurations to obtain ben-
efits of a bandpass topology circuit design keeping the
drain line almost free of unnecessary circuit components.
The basic idea is to judiciously incorporate a bandpass
gate line with a lowpass drain line.

G
ai

n 
(d

B
)

1 





10 100

Frequency
(Radians/second)

Frequency
(Radians/second)

0°

P
ha

se
 (

de
gr

ee
s)

−90°

−180°

−270°

Phase margin

1 10 100

Figure 10. The example shown here records a phase margin of
approximately 701.

VDD

Resistance

Inductive coil

Inductive coil

Vin

Vout

C
ou

pl
in

g 
co

ef
fic

ie
nt

 =
 k

B
rid

gi
ng

 c
ap

ac
ita

nc
e

Figure 11. Amplifier with inductively coupled coils.

WIDEBAND AMPLIFIERS 5637



11. EPILOGUE

More recent developments in broadband communications
systems have forced the development of circuit compo-
nents that are more suited and more appropriate for
broadband applications. In addition, the development of
broadband communication systems has led the way to an
increasing demand for use of wideband amplifiers. It
should be recognized that distributed amplifiers have
been critical building blocks in many such systems be-
cause of their performance characteristics, which are
clearly wideband. However, the low efficiency and low
output power of distributed amplifiers have made them
unsuitable for high-power applications.

Broadband mixers have helped solve some of these
problems, because mixers have always played a vital
role in the design of efficient communication systems. In
general, one can say that the input impedance of an am-
plifier can be decreased with shunt feedback and in-
creased with series feedback. Further, the output
impedance of an amplifier will increase with current
feedback and decrease with voltage feedback. When series–
series feedback is applied, it is also called a transadmit-
tance amplifier. An amplifier is called a current amplifier
when shunt–series feedback is utilized. Advances in mod-
ern-day integrated-circuit design have enabled engineers
to fabricate, and integrate miniaturized inductor coils and
transformers into amplifier circuit boards. Although these
coils do not possess excellent characteristics, they have
helped the designers to successfully achieve amplifier
bandwidth enhancement. Negative feedback has provid-
ed engineers with a method for accomplishing increased
bandwidth. Further, the nonlinearities and distortion in-
troduced by the amplifier circuit elements can be reduced
by proper use of negative feedback. However, negative
feedback suffers from a major disadvantage. The increased
bandwidth is accomplished with a sacrifice in gain. Fur-
ther, complexity itself may pose some problems for the
circuit designers. There is also a tendency for the amplifier
to oscillate.
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1. INTRODUCTION

Wideband antenna elements are essential for providing
wideband scanning array antennas in industry and
military applications. Such applications require several
features such as wide scan, security, high-speed commu-

nication, and high reliability, and, in many cases, a com-
pact size is required for space-limited mobile antenna
systems. Because element size is a critical parameter in
determining the scan angle in antenna array configura-
tions, small size is desirable for the antenna arrays sup-
porting wideband applications.

In many civilian and military applications, antenna size,
weight, cost, performance, and ease of installation are con-
straints leading to the selection of low-profile antennas
such as microstrip printed and slot antennas. Microstrip
antennas were originally proposed in early 1953; however,
it was not until the 1970s that further development was
achieved in this field, due primarily to the advancement in
substrate technology. By exploiting the low-profile, light-
weight, conformal configuration, compatibility with inte-
grated circuits and low fabrication cost of these printed
circuit board (PCB)-type structures, antenna designers
have developed many diversified printed and slot micro-
strip antenna applications. However, because of the inher-
ent narrow bandwidth characteristics of this class of
antennas, an enormous amount of research more recently
has been devoted to broadbanding techniques for microstrip
printed and slot antennas. Some of these techniques in-
clude the use of thicker substrates, odd or optimized shapes
of the patch or the slot, aperture coupling, parasitic direc-
tors and/or reflectors, and stacks of more than one layer of
substrate material, each supporting one or more antenna
elements. Microstrip technology utilizing these techniques
has enabled many designers to meet the demands of today’s
communication devices. However, with increasing demands
for high-performance dual-band, triband, and wideband
and ultraband antennas capable of providing adjustable
beamwidth and direction of the mainlobe of the radiation
pattern, more sophisticated designs are required.

As a result of these needs, the authors have originated
several innovative designs to specifically address these
requirements as reported in Refs. 1–5, where new designs
of triangle slot antennas with tuning stubs, bowtie slot
antennas with tapered tuning stubs, and microstrip-fed
printed bowtie antennas for wideband phased-array sys-
tems are analyzed and presented. This article provides the
detailed performance of one class of the more recently de-
veloped printed and slot Lotus antenna elements that
support many applications in the X band.

For this, two novel antenna designs will be presented in
this article: the coplanar waveguide (CPW)-fed slot Lotus
antenna for ultra wideband applications and the microstrip-
fed Lotus printed antenna for wideband phased-array
systems. The two designs are obtained from smooth and
idealized transitions from the feedlines to the antennas,
which result in wide bandwidths and low return loss levels.

In addition to regular antenna design for wideband
applications, this article also presents multiple band-
reconfigurable printed and slot antennas. The multiple-
band technology is more redundant to interference and
requires lower peak power consumption. Wideband an-
tennas, based on multiple-band technology, normally uti-
lize bandlimited pulses through which information is
transmitted with time-spaced pulses at different center
frequencies. Thus, the antenna can be constructed from
parts that are selected or reconfigured using switches, an
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approach that can be employed in most microstrip-based
printed and slot antennas. The procedure for designing
such reconfigurable antennas will be discussed and exper-
imental verification for several basic antenna structures
at X band will also be demonstrated for ideal switching
configurations.

The analysis of these antennas will be based on the
electromagnetic commercial software packages: momen-
tum of the Agilent advanced design system (ADS), which
is a method-of-moments (MoM)-based simulation comput-
er program, and the Ansoft high-frequency structure
simulation (HFSS), a finite-element based program. A
finite-difference time-domain (FDTD) simulation package
developed by the authors is also used in this study. Mea-
surements of the return loss and radiation patterns are
presented along with simulation results to further verify
the presented designs. The primary objectives of this work
is to present how the parameters that affect the charac-
teristics of these new antennas are determined by simu-
lation; to determine the limitations on bandwidth,
radiation pattern stability, and antenna scanning capabi-
lities in and array configuration; and to assemble and test
a practical prototype antenna in order to validate the sim-
ulations and designs achieved.

2. ULTRAWIDEBAND CPW-FED SLOT LOTUS ANTENNA

In this section, a novel printed slot antenna design fed by
coplanar waveguide, called the Lotus slot antenna, is in-
troduced. This new antenna is a result of our more recent
investigations for designing wideband slot antennas [1,2].
The suggested geometry is shown in Fig. 1, where the an-
tenna consists of two ellipses with horizontal and vertical
axes equal to A1, B1 and A2, B2 for the inner and outer
ellipses, respectively. The tapering is truncated at an an-
gle a from the vertical axis of the outer ellipse. The an-
tenna is printed on Rogers RT/Duroid 5880 with er¼ 2.2
and substrate height h¼ 1.57 mm (62 mil).

A parametric study has been performed for this anten-
na using ADS Momentum. The initial design has A1, A2,
B1, B2 and a¼ 9.8, 4.5, 9.8, 4.5 mm and 01. Figures 2–4
show that an increase of the radii of the ellipses shifts the
resonance frequencies of the antenna to lower frequencies.
The parameter B1 has a significant effect on the resonance
frequencies, since by changing B1 from 9.8 to 17.15 mm,
the lower resonance decreases by 2 GHz, while the upper
decreases by 5 GHz. This is very important because it al-
lows for shifting the operating band to lower frequencies

A1  

B1

A2 B2

 

G, W, G 
 

α

Figure 1. Geometry and parameters of the Lotus slot antenna.
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Figure 2. The effect on S11 of changing B1. (This figure is avail-
able in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 3. The effect on S11 of changing B2. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 4. The effect on S11 of changing A1 and A2. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/
erfme.)

WIDEBAND SLOT AND PRINTED ANTENNAS 5639



without increasing the antenna width. For this study, ul-
trawide bandwidth is obtained when B1¼12.25 and
17.15 mm. At the same time, the proper choice of A1 and
A2 is essential for good return loss levels. From Fig. 5, one
notices that the angle a has almost the same effect as B1;
whereas an increase of a increases the antenna width.
Therefore, to keep the antenna size small a is set equal to
zero in the present investigation.

In order to improve the return loss level, two additional
parameters, d1 and d2, are introduced and studied. These
two parameters change the curvature of the antenna
while keeping the slot area almost the same, and as a re-
sult a much smoother transition between the feedline and
the antenna is obtained. As shown in Fig. 6, introducing d1

and d2 improves the return loss level, which results from
decreasing the reflection coming from the transition be-
tween the narrow CPW slot and the wide Lotus slot.

A design of this antenna with A1, A2, B1, B2, d1, d2¼

10.1, 4.5, 12.4, 4.25, 0.56, 0.76 mm and a¼01 is fabricated.
The return loss for this design is computed from 5–50 GHz,
and, as shown in Fig. 7a, the antenna operates over a large
operating band starting from 8 up to 450 GHz. The mea-
surements are compared to the simulation results in
Fig. 7c, where good agreement is obtained between the

two results. The computed radiation patterns using ADS
Momentum are shown in Fig. 8 in the E and H planes at 8,
10, and 12 GHz. The radiation pattern is stable in this
range, which covers the X band with a cross-polarization
level of � 6 dB in the H plane and zero in the E plane be-
cause of the antenna symmetry. Two elements of this
antenna are simulated using ADS Momentum with a sep-
aration distance of 2 mm, and the computed coupling is
depicted in Fig. 9. The coupling is less than � 20 dB over
the entire X-band range. The copolarized fields for 1, 8,
and 16 elements of the slot Lotus antenna in the H plane
are computed using ADS at 10 GHz, and are presented in
Fig. 10. The maximum gain increases from 3.69 dB for one
element to 12.47 and 15.49 dB for 8- and 16-element ar-
rays, respectively.

3. MICROSTRIP-FED PRINTED LOTUS ANTENNAS

Printed microstrip antennas are widely used in phased-
array applications. They are generally economical to
produce since they are readily adaptable to hybrid and
monolithic integrated circuit (IC) fabrication techniques
at RF and microwave frequencies. In addition, they exhibit
a very low profile, small size, light weight, low cost, high
efficiency, and simple installation.

Among the most widely used printed antennas in
phased-array systems are printed dipoles and quasi-Yagi
antennas fed by coplanar stripline (CPS), which are usu-
ally used to obtain an endfire radiation pattern. In order to
feed this antenna, some researchers suggested microstrip-
to-CPS transition that includes a 1801 phase shifter [6].
The phase shifter consists of a T junction with one side of
the microstrip line delayed by a half-wavelength to pro-
duce a predominantly odd mode for the CPS. Other re-
searchers feed the dipole with two microstrip lines, where
the upper is an extension of the microstrip feedline and
the lower is connected to the ground plane directly or
through a tapered microstrip [7]. However, the latter
method provides omnidirectional patterns and suffers
from low bandwidth (BW) (19%). Other researchers used
coplanar waveguide (CPW)-to-CPS transitions to feed

Figure 5. The effect on S11 of changing a. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 6. The effect of changing antenna curvature by d1 and d2. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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printed dipole and bowtie antennas [8] that are designed
for 100O characteristic impedance.

An attractive quasi-Yagi antenna design that uses the
transition in Ref. 6 is presented in Refs. 9 and 10 exhib-
iting wide BW (48%) and good radiation characteristics.
The antenna consists of a half-wavelength dipole as a
driver and an approximately quarter-wavelength rectan-
gular director to increase the gain and improve the front-
to-back ratio. While the driver and director are placed on
one side of the substrate, the ground plane is placed on the
other side and truncated to act as a reflector.

In this section, a novel printed antenna dual to the slot
Lotus is designed and presented for additional improve-
ments in terms of bandwidth and return loss level. The
new antenna is called the printed Lotus, which supports
wideband characteristics. The antenna is fed by micro-
strip line through a modified phase shifter that has a
smaller size and better match with the new antenna than
the one introduced in Ref. 10.

The proposed antenna element is printed on a Rogers
RT/Duroid 6010/6010 LM substrate of a relative dielectric
constant of 10.2, a thickness of 25 mil, and a conductor loss
(tand) of 0.0023. The use of high-dielectric-constant sub-

strate material reduces radiation losses from the feedline
because most of the electromagnetic field is concentrated
in the dielectric between the conductive strip and the
ground plane. Another benefit in having a high dielectric
constant is that the antenna size decreases by the square
root of the effective dielectric constant. To minimize con-
ductor loss, the conductor thickness should be greater than
5d [11], where d is the skin depth, which is approximately
0.65mm for copper. The conductor thickness used to fabri-
cate the antenna prototypes in this research is 34mm.

The geometry of the proposed CPS-fed printed Lotus
antenna is shown in Fig. 11a. The antenna is defined by
two ellipses. The smaller ellipse is located completely in
one half of the larger one. The larger ellipse has Rh1 and
Rv1 as the semi-horizontal and semivertical axes, respec-
tively; the smaller ellipse has Rh2 and Rv2 as the semi-hor-
izontal and semivertical axes, respectively, and is rotated
by an angle a. The vertical and horizontal distances be-
tween point P, shown in Fig. 11a, and the smaller ellipse
centerpoint are L1 and W1, respectively. The parameter L2

defines the vertical dimension of the antenna, while L3 is
the distance between the substrate edge and the antenna
in the y direction and L4 is the length of the CPS.

          (a)           (b)            (c) 

E�  (E-plane) E�  (H-plane)

Figure 8. Computed radiation patterns for the Lotus slot antenna at (a) 8 GHz, (b) 10 GHz, and (c)
12 GHz. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)

       (a)           (b)                 (c) 

Figure 7. Return loss for the Lotus slot antenna: (a) simulation results up to 50 GHz;(b) printed
Lotus prototype; (c) measured versus simulated return loss. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 9. Computed coupling between two elements of the Lotus slot antenna. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 11. (a) Geometry of the printed Lotus antenna and (b) its computed return loss. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 10. The copolarized field in the H plane for 1, 8, and 16 elements of the slot Lotus. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)

5642 WIDEBAND SLOT AND PRINTED ANTENNAS



This study reveals that one of the proper dimensions of
the parameters for this antenna Rh1, Rv1, Rh2, Rv2, L1, W1,
L2, L3, and L4 are equal to 3.4, 3.6, 1.57, 1.06, 3.87, 1.76,
4.2, 5.8 and 4.55 mm, and a¼ 411, respectively. The CPS
dimensional parameters w and s are 0.3 and 0.2 mm, re-
spectively, for an approximate characteristic impedance of
100O. Thus the total width of the antenna is 7 mm, which
is 20% less than the quasi-Yagi antenna reported in Refs. 7
and 8. This antenna is simulated using Ansoft HFSS, and
the computed return loss is shown in Fig. 11b. On the ba-
sis of the simulation results, the antenna operates over a
wide frequency range that extends from 7.8 to 420 GHz,
except for a small range from 17.7 to 18.7 GHz. This makes
the printed Lotus antenna a very good candidate for many
applications that require wideband operations.

To feed this design with a microstrip line, improve-
ments for the microstrip-to-CPS transition are required
for two reasons: reduction of its horizontal size to be com-
parable to the small antenna size and improving the
matching with the new wideband antenna. The transition
presented in the pervious section along with five modified
transitions, as shown in Fig. 12a as cases 1–6, is used to
feed the designed printed Lotus antenna, while the return
losses are depicted in Fig. 12b. An average lg/2 difference
between phase shifter arms has been reserved for a
10 GHz center frequency. The horizontal dimension is de-
creased by 28% from 7.5 to 5.4 mm, which, in turn, de-
creases the coupling between elements in the array
environment. The radiation patterns are calculated for
these cases, and no significant difference is observed.
However, modifying the phase shifter has a very obvious
effect on the operating frequency band, return loss level,
and BW. The return losses for these different cases are
compared in Fig. 12b. The operating band is shifted from
(6.6–11.8 GHz) for case 1 to (7.5–13.5 GHz) for cases 3–6.
The return loss level decreases uniformly to � 15 dB over
a very wide range in cases 3, 5, and 6.

Because case 5 shows almost the best BW and return
loss level, it will be used in all the following designs. It has
a 57% bandwidth relative to � 10 dB return loss level and

a 52% BW relative to � 15 dB. The dimensions (in milli-
meters) of the transition section and a comparison be-
tween the measured and calculated return loss are shown
Fig. 13. A very good agreement is obtained with a slight
increase in the � 10 dB BW from 57% to 60% and in the
� 15 dB BW from 52% to 55.5%. The small discrepancies
between measurement and simulation around 10 GHz are
due to the imperfect fabrication of the SMA coaxial con-
nector transition. However, one should note that these
differences are well below the � 15 dB level; thus, the
simulations and measurements predict a wideband range
of operation for this antenna.

Because of the high dielectric constant, the distance L3,
shown in Fig. 11a, will have an effect on the radiation
pattern in the H plane. As shown in Fig. 14, as L3 increas-
es from 5.8 to 10 mm, the pattern becomes more concen-
trated in the y direction, which results in gain
enhancement from 5.7 to 7 dB while decreasing the 3 dB
beamwidth. At the same time, varying L3 has a negligible
effect on the return loss. Since beamwidth is very impor-
tant in phased-array applications, L3 is chosen to be
5.8 mm on the basis of this study.

The radiation patterns at 10 GHz are shown in Fig. 15.
The beamwidth is 741 and 1431 in the E and H planes,
respectively. The maximum gain is around 5.7 dB, and the
front-to-back ratio is 17.9 dB. The cross-polarization level
is � 26 and � 29 dB in the E and H planes, respectively,
considering only the angles defined by the 3 dB beam-
width. The stability of the radiation pattern is illustrated
in Fig. 16, where the copolarized fields in the E and H
planes at 8, 10, and 13 GHz, which cover the entire oper-
ating band, are compared. The gain is found to vary from
4.2 to 5.7 dB. These characteristics make this antenna a
very good candidate for phased-array systems.

A two-element array will be analyzed first in order to
reduce the coupling between elements in the x (horizontal)
and z (vertical) directions. The most significant source of
coupling in the x direction is the surface waves traveling
through the substrate from element to element. Introduc-
ing slits in the ground plane and gaps in the substrate can

1 3

6

2

5 4

(a) (b)

Figure 12. (a) Geometries of the conventional and modified phase shifters and (b) the computed
return loss for the microstrip fed printed Lotus through these phase shifters. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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reduce the effects of the surface waves. Three two-element
arrays are designed: the normal case, a case with a gap in
the substrate, and a case with both a slit in the ground
plane and a gap in the substrate. Figure 17 presents the
geometries of these three cases and compares their cou-
plings. The gap improves the coupling from 8.5 to 14 GHz,
while using both the slit and gap improves the coupling
from 6.5 to 10.5 GHz and from 11.5 to 14 GHz. Since the
area from 10.5 to 11.5 GHz is already less than � 25 dB,
the case with both the slit and gap is considered the best
for these design parameters. The effect of the gap and slit
on the radiation patterns of two elements is examined.
Improvements are noticed in the gain and front-to-back
ratio of the resulting radiation pattern. The gain increases
from 7.2 dB for the normal case to 7.6 dB when using slit
and gap, and the front-to-back ratio also improves from
17.5 to 20.5 dB. The second major source of coupling is the
radiation coupling, which cannot be reduced in the x-
directed array, whereas this is possible in the z-directed
array by adding a metallic sheet in between the antenna
elements to prevent the effect of the radiation from the

feedlines and the phase shifters. This is shown in Fig. 18,
where the array geometries and the resulting couplings
are shown. The metallic sheet improves the coupling in
the range of 9.5 to almost 14 GHz; the gain improves from
8.5 to 9.3 dB, and the front-to-back ratio increases from
19.8 to 27.2 dB. However, it decreases the 3 dB beamwidth
from 841 to 711 and from 631 to 561 in the E and H planes,
respectively. This configuration also affects the radiation
patterns for a two-element array in the x direction by in-
creasing the gain from 7.2 to 8.5 dB and the front-to-back
ratio from 17.5 to 21 dB. At the same time, it decreases the
3 dB beamwidth from 531 to 491 and from 1291 to 1031 in
the E and H planes, respectively, which is considered an
acceptable range for a two-element array.
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Figure 13. (a) Dimensions (in mm) of the modified phase shifter case 5 and (b) the measured
computed return loss for the microstrip-fed printed Lotus through the phase shifter of case 5. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)

Figure 14. Effect of L3 on the H plane copolarized field. (This
figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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Figure 15. Radiation patterns at 10 GHz. (This figure is available
in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 16. Comparison between the copolarized fields at 8, 10, and 13 GHz in the (a) E plane and
(b) H plane. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 17. Antenna array configuration in the horizontal direction: (a) geometries; (b) computed
coupling. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 18. Antenna array configuration in the vertical direction: (a) geometries; (b) computed
coupling. (This figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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The ideal value of the center-to-center separation dis-
tance between elements in array environment (d) is free-
space half-wavelength (l0/2) at the center frequency,
which is 14.3 mm for an array of these elements. Much
higher separation values will cause grating lobes, and
much lower separation values will increase the array
beamwidth. All the above mentioned two-element arrays
are designed for d equal to 14 mm. Thus, the ratio of d/l0

for the frequency range 7.5–13.5 GHz ranges from 0.35 to
0.63, which is considered optimum for phased-array sys-
tems with the requirements of narrow beamwidth and low
grating lobe within this wide range of frequencies.

To examine the maximum scanning angle, the radia-
tion pattern of a 32-element array is analyzed at 10 GHz
using the antenna design and visualization (ADV) soft-
ware package [12] with Dolph–Chebyshev excitation fac-
tors calculated for 25 dB sidelobe level. The number 32 is
considered for an array of total size less than 45 cm long.
For an antenna in the x–y plane, the copolarized field Ef is
calculated for steering angles of 01, 301, 501 and 701. Fig-
ure 19 shows Ef in the E plane for an array along the x
axis, while Fig. 20 shows Ef in the H plane for an array
along the z axis. The results in both figures show that the
mainbeam of the antenna array starts to deteriorate when
the steering angle approaches 701.

Practical wideband arrays require wideband corporate
feed networks to split and deliver the power to the array
elements. Two designs are proposed for the microstrip feed
network: design 1 and design 2, which are shown in Fig.
21 for a substrate of height¼ 0.635 mm and er¼ 10.2. In
design 1, the power divider consists of two 50-O lines of
width¼ 0.6 mm. The matching is obtained by using an
impedance transforming line of length S and width D, and
tapering the edges by 451 with a length of W, as shown in
Fig 21a. In design 2, the power is divided through two 90-O
branches of thickness¼ 0.1 mm, two 65-O impedance

transformers of thickness¼ 0.3 mm and length S, and a
50-O line of horizontal length L. The matching is obtained
by controlling S and L, and tapering the edges 451 with a
length of W. The parameters W, S, and L of the two designs
are studied using the full-wave analysis of ADS Momen-
tum to improve the return loss and transmission coeffi-
cient.

For design 1 with L¼ 3 mm and S¼ 1.2 mm, the effect of
W is presented in Fig. 22, where improvement in S11 and
S21 is observed as W increases from 0 to 0.9 mm. The effect
of L is studied when W¼ 0.9 mm and S¼ 1.2 mm, and the
results are presented in Fig. 23, where S is changed from
2.5 to 3.1 mm around the quarter-wavelength at 10 GHz.
When increasing S, the null position shifts to lower fre-
quencies. For best return loss at 10 GHz, S is chosen to be
2.75 mm. Finally, the effect of changing D from 0.8 to
1.2 mm is depicted in Fig. 24, with W¼ 0.9 mm and S¼
2.75 mm. The value of D controls the return loss and
transmission levels at the center frequency. The best val-
ues out of this analysis are W¼ 0.9 mm (1.5 times the
feedline width), S¼ 2.75 mm (lg/4 at 10 GHz), and D¼
1.1 mm (transformer characteristic resistance¼ 36O). The
average transmission coefficient is � 3.2 dB (48%), while
the return loss is less than �15 dB from 7 to 13 GHz, and
� 40 dB at 10 GHz.

For design 2 with L¼ 3 and S¼ 1.2 mm, the effect of W
is presented in Fig. 25. As W increases from 0.6 to 0.9 mm,
both return loss and transmission improve. Further in-
crease in W results in improvement in the return loss level
at the lower frequencies. Next, S is varied from 2.8 to
3.4 mm, where the operating band shifts to lower frequen-
cies as S increases, as shown in Fig. 26. Figure 27 shows
the effect of changing L from 0.8 to 1.4 mm, with W¼ 0.9
and S¼ 3.2 mm, where the operating band increases as L
increases, but the return loss level at higher frequencies
decreases.

Scanning
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h

Figure 19. Mainbeam steering using 32-
element array of Lotus antenna along the
x axis. (This figure is available in full color
at http://www.mrw.interscience.wiley.com/
erfme.)
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The case of maximum bandwidth, with W¼ 0.9 mm,
S¼ 3.2 mm, and L¼1.4 mm, is chosen for further study. To
improve the return loss at higher frequencies, S is de-
creased from 3.2 to 3 mm, as shown in Fig. 28. In the final
design W¼ 0.9 mm, L¼ 1.4 mm, and S¼ 3 mm, with an
average return loss of � 30 dB and a transmission coeffi-
cient of � 3.16 dB from 8 to 13 GHz. Comparison between
the two designs is shown in Fig. 29, where the second de-
sign has much wider bandwidth and almost constant
transmission. However, accurate fabrication of this final
design of the feeding network requires precision machin-
ing, due to the small thickness of the microstrip lines.
With the available facilities, only the first design is fabri-
cated and used to feed the printed Lotus antenna array.

Two 16-element arrays with one feed for 01 and 501
steering angles are built and measured. The 501 phase
shift is obtained by decreasing the length of the feedline
gradually, as shown in Fig 30a, and this introduces a pro-
gressive time delay that is equivalent to the progressive
phase shift that steers the mainbeam 501. Figures 30b and
30c show the measured return losses and copolarized
patterns in the E plane for the two arrays. The bandwidths
for the 01 and 501 cases are almost the same, and equal to

about 71%. The sidelobe level for the 501 array is around
� 12.5 dB with uniform excitation, but this can be signif-
icantly decreased by using Dolph–Chebyshev excitations
for amplitude tapering.

To conclude this part, the printed Lotus antenna fed by
a microstrip line through a modified phase shifter has a
wide bandwidth of 55.5% relative to �15 dB and 60% rel-
ative to � 10 dB. In addition to being very small in size,
the antenna exhibits stable far-field radiation character-
istics over the entire operating band with relatively high
gain, low cross-polarization, very wide beamwidth, and
high front-to-back ratio. The antenna arrays investigated
have low coupling and high scanning capabilities, while
the 16-element array with a feed network yielded 71%
impedance bandwidth.

4. RECONFIGURABLE ANTENNAS

Antenna system performance depends on the parameters
of the radiating elements, such as the size, shape, and
position of each radiating element. Modifying or reconfig-
uring the parameters of these radiating elements enables
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Figure 20. Mainbeam steering 32-element
array of Lotus antenna along the z axis. (This
figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 21. Proposed designs for microstrip feed network: (a) design 1; (b) design 2.
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(a) (b) 

(c) (d)

Figure 22. Effect of W on the return loss (a,c) and the transmission (b,d), for design 1. (This figure
is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 23. Effect of S on the return loss (a) and the transmission (b) for design 1. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 24. Effect of D on the return loss (a) and the transmission (b) for design 1. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 25. Effect of W on the return loss (a) and the transmission (b) for design 2. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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Figure 26. Effect of S on the return loss (a) and the transmission (b) for design 2. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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        (a)           (b) 
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Figure 27. Effect of L on the return loss (a) and the transmission (b) for design 2. (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)

        (a)           (b) 

S21 (dB)S11 (dB)

Figure 28. Effect of S on the final design return loss (a) and the transmission (b). (This figure is
available in full color at http://www.mrw.interscience.wiley.com/erfme.)

        (a)           (b) 

S11 (dB) S21 (dB)

Figure 29. Comparison between the return loss (a) and the transmission coefficient (b) of the final
cases of designs 1 and 2. (This figure is available in full color at http://www.mrw.interscience.
wiley.com/erfme.)
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one to use the same antenna for multiple functions at dif-
ferent frequencies or occasions. The conventional method
for achieving reconfigurability is to allow reconnectivity
between the various predefined conducting or slot regions
by using multiple switches to modify the size or shape of
the antenna radiating element. Thus, in order to have an
additional degree of freedom for enhancing the antenna
performance or to tailor its radiation characteristics for a
specific application, it is desirable to have dynamic and
reliable reconfigurable dimensions. This task can be
achieved by using switches, provided these switches and
their bias feeding network do not interfere with the an-
tenna performance.

Conventional semiconductor switches are common
components in today’s microwave systems, and, depend-
ing on size and construction, they exhibit parasitic char-
acteristics. The resulting high insertion loss of these
switches, ranging from 1 dB to several decibels at milli-
meter-wave frequencies, is a serious issue for many
applications. There is a crucial need for new switch
technologies to address the loss issue for next-generation
communication and phased-array systems.

The emerging microelectromechanical switch (MEMS)
technology has attracted increased interest due to excel-
lent switching characteristics over an extremely wide fre-
quency band. Many RF MEM switching topologies have
been reported, and they all show superior characteristics
compared with their semiconductor-based counterparts.
The low insertion loss, high isolation, and fast switching of
MEM switches have been one of the most attractive de-
vices for reconfigurable antennas and for developing
wideband phase shifters for antenna arrays. These switches

provide circuits with reduced insertion loss for switching
between different linelengths. With the loss reduction in
switching components, smaller amplification is required
or higher overall gain for the antenna system will be at-
tained. The cost, weight, and heat dissipation problems
can also be greatly reduced which improves the entire
system efficiency.

A MEMS-switched reconfigurable multiband antenna
is one that can be dynamically reconfigured within a few
microseconds to serve different applications at drastically
different frequency bands. In this article, we do not focus
on the development of the MEMS switches themselves
[13]. Rather, we use them as ideal control elements that
are in an open or closed configuration in a reconfigurable
antenna.

The concept of a frequency-reconfigurable rectangular
ring slot antenna fed by slotlines or CPW is presented in
Ref. 14. A reconfigurable patch antenna is obtained [15] by
inserting slits at the nonradiating edges of the patch. A
reconfigurable Yagi antenna has been presented [16] to
operate at 2.4 and 5.78 GHz for wireless communica-
tions.

In this section we present multiple frequency-
reconfigurable rectangular microstrip and slot antennas
fed by a microstrip line or a coplanar waveguide (CPW)
feedline. The reconfiguration for the microstrip antennas
is carried out by connecting or disconnecting (switching on
or off) appropriate rectangular strips surrounding the
patch antenna to model the MEM switches. The shape
and number of these strips along with the switching state
and position are used to control the operating frequency of
the antenna without changing the feeding mechanism. A

(a) 

(b) (c) 

�

Figure 30. Prototypes of 16-element arrays for 01 and 501 steering angles (a), their measured
return loss (b), and measured copolarized patterns in the E plane (c). (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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similar procedure is adapted for slot-type antennas. Full-
wave EM simulations using Agilent’s Momentum have
been carried out to demonstrate the feasibility of the pro-
posed configurations. The procedure for designing such
reconfigurable antennas is discussed, and experimental
verification at X band is also conducted for ideal switching
configurations. Detailed simulation results are presented
for communication systems operating in the C and X fre-
quency bands.

4.1. Reconfigurable Coplanar Patch Slot Antenna

A coplanar patch slot antenna (CPSA) is constructed from
a rectangular metallic patch surrounded by a slot that
separates the patch from the ground plane. The geometry
and dimensions of this antenna along with the four pairs
of switches, S1–S4, that perform the reconfiguration pro-
cess of the antenna are shown in Fig. 31a, while the mech-
anism of controlling the return loss by these switches is
indicated in the legend of Fig. 31b. Figure 32 shows the
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Figure 32. The radiation patterns of the reconfigurable CPSA at the operating frequencies. (This
figure is available in full color at http://www.mrw.interscience.wiley.com/erfme.)
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radiation pattern and lists the directivity D and gain G in
decibels at the operating frequency f0 for each configura-
tion. The reconfiguration process here depends on trans-
forming the antenna type from a slot dipole to a CSPA
rather than changing the antenna width. When all switch-
es are closed or only S1 is open, the antenna acts as a slot
dipole. The dominant contribution in these two cases
comes from the main slot dipole in the presence of neigh-
boring parasitic rectangular slots. The operating frequen-
cies for these two cases are 10.5 and 9.5 GHz with
bandwidths of 17% and 14%, respectively. The slot dipole
length is around 0.82lg, which is the resonance length of
the slot dipole [17]. Very low cross-polarization is ob-
tained, as shown in Fig. 32, because no vertical currents
exist. When the other switches are opened one after an-
other, the physical length of the slot antenna increases
and, consequently, it operates at lower frequencies (8.4,
7.1, and 6.8 GHz), as shown in Fig. 31b. The bandwidth for
these three cases is 10%, 23%, and 14%, respectively. Al-
though the maximum bandwidth of the antenna in any of
the five states is 23%, the usable bandwidth using the
MEM switches extends from 5.7 to 11.4 GHz, which is
equivalent to a 67% bandwidth. This is 3 times the max-
imum bandwidth of each individual case.

The cross-polarization level increases when S2 and S3

are opened because the vertical path of the magnetic
currents is increased, which contributes to the cross-
polarized field component. As shown in Fig. 32, the copo-
larized fields are almost constant for all cases, providing
stable radiation characteristics at different operating
frequencies. The maximum gain is found to decrease as
the operating frequency increased. As shown in the figure,
within the 6.8–10.5 GHz band the gain drops by 1.4 dB for
this configuration.

4.2. Reconfigurable Printed Monopole Antenna

The printed monopole antenna presented here is designed
for wideband applications. Its operating frequency de-
pends mainly on its vertical length, which should be
around lg/4, while the bandwidth depends on its width.
Therefore, changing the vertical length would allow for
controlling the operating frequency. The geometry and di-
mensions of this antenna along with four pairs of switches,
S1–S4, that perform the reconfiguration process are shown
in Fig. 33a, while Fig. 33b shows the return loss variation
for five states of the switches. When the antenna vertical
length increases using the switches, the operating band
changes from 6–13.5 GHz to 5–11.3 GHz, 4.6–10.3 GHz,
4.2–9.6 GHz, and 3.9–7.1 GHz, with the corresponding
bandwidths equal to 77%, 77%, 77%, 78%, and 58%, re-
spectively. Therefore, the usable bandwidth using the
MEM switches for this antenna extends from 3.9 to
13.4 GHz, which is equivalent to 110% bandwidth.

The radiation patterns shown in Fig. 34 are calculated
for the case when S1–S3 are closed (metal) at different
frequencies within the entire operating band. Almost sta-
ble copolarized field patterns are obtained, while the high-
est cross-polarization level is � 14 dB at 9 GHz.

4.3. Reconfigurable Slot Dipole Antenna

The geometry and dimensions of the CPW-fed slot dipole
antenna with four pairs of switches, S1–S4, that perform
the reconfiguration process are shown in Fig. 35a, while
Fig. 35b shows the return loss variation for five states of
the switches, and the corresponding radiation pattern, di-
rectivity, and gain at the center operating frequency for
each case are shown in Fig. 36. The reconfiguration pro-
cess for this antenna is obtained by changing the antenna
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Figure 33. Reconfigurable printed monopole antenna (a) geometry and (b) return loss for different
states of the switches. (This figure is available in full color at http://www.mrw.interscience.wiley.
com/erfme.)
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width, which is approximately equal to 0.82lg [17]. The
original width is 20 mm, and when a pair of switches is
opened, the width increases by 2 mm to 28 mm for the case
with all switches open. As shown in Fig. 35b, when the
antenna width increases using the switches, the center
operating frequency decreases from 11 GHz to 9.8, 8.8, 8.0,
and 7.3 GHz, and the corresponding bandwidths change
from 23% to 22%, 20.5%, 20%, and 20%, respectively.

This design has a stable radiation pattern and very low
cross-polarization for all configurations presented, with an
almost stable gain of 2.9 dB as shown in Fig. 36. It is also
noticeable that the cross-polarization level decreases as
the antenna width increases, because the antenna’s of the
vertical dimension–horizontal dimension (width) ratio
decreases as its width increases.

The five configurations of the slot dipole antenna were
fabricated, and their return loss and input impedance
were measured using the network analyzer HP 8510C.
The ground plane is truncated at 3 cm away from the slot
antenna edges. A sample picture of one of these antennas

and the measured return loss are shown in Fig. 37. The
measured operating frequency decreases from 10.9 to 9.8,
9, 8, and 7.5 GHz, which is very close to the simulation
results. However, the bandwidth changes from 35% to
23.5%, 22.5%, 22.5%, 22.5% and 22.4%, which are slightly
wider than the bandwidths calculated from the simulation
results. A comparison between the simulation results and
measurements for the cases with all switches closed, S1

and S2 open, and S1–S4 open is shown in Fig. 38, where a
very good agreement is observed. Although the maximum
bandwidth of any of the five cases of this antenna is 35%,
the usable measured bandwidth using the MEM switches
extends from 6.6 to 13 GHz, which is equivalent to 65%
bandwidth.

5. CONCLUSIONS

This article presents two novel antenna designs and a study
of reconfigurable antennas for wideband applications.
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The presented slot Lotus antenna is a good candidate
for ultrawideband applications. The printed Lotus anten-
na is also an excellent candidate for wideband phased-
array systems because of its small size, wide bandwidth,
low return loss level over the entire operating band, low
coupling between elements, stable radiation patterns over

the entire operating band, and wide scanning capabilities.
Finally, antenna reconfiguration using ideal switches
shows great promise in controlling the antenna operating
band without changing one of the antenna dimensions.
This technique permits the antenna to operate at different
frequency bands and, consequently, it increases the usable
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Figure 37. Reconfigurable slot dipole antenna (a) prototype and (b) measured return loss for dif-
ferent states of the switches. (This figure is available in full color at http://www.mrw.interscience.
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bandwidth of the antenna to further expand the wideband
or multiband operation of printed and slot antennas.
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1. INTRODUCTION

The birth of wireless communications systems can be
traced back to G. Marconi’s experiments to demonstrate
the use of radio to contact with ships in the English Chan-
nel in 1897. Since then, wireless communications systems
have experienced a tremendous evolution, and their use
has spread throughout the world.

A brief historical view of the evolution of wireless com-
munications can help us understand the impact of these
communications systems in our lives nowadays. After
Marconi’s experiments, the first practical communication
system involving vehicles was deployed by the police of
Detroit (USA) at the end of the 1920s. This very first mo-
bile network supported only unidirectional links (from
central station to mobile terminals) and was based on
amplitude modulation (AM). This unidirectional system
was soon improved with bidirectional capability. In 1934
more than 200 police radio systems had been adopted for
public safety in the United States, all based in amplitude
modulation.

S11 (dB)

Measurements
Simulation

Figure 38. Comparison between the computed and measured
return loss for the cases of the printed slot dipole with all switches
closed, S1–S2 open, and S1–S4 open. (This figure is available in full
color at http://www.mrw.interscience.wiley.com/erfme.)
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Because of the AM modulation characteristics, vehicle
ignition noise was the factor that limited the quality of
these early systems. In 1935, E. Armstrong demonstrated
frequency modulation (FM) for the first time and, since
then, FM became the preferred modulation technique for
wireless applications.

After the remarkable improvement in manufacturing
and miniaturization achieved during World War II, the
number of mobile users experienced an enormous in-
crease, and the main characteristics of wired telephony
were introduced in wireless systems. Consequently these
early-deployed systems began to saturate the spectrum
and the need for more efficient planning of wireless com-
munications systems was identified.

The solution was found during the 1950s and 1960s in
AT&T Bell Labs and received the name of cellular radio-
telephony. The main idea behind the cellular theory, as
will be explained in Section 2 of this article, is the reuse of
frequencies throughout the area of deployment of a given
system. Technology was not ready to implement the cel-
lular concept until the late 1970s.

The first commercial cellular telephone systems were
those deployed by the Japanese Nippon Telephone and
Telegraph (NTT) Company in 1979, the Nordic Mobile
Telephone (NMT) system developed in 1981, and the U.S.
Advanced Mobile Phone System (AMPS) implemented in
1983. The European Total Access Cellular System (ETACS)
was deployed in 1985 and is virtually identical to
AMPS.

These first-generation analog cellular systems were
substituted by the second generation of digital cellular
systems. In Europe, the different first-generation cellular
systems were incompatible with each other because of the
different frequency bands and protocols being used. This
fact motivated the creation of a special group within CEPT
(European Conference of Postal and Telecommunications
Administrations) that received the name of GSM (Special
Group for Mobile communications). The outcome of the
GSM group gave birth to the first pan-European digital
cellular system. The GSM standard was first deployed in
1990 using the 900-MHz band and it is gaining worldwide
acceptance as the first digital cellular system with modern
network features.

The U.S. Digital Cellular (USDC) standard was adopt-
ed as a means of increasing by 3 the capacity of AMPS in
1991. In Japan, the Pacific Digital Cellular (PDC) stan-
dard or Japanese Digital Cellular (JDC), very similar to
the USDC, was adopted.

After the digital revolution in wireless communica-
tions, the need of what has been called personal commu-
nication systems (PCS) has arisen. The idea behind the
term personal communications is that ‘‘anyone [should] be
able to communicate anytime and anywhere.’’ Personal
communication systems, also called personal communica-
tion networks (PCN), are being deployed above 1800 MHz
using, among other standards, extended versions of GSM.

Both USDC and GSM are TDMA (time-division multi-
ple-access) systems. A second-generation cellular system
based in CDMA (code-division multiple access) was de-
ployed by the U.S. company Qualcomm in 1993 and adopt-
ed as an Interim Standard (IS-95).

None of the systems described above has a worldwide
projection. The idea of producing an enhanced worldwide
standard led the ITU (International Telecommunications
Union) to promote the creation of the family of standards
named IMT-2000 (International Mobile Telecommunica-
tions for the year 2000). This IMT-2000, formerly called
FPLMTS (future public land–mobile telephone system),
will increase the amount of data that a wireless terminal
is able to obtain from the network, giving rise to the pos-
sibility of multimedia wireless communications, that is,
the third generation of mobile communications. The two
main standards of the IMT-2000 family are called
WCDMA and CDMA2000 and are being promoted by
two international consortia: 3GPP and 3GPP2, 3GPP
standing for 3rd-Generation Partnership Project.

The evolution toward 3G has produced some interme-
diate standards (receiving the name of 2,5G), and wireless
local-area networks (WLAN) are receiving great interest
as a complement to the existing mobile systems (either 2G,
2,5G, or 3G).

This means that although the history of wireless com-
munications has been driven primarily by the evolution of
mobile telephone systems, many different wireless stan-
dards are converging in the 3G scenario. A classification of
wireless communications systems can give the reader
some insight into the similarities and differences of these
existing and future systems.

1.1. Classification of Wireless Communications Systems

Wireless communications systems can be classified ac-
cording to different criteria. One of the preferred rules re-
lies on whether the system is intended for public or private
use:

Private mobile radio (PMR) systems are intended for
private access and usually they are not connected to
the Public Switched Telephone Network (PSTN).
They are generally dedicated to management of
vehicle fleets and dispatching tasks. They can serve
different areas ranging from small local areas to na-
tionwide.

Public mobile telecommunications (PMT) systems are
intended to serve great areas, normally nation wide
or larger. They are connected to the PSTN and offer
similar services as those provided by wired PSTN
terminals.

Most of the wireless communications systems used to-
day can be considered to belong to either of these two cat-
egories. A comprehensive description is provided in
Sections 2 and 4.

1.2. Evolution of the Demand For Wireless Products

The wireless systems industry has grown by orders of
magnitude, mainly because of circuit fabrication improve-
ments, large-scale circuit integration, and miniaturiza-
tion, making small, portable, cheap wireless equipment a
reality.
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In the European Union (EU), the cellular mobile mar-
ket is growing at an annual rate of 55%. Figure 1 [1] shows
the evolution of subscribers of cellular products and the
jobs, created in association with the mobile telephone
market. This figure shows that more than 200 million
EU citizens were ‘‘mobile’’ in year 2000, and some projec-
tions [2] indicate that 80% of the EU population by 2020
will have some form of mobile communication terminal.

On this basis, 280 million terminals need to be de-
signed, manufactured, and provided to the customer. Even
if this projection is halved, the number of mobile custom-
ers will still approach the present number of wired tele-
phone connections within the EU [2].

In the United States, the number of cellular telephone
users grew from 25,000 in 1984 to about 16 million in
1994, and, since then, wireless services have been experi-
encing customer growth rates up to 50% per year. Accord-
ing to the CTIA (Cellular Telecommunications Industry
Association) [3], there were over 60 million wireless sub-
scribers in the United States in June 1998 and more than
130 millions in June 2002 (see Fig. 2).

2. BASIC CONCEPTS AND FUNDAMENTALS OF WIRELESS
COMMUNICATIONS

Radio, or wireless communication, is the use of radiated
electromagnetic waves that permits the transmission and
reception of information over a distance without the use of
wires. At the transmitting or sending end, the information
to be sent (e.g., a voice signal) is imposed on a locally gen-
erated radiofrequency (RF) signal called a carrier. The
process of imposing the information signal on the carrier
is called modulation. At the receiver, the information sig-
nal (e.g., voice) is extracted from the received signal in a
process referred to as demodulation.

A pure, unmodulated radio carrier conveys no informa-
tion and occupies only an infinitesimal amount of the
spectrum. Modulation of the radio signal inevitably causes
a spreading of the radiowave in frequency. Thus a radio
signal conveying information occupies a range of frequen-
cies called a channel. In general, the more information
that is sent per unit of time, the wider the channel must

be. In addition to extracting the information from the ra-
diowave through demodulation, it is also a principal-
function of a receiver to accept only the information in
the channel selected and reject other information sent
simultaneously in other (e.g., adjacent) channels. The
measure of the receiver’s ability to reject interfering sig-
nals on other channels is referred to as its selectivity.
Hence, two or more radio systems can use the radio spec-
trum in the same area at the same time as long as (1) they
are separated sufficiently in terms of frequency (i.e., so
that their channels do not overlap) and (2) the receivers
involved have sufficient selectivity to reject the signals on
adjacent channels.

In many, if not most, communication systems, it is de-
sirable to be able to communicate in both directions at the
same time. This system characteristic, which is known as
full-duplex operation, is desirable because it allows (1) one
party in a voice conversation to interrupt the other with a
question or (2) one device to immediately request a re-
transmission of a block of information received in error
during a data communications session. There are two ba-
sic ways of providing for full-duplex operation in a radio
system, as will be explained in Section 3. Once the most
general principles of wireless communications have been
explained, the fundamentals of the different wireless sys-
tems and the frequency bands allocated will be described
in detail.

2.1. Cellular Systems

In the early mobile radio systems, the design objective was
to achieve a large coverage area by using a single, high-
powered transmitter. To avoid interference between users,
the same carrier frequency could not be reused through-
out the system. Hence, the overall system capacity was
equal to the total number of channels: only a few thousand
subscribers per system.

A cellular mobile communications system uses a large
number of low-power wireless transmitters to create
cells—the basic geographic service area of a wireless com-
munications system. Variable power levels allow cells to
be sized according to the subscriber density and demand
within a particular region. As mobile users travel from cell
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Figure 1. Mobile telephony subscribers
and associated job creation in Europe.
(This figure is available in full color at
http://www. mrw. interscience.wiley. com/
erfme.)
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to cell, their conversations are handed off between cells in
order to maintain seamless service. Cells can be added to
accommodate growth, creating new cells in unserved
areas or overlaying cells in existing areas.

2.1.1. Frequency Reuse. In mobile systems, users share
a pool of available channels (frequencies, timeslots, or
codes). Let us assume that channels are associated with
carrier frequencies. Since propagation losses are propor-
tional to (a power of) the distance, the same frequency
carrier, or channel, can be reused in cells at some distance
away. The design process of selecting and allocating chan-
nel groups for all the cellular base stations within a sys-
tem is called network planning. By reusing channels in
multiple cells, the system can grow without geographical
limits. In addition, this approach makes it possible to use
small, battery-powered portable handsets with lower RF
(radiofrequency) transmit power than the large vehicular
mobile units used in earlier systems.

Reuse is critically dependent on the fact that the elec-
tromagnetic field attenuation in the cellular bands tends
to be more rapid with distance (R) than it is in free space.
As explained in more depth in Section 3, measurements
have shown repeatedly that typically the field intensity
decays like R�n, with 3 ono5 (in free space n¼ 2). If we
assume that propagation attenuation does not depend on
the azimuth angle, and that cell boundaries are at the

equisignal points, then a planar service area is optimally
covered by the classical hexagonal array of cells.

Because the hexagonal geometry has exactly six equi-
distant neighbors, the size and geometry of a group of cells
that collectively can use a complete set of available chan-
nels are limited [26]. Figure 3 shows an example in which
seven sets of channels are used, one set in each colored
cell. This seven-cell unit, also called cluster, is then repli-
cated over the service area.

No similarly colored cells are adjacent, and therefore
there are no adjacent cells using the same channel. While
real systems never resemble these idealized hexagonal
tilings of a plane, the seven-way reuse is typical of that
achieved in practice. The preceding illustrations assume
that the cells are using omnidirectional antennas. The
system capacity, measured in users per square kilometer,
can be increased by antenna sectorization. If each site is
equipped with three sets of directional antennas, with
their azimuths separated by 1201, the interference is re-
duced, allowing smaller clusters, which means an increase
in capacity.

2.1.2. Cell Splitting. Economic considerations rendered
the concept of creating full systems with many small areas
impractical. To overcome this difficulty, system operators
developed the idea of cell splitting. As a service area be-
comes full of users, this approach is used to split a single
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Figure 2. Evolution of wireless subscriber number in United States between June 1985 and June
2002.
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area into smaller ones. In this way, urban centers can be
split into as many areas as necessary in order to provide
acceptable service levels in heavy-traffic regions, while
larger, less expensive cells can be used to cover remote
rural regions (see Fig. 4).

The cell radii shown in Fig. 4 indicate that there are
three types of cells in cellular networks: (1) macrocells, used
mainly to cover large areas (1–10 km) with low traffic (rural
areas); (2) the microcells, used in areas with high traffic
density, such as suburban areas, with the cells 200-m and
200m–1 km in radius; and (3) picocells, or ‘‘indoor cells’’,
having radii between 10 and 200 m. Today, picocellular
radio systems are used for wireless office communications.

2.1.3. Architecture of a Cellular Network. A cellular net-
work is composed of three broad functional entities: the
mobile station (MS) (normally a handset), carried by the
subscriber; the base station (BS) subsystem, which con-
trols the radiolink with the mobile station; and the net-
work subsystem, the main part of which is the mobile
services switching center (MSC), which performs the
switching of calls between the mobile users, and between
mobile and fixed network users. The MSC also handles the
mobility management operations.

2.1.4. Handover. In a cellular network, the radiolinks
and fixed links required are not permanently allocated for
the duration of a call. Handover, also known as handoff, is
the switching of an ongoing call to a different channel or
cell (see Fig. 5).

A handover is performed in three stages. The MS con-
tinuously gathers information on the received signal level
of the MS it is connected with, and all other BSs it can
detect. This information is averaged to filter out tempo-
rary fluctuations in received-signal level. The averaged
data are then passed on to the decision algorithm, which
decides whether it will request a handover to another sta-
tion. When it decides to do so, both the old BS and the MS
execute handover.

2.2. Cordless Telephone Systems

Early cordless telephones operate solely as extension tele-
phones to a dedicated base station, which is then connected
to a dedicate telephone line with a specific telephone
number on the Public Switched Telephone Network
(PSTN). More recent cordless telephone systems employ
the same technology as the digital cellular standards.
However, the central difference is that cellular systems
were developed for wide-area coverage, whereas the cord-
less standards are optimized for local coverage, with high
densities of users.

The most recent digital cordless standards incorporate
encryption, and support high-speed data (with circuit- and
packet-switched modes) as well as fax and voice commu-
nications. The cordless standards provide higher speech

Figure 3. Illustration of the frequency reuse concept. Cells with
the same color use the same set of frequencies. In this example,
the cluster size K is equal to 7, and the frequency reuse factor
is 1

7. (This figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)

Small cells
for urban

areas

Large cells
for rural
areas

Figure 4. Cell splitting is the process of subdividing
a congested cell into smaller cells, each with its own
(low-powered) base station.
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quality than do the mobile cellular standards (GSM, DCS
1800) and comparable with that of fixed networks. Even
though digital cordless systems are more suited to sta-
tionary environments than vehicles, they also provide a
limited degree of mobility in a local area.

Digital cordless systems are able to handle up to
100,000 users/km2 in an office environment. They include
dynamic channel selection/allocation (DCS/DCA) algo-
rithms, which ensure that the best of the available radio
channels are always used. This capability ensures that
digital cordless systems can coexist with other systems in
the same frequency band while providing high-quality,
robust, and secure communications.

2.3. Trunking Systems

Radio trunking is a two-way communications technology
where a number of users share a common pool of timeslots
or frequencies that are dynamically allocated by the sys-
tem as and when required. As it applies to radio, trunking
is the automatic sharing of channels in a multiple-
repeater system. Trunking concepts are based on the pre-
sumption that individual subscribers use the system only
a small percentage of the time and that a large number
of users do not use the system at the same time. Typical
users of trunking systems are private corporations with
large fleets (ambulances, buses), government departments
(fire brigades, police) or utilities (electric power lines, oil
pipelines, railways). Unlike other wireless systems, trun-
king systems can allow ‘‘direct mode’’ communications,
that is, direct operation between mobile terminals without
use of network infrastructure.

2.4. Differences between Cellular and Trunking Systems

One way of looking at the wireless communications sys-
tems is to chart the degree of customization required by
users against traffic density. In such a model, the cordless
technology is positioned as the technology that offers the

highest density and lowest degree of customization. Next
to it are cellular systems, with medium traffic density,
while the digital trunking technology is positioned to
address low to medium traffic density with a higher degree
of customization.

2.4.1. Large Cell Sizes. The different approach in these
technologies is also reflected in the spectrum allocation
and the cell sizes. At one end, in a dense urban environ-
ment, there are digital cordless systems, with cell sizes
measured in hundreds of meters and operating at fre-
quencies up to 2 GHz. Cellular systems, which address
medium to high user densities with cells sizes measured in
kilometers, operate at frequencies of 900 or 1800 MHz. In
contrast, trunking systems address urban and suburban,
low to medium user densities, with cell sizes of tens of
kilometers and operating frequencies in the lower hundreds
of megahertz.

2.4.2. Traffic Profile. Another important factor is the
traffic profile. In cellular systems, call setup time is typ-
ically several seconds, in contrast to the fast push-to-talk
operation of 300 ms for trunking systems. Also, while cel-
lular calls are point-to-point (individual calls), the large
percentage of trunking calls are group calls operating in
an all-informed ‘‘open-channel mode.’’ The average dura-
tion of calls is also different: 2 min in cellular networks
compared with 20 s for a trunking call.

2.4.3. Decentralized Architecture. The architecture of
trunking systems is optimized for the predominance of lo-
cal traffic. The need for fast call setup demands that the
call switching and management be devolved to the lowest
possible point in the network. This requires a decentral-
ized, distributed system architecture, comprising distrib-
uted databases and loosely coupled autonomous parts.
This, in turn, leads to an inherent reliability and fault
tolerance with softer failure profiles.

2.5. Paging Systems

A radio paging system is a one-way wireless messaging
system that allows continuous accessibility to someone
away from the wired communications network. In its most
basic form, the person ‘‘on the move’’ carries a palm-sized
device (the pager) that has an identification number. The
calling party inputs this number, usually through the
public telephone network, to the paging system, which
then signals the pager to alert the called party.

The paging system makes efficient use of the radio
spectrum, enabling it to provide inexpensive functions
satisfying customers’ demands. This has contributed to
the steady expansion of the paging industry. The intro-
duction of complementary products (e.g., pocket-sized cel-
lular phones, cordless telephones, and multifunctional
‘‘communicators’’) will inevitably spur the paging indus-
try to provide more value-added services in the future.
There will be more varied applications of paging such as
sending e-mail, voicemail, faxes (facsimiles), or other use-
ful information to a pager, which will also take on more
attractive, innovative forms.

Handoff
to base
station 2

Base
Station 1

Base
Station 2

Base
Station 3

Public switched
telephone

network (PSTN)
Trunk routes

Cellular switch:
DMS-MTX

Figure 5. Handover, also known as handoff, is a process to
switch an ongoing call from one cell to the adjacent cell as the
mobile user approaches the cell boundary.
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Paging systems vary widely in their complexity and
coverage area. While simple paging systems may cover a
limited range such as 2–5 km, or may always be confined
to within individual buildings, wide-area paging systems
can provide worldwide coverage. Although paging receiv-
ers are simple and inexpensive, the transmission system
is quite sophisticated. Wide-area paging systems consist of
a network of many base-station transmitters, and large
radio towers that simultaneously broadcast a page from
each base station (this is called simulcasting).

2.6. Wireless Local-Area Networks

A wireless local-area network (WLAN) is a flexible data
communication system implemented as an extension to, or
as an alternative for, a wired LAN. WLANs combine data
connectivity with user mobility, and, through simplified
configuration, enable movable LANs. With wireless LANs,
users can access shared information without looking for a
place to plug in, and network managers can set up or aug-
ment networks without installing or moving wires. Wire-
less LANs offer the following productivity, convenience,
and cost advantages over traditional wired networks:

* Mobility—wireless LAN systems can provide LAN
users with access to real-time information anywhere
in their organization.

* Installation speed and simplicity—installing a wire-
less system can be fast and easy and can eliminate
the need to pull cable through walls and ceilings.

* Installation flexibility—wireless technology allows
the network to go where wire cannot go.

* Reduced cost of ownership—while the initial invest-
ment required for wireless LAN hardware can be
higher than the cost of wired LAN hardware, overall
installation expenses and lifecycle costs can be sig-
nificantly lower.

* Scalability—wireless LAN systems can be configured
in a variety of topologies to meet the needs of specific
applications and installations.

2.6.1. WLAN configurations. The simplest WLAN con-
figuration is an independent LAN that connects a set of
PCs with wireless adapters. Any time two or more wireless
adapters are within range of each other, they can set up an
independent network. These on-demand networks typi-
cally require no administration or preconfiguration.

Access points can extend the range of ad hoc LANs by
acting as a repeater, effectively doubling the distance be-
tween wireless PCs.

In infrastructure WLANs, multiple access points link
the WLAN to the wired network and allow users to effi-
ciently share network resources. The access points not
only provide communication with the wired network but
also mediate wireless network traffic in the immediate
neighborhood. Multiple access points can provide wireless
coverage for an entire building or campus.

2.7. Wireless Personal Area Networks

A wireless personal area network (WPAN) is a personal-
area network — a network for interconnecting devices cen-
tered around an individual person — in which the connec-
tions are wireless. Because most PANs are wireless, these
terms are virtually synonymous. Typically, a wireless
WPAN uses some technology that permits communication
within about 10 m — in other words, a very short range.
One such technology is Bluetooth, which was used as the
basis for a new standard, IEEE 802.15.

A WPAN could serve to interconnect all the ordinary
computing and communicating devices that many people
carry with them today — or it could serve a more special-
ized purpose such as allowing the surgeon and other team
members to communicate during an operation.

A key concept in WPAN technology is known as ‘‘plug-
ging in’’. In the ideal scenario, when any two WPAN-
equipped devices come into close proximity (within several
meters of each other) or within a few kilometers of a cen-
tral server, they can communicate as if connected by a ca-
ble. Another important feature is the ability of each device
to lock out other devices selectively, preventing needless
interference or unauthorized access to information.

The technology for WPANs is in its infancy and is un-
dergoing rapid development. Proposed operating frequen-
cies are around 2.4 GHz in digital modes. The objective is
to facilitate seamless operation among home or business
devices and systems. Every device in a WPAN will be able
to plug into any other device in the same WPAN, provided
they are within physical range of one another. In addition,
WPANs worldwide will be interconnected

2.8. Frequency Bands Allocated for the Different Wireless
Services

In response to rapid growth in the wireless personal com-
munication services, regulatory authorities have steadily
increased the amount of spectrum available through suc-
cessive reallocations of the resource in the higher frequency
ranges. Moving higher in frequency to avoid congestion
has advantages and disadvantages. Generally speaking,
the radiofrequency (RF) devices employed within the sys-
tem get more costly at higher frequencies, and, in terms of
propagation effects, the higher frequencies are subject to
more blocking or shadowing by buildings or hills. However,
the antennas involved are physically smaller, which is an
important attribute for systems that seek to serve small
portable units carried on one’s person. At some risk of
overgeneralizing, it can be said that (1) the lower-frequency
bands are best for economically covering wide areas (sub-
urban and rural areas) where frequency reuse is not as
important and (2) the higher-frequency bands are best for
covering urban areas where high levels of frequency reuse
are desired.

3. TECHNOLOGY

This section of the article addresses basic technical issues
related to the transmission in wireless communications
systems. The ideas presented herein will allow the reader
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to understand the rationale behind the choices made for
the standards described in Section 4 of this article.

3.1. A Brief Review of the Propagation Characteristics in
Radio Bands

The use of radio propagation exhibits inherent advantages
over ‘‘line’’ (copper, coaxial, optic fiber, waveguide) trans-
mission. Some of these advantages are lower cost, faster
deployment, and the capability to roam. However, the radio
channel is less robust than line channels. Radio propagation
is not a stationary phenomenon, but the propagation pa-
rameter depends on many factors that engineers cannot
control, such as meteorology, or any moving object in the
surroundings. This channel instability makes the radio
transmission a much more difficult problem than line trans-
mission and determines the design of the equipment.

Physical phenomena that affect both attenuation and
delay are free-space propagation, shadowing, and reflec-
tions. Moreover, because of the multiple reflections, the
path for the signal to travel from the transmitter to the
receiver is not unique, but several propagation paths can
occur simultaneously producing the phenomenon termed
‘multipath.’ This phenomenon affects both fixed and mo-
bile radiolinks; however, channel variability is not an is-
sue for fixed links. Propagation conditions in fixed links
vary slowly or do not vary at all.

The radio channel affects amplitude attenuation, an-
gular shift, time delay, and Doppler frequency shift of each
propagation path between transmitter and receiver. In
mobile links, these three parameters are time-varying and
differ for each path. The sum of all these paths results in
the following effects: variable signal attenuation, variable
signal time delay, temporal spread, and Doppler frequency
spread. In mobile communications, because of the many
factors involved in the radio propagation and their unpre-
dictable dynamics, these propagation parameters are
modeled as random processes. Statistics for amplitude at-
tenuation, time spread and Doppler spread are briefly
summarized next.

The variable attenuation suffered by the received sig-
nal is usually referred to as ‘‘fading.’’ Fading can be mod-
eled as the sum of three components: large-scale path loss,
medium-scale (slowly-varying) fading, and small-scale
(rapidly varying) fading.

The total fading is computed as the product (sum in
logarithmic scale) of the three abovementioned factors.
The large-scale path-loss model accounts for the average
attenuation value for a geographic area ranging several
hundreds of wavelengths in size. Large-scale loss is mod-
eled as a constant and accounts for free-space attenuation,
diffraction, refraction, and reflection. When the line
between transmitter and receiver is not obstructed by any
object [line of sight (LoS)], the large-scale loss is reduced to
the free-space loss, and it can be modeled according to the
following equation

Lfree space¼K
d

l

� �2

ð1Þ

where K is a constant and l is the signal wavelength.
This attenuation is known as ‘free-space attenuation’.

When the propagation environment does not corre-
spond to the free-space scenario, large-scale loss can be
modeled as

L large - scale¼K
d

l

� �g

ð2Þ

where g is an empirical parameter that varies from 1.8
to 6 depending on the environment (outdoor or indoor, flat
or mountainous, desert or forest, etc.).

The shadowing caused by natural or manmade objects
close to the receiver is the physical effect responsible for
slowly varying fading. Although this fading factor has
slow dynamics, the shadowing causes the deepest varia-
tions of the received-signal level. The medium scale fol-
lows a lognormal distribution, where the received power,
expressed in logarithmic units (dB), follows a normal
(Gaussian) distribution. When designing the link equip-
ment, this fading model has to be considered in one or both
of the following ways: (1) the transmitted power has to be
increased to compensate for this variable attenuation,
typically with a signaling feedback from the receiver
know as ‘‘closed-loop power control’’, or (2) a scrambler
must be included after the channel coder in such a way
that it can be guaranteed that after descrambling at the
receiver two consecutive bits do not simultaneously suffer a
deep fading. Thus, the channel decoder is able to correct the
errors caused by the deep fade. To guarantee the efficiency of
the scrambler, its timelength has to be longer than the
fading coherence time. This parameter is studied below.

The multipath is the phenomenon responsible for the
fast varying fading. When two paths arriving either with
close delays have the same phase, the resulting signal is
stronger than those of either path.

However, when both paths arrive with a 1801 phase
difference, the resulting signal is smaller than the strong-
est path, or the signal can even vanish. The rapidly vary-
ing component follows a Rice or Rayleigh distribution,
depending on the existence of LoS. When there is no LoS
conditions, the probability distribution function for the
received amplitude due to multipath follows a Rayleigh
model. When there are LoS conditions, the amplitude pdf
follows a Rice distribution.

Rapidly varying fading reduces the quality of the link,
or in other words, increases the bit error rate (BER). The
techniques usually employed to overcome this quality de-
gradation are forward error-correcting codes, fast trans-
mitted power control, or the usage of space or frequency
diversity. Diversity utilizes the fact that the two signals
with different carrier frequencies or antenna locations are
unlikely to suffer a deep fading simultaneously. Then, prop-
er combination of both frequencies, or antenna locations,
can provide effective protection against the fast fading.

As mentioned before, knowledge of the temporal corre-
lation of the fading is as important as the knowledge of the
amplitude distribution for the correct system design.
The average fading time is defined as the expected time
the fading exceeds a given attenuation value. For a Rayleigh
fading, the average fading time tf may be modeled as [4]

tf ¼
expðr2Þ � 1ffiffiffiffiffiffi

2p
p

rfd

ð3Þ
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where r is the ratio between the fading level and its RMS
(root-mean-square) value and fd is the maximum Doppler
frequency shift. fd is calculated as

fd¼
V

l
¼

fV

C
ð4Þ

where V is the mobile speed, l is the signal wavelength,
and f is the carrier frequency.

Besides the variable attenuation, multipath causes sev-
eral copies of the same signal to arrive at the receiver end
with different delays. The time difference between the
earliest and last paths is known as delay spread. Typical
values for the delay spread in indoor environments are
50–250 ns for the 900-MHz band and 10–20 ns for the
2.4 -GHz band [5]. Typical values in the 900-MHz band
for outdoor environments are 10–25 ms [6].

If the delay spread is smaller than the inverse of the
signal bandwidth, the receiver is not able to resolve the
different paths, and the multipath affects only the received
amplitude; in this case, multipath causes fading but does
not produce distortion on the received signal. This fading
is known as flat fading. The mechanisms available to com-
pensate for this type of fading are channel coding, scram-
bling, and space and frequency diversity.

However, if the delay spread is larger than the inverse
of the bandwidth — comparable or larger than the symbol
rate — the multipath causes intersymbol Interference,
namely, signal distortion. This fading is known as fre-
quency-selective fading. The usage of equalizers can par-
tially or totally overcome the intersymbol interference
caused by the frequency-selective fading.

Because of user and/or environment motion, each path
arrives with its own Doppler frequency shift, too, which
causes a frequency spread of the received signal. This
effect, known as Doppler spread, is closely related to the
coherence time of the multipath channel and the average
fading time. All these quantities describe the temporal
correlation of the fading.

3.2. Modulations in Wireless Systems

Digital modulation is a simple concept. The transmitter
groups the digital information to be sent into packets of N
bits. Each of the M¼ 2N possible values of the N-bit packet
is mapped into a signal, which is properly amplified and
transmitted. At the receiver end, the signal arrives cor-
rupted by noise and interference. An optimum receiver
detects which signal, among the M possible ones, was
transmitted in such a way that the probability of error is
minimized.

Radio transmission requires the spectrum of the M
possible signals to be centered around the frequency for
which the antenna system is designed, which is modulat-
ing the signals with the proper carrier frequency. Sum-
marizing, we could say in a very general way that radio
digital modulations can be classified into four basic
groups, each correspond to a different modulation scheme.
So, we could say that there are ASK, PSK, FSK, and QAM
digital modulation types, corresponding to amplitude,

phase, frequency, and amplitude–phase combination mod-
ulations, respectively.

Amplitude modulations are not advisable for mobile
radiolinks. The wide amplitude variability caused by the
radio channel fading would mask the changes of ampli-
tude due to modulation. Although it could be envisaged
that an automatic gain control (AGC) system in the
receiver might compensate for the channel attenuation,
it would unnecessarily complicate the system and would
require the continuous transmission of a pilot signal to
estimate the exact value of the channel attenuation. The
same argument as that advanced for amplitude modula-
tion can be applied for amplitude–phase combination,
QAM, modulations. Thus, phase or frequency modulation,
where amplitude does not carry information, is advisable
for mobile communications.

According to the M-PSK (M-level phase shift keying)
modulation scheme, pulses containing a sine wave with a
constant frequency are transmitted. Each possible trans-
mitted symbol shifts the phase of the sine wave by a dif-
ferent amount. To uniformly spread the phase of the M
symbols, the phase shifted is a multiple of 2p/M radians.
Thus the received signal, si(t), when the ith symbol is
transmitted, follows the expression

siðtÞ¼

ffiffiffiffiffiffiffi
2E

T

r
pðtÞ cos 2pfctþ i

2p
M

� �
i¼ 0; � � � ;M � 1 ð5Þ

where E is the average received energy per symbol, T is
the symbol timelength, fc is the carrier frequency, and p(t)
corresponds to the pulse conformation. The symbol length
T is related to the bit duration Tb as T¼Tb log2M. There-
fore, the symbol rate R is

R¼
Rb

log2M
ð6Þ

The quality of any digital transmission is measured by
the bit error rate (BER). The exact calculation of the BER
of an optimum M-PSK receiver cannot be analytically cal-
culated for an arbitrary value of M; however, the exact
expressions for BPSK (M¼ 2) and QPSK (M¼ 4) (binary
and quadrature PSK) are

BERBPSK ¼
1

2
erfc

ffiffiffiffiffiffiffi
Eb

N0

s !
ð7Þ

BERQPSK¼erfc

ffiffiffiffiffiffiffiffiffi
E

2N0

s !
1�

1

4
erfc

ffiffiffiffiffiffiffiffiffi
E

2N0

s !" #
¼erfc

ffiffiffiffiffiffiffi
Eb

N0

s !

1�
1

4
erfc

ffiffiffiffiffiffiffi
Eb

N0

s !" #

ð8Þ

where N0 is the white Gaussian noise spectral power den-
sity, Eb is the average received energy per bit, and

erfcðxÞ¼
2ffiffiffi
p
p

Z 1

x

e�t2

dt ð9Þ
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Average received energy per symbol E, average received
energy per bit Eb, and the average received power P are
related by

E¼Eb log2 M¼PT¼PTb log2 M ð10Þ

The bandwidth required for the transmission of a M-
PSK signal depends on the pulse p(t) shaping. The mini-
mum M-PSK bandwidth is

BM�PSK ¼
Rb

log2M
ð11Þ

where again Rb is the bit transmission rate.
Equation (5) can be rewritten as

siðtÞ¼

ffiffiffiffiffiffiffi
2E

T

r
pðtÞ sin i

2p
M

� �
sinð2pfctÞ

�

ffiffiffiffiffiffiffi
2E

T

r
pðtÞ cos i

2p
M

� �
cosð2pfctÞ

ð12Þ

It can be noted in this last equation that both in-phase
(cos) and quadrature (sin) components are affected by the
same envelope, p(t). Therefore transitions between sym-
bols occur at the same time in both components. When the
available bandwidth is small, p(t) is far from a rectangular
pulse, and equal (synchronous) shaping for in-phase and
quadrature components causes large RF amplitude varia-
tion; and amplitude variation represents a handicap for
nonlinear power amplifiers, which have better power
efficiency.

The straightforward solution for the problem of having
amplitude variation in QPSK has been solved by stagger-
ing the envelope of the quadrature component by a time
delay of T/2. This modulation is known as offset QPSK
(OQPSK). The received signal, si(t), when the ith symbol is
transmitted follows the expression

siðtÞ¼

ffiffiffiffiffiffiffi
2E

T

r
pðtÞ sin i

2p
M

� �
sinð2pfctÞ

�

ffiffiffiffiffiffiffi
2E

T

r
p t�

T

2

� �
cos i

2p
M

� �
cosð2pfctÞ

ð13Þ

Besides lower-frequency spurious emission when it
passes through a nonlinear amplifier, OQPSK has the
same BER and bandwidth efficiency as does QPSK.

Another solution given to decrease the amplitude range
of a QPSK signal under limited bandwidth conditions is
the addition of a p/4 phase to every other transmitted
symbol. In this way, the received signal si(t) is

siðtÞ¼

ffiffiffiffiffiffiffi
2E

T

r
pðtÞ cos 2pfctþ i

2p
M
þ

0

p=4

( ) !
i¼ 0; . . . ; 3

ð14Þ

where a 0 and p/4 phase are alternatively added to the
carrier.

The second type of modulation with constant amplitude
is FSK. According to the FSK modulation scheme, pulses
containing a sine wave with a different frequency are
transmitted. Each possible transmitted symbol shifts the
carrier frequency by a different amount. Frequency mod-
ulation has the drawback of larger bandwidth. To over-
come this problem to the maximum extent possible,
frequency modulation with minimum frequency deviation
has been proposed. This modulation is known as mini-
mum shift keying (MSK), which is defined by the binary
case, M¼ 2. In this case, the received signal, si(t), when
the ith symbol is transmitted follows the expression

siðtÞ¼

ffiffiffiffiffiffiffi
2E

T

r
pðtÞ cos 2pfct�

p
2T

tþ y
� �

ð15Þ

where the 7 signs mean a Df¼ 1/(4 T) positive frequency
shift when transmitting a ‘‘1’’ and the same negative fre-
quency shift for the ‘‘0’’ transmission. The phase y stands
for a phase term that is added to each symbol in order to
guarantee a continuous phase. For this reason MSK mod-
ulation is also known as CPFSK (continuous-phase FSK).

In the GMSK modulation, the ‘‘G’’ stands for Gaussian,
and it refers to the fact that the MSK modulation is fil-
tered with a Gaussian frequency response before its trans-
mission. The Gaussian frequency response

Hðf Þ¼ exp �
lnð2Þ

2

f

B

� �2
 !

ð16Þ

limits the 3dB-bandwidth of the transmitted signal to B.
In order to increase the bandwidth efficiency, B is adjusted
to satisfy BTbo1. The usual values for B are such that
0.2rBTbr0.5.

The exact value of the BER for an optimum GMSK re-
ceiver is very complex; however, an BER upper bound ac-
curate enough for any practical propose is given by

BERGMSK ¼
1

2
erfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

0:68
E

N0

s !
ð17Þ

A common objective of all the digital modulations de-
scribed above is to maximize the spectrum efficiency,
which means that they try to minimize the occupied band-
width for a given transmission bit rate. We introduce next
a set of modulation techniques that try just the opposite,
to maximize the bandwidth. These modulations are clas-
sified under the generic term spread-spectrum techniques.

Although it might seem that the usage of such spread-
spectrum modulations is an unnecessary waste of spectrum,
it can be proved that is not the case as spread-
spectrum techniques allow a more efficient usage of the
spectrum. In spread spectrum, the spectrum of transmitted
signals is artificially spread by a code. This code is differ-
ent for each link in the same geographic area of the radio
network. Although we will not discuss this in detail in this
article, the receivers can demodulate separately each link
attending to its assigned code, so that the remaining sig-
nals in the same portion of the spectrum do not interfere.
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As is mentioned in the next section, and explained in de-
tail in the article entitled WIRELESS NETWORKS, the possi-
bility of discriminating links from its code allows the
multiple-access technique known as code-division multi-
ple access (CDMA).

The spreading codes used in spread-spectrum modula-
tions consist of a sequence of bits with random appear-
ance. To distinguish the code bits from the information
bits, the former are called ‘‘chips.’’ Although the spreading
code auto- and cross-correlation functions resemble the
auto- and cross-correlation of random sequences, they are
generated deterministically by shift registers with specific
feedback connections. Thus the receiver can generate an
exact copy of the code used by the transmitter.

From a practical perspective, there are two kinds of
spread-spectrum modulations: direct sequence (DS) and
frequency hopping (FH). The former takes the transmitted
bits and multiplies (performs exclusive OR) them by the
code sequence before modulations. The chip rate of the
spreading code has to be faster than the bit rate in order to
spread the spectrum. The latter changes the carrier fre-
quency according to a pattern dictated by the spreading
code.

Because of practical implementation issues, DS uses
BPSK or QPSK modulators, and FH is used in conjunction
with bit FSK modulation. The BER in presence of additive
white Gaussian noise is not altered from the expression
corresponding to BPSK, QPSK, and FSK respectively.

3.3. Multiple Access

As explained in detail in the WIRELESS NETWORKS article
multiple-access techniques can be classified into two ge-
neric types: scheduling and contention. The former as-
signs a fixed amount of resources (timeslot, frequency
range, or code) to each link, so there is no possible inter-
ference among them. The latter allows several links to ac-
cess the same resources but establish some mechanisms to
minimize the probability of collision, with simultaneous
usage of the same resources, and to detect the collision if it
occurs.

The simplest and most straightforward multiple access
method is known as frequency-division multiple access
(FDMA). With FDMA, the available spectrum is divided
into nonoverlapping slots in the frequency dimension or
domain. These frequency slots or channels are then put
into a pool and assigned to users on either a manual or
automated basis for the duration of their particular call.
For example, a 150-kHz block of spectrum could be divided
into six channels or frequency slots, each 25 kHz wide.
Such an arrangement would allow six simultaneous con-
versations to take place, each with their own carrier with-
in their own frequency slot.

With time-division multiple access (TDMA), the avail-
able spectrum is divided into nonoverlapping timeslots in
the time dimension or domain. These timeslots or chan-
nels are then put into a pool and assigned to users for the
duration of their particular call. To continue the example
given above, in a TDMA system the 150 kHz of spectrum
would be divided into recurring groups (frames) of six
timeslots, and each timeslot would carry a sequence of bits

representing a portion of one of six simultaneous conver-
sations.

A third access method is known as code-division mul-
tiple access (CDMA). As explained above, CDMA is both a
modulation and an access technique that is based on the
spread-spectrum concept. In spread-spectrum systems,
multiple conversations (up to some maximum) simulta-
neously share the available spectrum in both the time and
frequency dimensions. Hence, in a CDMA system, the
available spectrum is not channelized in frequency or
time as in FDMA and TDMA systems, respectively. In-
stead, the individual conversations are distinguished
through coding; that is, at the transmitter, each conver-
sation channel is processed with a unique spreading code
that is used to distribute the signal over the available
bandwidth. The receiver uses the unique code to accept
the energy associated with a particular code. The other
signals present are each identified by a different code and
simply produce background noise. In this way, many con-
versations can be carried simultaneously within the same
block of spectrum.

3.4. Implementation of Duplex Channels

Duplex services are those that allow users in the network
to send and receive information simultaneously. Obviously,
the ability of sending and receiving requires the assignment
of two links to each user. Although both links serve the
same user, they can be viewed as two independent links;
therefore a multiple-access technique has to be chosen.
There are two options for the duplex implementation:
time-division duplex (TDD), and frequency-division duplex
(FDD).

Frequency-division duplexing (FDD) is used to assign
two different frequency slots per conversation — one for
transmitting and one for receiving. By separating the slots
sufficiently in frequency (about 5% of the nominal RF),
filters (say, in the portable radio) can be used to prevent
the transmitted information from interfering with the
simultaneously received information.

Time-division duplexing (TDD) uses the fact that it is
possible to share a single radio channel in time. TDD is
possible only with digital transmission formats and digital
modulation, and is very sensitive to timing. For this rea-
son, TDD has only recently been used for indoor or small-
area wireless applications where the physical coverage
distances (and thus the radio propagation time delay) are
much smaller than the many kilometers used in conven-
tional cellular telephone systems.

TDD simplifies the frequency planning when the ser-
vice is not symmetric, with different bit rates for the ‘‘go
and return.’’ On the other hand, TDD is not advisable for
long links because of the long propagation time delays.
Large propagation delays require large timeguard gaps
between reception and transmission to avoid collisions
between them, which results in a low spectral efficiency.

3.5. Recently Developed Modulation Techniques

3.5.1. Wideband CDMA. Wideband code-division mul-
tiple access (wideband CDMA) [17] has emerged as the
mainstream air interface solution for third-generation
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networks. In Europe, Japan, Korea, and the United States
wideband CDMA systems are currently being standard-
ized.

Wideband CDMA has a bandwidth of 5 MHz or more
(multiples of 5 MHz). The nominal bandwidth for all third-
generation proposals is 5 MHz. There are several reasons
for choosing this bandwidth:

1. Data rates of 144 and 384 Kbps (kilobits per second),
the main targets of third-generation systems, are
achievable within 5 MHz bandwidth with a reason-
able capacity. Even a 2-Mbps peak rate can be pro-
vided under limited conditions.

2. Lack of spectrum calls for reasonably small mini-
mum spectrum allocation, especially if the system
has to be deployed within the existing frequency
bands already occupied by second-generation sys-
tems.

3. The 5-MHz bandwidth can resolve (separate) more
multipaths than can narrower bandwidths, increas-
ing diversity and thus improving performance.
Larger bandwidths of 10, 15, and 20 MHz have
been proposed to support higher data rates more ef-
fectively.

Several wideband CDMA proposals have been made for
third-generation wireless systems. They can be character-
ized by the following new advanced properties:

* Provision of multirate services
* Packet-switched data
* Complex spreading
* A coherent uplink using a user-dedicated pilot
* Additional pilot channel in the downlink for beam-

forming
* Seamless interfrequency handover
* Fast power control in the downlink
* Optional multiuser detection

The third-generation air interface standardization for
the schemes based on CDMA seems to focus on two main
types of wideband CDMA: network asynchronous and
synchronous. In network asynchronous schemes the base
stations are not synchronized, while in network synchro-
nous schemes the base stations are synchronized to each
other within a few microseconds.

3.5.2. Orthogonal Frequency-Division Multiplexing
(OFDM). OFDM is a multicarrier modulation [18] that is
finding many wireless applications due to its ability to
combat impulsive noise and multipath effects and make
fuller use of the system available bandwidth. It has been
adopted for the European Digital Audio Broadcasting
(DAB) [19] and Digital Video Terrestrial Broadcasting
(DVB-T) [20] standards and is under study for new wire-
less LAN generations (HIPERLAN: high-performance ra-
dio LAN).

In an OFDM-based system, the spectrum associated
with each elemental piece of data is a small portion of the

total bandwidth (B), which is divided into N subchannels.
Each of them is modulated with one information symbol,
and they are all multiplexed in frequency.

If T represents the OFDM symbol duration, the N sub-
carriers are separated by Df¼ 1/T, and thus placed in the
following frequencies:

fk¼ f0þ k=T; k¼ 0; 1; . . . ;N � 1 ð18Þ

One of the main advantages OFDM is the possibility of
an easy implementation using a fast Fourier transform
algorithm (FFT) [21]. Among its weaknesses, sensitivity to
phase noise, frequency offsets and nonlinear effects must
be mentioned.

3.5.3. Combination of Multicarrier and CDMA Techniques.
Some ways of combining OFDM and CDMA have been
suggested in attempts to obtain the advantages of both
techniques. Depending on how they are combined, three
different schemes have been developed: multicarrier (MC)-
CDMA, multicarrier direct sequence (DS)-CDMA, and mul-
ti-tone (MT)-CDMA. They constitute different trade offs be-
tween transmitter-receiver complexity, spectral efficiency
and bit error rate [22].

4. PRACTICAL WIRELESS SYSTEMS AND PRODUCTS

This section is devoted to describing in detail some prac-
tical wireless communications. Descriptions follow after
an overview of their frequencies of operation:

Digital trunking systems operate the UHF band in the
400-MHz region:

TETRA (Trans European Trunked RAdio) release
1:390.0125–392.9875 MHz and 420–425 MHz
(digital 12.5–25 kHz channels)

Cordless telephone systems:

CT2 cordless phones: 854–870 MHz (this band
will be reserved for CT2 until December 31,
2005)

(Pan European) cordless headphones: 863–
865 MHz

DECT Digital European Cordless Telephones:
1880–1900 MHz

Cellular systems operate a band near 800/900 MHz,
and, most recently, a band near 1.8/1.9 GHz:

Cellphones—GSM (Global System for Mobile
communication; (124�TDMA 200-kHz chan-
nels): 915–960 MHz, uplink (split � 45 MHz:
870–915 MHz, downlink)

ETACS/TACS: 917.0125–949.9875 MHz (25-kHz
channels, 12.5-kHz offsets) to be phased out
by 2005

EGSM—Extended GSM: 925.2–935 MHz

European Railways GSM system: 921–925 MHz

In-flight digital phones (air–ground): 1800.30–
1804.969 MHz (164� 30.303-kHz channels;
ground at � 130 MHz)
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PCN mobile phones: 1805–1876.5 MHz (split
� 95 MHz: 1710–1781.5 MHz)

Future UMTS (IMT-2000, third-generation mo-
bile): 1900–2025 MHz (with 2110–2200)
(� 190 MHz)

Wireless LAN: Three media can be used for transmis-
sion over wireless LANs. Infrared, radiofrequency
and microwave.

Radiofrequency: industrial, scientific, and medi-
cal (ISM) frequency bands, 902–928 MHz, 2.4–
2.4853 GHz, 5.725–5.85 GHz.

4.1. Cellular Systems

The concepts behind cellular systems were discussed in
Section 2. This section briefly presents the networks com-
mercially available nowadays and enumerates the servic-
es they provide and the main parameters and differences
between them.

During the 1970s and 1980s several analog cellular
systems were deployed with a successful acceptance
among the public, including AMPS, TACS, and NMT.
These systems were analog, and their low spectral effi-
ciency severely limited the network capacity. Moreover,
the lack of a unified standard prevented the users from
roaming through different countries.

At the beginning of the 1980s, initiatives were taken to
develop a new cellular standard with the following goals:
digital transmission, high spectral efficiency, high network
capacity, international roaming, provision of voice com-
munications and low-bit-rate data (fax), small-size termi-
nals, and digital signaling able to provide advanced
services, among others.

The European initiative to provide a pan-European
second generation was very successful, coming up with
the GSM standard. The U.S. initiative produced the IS-54,
which provides services similar to those of GSM. In the
1990s the United States also produced the IS-95, the first
cellular system to employ spread-spectrum modulation.

4.1.1. GSM. Although GSM is now available in the fre-
quency range of 1800 MHz, known as DCS-1800, the pri-
mary GSM band is 935–960 MHz for the downlink (base to
mobile) and 890–915 MHz for the uplink (mobile to base).
The duplex method is FDD with a constant go-and-return
frequency separation of 45 MHz.

The multiple-access technique used by GSM is TDMA
plus FDMA. The available spectrum is divided into fre-
quency channels separated 200 kHz. Each of these fre-
quency channels is divided into 8 timeslots of duration
0.577 ms each, which makes frames of length 4.615 ms.
Both traffic and signaling channels are mapped into these
TDMA/FDMA physical channels according to a estab-
lished pattern. The transmitted raw (after channel cod-
ing) bit rate is 270.83 kbps for each carrier (i.e., eight
TDMA channels). The modulation is GMSK with a band-
width such that BTb¼ 0.3, where 1/Tb¼ 270.83 kbps.

The signaling of the GSM is an ISDN version adapted
to the mobility and radio environment. Figure 6 shows
GSM network structure.

The GSM network is divided into three large segments:
the mobile station (MS), the base-station subsystem
(BSS), and the network switching subsystem (NSS).

BSS consists of the base transceiver station (BTS) and
the base-station controller (BSC). BTS performs the phys-
ical-layer-elated functions, while BSC contains the higher
control functions. One BSC may control several (up to 10)
BTSs.

The mobile (services) switching center (MSC) routes
the calls toward the BSC closer to the MS. MSC gets the
location of a particular MS from the home location register
(HLR), which is updated so that it always contains the
latest location of each mobile in the network. HLR also
contains information about the user’s profile. When a MS
is roaming into a different network, the information in
HLR regarding this user is copied to the visitors location
register (VLR) of the host network.

The equipment identity register (EIR) and authentica-
tion center (AUC) are responsible for the network security
and privacy. The operations management center (OMC)
and network management center (NMC) handle the re-
sources management and maintenance. Finally, the gate-
way mobile switching center (GMSC) connects the NSS to
other networks.

The carrier services provided by GSM are voice and
low-speed data with a maximum bit rate of 9.6 kbps. Voice
is digitally coded at 13 K and 6,5 kbps. The former is
known as full-rate (FR) and the later, as half-rate (HR).
Although HR provides worse voice quality, it doubles the
capacity of the network.

Additional services provided by the GSM network are
calling-line identification, call forwarding, call waiting,
call holding, multiparty, closed user group, advice of
charge, reverse charging, user-to-user signaling, and bar-
ring outcoming and ingoing calls.

4.1.2. GPRS and EDGE. The General Packet Radio Ser-
vice (GPRS) is a standard for data transmission across the
GSM network. GPRS is part of the new services provided
in phase 2þ of GSM. It supplements the GSM (phase 1)
Circuit Switched Data Service by adding new functional-
ities in the core network that allow a packet-swithched
data transmission. Apart from the packet switching,
GPRS has following novel features respect to GSM:
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Figure 6. GSM network structure.
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* Bit Rate Transmission. Theoretical maximum speeds
of up to 171.2 kilobits per second (kbps) are achiev-
able with GPRS using all eight timeslots at the same
time. This is about 10 times faster than the maximum
speed provided by circuit-switched GSM networks.

* Immediacy. GPRS facilitates instant connections
whereby information can be sent or received imme-
diately as the need arises. No dialup modem connec-
tion is necessary. This is why GPRS users are
sometimes referred to be as being ‘‘always connect-
ed.’’ Immediacy is one of the advantages of GPRS
when compared to circuit-switched GSM.

* New Applications. GPRS facilitates several new
applications not previously available over GSM net-
works because of the limitations in speed of circuit-
switched data (9.6 kbps) and message length of the
short message service (160 characters).

EDGE (Enhanced Data for GSM Evolution), has been
standardized within the European Telecommunications
Standards Institute (ETSI) as the final evolution of data
communications within the GSM standard. It uses a dif-
ferent modulation scheme to enable data throughput
speeds of up to 384 kbps using existing GSM infrastruc-
ture.

Third-generation wireless systems will provide high-
speed wireless access to wideband multimedia services
where spectrum and licenses are made available. Today’s
GSM operators have two (nonexclusive) options for evolv-
ing their networks to third-generation wideband multi-
media services: (1) use EDGE in the existing radio
spectrum and in small amounts of a new spectrum or (2)
use wideband CDMA in a new 2-GHz spectrum or in large
amounts of an existing spectrum.

4.1.3. IS-95. In 1993 the Telecommunication Industry
Association (TIA) produced the standard for the first
CDMA cellular system under the nomenclature of IS-95.
The usage of spread-spectrum techniques forecast a larger
system capacity.

IS-95 uses a voice codec with variable bit rate. The IS-95
vocoder generates a bitstream at a 9600 bps rate, but it
detects the silence periods and reduces the bit rate down
to 1200 bps. Usage of a variable transmission rate further
increases the network capacity.

Although they follow different spreading schemes, both
downlink and uplink channels are spread by a pseudo-
noise code of 1.2288 Mchip/s (megachips per second), such
that the channel bandwidth is 1.25 MHz. IS-95 uses FDD
duplexing with 45 MHz separation between the go-
and-return. Frequency allocation is 869–894 MHz for the
downlink and 824–849 for the uplink.

In addition to voice service, IS-95 also provides data
transmission service at 9.6, 14.4, and 28.8 kbps.

4.1.4. IMT-2000. The goal of third-generation mobile
systems is to provide users with worldwide coverage via
handsets that have the capability to seamlessly roam be-
tween multiple networks (fixed and mobile, cordless and
cellular) across regions that currently use different

technologies. Because their objective to provide larger ca-
pacity to accommodate multimedia transmission and bet-
ter quality of service (QoS), third-generation (3G) mobile
systems are one step beyond the digital cellular and cord-
less systems that are now in service. At the global level
regarding 3G mobile systems, in ITU (International Tele-
communications Union) there has been an initiative, IMT-
2000, intended to settle the framework of the future tele-
communication infrastructure. IMT-2000 will provide
wireless access to the global telecommunications infra-
structure through both satellite and terrestrial systems. It
is being developed on the basis of the ‘‘family of systems’’
concept designed to be able to connect different radio
transmission modules to the same core network equip-
ment.

Different standards development organizations
(SDOs)—ARIB (Japan), CWTS (China), TIA (USA), TTA
(Korea), TTC (Japan), T1 (USA), and ETSI (Europe)—are
participating in the development of this new ‘‘family of
standards’’ including the creation of consortia and part-
nerships. There are two main active 3G partnership pro-
jects: 3GPP and 3GPP2. 3GPP is supported by the SDOs
that were involved in specification of GSM systems and its
evolution, while 3GPP2 comprises the SDOs involved in
the ANSI/TIA/EIA-41 network evolution. 3GPP is working
toward the definition of IMT-DS and IMT-TC air interfaces,
which are better known as the UMTS (Universal
Mobile Telecommunication System) on its FDD and TDD
modes, respectively. 3GPP2 works toward the definition of
an IMT-MC interface, which is better known as
CDMA2000.

4.1.5. UMTS. UMTS defines a network architecture
somewhat similar to GSM, as can be seen in Fig. 7, where
three main functional entities, user equipment (UE), the
UMTS terrestrial radio access network (UTRAN), and the
core network are defined. The interfaces defined between
the UE and the UTRAN is the Radio Interface (Uu) and
the interface between the Core Network and the UTRAN,
which is called Iu.

In order to simplify the migration from GSM to UMTS
(see Fig. 8), the core network proposed for the first phase
of UMTS deployment coincides with the GSM 2þ (GPRS)
core network. Both the radio network subsystem (RNS)
and UE are redefined by UMTS. For terrestrial applica-
tions, these two new subsystems, related to the radio
interface, are defined by the UTRAN standard.

Functionalities of USIM, ME, Node-B, and RNC in
UTRAN are equivalent to the functionalities performed
by subscriber identity module (SIM), MT, BTS, and BSC in
GSM. However, the specifications for these systems are
modified in order to accommodate the higher capacity and
better QoS. Maximum and minimum bandwidth of UMTS
services are summarized in Table 1. As one of the main
novelties of UMTS, the use of spread-spectrum modula-
tion and CDMA can be highlighted to increase the overall
network capacity (see Section 3).

4.1.6. CDMA2000. The CDMA2000 is the standard de-
fined by 3GPP2 that includes air interface definition, min-
imum performance requirements, and definition of
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supported services. It meets all the requirements for the
next-generation evolution of the current TIA/EIA-95-B
(IS-95) standard and to be part of the ‘‘family of systems’’
concept designed by ITU to be able to connect different
radio transmission modules to the same core network
equipment. The CDMA2000 standard matches the ITU
requirements for the IMT-2000 CDMA Multi-Carrier
Mode (MC-CDMA).

The cdma2000 radio interface is a wideband, spread-
spectrum interface that uses CDMA technology. It satis-
fies the ITU requirements for the indoor office, indoor-
to-outdoor pedestrian, and vehicular environments. The key

design characteristics include a W-CDMA radio interface
offering significant advances to increase performance and
capacity, data rates ranging from 1.2 kbps to 42 Mbps,
and support a wide range of RF channel bandwidths, ad-
vanced medium control access (MAC), turbo codes for
higher transmission rates and increased capacity, and
support for forward radio interface transmit diversity.

4.2. Cordless Systems

In contrast to cellular radio, cordless systems offer pri-
marily an access technology rather than fully specified

Radio interfaces (Uu)

Network interfaces (Iu)

Core network

Access network 1 Access network 2 Access network N

UE UE UE UE UE UE

Figure 7. Functional entities in UMTS network architecture.
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networks. Cordless terminals generally transmit at lower
power than cellular, using microcells with a range of a few
hundreds of meters. In high-density environments, small-
er cells are used to provide traffic densities higher than
those obtained by cellular standards.

4.2.1. Services, Features, and Standards. Voice was the
only service provided by early analog cordless systems.
However, cordless technology has evolved and the cordless
data market has become increasingly important as palm-
top computers have emerged. DECT standard was speci-
fied to provide both voice and data services.

The potential of cordless access to permit user roaming
between business and domestic applications was one of
the key drivers of digital cordless standards. Also, the op-
portunity to offer public cordless access, generically known as
Telepoint, was recognized. Thus, modern cordless telecom-
munications standards provide the following applications:

1. Domestic Application. The earliest application of
cordless communication systems was the residential
cordless telephone with a very simple base station
giving service to the home environment and allow-
ing the use of the telephone in such a small area.
The domestic market was dominated by analog
products because of the higher relative price of dig-
ital products.

2. Business Application. The potential business appli-
cation of cordless telecommunications was one of the
early drivers for development of the technology. Al-
though early products focused on Telepoint, WPABX
has shown significant progress. Wireless access in
the PABX environment enables the user to obtain
the wide range of PABX features while roaming
across a business area. In new offices, the expense
and delay of deploying a PABX can be avoided with-
out the need of wiring up. ISDN as well as voice ca-
pabilities supported by the wired PABX can also be
supported by WPABX. Also, mobility management
functions must be incorporated so as to authenticate
and locate users and route incoming calls.

3. Telepoint. Telepoint, also called public access, is a
short-range radio system that enables a user with a
portable handset to gain access to teleservices via a
public fixed network like PSTN. CT2 was the first
available Telepoint standard. DECT has also been
specified to support public access.Although it is a
European concept, the initial success of Telepoint
has been in Asia, where early systems, combined
with paging, have taken off in spite of the absence of
the complementary domestic and business products.
In contrast, early Telepoint experiences in Europe

failed to attract a significant number of users, prob-
ably because of the lack of standards and products at
that time. New experiences were launched in 1992
using CT2 (‘‘Rabbit’’ launched by Hutchison Telecom
in UK, ‘‘Bibop’’ launched by France Telecom, ‘‘Bird-
ie’’ launched by DBP Telekom in Germany, ‘‘Green-
point’’ launched by PTT Netherlands, ‘‘Pointer’’
launched by Telecom Finland), which started show-
ing greater success but ended up with unsatisfactory
results (Rabbit and Birdie were phased out in 1993;
Bibop continues with a number of users well below the
self-sustaining level). Telepoint trials have also been
carried out in Canada and the United States, under
experimental FCC licenses. However, the implantation
of low-cost personal communication services (PCS) has
been a serious threat to the success of Telepoint.

4. Wireless Access. Although the applications men-
tioned in paragraphs 1–3 (above) led to the develop-
ment of cordless standards and products, a fourth
application has emerged with a new potential mar-
ket for cordless telecommunications: the wireless lo-
cal loop (WLL). Telecommunication services that
used to be provided by wire from an exchange to
the user’s premises are alternatively using cost-ef-
fective wireless standards. This use has been en-
couraged by the liberalization of telecommuni-
cations monopolies in Europe, leading to a number
of potential service providers that do not own the
wired infrastructure. Wireless local loops may be pro-
vided by different wireless technologies; cordless stan-
dards are one possible choice because of their low cost.

The main cordless standards, providing some of the
applications listed above are as follows:

* CT0 (Europe) and CT1 (Europe): first-generation an-
alog systems.

* CT2 (Europe): digital cordless FDMA standard using
time-division duplex (TDD)

* PACS (USA), PHS (Japan) and DECT (Europe): the
latest digital cordless telecommunication systems

Since DECT corresponds to the latest stage in the evo-
lution of cordless systems, it will be explained in greater
depth in the following section.

4.2.2. Digital European Cordless Telecommunications
(DECT) Standard. DECT is based on a microcellular radio-
communication system that provides low-power radio
(cordless) access between portable parts (PPs) and fixed
parts (FPs) at ranges up to a few hundred meters. The
basic technical characteristics are as follows:

* Frequency band: 1880–1900 MHz
* Number of carriers: 10
* Carrier spacing: 1728 MHz
* Peak transmit power: 250 mW
* Carrier multiplex: TDMA; 24 slots per frame
* Framelength: 10 ms
* Basic duplexing: TDD using 2 slots on same RF carrier

Table 1. Carrier Services Provided by UMTSa

FDD TDD

Uplink
Bit Rate

Downlink
Bit Rate

Uplink
Bit Rate

Downlink
Bit Rate

Maximum 960 960 3840 3840
Minimum 15 7.5 240 240

aIn kilobits per second (kbps).
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* Gross bit rate: 1152 kbps
* Net channel rates: 32 kbit/s B-field (traffic) per slot;

6.4 kbps A-field (control/signaling) per slot

A connection is provided by transmitting bursts of data
in the defined timeslots. These may be used to provide
simplex or duplex communications. Duplex operation uses
a pair of evenly spaced slots: one for transmission and one
for reception. The simplest duplex service uses a single
pair of timeslots to provide a 32 kbps digital information
channel capable of carrying coded speech or other low-rate
digital data. Higher data rates are achieved by using more
timeslots in the TDMA structure, and a lower data rate
may be achieved by using half-slot data bursts.

DECT is able to support a number of alternative system
configurations ranging from single-cell equipment (e.g.,
domestic FPs) to large multiple-cell installations (e.g.,
large business WPABXs). Direct communication between
portable parts (PPs) is also supported.

The protocols are designed to support uncoordinated
system installation, even where the systems coexist in the
same physical location. Efficient sharing of the radio spec-
trum (of the physical channels) is achieved using a careful
mechanism of dynamic channel selection.

In addition, the DECT protocols provide two internal
mechanisms to support rapid handover of calls in progress
(both intracell and intercell handover are supported).
These handover mechanisms allow a high quality of ser-
vice to be maintained where the mobility of the PP re-
quires transparent re-connection to another FP or where a
new physical channel is required in response to distur-
bances in the radio environment. Detailed information
about DECT standard may be found in Refs. 7–11. The
latest introductions to the standard have dealt with inter-
working with GSM [12] and UMTS [13] and addition of a
new packet service named DPRS (DECT Packet Radio
Service) [14].

4.3. Trunking Systems

When we refer to a trunked system, or, equivalently a pri-
vate mobile radio (PMR) system, we refer to a system
where all the users share a pool with all the available
channels. If a user wants to make a call, the system allo-
cates one of the idle channels.

4.3.1. Features. The most important features of PMR
systems are related to the special nature of their users.

1. PMR users, such as the emergency services, police,
and firefighters handle incidents where calls are
typically very short and speed of communication is
vital. In contrast to cellular systems, where it takes
several seconds to establish a call, the access to the
PMR network takes tenths of a second.

2. PMR services allow group and broadcast calls.

3. PMR codecs are designed to provide good-quality
speech in noisy environments.

4. New digital PMR systems can provide a user, on a
dynamic basis, ‘‘bandwidth on demand.’’

5. One powerful operational mode of PMR systems (not
provided by cellular systems) is the so-called direct
mode (DMO), the ability for radio handsets to com-
municate directly with each other without using the
network infrastructure.

4.3.2. Standards. For completeness, we will summarize
some of the digital technologies available.

The first one is the TETRA (Trans-European Trunked
Radio). It is a radio open standard based on TDMA defined
by ETSI (European Telecommunications Standards Insti-
tute). The TETRA standard contains high functionality for
emergency services and is also very well suited for com-
mercial trunked radio users.

There are other systems, all of which are proprietary
and directed at users and markets similar to those for
TETRA. The major ones are iDEN and ASTRO from Mo-
torola, Aegis and PRISM from Ericsson, and Tetrapol from
Matra, However, the majority of users have by now seen
the benefits of standardization and are moving away from
these proprietary systems.

In response, the manufacturers with their proprietary
specifications have been increasingly attempting to have
them adopted as a ‘‘standard’’ by national or international
standardization bodies. The most active has been Matra,
who developed a digital system called MatraCom,
MC9600, a 12.5/10-kHz FDMA system initially sold to
French Gendarmerie as Rubis and later its derivatives to
other customers under various other names such as
Acropol, Pegas, and Nexus.

In order to promote these proprietary technologies as
generic, Matra created the name Tetrapol and formed the
so-called Tetrapol Forum. Also, as an active ETSI member,
Matra has twice tried to have its technology selected by
ETSI for the TETRA standard. Having failed on both oc-
casions, the company has, this time as the Tetrapol Forum,
declared its intent to have the Tetrapol specification con-
sidered for adoption as an ETSI deliverable under a so-
called PAS (publicly available standard) procedures.

4.3.3. TETRA: The European Standard for Digital
PMR. TETRA (Trans-European Trunked Radio) is a radio
open standard based on TDMA. In contrast to GSM, where
manufacturers and operators have determined the speci-
fications, the users, especially emergency service users,
have contributed strongly in the creation of the standard.
As a result, the TETRA standard contains high function-
ality for emergency services and is also very well suited for
commercial trunked radio users. It is summarized as fol-
lows:

1. Technology

a. Physical-layer radio
i. Modulation: p/4 DQPSK

ii. Transmission rate: 36 kbps
iii. Duplex spacing: 10 MHz (45 MHz in 900-MHz

band)
iv. RF carrier spacing: 25 kHz

b. Frequency bands. TETRA has been designed to
work in the frequency range from VHF (150 MHz)
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to UHF (900 MHz). In particular, standardization
bodies have released bands in the frequency range
380–400 MHz for public safety users.

c. Speech coding. The TETRA codec was designed to
provide good-quality speech in harsh environments
and voice quality superior to that of GSM in the
poor-signal conditions. In TETRA systems speech is
digitized and coded using an ACELP (algebraic
code-excited linear prediction) speech coder. In or-
der to protect the transmitted information, a chan-
nel coder introduces additional redundancy. The
resulting bit rate is 7.2 kbps. TETRA has the capa-
bility of using four TDMA slots, which allows man-
aging four voice communications on the same
carrier (see Fig. 9).

d. Data transmission. TETRA can provide a user, on a
dynamic basis, with up to four TDMA slots in a
single communication channel, effectively ‘‘band-
width on demand.’’ This applies to packet-mode
and circuit-mode data, with data rates of r28 kbps.

e. TDMA frame structure. The TETRA frame struc-
ture has four slots per TDMA frame. This is further
organized as 18 TDMA frames per multiframe,
where one frame per multiframe is always used
for control signaling. Besides, there is a hyperframe
imposed above the multiframe structure. This is for
long repeat frame purposes such as encryption syn-
chronization. Each timeslot has 510 (modulating)
bits duration and has the basic structure shown in
Fig. 10.

f. Spectrum efficiency. TETRA is one the most fre-
quency-efficient standard for mobile communica-
tion, equivalent to 6.25 kHz per channel, voice or
data. This means that TETRA is currently 4 times
more spectrum efficient than GSM, and twice as ef-
ficient when the half-rate codec is implemented.
Regarding other PMR systems, TETRA can accom-
modate up to 4 times more users.

2. Features. In addition to the features of other public
cellular systems, TETRA offers a series of additional
services. The most important ones are.
a. Group call and group communication—a number of

users share the same channel. This enables many
users to cooperate on a specific task or to monitor
the activities of other members of the group.

b. Fast call setup—TETRA makes it possible to set up
calls in less than 0.3 s.

c. Direct mode—allows terminals to communicate di-
rectly with each other independently of the radio
infrastructure, or in areas with no coverage.

d. Mobile terminal used as repeater—a mobile termi-
nal can be used as a repeater and in this way extend
the coverage of the TETRA network.

e. Encryption—TETRA offers a very high degree of
encryption of both voice, data, signaling, and user
identity. TETRA defines two methods of encryption:
air interface encryption and an optional end-to-end
encryption for the most critical applications.

f. Broadcast—transmission of messages to all users of
the network.

A/D

Speech in

4:1 TDMA frame

MUX

Gross bit rate 36 kbit/s

D/A

Speech out

DEMUX

ACELP 
speech 
coding 

4.56 kbit/s

Channel 
coding 

7.2 kbit/s

ACELP 
speech 

decoding 
4.56 kbit/s

Channel 
decoding 
7.2 kbit/s

Figure 9. Speech coding and multiplexing in
TETRA. Digitized speech is coded, using an ACELP
coder, protected, by introducing redundancy, and in-
serted in a TDMA frame. (This figure is available in
full color at http://www.mrw.interscience.wiley.com/
erfme.)

Frame structure

Hyperframe (61.2s)

Multiframe (1.02s)
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1 2 3 4 17 18

1 2 3 4

508 509 5101 2 3 4 5
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Control 
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Figure 10. Hierarchical structure of frames in
TETRA. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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g. Priority—possibility of priority in up to eight levels;
also, calls with high priority can ‘‘overrule’’ calls
with low priority if no idle channels are available.

3. Typical of TETRA users

a. Public safety and public security (police, fire, am-
bulance, customs, etc.)

b. Transport (airlines, ports, taxis, buses, railways,
etc.)

c. Utilities (gas, electricity, water, oil, etc.)
d. Industry (manufacturing, plant, distribution, etc.)
e. Nonemergency authorities (government, public

health, environment protection, etc.)

4.4. Paging Systems

A radio paging system is a wireless messaging system that
allows continuous accessibility to someone away from the
wired communications network. In its most basic form,
the person on the move carries a palm-sized device (the
pager) that has an identification number. The calling par-
ty inputs this number, usually through the public tele-
phone network, to the paging system, which then signals
the pager to alert the called party.

Pager types and existing standards are described in
this section.

4.4.1. Pager Types. Several types of pagers are com-
mercially available:

* Tone-only—pager alerts user; user takes predeter-
mined action, such as calling a predetermined phone
number.

* Numeric pager display—pager alerts user and dis-
plays numeric message; user calls phone number dis-
played.

* Alphanumeric and ideographic display—pager alerts
user and displays text message; user can then take
necessary action.

* Tone and voice—pager alerts user, then delivers short
(10–20 s) voice message; user can then take necessary
action.

* Stored voice—pager silently alerts and stores voice
message for recall at user’s convenience.

4.4.2. Standards. Different manufacturers have devel-
oped an array of techniques to forward the required in-
formation to remote pagers. These techniques, known as
encoding formats, define the techniques employed to rep-
resent the information-carrying data elements of the pro-
tocol as well as how to interpret the overall data content.

In many cases, encoding formats send additional data,
known as error detection and correction codes, that are
capable of detecting and recovering incorrectly received
data. With error correction, pager receipt reliability is im-
proved dramatically. Both analog and digital transmission
techniques are used to transfer information to pagers.

Most paging formats are manufacturer-specific and of-
ten proprietary. A few paging protocols have been devel-

oped and put into the public domain so that many different
manufacturers may produce compatible pagers. Among
these public domain protocols are POCSAG, Swedish For-
mat (MBS), the Radio Data System (RDS) format, and the
European Radio Message System (ERMES) format. All of
these formats were developed in Europe.

European Radio Message Standard (ERMES) Format.
The European Radio Message Standard (ERMES) is a
standard that was developed by a subcommittee of the
European Telecommunications Standards Institute (ETSI).

The ERMES digital encoding format supports tone-
only, numeric, and alphanumeric paging in addition to
data transfer capabilities. The format operates at
6250 bps. ERMES pagers operate on multiple frequencies,
scanning for the best frequency for optimum reception.

The paging format uses a modulation mechanism
known as ‘‘four-level pulse amplitude modulated FM.’’ In
this mechanism, two binary bits of information are trans-
mitted simultaneously through the transmission of one of
four signaling frequencies. One set of frequencies is inter-
preted as the two binary bits ‘‘00,’’ another as ‘‘01,’’ another
as ‘‘10,’’ and the final frequency as ‘‘11.’’ Therefore, with
frequency transitions at the rate of 3125 per second, 6250
bits of information may be transferred. Under the ERMES
protocol, every hour is broken up into 60 cycles, each one
minute in duration (cycles 0–59). Each cycle is divided into
five equal subsequences of 12 seconds each (subsequences
0–5). Finally, each 12-s period is divided into 16 separate
batches (batches A–P). A batch contains separation parti-
tions of information known as the synchronization parti-
tion, system information partition, the address partition
and the message partition.

Within each batch, the address partition contains the
first 18 bits (the initial address) of the unique pager num-
ber, a 35-bit address known as the radio identity code
(RIC), ordered in descending order. This technique allows
a pager to quickly determine whether its unique address is
not part of this batch so that it may return to battery-sav-
ing mode. All pagers whose addresses are larger than the
initial address can return immediately to battery-saver
mode. Messages are transmitted directly after the address
partition. The large (35-bit) address field accommodates a
global address scheme that can support hundreds of mil-
lions of pagers.

4.5. Wireless Local-Area Networks (WLANS)

Wireless local-area networks (WLANs) constitute an evo-
lution of the small-area data communication networks
used to interconnect computers and peripherals, in which
wired transmission is replaced by radiocommunications.
They find their primary use inside buildings or in outdoors
locations like the university campus.

The main features and the most commonly used stan-
dards are briefly described.

4.5.1. Services, Features, and Standards. The existing
service scenarios for WLAN are mainly private local net-
works in workplaces, campuses, or public areas such as

5674 WIRELESS COMMUNICATIONS SYSTEMS



airports. Universal access points in homes and nomadic
access in public places can be provided by either WLAN or
cordless standards and are experiencing an increaseing
interest. The WLAN market currently aims at five cate-
gories of applications: healthcare, factory floors, banking,
educational institutions, and domestic applications.

Some examples of WLAN standards are

* IEEE 802.11: part of the IEEE 802 family of LAN
standards, initially using either infrared (IR), direct-
sequence spread spectrum (DSSS), or frequency-
hopping spread spectrum (FHSS). Recent extensions
looking for higher bit rates have included new mod-
ulation techniques (CCK—complementary code key-
ing—in IEEE 802.11b and OFDM—orthogonal
frequency-division multiplexing—in 802.11a).

* HIPERLAN: a family of standards prepared by ETSI
(European Telecommunications Standards Institute)
whose first outcome was HIPERLAN 1 (using GMSK
modulation) with little success; the second outcome
was HIPERLAN 2, using the same modulation as
IEEE 802.11a.

* HomeRF: an WLAN standard specifically designed
by the industry for in-home applications with special
emphasis on voice services (using a modified version
of DECT) and connection of the home computer to the
Internet.

Table 2 summarizes the main characteristics of these
standards. IEEE 802.11, the most commonly used WLAN
standard nowadays, is described more deeply in the fol-
lowing section.

4.5.2. IEEE 802.11 Standard. The IEEE 802.11 standard
for WLAN [15] has established itself as a mature standard
presenting a well-defined technology that is being adopted
by the manufacturers and accepted by users.

The earlier versions of IEEE 802.11 (1997) specified
data rates of r2 Mbps using spread-spectrum technology
(direct sequence or frequency hoping) in the 2.4-GHz
band. IEEE 802.11b provides data rates of r11 Mbps in
the same band, while IEEE 802.11a, an extension to the
5 GHz band, increases the data rate up to 54 Mbps. Alter-
natively, the version of 1997 allows infrared technology to
be used at 850–950 nm.

Multiple access is based in CSMA/CA (carrier sense
multiple access with collision avoidance), a contention-
based scheme suitable for asynchronous applications. The

standard also supports a contention-free prioritized point
coordination function (PCF) mechanism for time-bounded
isochronous applications.

Two network topologies are considered: infrastructure-
based and ad hoc.

4.6. Wireless Personal Area Networks (WPANs)

The term wireless personal area networks (WPAN) refers
to a technology using short-range radiolinks, intended to
replace the cable(s) connecting portable and/or fixed elec-
tronic devices. Its key features are robustness, low com-
plexity, low power, and low cost, which make it especially
suited to mobile handheld devices. The WPAN technology
can also offer wireless access to LANs, PSTN, the mobile
phone network, and the Internet for a host of home appli-
ances and portable handheld interfaces.

The objective of the WPAN technology is to provide a
uniform structure for a wide range of devices to commu-
nicate with each other, anywhere in the world, with min-
imal user effort. This feature introduces the ‘‘unconscious
connectivity’’ paradigm, where WPAN devices can connect
to those in the proximity almost without any user com-
mand or interaction.

4.6.1. Technical Challenges. The above mentioned re-
quirements involve great technical complexity in terms
not only of the functionalities to be provided but also of the
power and size requirements. In this way, the WPAN tech-
nology must face the following technical challenges:

* The system has to use an unlicensed band for uni-
versal acceptance and usage. Thus, the industrial–
scientific—medical (ISM) band is usually selected for
this technology. The challenge here is to make the
system robust to interference from other sources in
this band, which include not only ISM band commu-
nication systems but also microwave ovens.

* Preferably, each transmitter itself should use the
minimum power required so as not to increase the
noise for other users.

* The transceivers should be able to adapt to a rapidly
changing environment, as the devices will usually be
mobile. The well-known problems in wireless systems
such as multipath fading must be handled.

* The connection establishment and routing protocols
must also operate in an environment where the num-
ber, location, and variety of WPAN devices will
change dynamically with fair amount of rapidity.

Table 2. Characteristics of WLAN Products

IEEE 802.11b IEEE 802.11a Hiperlan 2 HomeRF

Range (m) 30 50 50 50
Modulation DSSSþCCK OFDM OFDM FHSS
Main scenario Office Office Office Home
Power 100 mW 1 W 1 W 100 mW
Voice services No No No Yes
Minimum data rate (Mbps) 1 6 6 0.8
Maximum data rate (Mbps) 11 54 54 1.6
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* The size of the implementation should be small for
easy integration into handheld and mobile devices.

* The power consumption should not be more than a
small fraction of the host device into which the WPAN
capability is to be introduced.

* The technology should be adaptable to devices of
varying computing power and memory recourses.
This will ensure that an increasing number of devic-
es can interoperate.

* Automatic and unconscious connection establish-
ment must be provided. The number and identity of
devices in proximity will change quite frequently, and
it will be very inconvenient to establish connections
manually each time. Also, the number of devices will
be too large for most users to be able to remember or
search the device address of the device that they need
to connect to.

* Synchronization of clocks among the communicating
units will have to be achieved. As each unit will have
its own free-running clock with its own drift, carrying
out successful communication, especially CDMA, is a
challenge in itself.

* Security considerations have to be satisfied. The
WPAN devices will be part of people’s personal usage
and will contain and communicate their personal in-
formation, sensitive business information, or other
data that must be protected from being spoofed or
mutilated. The encryption facility must thus be pro-
vided among other security features.

4.6.2. Bluetooth. Bluetooth wireless technology is a
specification designed to enable wireless communication
between small, mobile devices. The inspiration behind this
technology was the concept of eliminating the need for
proprietary cables, which are currently required to enable
device connectivity.

While Bluetooth wireless technology has many features
unique to its own specification, it has borrowed heavily
from several existing wireless standards, including Mo-
torola’s Piano, IrDA, IEEE 802.11, and Digital Enhanced
Cordless Telecommunications (DECT). Motorola’s Piano
was developed with the concept of forming ad hoc ‘‘per-
sonal area networks.’’ This concept was adopted by the
Bluetooth SIG to expand the capabilities of the original
Bluetooth concept beyond simple cable replacement. The
voice data transmission capabilities of Bluetooth are de-
rived from the DECT specification. The object exchange
capabilities (the ability to share business card, contact in-
formation, messages, etc.) are derived from the IrDA spec-
ifications. Bluetooth also inherits the use of the 2.4-GHz
ISM band, frequency-hopping spread spectrum (FHSS),
authentication, privacy, power management, and LAN ca-
pabilities provided by the IEEE 802.11 specification.

There are four major components in any Bluetooth
wireless technology system: a radio unit, a baseband
unit, a software stack, and application software. The ra-
dio unit is the actual radio transceiver that enables the
wireless link between Bluetooth devices. The baseband
unit is hardware, consisting of flash memory and a CPU,

which interfaces with the radio unit and the host device
electronics at the hardware level. The baseband hardware
provides all required functionality to establish and main-
tain a Bluetooth wireless connection between devices. The
software stack is essentially driver software or firmware
that enables the application-level software to interface
with the baseband unit. The application software imple-
ments the user interface and overall functionality of the
Bluetooth device.

4.6.2.1. Bluetooth Radio. Bluetooth Radio uses the un-
restricted 2.45-GHz ISM band, which is available globally
with slight constraints in some locations relating to band-
width and power output. Using a frequency hop trans-
ceiver with hops occurring at 1600 s�1 interference and
fading effects are minimized since each packet is trans-
mitted in a different hop frequency.

A time-division duplex scheme is used for full-duplex
transmission. Within the range of 10 cm–10 m, a gross
data rate of 1 Mbps can be achieved to service mobile and
business users. The range can be extended beyond 100 m
by increasing the transmit power. Second-generation
plans are to increase the data rate to 2 Mbps.

Bluetooth can support an asynchronous data channel,
up to three simultaneous synchronous voice channels, or a
channel that simultaneously supports asynchronous data
and synchronous voice. Each voice channel supports a
64 kbps synchronous (voice) link. The asynchronous chan-
nel can support an asymmetric link of 721 kbps maximum
in either direction while permitting 57.6 kbps in the re-
turn direction, or a 432.6 kbps symmetric link allowing for
easy integration of TCP/IP for networking.

Collections of devices connected via Bluetooth technol-
ogy in an ad hoc fashion are called a piconet (Fig. 11a).
Each unit can simultaneously communicate with up to
seven other units per piconet (Fig. 11b). Although all de-
vices are peer units, one acts as the ‘‘master’’ and the oth-
ers as ‘‘slaves’’ for the duration of the connection to the
piconet. The master unit provides the hopping sequence to
synchronize all the devices in the piconet. A scatternet
(Fig. 11c) is a collection of piconets that operate indepen-
dently and are not synchronized. This allows a large group
of devices to network with each other by means of smaller
subnets. Since each piconet has the capacity of 1 Mbps be-
tween devices, scatternets allow the total throughput

(a) (b) (c)

Scatternet
Master

SlavePiconet

Figure 11. Bluetooth scatternet and piconet concepts.
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accumulated over all piconets to increase as more piconets
are added. Testing has proved that the overall speed re-
duction of a scatternet consisting of 10 piconets is less
than 10% due to collisions. This results in the potential
total network throughput of approximately 9Mbps.

5. ADVANCED TECHNOLOGIES AND SYSTEMS

Wireless communications are in continuous evolution [16].
We aim to introduce here some of the technologies and
systems that today are yet to be fully developed and will
constitute the wireless products of the next decades.

5.1. Advanced Wireless Technologies

Some of the advanced technologies being developed for
wireless communications are briefly described as follows.

5.1.1. Multiuser Detection (MUD) and Blind Detection.
The continued expansion of the mobile cellular industry is
translated to a need for increasing density of users within
any given area without any corresponding increase in the
frequency allocation. This heightens the probability of us-
ers and/or services interfering with one another, implying
a need for new schemes to provide sophisticated interfer-
ence cancellation approaches for a more efficient utiliza-
tion of spectrum and space, at any time. Techniques
known as multiuser detection (also as joint detection, in-
terference cancellation, or source separation) consider mul-
tiple-access interference (MAI) not as a simple
interference to be suppressed but as a composite signal
that can be processed and separated.

The optimum MUD algorithm [23], based in a maxi-
mum–likelihood (ML) criterion, has a complexity growing
exponentially with the number of users. That is the reason
why many different suboptimal schemes are being devel-
oped.

Some of these algorithms do not need the introduction
of reference sequences as an aid in the detection process,
in what is known as blind detection [24]. The avoidance of
overheads implies a more efficient use of the system ca-
pacity.

5.1.2. Smart Antennas. ‘‘Smart’’ antennas (or adaptive
antennas) combine multiple antenna elements with a sig-
nal-processing capability in order to optimize the radia-
tion and/or reception pattern automatically in response to
the signal environment. This ability to adapt to a chang-
ing interference environment can dramatically increase
the performance characteristics and capacity of a wireless
system.

An overview of Smart Antenna applications can be
found in Ref. 27.

5.1.3. Space-time Transmission Diversity (STTD). The
concept of space-time transmission diversity (STTD)
comes from the extrapolation of receivers’ antenna diver-
sity widely used in 2G. The idea of receiver antenna di-
versity is to place two (several in general) antennas in
different locations and select the output of the one with
better signal-to-noise-plus-interference ratio (SINR).

Placing two antennas in reception defines two different
radio channels, understanding as a channel the radiowave
propagation between transmitter antenna and each of the
receiving antennas. If the two receiving antennas are suf-
ficiently separated, and for this purpose 10 times the
wavelength is enough, the statistics of the two channels
are independent. Therefore, the probability of having a
deep fading on both channels simultaneously is the square
of the probability of having a deep fading on one of them.
In consequence the link quality is roughly speaking im-
proved in 3 dB.

The extrapolation of the diversity concept to transmit-
ting antennas is known as spacetime transmit diversity
(STTD), which works as follows. Two (or several) trans-
mitting antennas placed at relative distant location trans-
mit simultaneously the same information but coded by
different coding schemes. The coding schemes should be
orthogonal; that is, the coded bit sequences transmitted by
each antenna should be orthogonal to each other. In this
way, the signal received from each antenna can be demod-
ulated independently, and they can be used as two differ-
ent copies of the same signal for the diversity purposes.

3G mobile systems may implement STTD techniques.
The September 2000 release of 3GPP states that imple-
mentation of STTD will be optional for Node-B, but UE
shall have the functionalities to support. There are mul-
tiple coding schemes for STTD; however, 3GPP adopted a
reduced complexity algorithm proposed by Alamouti,
which uses only two transmitting antennas [28].

5.2. Future Systems

The deployment of third-generation cellular systems with-
the provision of multimedia services over wireless net-
works represents the trends in wireless communications
for the near future. Besides, satellite-based mobile services
are expected to follow terrestrial systems toward a
global 3G.

Now, a step further, the fourth generation, is already
being investigated, mainly with two approaches in mind:
software-defined radio (SDR) and integration of the mul-
tiple existing networks providing different but comple-
mentary services.

5.2.1. Mobile Satellite Systems. Because of the global
coverage of satellites, mobile satellite services (MSS) sys-
tems will fill the gaps in areas where cellular terrestrial
systems are physically or economically impractical to be
implemented. Satellite systems may be classified accord-
ing to the orbital altitude of the satellites being used: geo-
stationary satellites (GEO), at an altitude of approximately
36000 km; low-Earth orbit satellites (LEO), at altitudes on
the order of 1000 km; medium-Earth-orbit satellites
(MEO), at intermediate altitudes between LEO and
GEO; and highly elliptical orbit satellites (HEOS), with
elliptical orbits of widely varying altitudes.

MSS systems have been implemented and are being
designed with any of these types of satellites. One advan-
tage of using GEOs is that global coverage (excluded polar
latitudes) can be achieved with only three satellites. LEOs
minimize the required transmitted power and propagation
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delay, but LEO systems have produced disappointing re-
sults in the deployment experiences of the last years (Irid-
ium, Globalstar, etc.).

An alternative that is being tested in several trials are
HAPS systems (high-altitude platform stations). They
consist of stratospheric communication platforms that
can be deployed in populated areas in order to comple-
ment the traffic capabilities of terrestrial systems.

Further details about future satellite systems may be
found in Ref. 25.

5.2.2. Software-Defined Radio (SDR). Since the publica-
tion of J. Mitola’s article in 1994 [29], many efforts have
been carried out in order to achieve the so-called software-
defined radio (or simply software radio). SDR are commu-
nication transceivers in which the tendency is toward
programming as many functionalities as possible in soft-
ware, using analog-to-digital and digital-to-analog con-
verters, as close as possible to the antenna. One of the
first experiments in the field of SDRs is the U.S. military
software radio called ‘‘Speakeasy’’ [30]. After that, several
projects have been carried out both in the United States
and Europe, where SDRs were intended as a solution to
the problem of different 3G standards defined in different
parts of the world, contrary to the first idea of a universal
unique 3G system.

Today SDRs are seen as the way toward the integration
of many different systems, each achieving a different per-
formance level in one of the various scenarios that consti-
tute the target of the fourth generation of wireless
communications.

System Integration: Toward Multisystem Multiservice
Networks. At present we are witnessing a very wide
span of wireless products, many of which have been de-
scribed in this article, that aim to satisfying the needs of
certain users in certain environments. Figure 12 shows as
an example the vision of the European Commission with
respect to this plethora of wireless communication stan-
dards and systems [1].

The current trend toward 4G is not just to invent some
new systems, but mainly to take advantage of the capa-
bilities of the many existing standards, making them work

together in a synergic way, so as to fulfill the communica-
tion demands of everybody. As mentioned above, one pos-
sible way to make different systems work together is
through reconfigurable radios (SDRs).

The example of complementary use of wireless systems
that is obtaining the greatest attention these days is the
combination of cellular and WLAN systems. In this way,
both systems satisfy the user’s needs, the first achieving a
wide coverage but with lower data rates, and the latter
filling the data rate gap in small and crowded areas (hot-
spots) such as meeting rooms, shopping malls, or airports.

A novel but promising application of the WLAN is what
is being called ‘‘neighbor-area network’’ (NAN). This type
of network is based on the idea of allowing users from a
neighborhood to connect to an access point connected to
WAN, typically an ADSL (asymmetric digital subscriber
line) connection. In this way, users from that area can
connect to the Internet sharing the cost of the WAN con-
nection, so they can access to higher QoS at the same
price. With an ordinary base station, wireless networking
is possible within a range of about 75 m. But simply re-
placing the standard access point antenna by a simple
rooftop antenna causes the range to increase considerably -
certainly to 500 m, and maybe more.

As another example of the synergies that are being en-
couraged, we may mention the case of TETRA: ETSI Pro-
ject TETRA release 1 was virtually completed during
2000. A new 3-year work program for TETRA release 2
was approved by the ETSI Board in September 2000. The
main objectives of the new release are to enhance TETRA
in order to provide packet data at much higher speeds,
standardize additional speech codec(s), enable intercom-
munication between TETRA and other 3G networks with-
out transcoding, and adopt new standards to provide
improved interworking and roaming between TETRA
and public mobile networks such as GSM, GPRS, and
UMTS.
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1. INTRODUCTION

The Yagi–Uda antenna, commonly used for broadcast tele-
vision reception, is one of the most prevalent and recog-
nizable antennas in existence. It has several desirable
characteristics, including low cost and simple assembly,
low weight, and radiation qualities adequate for many ap-
plications. While its popularity has waned in the United
States in the past few decades because of the widespread
availability of cable and dish-based satellite television ser-
vices, it remains a familiar accompaniment on roofs
throughout the world. Currently, with the introduction
of high-definition broadcast television in the United
States, the Yagi–Uda antenna is undergoing somewhat
of a resurgence in popularity in many areas. It is true,
however, that the Yagi–Uda is one of the most commonly
found antennas in the world.

The Yagi–Uda was first described in English in 1926 [1]
by Professor H. Yagi and (then) Instructor S. Uda at To-
hoku University in Sendai city. More commonly referred
to is Yagi’s English language publication [2] of 1928, which
was reprinted in 1997 [3]. The impact of this paper was
significant. Included in Ref. 2 were the published com-
ments of J. H. Dellinger, chief of the Radio Division of the
Bureau of Standards: ‘‘I have never listened to a paper
that I felt so sure was destined to be a classic.’’ At this
point in radio history, engineers had just begun to develop
directional communications systems. The Yagi–Uda
provided a practical higher-gain antenna.

The antenna has had a fascinating history, which is
detailed by Gentai Sato [4]. According to Sato, although
invented in Japan, it was largely forgotten until the Jap-
anese military discovered its application to British radar
in 1942. In addition to its common application in radars
and television antennas, it is popular with ham radio
aficionados.

This article is divided into three sections. In Section 2
the antenna is introduced and key concepts about its op-
eration are discussed. In Section 3 some practical infor-
mation on designing wire Yagi–Uda antennas is described
along with a common graphical technique for determining
the dimensions of the elements. In Section 4 a number of
newer antennas that utilize the underlying concepts of the
wire Yagi–Uda Antenna are described. These antennas
are typically intended for higher-frequency applications.

2. THEORY OF OPERATION

A diagram of the typical Yagi–Uda antenna is shown in
Fig. 1. It consists of a driven element, a single reflector,
and a number of director elements (in this case, five
directors are shown). The meaning of these terminologies
will be detailed shortly. The configuration forms a direc-
tive, endfire array with the main beam focused in the
y direction. Design variables are N (total number of ele-
ments), ln (length of nth element), sn (spacing between nth
and nþ 1 element), and a (radius of the element). Only the
antenna elements are shown in the figure; a supporting
boom for the elements is also required and may have some
effect on the radiation qualities.

The Yagi–Uda’s driven element is the only element in
the array where the signal is directly fed or collected by
transmission lines. The other array elements are parasitic
elements that have no direct feeding, thus simplifying the
construction of antenna array. Unlike ordinary antenna
arrays where the amplitude and phase can be indepen-
dently defined, the Yagi–Uda utilizes near-field mutual
coupling between antenna elements. Although the feeding
mechanism of the Yagi–Uda array has significant differ-
ence from the ordinary linear antenna array, the elements
also line up in a straight line. Thus the majority of linear
antenna array theory can be utilized to understand the
nature of this antenna array.

From fundamental antenna theory, the far-field radia-
tion pattern of an isotropic point source is proportional to,
I0e�jbr=4pr, where I0 is the current of the point source an-
tenna, b is the free-space propagation constant, and r is
the distance from source to the observation point. Now we
consider the linear array consisting of isotropic radiators
lined up in a straight line along the z axis with elements
spaced an equal distance d as in Fig. 2. The contribution
from each element forms a far-field radiation pattern as

AF
e�jbr

4pr
ð1Þ

where AF stands for array factor, expressed in

AF¼ I1þ I2ejbd cos yþ I3ej2bd cos y

þ � � � þ Inþ 1ejnbd cos y
ð2Þ

When a realistic antenna element, such as half-wave-
length dipole antenna for typical Yagi–Uda array, is used
rather than an isotropic source antenna, the final radia-
tion pattern is obtained from the multiplication of the an-
tenna array factor with the radiation pattern of the single
element.

As a preparation for understanding the radiation pat-
tern of Yagi–Uda array, we first consider a two-element
array, as in Fig. 3. The array factor for two-element array
is

AF¼ I1þ I2ejbd cos y¼ jI1j þ jI2je
jðbd cos yþ aÞ ð3Þ

Y
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A phase progression a between currents on elements 1
and 2 is assumed. The normalized amplitude of the array
factor is often referred to as the universal radiation pat-
tern. When the currents have equal amplitude and phase
difference a, the array factor can be simplified as a func-
tion of c¼ bd cos yþ a:

AF¼ jI1jð1þ ejcÞ¼ 2jI1je
jðc=2Þ cos

c
2

� �
ð4Þ

Thus the normalized amplitude of array factor (universal
radiation pattern) is simply written as a function of c as

f ðcÞ¼ cos
c
2

����

���� ð5Þ

The polar plot is a useful tool for visualizing operation of
antenna arrays. We shall now explain the graphical proce-
dure [5] for constructing a polar plot. The polar plot is the
far-field radiation pattern constructed in a polar coordinate
system by referring to the universal radiation pattern ob-
tained from (3). With this arrangement, one can clearly see
how the radiation pattern of the array can be obtained with
regards to currents amplitude jI1j; jI1j, phase progression a,
and the element spacing d. A few examples in Fig. 4 will
give a good idea of how the plots are constructed. For the
equal-amplitude excitation, where the conditions for (5) are

valid, we plot the universal radiation pattern f ðcÞ as in
Fig. 4a. When a¼ 0 and d¼ l=2, the polar plot has its
center at a¼ 0 corresponding to c¼ 0 and its radius bd¼p.
The intensity of the far-field radiation at each y can be
found from the projection of y to the corresponding univer-
sal radiation pattern f ðcÞ. The resulting broadside radia-
tion pattern is plotted in Fig. 4b with its highest peak at
y¼ p=2 and y¼ � p=2. When a¼ p and d¼ l=2, the center
of the polar plot is shifted to a¼ p, corresponding to c¼ p
with the same radius bd¼ p. The resulting endfire radia-
tion pattern is plotted in Fig. 4c with the highest peak at y
¼ 0 and y¼ p. When a¼ p/2 and d¼ l/4, the radiation pat-
tern is still endfire but unidirectional with its highest peak
at y¼ p as plotted in Fig. 4d. From those plots, it is clear
that in order for us to have a unidirectional endfire radi-
ation pattern drl/4 must be satisfied. As in this example,
although the universal radiation pattern is common to all
three polar plots, it is possible to shift and scale the polar
plot to obtain radiation patterns with different peak direc-
tions and shapes. The region in c where the radiation pat-
tern is found is called the visible region.

The Yagi–Uda array can be discussed in the same man-
ner as we have done for the ordinary endfire array, with
the exception that the phase and the amplitude of the
current and element spacing are no longer independent.
The relationship between induced current on the parasitic
element to the excited current on the driven element of
the two-element Yagi–Uda array can be found using the
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Figure 1. Geometry of the Yagi–Uda antenna. (This
figure is available in full color at http://www.mrw.
interscience.wiley.com/erfme.)
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Figure 3. Two-element antenna array: (a) ordinary linear array;
(b) Yagi–Uda array. (This figure is available in full color at http://
www.mrw.interscience.wiley.com/erfme.)
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Figure 2. Antenna array made with ideal isotropic antenna
source.
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concept of the two-port impedance network. Figure 3b
shows the two-element Yagi–Uda array using half-wave-
length dipoles as antenna elements. The impedance net-
work can be defined as

V1¼ I1Z11þ I2Z12 ð6Þ

0¼ I1Z21þ I2Z22 ð7Þ

The voltage at the parasitic element is zero since the
middle of the dipole is short-circuited. Using (7), the
current on element 1 (driven) and element 2 (parasitic)

can be related as

I2

I1
¼ �

Z12

Z22
ð8Þ

In summary, the antenna array factor is the same as the
ordinary linear array as in (3), although the phase and the
amplitude of the currents on the Yagi–Uda array are no
longer independent, but rather related to each other with
both self- and mutual-impedances of the antenna ele-
ments as defined in (8). These facts state that Yagi–Uda
antenna’s array factor depends on the antenna’s self- and
mutual-impedances. Thus, the array factor needs to be
specifically defined with the actual antenna element rath-
er than isotropic point source. We will continue our dis-
cussion of Yagi–Uda array using half-wavelength dipole
antenna. This is the most convenient and most popular
antenna element for the Yagi–Uda array.

Closed-form expressions for the self- and mutual-im-
pedances of a dipole array are not known, but it is true
that impedances are subject to the antenna element spac-
ing and length relative to the wavelength of interest. Al-
though there are a number of analytical studies on
characteristics of dipole and Yagi–Uda antennas with var-
ious approximations on the currents distribution to solve
integral equations [6,7], a more versatile and accurate
technique is available from the numerical electromagnetic
technique based on the moment method. In this discus-
sion, the numerical code known as Numerical Electromag-
netic Code (NEC) [8] based on the method moment is
utilized to analyze the full-wave characteristics of the
Yagi–Uda array with wire dipole antennas. NEC is based
on the moment method solution of the rigorous electric
field integral equation (EFIE) constructed around the cur-
rent induced on the wire dipoles with piecewise linear
segmentation of the current distribution.

One important advantage of Yagi–Uda is that it can
shape the unidirectional beam and thus achieve high di-
rectivity. Using the discussion based on polar plot and nu-
merical simulation, we shall see how the dipole length and
spacing affects the radiation pattern of the two-element
Yagi–Uda antenna. As we discussed earlier, the element
spacing d defines the radius of the polar plot while the
phase progression a defines the center location of the polar
plot. While this holds true for the Yagi–Uda array, the
phase progression a is no longer independent from the
spacing d. In order for us to control the phase progression
independently from the element spacing, we may vary the
length of the parasitic element. Uda [9] discussed the effect
of varying parasitic element length with ample test results
and analytical equations in his two-element array exper-
iments. When the length of parasitic dipole antenna is
longer than the resonance, the dipole is inductive (its re-
actance is positive), and the induced current lags behind
the impinged electric field contributing to reflecting radi-
ation backward. On the other hand, when the length of
dipole is shorter than the resonance, the dipole is capaci-
tive and the induced current leads the impinged electric
field contributing to directing radiation forward.

Since our purpose is to have an antenna array of high
directivity, as we have seen in the polar plot of Fig. 4, we

–180 360
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0 180

Figure 4. The universal radiation pattern and polar plots for
equal amplitude two-element linear array: (a) universal radiation
pattern; (b) polar plot for a¼0, d¼ l/2; (c) polar plot for a¼p,
d¼ l/2; (d) polar plot for a¼p/2, d¼ l/4.
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must avoid element spacing anything greater than a half-
wavelength. For the first example, we choose dipole radius
a¼ 0.005l, a driven element length l1¼ 0:463l, parasitic
element length l2¼ 0:496l, and element spacing d¼ 0.2l.
With the current amplitude jI1j; jI2j and phase a obtained
from numerical solution, we can calculate the universal
array factor jf ðcÞj of (3) and obtain the polar plots shown
in Fig. 5. The computed phase progression is B2001 or
1.11p while the element spacing is d¼ 0.2l, so that the
polar plot has bd¼ 0.4p radius and is located at 1.11p,
contributing to the radiation pattern with the highest
peak at y¼ p direction and the small peak at the opposite
direction. The radiation pattern constructed from element
currents corresponds to the H-plane radiation patterns of
the dipole Yagi–Uda. The numerically computed radiation
patterns come very close to the radiation patterns con-
structed from the currents and array factor equation. The
Yagi–Uda E-plane radiation pattern plotted in Fig. 5c can
be obtained by multiplying the single element dipole’s
E-plane radiation pattern with the array factor polar
plot (H-plane radiation pattern) of Fig. 5b. Note that since
the current amplitude of the parasitic element is smaller
than the one of the driven element, we do not have a null
in H-plane radiation pattern even though we cross c¼ p in
the visible region of polar plot. Since the radiation peak is
found in the direction opposite that of the parasitic ele-
ment, the parasitic element acts as a reflector in this case.
On the other hand, the radiation pattern with opposite
peak direction can be obtained with shorter parasitic
element as in Fig. 6 with parameters a¼ 0.005l,
l1¼ 0:463l, l2¼ 0:44l, and d¼ 0:15l. The computed
phase progression on parasitic element is 1311, or 0.73p,
bringing the center of polar plot to the left of c¼ p in uni-

versal radiation pattern and a consequent radiation pat-
tern with the highest peak at y¼ 0 and the smaller peak at
y¼ p. Since the highest peak is in line with the direction of
the parasitic element, the shorter parasitic element in this
case acts as a director element.

As the array size increases, the Yagi–Uda antenna array
can be discussed and understood as a surface-wave anten-
na. Provided an array has equal spacing d, the induced
current on the element number m can be expressed as

Im¼ e�jbgmdI0xðxÞ ð9Þ

where xðxÞ describes the amplitude distribution along the x
axis and bg is the propagation constant of the array struc-
ture. Analytical studies on Poynting vector along the axis of
array by Mailloux [10] reveals that in order for propagation
along the axis to exist, and induce current on all the par-
asitic elements, the propagation along the axis has to be
slower than the free-space propagation. The slow wave ex-
ists for k0obgop=d. The Yagi–Uda is often referred to as a
surface-wave antenna, due to the slow-wave excitation
along the axis of the array as in surface-wave antennas.
Ehrenspeck and Poehler [11] shows in their experimental
study that the propagation constant of the Yagi–Uda is in-
deed slow and for the long Yagi antenna, the propagation
constant approaches the Hansen–Woodyard [12] criteria of
bg¼ bþ p=h. In their study, the terminal phase difference
between driven element and the last director element of the
Yagi array is measured near 601 for short array, comes close
to 1201 for h between 4l and 8l then gradually approaches
to Hansen–Woodyard criteria of 1801 for h is equal to 20l.
Using the condition for 100% efficiency of surface-wave
excitation suggested by Zucker [13] as a lower bound,

0 360

z

(a)

(b) (c)

180

Figure 5. The two-element Yagi–Uda antenna with a driven
element and a reflector element, with parameters l1¼0.463l,
l2¼0.496l, a¼0.005l, d¼0.2 l: (a) array configuration; (b) uni-
versal radiation pattern and corresponding polar plot of H-plane
radiation pattern with radiation peak at y¼p; (c) computed E-
plane radiation pattern. (This figure is available in full color at
http://www.mrw.interscience.wiley.com/erfme.)
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Figure 6. The two-element Yagi–Uda antenna with a driven
element and a director element, with parameters l1¼0.463l,
l2¼0.44l, a¼0.005l, d¼0.15l: (a) array configuration; (b) uni-
versal radiation pattern and corresponding polar plot of H-plane
radiation pattern with radiation peak at y¼0; (c) computed
E-plane radiation pattern. (This figure is available in full color
at http://www.mrw.interscience.wiley.com/erfme.)
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the final Yagi propagation constant of any array length
should remain inside:

bþ
p

3h
obgobþ

p
h

ð10Þ

Further discussions regarding surface-wave antenna or
traveling-wave antenna treatment of Yagi–Uda antenna
are available in the literature [12–15].

Another important Yagi–Uda characteristic is its input
impedance. From Eqs. (6) and (8) the input impedance is
obtained as follows:

ZIN¼
V1

I1
¼Z11 �

Z2
12

Z22
ð11Þ

The second term of this equation shows the strong de-
pendence of the input impedance on the mutual coupling
of two elements. A useful practice for matching the input
impedance to the feeding transmission line is to slightly
adjust the driven element’s length so that an imaginary
part of the total input impedance is canceled out to zero,
enabling us to use a simple impedance transformer such
as folded dipole feeding. Although self-impedance of a
half-wavelength dipole antenna is about 70O, the final
input impedance of the Yagi–Uda antenna is in general
less than 50O. Elliott provides a more discussion on input
impedance matching of two-element and three-elements
Yagi–Uda antennas using closed-form expressions and ta-
bles for thin wire dipole’s self-impedance and mutual im-
pedance [16].

3. DESIGN OF THE YAGI–UDA ANTENNA

In this section, a design procedure for the dipole-based
Yagi–Uda antenna is discussed. Because of the large num-
ber of optimization variables, the Yagi–Uda antenna is
typically designed using design curves or tabulated data
such as that presented in Yagi Antenna Design by Peter
Viezbicke [17], in a technical note published by the Na-
tional Bureau of Standards. The design data are intended
to support designs in the HF, VHF, and UHF frequency

bands. Note that the design procedure provides an opti-
mized design to obtain a desired gain at a specific fre-
quency. It does not provide sufficient information on input
impedance matching of antenna. This must be considered
separately, either experimentally or through additional
simulations.

The antennas in the study were constructed from alu-
minum rods. Mechanical support was provided by a Plexi-
glas rod perpendicular to and bisecting the Yagi–Uda
elements. Effect of the Plexiglas support was studied in
detail and is captured in the developed design guidelines.
Note that the original reference specifically states that the
supporting boom is constructed from nonconducting Plexi-
glas. A number of modern texts erroneously refer to the
boom as being fabricated from metal.

Presented with the data is a design method for a spe-
cific gain in terms of the antennas physical geometry (el-
ement lengths, diameter, and spacing; reflector geometry
and supporting boom). The design technique allows spe-
cific gains of 7.1, 9.2, 10.2, 12.25, 13.4, and 14.2 dB to be
realized. Note that all gains given are relative to that of a
l/2 dipole located the same height above ground; isotropic
gain can be obtained by adding 2.16 dB to these values.
Note also that the design technique gives a specific array
length (0.4, 0.8, 1.2, 2.2, 3.2, and 4.2l), and are valid for a
limited element thickness.

Graphical data supporting the design of the Yagi–Uda
antenna are shown in Figs. 7 and 8 and Table 1. Figure 7
is the most important plot, and shows design curves as
a function of 2a/l0. Figure 7 may be used to determine
antenna performance provided that 0.001r2a/l0r0.04.
Figure 8 shows compensation data of length of parasitic
elements for the various diameters of Plexiglas boom on
which the test antenna is mounted. This is used to obtain
optimized values for the final design. In addition, Table 1
shows optimized lengths of parasitic elements of six dif-
ferent lengths and gains for the specific case of 2a/l0¼

0.0085. Each column represents an antenna design of a
different gain.

The design is performed in the following manner. First,
frequency and desired gain must be known. Note that
gain is limited to one of six specific values, as shown in
Table 1. Element and boom diameter should also be
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known. Referring to Table 1, choosing the column with the
desired gain will provide the length of the antenna (in
wavelengths), number of elements, and nonoptimized
element length, as well as specifying the design curve
for optimizing the element lengths. The element lengths
are then plotted onto the correct design curve in Fig. 7 by
drawing a horizontal line from the y axis. Then, a vertical
line is drawn from the x axis at the desired element
diameter and crosses the desired design curves for reflec-
tor and director. The director length without boom com-
pensation is given by the value in the intersection of the
director line. The highest-order director is assigned this
point on the director design curve, and the other elements
are translated along this curve, maintaining the same
distance between each other as before they were compen-
sated. This will determine the length of all elements with-
out boom compensation, which is read from Fig. 8. The

length indicated for the corresponding boom diameter
extends the length of each element. At this point the de-
sign is complete, and can be either fabricated or used as a
starting point for further optimization. Figure 9 shows
the computed H-plane and E-plane radiation patterns of a
17-element Yagi–Uda antenna constructed using parame-
ters for 3.2l length array in Table 1. The front : back ratio
for this example is approximately 20 dB, and sidelobes are
more than 10 dB down from the mainlobe, illustrating how
the Yagi–Uda could obtain high directive beam with rel-
atively small antenna size. The normalized currents at the
center segment of each of the 17 elements are also plotted
in Fig. 10. The energy coupled into parasitic elements be-
comes smaller as it progresses further away from the driv-
en element but stays at a certain level to the end of array
indicating the slow-wave successfully propagates through
the array structure as discussed in previous section.

Table 1. Optimized Length of Parasitic Elements for Yagi Antennas of Six Different Lengthsa

Length Of Yagi Antenna (l)

0.4 0.8 1.20 2.2 3.2 4.2
Length of Reflector (l) 0.482 0.482 0.482 0.482 0.482 0.475

Element length (l)
1st 0.424 0.428 0.428 0.432 0.428 0.424
2nd — 0.424 0.420 0.415 0.420 0.424
3rd — 0.428 0.420 0.407 0.407 0.420
4th — — 0.428 0.398 0.398 0.407
5th — — — 0.390 0.394 0.403
6th — — — 0.390 0.390 0.398
7th — — — 0.390 0.386 0.394
8th — — — 0.390 0.386 0.390
9th — — — 0.398 0.386 0.390
10th — — — 0.407 0.386 0.390
11th — — — — 0.386 0.390
12th — — — — 0.386 0.390
13th — — — — 0.386 0.390
14th — — — — 0.386 —
15th — — — — 0.386 —

Spacing between directors (l) 0.20 0.20 0.25 0.20 0.20 0.308
Gain relative to half-wave dipole (dB) 7.1 9.2 10.2 12.25 13.4 14.2
Design curve (see Fig. 7) (A) (C) (C) (B) (C) (D)

aElement Diameter¼ 0.0085l; f¼ 400 MHz; reflector spaced 0.2l behind driven element.

Source: After Viezbickie [17].
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on element length, after Viezbickie [17].
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While performing further optimizations into the de-
sign, either experimentally or through computer simula-
tions, a few general trends have been observed and are
well established in the literature [17,18]. First, for a given
length of array, reflector spacing and size control the front-
to-back ratio and can impact the impedance, but have
small impact on the forward gain. The size of the driven
element does not affect radiation pattern significantly but
rather is chosen to control the input impedance (and is
typically resonant). Finally, the director size and spacing
have considerable impact on forward gain, front-to-back
ratio, and input impedance. The directors must therefore
be optimized carefully to obtain maximum performance.
Optimization using perturbation techniques [19] and a
search algorithm such as the genetic algorithm [20] have
also been studied and reported.

The antenna will also need to be input-matched to the
desired reference impedance. The Yagi–Uda is often fed
using a twin-lead transmission line with a characteristic
impedance of 300O. As stated in the previous section, the
input impedance of the Yagi–Uda antenna is somewhat
less than that of a half-wave dipole operating at its first
resonance (B70O for the dipole). For matching to a twin-
lead transmission line, the same basic techniques that are
used to match the half-wave dipole can be used with the
Yagi–Uda antenna. One technique commonly used with
dipoles is to use a folded dipole, which increases the driv-
ing impedance by a factor of 4. A larger number of folds
can be used to achieve even higher impedance transfor-
mation. Additionally, stub tuners can be used to provide
impedance matching.

The Yagi–Uda can also be stacked, either vertically or
horizontally, to increase the gain; design information on
this is also included in Ref. 17.

4. MODERN DEVELOPMENTS FOR THE
YAGI–UDA ANTENNA

The traditional Yagi–Uda antenna is typically built of
metal tubing and typically operates in the megahertz
range to a few gigahertz. Many modern applications op-
erate at much higher frequencies that are not compatible
with this simple type of fabrication. In the decades since
the Yagi–Uda antenna was originally introduced, the fun-
damental underlying concept has been applied to develop
Yagi–Uda-type antennas using radiating elements other
than the wire dipole. These antennas utilize the same
traveling-wave concept to achieve an endfire radiation
pattern, but often bear little visual resemblance to the
antenna, which fostered their existence. In this section, a
number of these are briefly introduced and discussed.

One practical planar version utilizes a coaxial fed patch
antenna with parasitic microstrip patch antennas used as
reflector and directors [21]. The structure of the antenna
is shown in Fig. 11. The basic configuration of a patch an-
tenna element includes a rectangular (or square in this
case) metallic patch on one side of a dielectric substrate
that is backed by a metallic ground plane. Feeding of the
basic patch antenna can be done in a variety of manners,
including edge fed microstrip, aperture coupling or by us-
ing a coaxial probe. Huang and Densmore [21] used coax-
ial probes to feed a square patch at two separate points,
resulting in the formation of a circularly polarized beam.
The patch antenna by itself has a broadside-directed ra-
diation pattern (referring to the side view in Fig. 11, this
would correspond to a mainbeam in the vertical direction).
When combined with the reflector and two director para-
sitic patches, the mainbeam is tilted toward the endfire
direction, but does not achieve true endfire operation as in
the traditional Yagi–Uda antenna. Huang and Densmore
[21] report a maximum directivity of 15 dBi.

According to Huang and Densmore [21], a number of
other phenomena were observed with this antenna:

1. A conventional microstrip patch antenna achieves
circular radiation by using orthogonal feed points
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Figure 9. Radiation patterns for the 17-element Yagi–Uda array.
Parasitic elements length and spacing of 3.2l array in Table 1 are
used. The dashed line indicates H-plane and solid line, E-plane
radiation patterns.
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Figure 10. Normalized current amplitude at the center segment
of a 17-element Yagi–Uda antenna. The array has equal element
spacing 0.2l.
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excited 901 out of phase. For the microstrip Yagi an-
tenna, a phase difference of 1101 was required to
achieve good circular polarization in the mainbeam
direction.

2. The coupling at the two probes was reported to be
affected by the parasitic patches. This results in op-
timal feeding points differing from those for the con-
ventional patch antenna with circular polarization.

3. The addition of the parasitic patches had an imped-
ance match bandwidth enhancement effect. Huang
and Densmore [21] reported a 7.5% bandwidth on a
0.64-cm-thick substrate.

One attribute of the microstrip patch antenna is the
ease with which multiple elements can be combined to
form an array. This is also true of the microstrip Yagi an-
tennas. Huang and Densmore [21], placed four microstrip
Yagi antennas side by side to form a larger two-dimen-
sional array. The composite array shown in Fig. 12 has

a total of 16 patch antennas (including directors and
reflectors), but only four elements are directly driven. To
form a similar radiation pattern without using the Yagi–
Uda concept, all 16 elements would have to be individually
excited by a comparatively more complicated feed net-
work. Other researchers have also used the microstrip
Yagi antennas in a two-dimensional array. Figure 13
shows a six-sector Yagi–Uda array with a common para-
sitic element reported by Honma et al. [22], who use six
microstrip Yagi antennas arrayed in a circular pattern in-
tersecting at 601 of each other. The six antennas share a
common director enabling a compact design. By switching
between elements, the beam is steered in fixed directions.
This results in a beamsteering array with a simple feeding
structure.

A second class of planar antennas based on the Yagi–
Uda concept includes the Yagi slot array. The radiation
properties of a wire dipole antenna and an antenna formed
from a slot in a metallic structure can be fundamentally
related to each other by exchanging their electric and mag-
netic fields and multiplying by a proportionality constant.
This strategy is based on an electromagnetic principle
known as duality. Additionally, their impedances are di-
rectly related by Babinet’s principle [23]. The development
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Figure 11. Microstrip Yagi array configuration, after
Huang and Densmore [21].
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Figure 12. Two-dimensional microstrip Yagi array configura-
tion, after Huang and Densmore [21].
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Figure 13. Configuration of six-sector patch Yagi–Uda antenna
with a common parasitic elements, after Honma et al. [22].
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of a slot Yagi–Uda antenna array is therefore a natural
extension of the wire Yagi–Uda array, one of the most com-
mon applications of the dipole antenna.

The basic geometry of a slot Yagi–Uda antenna is
shown in Fig. 14. It can be fed by a variety of techniques,
including coplanar waveguide (CPW), microstrip, coaxial
probe or rectangular waveguide. The slot antenna ground
plane is placed on a dielectric substrate if it is fed using
CPW or microstrip. Note that the dielectric substrate is
not essential if fed by other techniques. As with the mi-
crostrip Yagi antenna, the broadside-directed radiation
pattern of the slot antenna results in a radiation pattern
tilted between broadside and endfire. Additionally, radia-
tion will be emitted into both the top and bottom hemi-
spheres unless a technique is used to prevent this. Since it
can be fed with CPW, this type of Yagi–Uda antenna could
be potentially used well in to the millimeter range. In
practice, high-frequency use may be limited because of the
high probability of exciting surface waves in the conduc-
tor-backed dielectric substrate.

Although this type of Yagi–Uda antenna has been re-
ported as early as 1963 [24], it appears to have found only
limited application. One particularly interesting twist to
this story is its application as an efficient TM0 surface-
wave exciter. Constructing the antenna on a relatively
thick, high-permittivity substrate enhances the efficient
excitation of surface waves. Consequently, the antenna
emits almost zero radiation into the air. The majority of
the energy is transmitted in the forward direction into the
conductor-backed dielectric slab in the TM0 surface wave.
This type of Yagi–Uda surface wave launch can be fed by
either CPW or microstrip, and has been demonstrated to
be an efficient element for use in dielectric slab power
combiners [25].

The planar Yagi–Uda-type antennas discussed in the
last few paragraphs do not have a true endfire radiation
pattern like that of the original dipole Yagi–Uda antenna.
More recently, a planar antenna referred to as a ‘‘quasi-
Yagi’’ antenna has been reported that does have this char-
acteristic [26]. This printed dipole array is realized on a
high-permittivity substrate with a microstrip feed, as
shown in Fig. 15. Unlike the traditional Yagi–Uda anten-
na, this planar version uses the truncated microstrip
ground plane as the reflecting element. This eliminates
the necessity of a reflecting dipole element. The result is

very compact, with a length and width less than half those
a free-space wavelength. The planar nature and micro-
strip feeding allow simple integration of active circuitry
and electronics, thus making this antenna a candidate for
dense active arrays and in applications requiring a high
level of integration.

The antenna itself has proved capable of being scaled to
a wide range of frequencies while maintaining good radi-
ation qualities. An X-band version has been studied in de-
tail. The antenna is constructed on a single substrate
(0.635-mm-thick Duroid with a er¼10.2 for the X-band
version) with metallization on both sides. Referring to
Fig. 15, the top metallization consists of a microstrip feed,
a broadband microstrip-to-coplanar stripline (CPS) balun,
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Figure 14. Geometry of Yagi–Uda array constructed from slot
elements.
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Figure 15. Geometry of the quasi-Yagi antenna, after Kaneda
et al. [26].
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and two dipole elements (the driven element and the di-
rector). The metallization on the backside consists of a
truncated ground plane, which acts as the reflector for the
antenna. In addition to aiding the endfire radiation pat-
tern, the director is also used for impedance matching.

As with the wire dipole Yagi–Uda antenna, proper de-
sign requires optimization of driver, director, and reflector
parameters. By performing a parameter study, it was
found that the quasi-Yagi could be either optimized for
broadband (40–50% for VSWR o2) characteristics with
moderate gain (B4 dB), or narrow bandwidth (10–20% for
VSWR o2) with higher gains (B6.5 dB). Detailed dimen-
sions for both of these cases can be found in Ref. 26. The
simulated–measured input match for the broadband de-
sign is shown in Fig. 16. Note that the matched bandwidth
covers the entire X-band. Radiation patterns for the low-
gain (broadband) and high-gain (narrowband) versions of
the quasi-Yagi antenna are shown in Figs. 17a and 17b,
respectively. Note that the phase reference for the two po-
lar plots varies by 901 between the two; the radiation pat-
tern is in the same direction for the two, however. The
gain in Fig. 17b is noticeably higher.

5. CONCLUSION

The Yagi–Uda antenna is one of these most recognizable
and pervasive antennas in existence. It its classic form it
features a remarkable feature set, including low profile,
low weight, inexpensive manufacturing, and good radia-
tion characteristics. The physics of its operation were de-
tailed in Section 2. It was found that the antenna relies on
a traveling-wave effect and operation relies on phasing of

each element. In Section 3 a classic graphical technique
for obtaining specific optimized Yagi–Uda designs is out-
line. In Section 4 three planar versions of the Yagi–Uda
antenna are described, including the microstrip Yagi an-
tenna constructed from patch antennas, the slot Yagi an-
tenna, and a planar, printed dipole-based version referred
to as the ‘‘quasi-Yagi’’ antenna.
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Active-impedance profile (AIP) technique 70 

Active mixers 
mm-wave integrated circuits 3030 

Active power 
waveguides 5575 

Active quasioptical components 3977 

Active radar cancellation 4038 

Active radiometry 4342 

Active RFID tags 4265 

Active shielding 1255 

Active transistor mixers 3105 

A/D and D/A conversion architectures and techniques 1 
See also Analog-to-digital converters; Digital-to-analog converters 

Adapter, waveguide junction 5555 

Adaptive antennas 
for mobile communications systems 164 
for wireless communications systems 5677 

Adaptive array antennas 87 224 
 340 

antenna scanning arrays 256 
for mobile communications systems 165 

Adaptive array antennas for wireless local loop 341 

Adaptive beamforming 90 4153 
 4154 

Adaptive finite-element method 1599 

Adaptive processing 
using conformal phased arrays 1065 

Adaptive wavelet transform methods 5617 

Adhesives 
insulating properties 151t 

Adjacent-channel interference 4337 

Adjacent-channel power ratio (ACPR) 2879 

Admittance inverters 1562 1565t 

Advanced Mobile Phone Service (AMPS) 592 597 

AFSATCOM systems 3019 

Agile mirror 1085 

Ad hoc networks 
adaptive array antenna application 91 

Air 
dielectric permittivity 939t 



5693 
Index terms Links 

 This page has been reformatted by Knovel to provide easier navigation.  

Airborne electromagnetic methods 1267 

Airborne moving-target indication 4152 

Airborne radiation monitors 4223 4226 

Aircraft 
patch array 756 
typical radar cross-section 4031t 

Air defense 1334 

AIRSAR system 4106 4108 

Air-to-air missiles (AAMs) 3087 

Air-to-surface missiles (ASMs) 3087 

Allan deviation 1724 

Allan variance 1723 

All-pole Chebyshev filters 1549 

Almost-periodic Fourier transform 3491 

Aloha multiple access scheme 3356 

Along-track interferometry 4113 

Altimeters 103 

Altimeter waveform 3995 

Altitude     103 

Alumina 
dielectric properties 945t 2765t 
properties in microwave ICs 2775t 

Aluminum gallium nitride/gallium nitride HEMTs 1760 

Aluminum-gallium-nitride/gallium-nitride MODFETs 3189 

Aluminum oxide 
dielectric properties 945t 

Amber 
dielectric permittivity 939t 

Ambiguity function 4143 

AM broadcasting 
and sky wave propagation at medium frequencies 4686 

Ammonia 
electric dipole moment 941t 

Amplified noise 1730 

Amplifiers 
analytical and adaptive modeling of nonlinear high-power 127 
distributed 1086 
feedback     1418 
feedforward 1439 
intermediate-frequency 2175 
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microwave parametric 2827 
mm-wave integrated circuits 3026 
quasi-optical circuits 3980 3984 
radio on fiber systems 4312 
RF integrated circuits 4275 

Amplitron    2498 

Amplitude equalizers 1525 1541 

Amplitude field pattern 226 

Amplitude-modulated laser altimeters 111 

Amplitude modulation 
mixer circuits 3111 

Amplitude shift keying 117 

AMPS (Advanced Mobile Phone Service) 592 597 

AM radio waves 1281 
bandwidth value 5630t 

AM wireless 5656 

Analog cellular radio 592 597 

Analog engineering 
Volterra modeling in 5507 

Analog intercept microwave receivers 2924 

Analog signals 1 

Analog television transmitters 5318 

Analog-to-digital conversion architectures and techniques 1 

Analog-to-digital converters 3 
cryogenically-cooled 883 
high-speed architectures 7 
microwave photonics application 2863 
mixed-signal CMOS RF integrated circuits 3098 
pipelined    12 

Analytical and adaptive modeling of nonlinear high-power amplifiers 127 

Analytical signal 4136 

Anechoic chambers, antenna 158 

Angle modulation 
mixer circuits 3112 

Angle spread at the receiver 168 

Angle spread at the transmitter 168 

Angle tracking 4178 

Angular spectrum of waves (ASoW) technique 34 

Anisotropic dielectrics 1219 
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Anisotropic perfectly matched layer absorbing boundary condition 1577 

Anisotropy 137 1449 

Annular coaxial cavity resonators 579 

Annular elliptic waveguide cavity resonators 582 

AN/SPS-33 radar 4017 

Antenna accessories 147 

Antenna anechoic chambers 158 

Antenna arrays 224 289 
dipole       1033 
feeds for    208 
fractal-shaped 1626 
for mobile communications 164 

Antenna arrays for mobile communications 164 

Antenna compact range 177 

Antenna cross-polarization discrimination 238 

Antenna directivity 278 

Antenna diversity 165 

Antenna efficiency 234 263 

Antenna elements 218 

Antenna feeds 184 
leaky-wave antennas 2301 
linear antennas 2349 
radar antennas 4009 
reflector antennas 4466 

Antenna feed systems 211 

Antennafiers 52 

Antenna gain 221 263 
 278 

dielectric loaded antenna enhancement 912 
feed antennas 189 
and radiation patterns 233 

Antenna impedance 272 

Antenna parameters 217 

Antenna polarization 221 263 
and radiation patterns 235 

Antenna radiation intensity 232 

Antenna radiation patterns 219 225 
measurement 263 
primary feed antennas 188 
reconfigurability 4409 
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theory       273 

Antenna radiation power density 231 

Antenna reverberation chamber 239 

Antennas     284 
aperture     365 
applications 290 
bandwidth    282 
calibration 268 
compact range 177 
conformal    750 
conical      775 
corrugated horn 847 
dielectric loaded 893 
dielectric resonator 960 
dipole       1033 
directive    1085 
dual- and multi-frequency 1086 
FE analysis application 1596 
figures of merit 218 
frequency bands and their usage 290t 
for ground-pentrating radar buried-object detection 547 
helical      1925 
for high-frequency broadcasting 295 
horn         2021 
integrated systems 2113 
leaky-wave 2294 
lens         2320 
linear       2336 
loop         2359 
for low-power broadcasting 2387 
for medium-frequency broadcasting 301 
miniaturized packaged (embedded) antennas for portable wireless devices 3068 
for mobile communications 319 
monolithic 3203 
monopole     3238 
for monopulse tracking systems 3246 
notch        3534 
parameters 217 
radar        292 4005 
reconfigurable 4405 
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rectifying 4418 
reflectarray 4428 
satellite    4585 
slot         4696 
small        4761 
spiral       4853 
standards    267 
terminology 263 
testing and measurements 262 
theory       269 
very high frequency range 5477 

Antenna scanning arrays 251 

Antennas for high-frequency broadcasting 295 

Antennas for low-power broadcasting 2387 

Antennas for medium-frequency broadcasting 301 

Antennas for mobile communications 319 

Antenna temperature 281 4347 

Antenna testing and measurements 262 

Antenna theory 269 

Anti-Ballistic Missile (ABM) Treaty 3083 

Antiferroelectricity 1506 1515 

Antiferromagnetism 1506 2416 

Antijamming techniques 3009 

Antimony sulfoiodide 
ferroelectric properties 1512t 
pyroelectric properties 1514t 

Antireflection layers 2459 

Antispoofing techniques 3009 

Aperture antennas 365 

Aperture efficiency 222 

Aperture feed antennas 191 

Aperture theory 369 

Application of wavelets to electromagnetic problems 377 

Applied numerical electromagnetic analysis for planar high-frequency circuits 397 

Arbitrary cross section waveguides 5584 

Area radiation monitors 4222 

ARIES system 600t 

Armstrong oscillator 5471 

Array antennas. See Antenna arrays 
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Array blindness 254 

Array factor 227 277 

Array squint 252 

Artificial isotropic chiral media 614 

Artificial magnetic conductor 413 

Artificial neural networks 3390 
See also Neural networks 

ASK-OFDM     126 

Aspect angle 4031 

Assembly, in finite element analysis 1592 

Astable multivibrators 5473 5475t 
 5494 

Astigmatism 1791 

Asymmetric Fabry-Perot resonators 1391 

Atmospheric noise 4304 

Atmospheric pressure 105 

Attenuation 435 452 
circular waveguides 650 
measurement 443 
in troposphere 4475 

Attenuation standards 441 

Attenuators 436 452 
design       147 

Audio cart machines 4238 

Audio compressors 4245 

Audio consoles 4231 

Audio distribution equipment 4235 

Audio processing equipment 4245 

Audio remote systems 4241 

Audio routing equipment 4235 4236 

Audio routing switches 4236 

Audio signals 
bandwidth value 5630t 

Audio sources 4237 

Automatic direction finder (ADR) navigation 4296 

Autonomous circuit analysis 3492 

Avalanche noise 3417 

Axial ratio 263 
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B 
Babinet’s principle 1301 4697 

 4700 

Backlobes    225 229 

Backscatter 481 
approximating 484 
complex objects 490 
and radar cross-section 4032 
simple shapes 489 

Backscatter cross section 4098 

Backscattering 481 

Backscattering cross-section distribution 4022 

Backward wave materials 2303 

Bainter circuit 499 

Balanced-line attenuator 436 

Balanced transmission lines 
for high-frequency broadcasting 300 

Ballastic missiles 3083 3086 

Ball grid array packages 4520 

Baluns       148 300 
 810 2729 

VHF range    5485 

Band-elimination filter 498 

Bandgap assisted bandpass filters 1117 

Bandpass filters 494 1522 
CAD-based design using active-impedance profile (AIP) 74 
with coplanar striplines 787 
electromagnetic bandgap assisted 1117 
elliptic filters 1357 
frequency selective surfaces 1701 
microwave    2759 
microwave Fabry-Perot resonators as frequency 1394 
transformation of lowpass into 1539 1560 
transformation relations 1561t 

Bandpass signals 4135 

Band-reject filters 498 
elliptic filters 1358 

Bandstop filters 498 1522 
frequency selective surfaces 1701 
microwave    2762 
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Bandstop filters (Continued) 
transformation of lowpass into 1539 1560 
transformation relations 1561t 

Bandwidth 
antennas     264 
cavity resonators 577 
distribted amplifiers 1090 
feed antennas 190 
feedforward amplifiers 1441 1446 
ferrite isolators 1475 
lens antennas 2328 
linear antennas 2351 
microwave parametric amplifiers 2833 
microwave receivers 2920 
miniaturized antennas 3080 
mixers       3109 
on-off keying 118 
reflectarrays 4432 
selected electronic signals 5630t 
waveguides 5576 

Bandwidth efficiency 117 

Bank-to-turn missiles 3089 

Barcodes     4263t 

BARITT (Barrier injection transit time) diode 
description and applications 2968 2971 
negative resistance 3389 

Barium cobalt fluoride 
ferroelectric 1505 

Barium iron fluoride 
ferroelectric 1505 

Barium nickel fluoride 
ferroelectric 1505 

Barium titanate 1229 
dielectric permittivity 939t 
dielectric properties 945t 
electrootropic dielectrics 1220t 
ferroelectric properties 1512t 
piezoelectric properties 1513t 
pyrooptic properties 1515t 

Barkhausen criterion 1433 

Barometric altimeters 103 
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Barretter    2737 

Base station, cellular networks 3132 5660 
antenna scanning arrays 257 
antennas for 323 
downsizing 322 

Basis function approaches 1735 

Bathymetry, radar altimetry-based 3998 

Battjes doubler 5635 

Bayes criterion 4131 

Beacon magnetrons 2506 

Beam control arrays 
quasioptical circuit application 3983 

Beam efficiency 263 

Beam forming 4153 

Beamforming networks 211 

Beam rider guidance 3088 

Beam solid angle 233 

Beamsteering 34 

Beam waveguide 185 209 

Beamwidth    220 263 
antenna arrays 224 

Beamwidth between first nulls 230 

Beeswax 
dielectric permittivity 939t 

Below-cutoff waveguide attenuator 5532 

Beltrami fields 615 

Beowulf clusters 1328 

Berenger’s split-field perfectly matched layer absorbing boundary condition 1575 

Bessel filters 1550 

Bessel (Thomson) lowpass filter 1523 1534 

Bianisotropic media 694 1225 

Bianisotropy 137 

BiCMOS devices and RF integrated circuits 499 

Biconical antennas 776 

Biconical dipole antennas 1048 

Bifilar line 156 

Bifurcations 5548 

Biisotropic chiral media 702 

Binary unipolar ASK 118 
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Biological effects of radiofrequency energy 511 

Biomedical applications 
antennas for 292 
cryogenic electronics applications 890 
dielectric loaded antennas for 909 
electromagnetic inverse problems 1201 
magnetrons 2509 
monopole antennas 3243 
thermoacoustic tomography 2530 

Bipolar devices 

radiation effects 4211 

Bipolar multiplier 3117 

Bipolar symmetric MASK 122 

Bipolar transistors 4269 

Birds 
typical radar cross-section 4031t 

Birefringence 140 

Bismuth vanadate 
pyrooptic properties 1515t 

Bistatic radar 4062 

Bistatic radar cross-section 4033 

Bit error rate 118 

BJTs (Bipolar junction transistors) 
low noise behavior 2369 
noise        3423 

Blackbody radiation 4345 

Black box modeling approach 5510 

Blind channel estimation 173 

Blind spacetime processing 173 

Blind speeds 4152 4183 

Blindspots 1022 

Block models 5511 

Bluestein-Gulyaev waves 31 

Bluetooth    5676 
personal area networking with 3711 
standard comparison 503t 

Bluetooth application antennas 3074 

Bluetooth Radio 5676 

Boctor circuit 499 

Bode diagrams 625 
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Body enhancement, in body-worn loops 2366 

Body-worn loops 2366 

Bolometer mixers 1645 1647 

Bolometers 2736 

Bomber aircraft 
typical radar cross-section 4031t 

Bootface lens antennas 2331 

Borehole EM methods 1257 

Boresight direction 263 277 

Borosilicate glass 
dielectric permittivity 939t 

Boundary contour mode-matching method 3168 

Boundary-element method 1240 

Boundary integral resonant-mode expansion method 3168 

Boundary value problems 523 

Bowtie antennas 780 

Bowtie slot antenna 4708 

Brag cell microwave receiver 2929 

Bragg peak 4187 

Branch-guide directional couplers 5541 

Branchline directional couplers 155 

Breast cancer 
early stage detection using microwave imaging 1585 
thermoacoustic tomography 2537 

Brightness temperature 223 

Broadband amplifiers 
mm-wave integrated circuits 3027 

Broadband dipole curtain arrays 1051 

Broadband microstrip antennas 2602 

Broadband MIMO channels 3060 

Broadband noise jamming 3008 

Broadband wireless access networks 4319 

Broadbeam leaky-wave antennas 2294 

Broadcast delay units 4240 

Broadcasting 
high-frequency 1981 
low-power    2385 
radio broadcast studio equipment 4227 
and sky wave propagation at medium frequencies in AM broadcasting 4686 
transmitters for FM 5337 
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Broadcasting satellite service (BSS) bands 1053 1059 
 1061 

Broadcasting satellite service (BSS) expansion band 1064 

Broadcast recognition access method 3356 

Broadside antenna 229 278 

Broadside antenna arrays 289 

Bruggeman formalism 143 

BSS expansion band 1064 

Bubnov-Galerkin method 1737 

Bulk acoustic wave resonators 24 

Bulk waves 30 

Buneman-Hartree equation 3003 

Buried-object detection 540 

Burns        518 

BUSFET (Body-under-source field-effect transistor) 
radiation resistant 4209 

Bus topology 2352 

Butterworth approximation 1532 1552 

Butterworth characteristic 1552 

Butterworth lowpass filter 1523 1555 
 2384 

C 
Cadmium iron niobate 

ferroelectric 1505 

Calibration 
circular loop antennas 560 

Capacitance extraction 565 

Capacitive iris, in waveguides 5549t 

Capacitive post, in waveguides 5549t 

Capacitors 
lumped-element microwave circuits 2724 
microwave integrated circuits 2779 
RF integrated circuits 4272 
VHF range    5484 

Carbon tetrachloride 
electric dipole moment 941t 

Car phone systems 592 

Car radio monopole antennas 3242 

Carrier-sensing protocols 3357 
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Cartesian refracting surfaces 1783 

Cascaded elements 3166 

Cascaded single-stage distributed amplifiers 
mm-wave integrated circuits 3028 

Cascode amplifier stage 5635 

Cascode distributed amplifiers 
mm-wave integrated circuits 3028 

Cassegrain reflector 4460 

Cataracts    518 

Cauer lowpass filters 1524 1535 

Cauer parameter filters 1550 

Cavities 
FE analysis application 1594 

Cavity backing 1687 

Cavity resonators 576 

C band radar 4031t 4055t 

CDMA wireless standard 321 503t 
 5666 

and digital radio 1023 1030 
optical, for radio on fiber systems 4322 
smart antennas 224 
specifications 599 
wavelet applications 5627 

CDMA2000 wireless standard 5657 5669 

Cell-averaging constant false-alarm rate (CA-CFAR) radar signal processing 4156 

Cells        1022 5658 

Cell splitting 90 5659 

Cellular mobile communication systems 5658 5668 

Cellular radio 592 1022 

Cellular radiotelephony 5657 

Cellular telephone networks 1023 5660 

Ceramic chip antenna 353 

Ceramic multichip modules 4524 

Ceramics 
insulating properties 151t 

Cesium chloride 
electric dipole moment 941t 

Chaff decoy countermeasures 1350 

Chain parameter matrix 877 
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Channel estimation 
forward link 175 
reverse link 172 

Channel fading 167 

Channelized microwave receiver 2927 

Channelizers 3362 

Channel propagation 1027 
military communication 3012 

Channel spreading 167 

Chaotic oscillators 5469 

Charge-balancing converters 5496 5499 

Charge injection transistor (CHINT) 3388 

Chebyshev behavior 1522 1523 
 1552 

Chebyshev filters 599 1549 

Chebyshev lowpass approximation 602 1526 

Chebyshev lowpass filters 1523 1555 
 2384 

Chebyshev polynomials 601 1527t 

Chebyshev pseudospectral time-domain (PSTD) method 1408 

Chemosphere 105 

Chip-package integration 
RF integrated circuits 4289 

Chip-scale packaging 4523 

Chirality    610 

Chiral resonators 704 

Chiral slotlines 705 

Chiral striplines 705 

Chirowaveguides 703 

Circuit stability 622 

Circuit tuning 632 

Circular aperture antennas 372 

Circular aperture feed antennas 192 

Circular cone 
backscatter from 489 

Circular cylinder 
backscatter from 490 

Circular dichoism 611 

Circular electric modes 5582 

Circular ferrite-loaded waveguide 1491 
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Circular loop antennas 
calibration of 560 

Circularly polarized antenna 222 

Circularly polarized dielectric resonator antennas 963 

Circularly polarized waves 235 

Circular polarization 235 4082 

Circular waveguide cavity resonators 580 

Circular waveguides 643 668 
 5579 

coupling holes in 588 
as transmission line 5529 

Circulator-based isolators 1478 

Circulator-coupled multiplexer 3364 

Circulators 1448 

CISPR (International Electrotechnical Committee on Radio Interference) 1138 

Clapp oscillator 1434 5471 

Clean-air observation radar 4027 

Clear channel 302 

Clockwise circularly polarized 236 

Clockwise elliptically polarized 236 

Cloud attenuation 4483 

Cloud radar 4117 

Clutter map constant false-alarm rate (CFAR) radar signal processing 4155 

Clutter reduction 4128 4152 

CMOS/BiCMOS 3025 

CMOS RF integrated circuits 
mixed-signal 3095 

Coaxial aperture feed antennas 192 

Coaxial cable 
for antennas 150 

Coaxial cavity resonators 577 

Coaxial connectors 664 

Coaxial fixed attenuators 453 460 

Coaxial line attenuator 437 

Coaxial-line microwave circuits 2711 

Coaxial lines 658 662 
discontinuities 653 

Coaxial line steps 656 

Coaxial resistive film attenuator 464 

Coaxial waveguides 658 5580 
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COBRA DANE 4017 

COBRA JUDY 4017 

Cochannel cells 592 

Cochannel interference 4337 

Code-division multiple access (CDMA) wireless standard. See CDMA wireless standard 

Codeword     3059 

Coherent radar 1316 

Coherent radar signal processing 4149 

Coherent waves 1294 

Coiflets     5612 

Cole-Cole equation 946 

Colpitts circuit 5471 

Colpitts oscillator 1434 

Coma         1790 

Combiners    3362 

Comb-line filters 674 

Command-to-LOS (line-of-sight) guidance 3088 

Compact-disk players 4237 

Compact microstrip antennas 2626 

Compact range antennas 177 
testing      266 

Companion modeling 401 

Compensated dual-offset reflectors 3331 

Compensation networks 
feedback amplifiers 1429 

Compensation temperature 2417 

Complex media 694 

Complex Poynting vector 1282 1284 

Composites 
backscatter reduction for stealth technology 491 
radar cross-section reduction 4037 

Compound feed antennas 208 

Compressive microwave receiver 2930 

Computational electromagnetics 1232 
scattering models for microwave remote sensing 718 

Computer-aided design (CAD) 
active filter design 70 
dielectric resonator oscillators 996 
hybrid techniques 2040 
microwave circuits 2711 2731 
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Computer-aided design (CAD) (Continued) 
microwave integrated circuits 2783 
microwave power amplifiers 2899 
nonlinear circuit design 3517 
RF integrated circuits 4274 
waveguide directional coupler applications 5543 

Computerized tomography (CAT) 1201 

Concave mirrors 
microwave Fabry-Perot resonators as 1397 

Concentric microstrip ring arrays 757 

Conditional access equipment, for direct-to-home broadcasting 1054 

Conductors 1218 
artificial magnetic 413 

Conflict-free multiple access schemes 3353 

Conformal antennas 288 750 

Conformal arrays 750 757 
 2573 

Conformal finite-difference time-domain technique 1362 

Conformal mapping techniques 760 

Conformal meshing 406 1323 

Conformal phased arrays 
direction of arrival estimation and adaptive processing using 1065 

Conformal-strip-excited dielectric resonator antennas 961 

Conical antennas 775 

Conical arrays 759 

Conical horn aperture feed antennas 195 

Conical monopole antennas 3242 

Conical scan angle trackers 4178 

Conical scan radar 4024 

Conical waveguides 5581 

Constant false-alarm rate (CFAR) radar signal processing 4155 

Constrained lens antennas 2324 

Constrained lens dielectric antennas 901 

Contact currents 513 520 

Contiguous band multiplexers 3367 

Continuity equation 1281 

Continuous active-diode distributed amplifiers 1086 1095 

Continuous ferrimagnetic distributed amplifiers 1096 

Continuous groups of symmetry 700 
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Continuously variable attenuators 438 454 
 462 

Continuous parametric varactor diode distributed amplifiers 1096 

Continuous transistor distributed amplifiers 1088 1096 

Continuous-wave Doppler radar 4057 

Continuous wavelet transform 5607 

Convolution theorem, Fourier transform 1402 

Cooker magnetron 2493 

Cooley-Tukey FFT algorithm 1405 

Coplanar resonance isolators 1476 

Coplanar strip 2744 

Coplanar stripline components 780 

Coplanar stripline filters 787 

Coplanar stripline lowpass filters 790 

Coplanar stripline resonators 783 

Coplanar stripline-to-coplanar waveguide transitions 810 

Coplanar stripline-to-microstrip transitions 812 

Coplanar stripline-to-slotline transitions 814 

Coplanar stripline transitions 792 810 

Coplanar waveguide aperture-coupled path antenna 820 

Coplanar waveguide components 816 

Coplanar waveguide-fed Lotus slot antenna 5638 5639 

Coplanar waveguide microwave circuits 2719 

Coplanar waveguides 2744 

Coplanar waveguide transmission lines 672 821 
MMICs        3218 

Copolarization 238 

Cordless Phone Two 599 3124 

Cordless telephones 1022 1031 

Cordless telephone systems 5660 5670 

Cordless telephony 3124 

Corner reflector 4493 

Corner reflector decoys 1350 

Corning glass 
dielectric permittivity 939t 

Coronal mass ejections 4189 

Correlation theorem, Fourier transform 1402 

Corrugated horn antennas 847 
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Corrugated horn aperture feed antennas 195 

Costas loop 3973 

Coulomb gauge 833 

Counterclockwise circularly polarized 236 

Counterclockwise elliptically polarized 236 

Countertargeting 1335 1343 

Coupled coplanar waveguide transmission lines 828 

Coupled microstrip line resonance isolators 1477 

Coupled-oscillator arrays 
quasioptical circuit application 3979 

Coupled transmission lines 863 

Couplers     2051 
into and out of cavity resonators 586 

Coupling 
distributed 1082 
mechanisms 1079 

Coupling holes, in waveguides 587 

Courant stability factor 1573 

Critical coupling 588 

Crossed dipoles 1052 

Cross-guide directional couplers 5540 

Cross-polarization 238 263 

Crosstalk    863 
and electromagnetic compatibility 1147 
monolithic antennas 3211 
two microstrip lines 2285 

Cruise missiles 3089 

Cryogenically-cooled analog-to-digital converters 883 

Cryogenically-cooled low-noise amplifier 884 

Cryogenically-cooled microwave filters 885 

Cryogenically-cooled microwave mixers 884 

Cryogenically-cooled millimeter-wave mixers 884 

Cryogenically-cooled oscillators 888 

Cryogenic electronics 882 

Cryoperm 
electromagnetic properties 1223t 

Cryostat altimeter 3990t 3990 
 4003 

Cryptography 3017 
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Crystal oscillators 5472 5475t 
 5476 

feedback oscillators 1436 

Crystal video microwave receiver 2925 

CT-2 cordless phone standard 599 3124 

Cuachy-Riemann equation 762 

Cubical quad loop antennas 2367 

Cubic spline interpolation 405 

Curie temperature 1224 

Curl slot antenna 4710 

Current gain 1419 

Current steering ratio 6 

Curvature of field 1791 

Curvilinear finite element analysis 1598 

Cutoff frequency doublers 5635 

Cylindrical arrays 758 

Cylindrical dielectric resonator filters 976 

Cylindrical waveguide cavity combiners 5566 

Cylindrical waveguides 5581 

D 
DAB (Digital Audio Broadcasting) standard 1018 

D/A conversion architectures and techniques 1 
See also Digital-to-analog converters 

D’Alembert’s solutions 1282 

Damping factior 
cavity resonators 577 

Darlington pair 5635 

Data conversion 1 
oversampled 1 17 
pipelined A/D 12 

Data converters 2 
architectures 5 
pipelined A/D conversion 12 

Daubechies wavelets 5612 5626 

DC conductivity 916 

Decision feedback equalizer 173 

Decoy countermeasures 1349 
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DECT wireless standard 503t 599 
 3123t 5671 

and adaptive array antennas 91 
and digital radio 1032 

Dedicated short-range communication (DSRC) systems 
Van Atta array reflector application 5465 

De-embedding algorithms 410 

Deep-sub-micrometer (DSM) technology 
capacitance extraction 566 

Deep submicrometer MOS transistors 3096 

Defense Satellite Communication System (DSCS) 3019 

Degenerate parametric amplifier 2828 2833 

Delay-Doppler radar altimetry 3999 

Delay-line cancelers 4150 

Delay spread 168 

Delta/sigma D/A modulator 17 

Demodulation 117 
wireless systems 5658 

Dense media radiative transfer theory 718 728 

Dense-wavelength division multiplexing (DWDM) 5600 

Depolarization 4481 

Depolarization dyadics 142 

Deramp on receive 3995 

Deterministic circuit tuning 633 634 

Diagonal horn aperture feed antennas 203 

Diamagnetic materials 2412 

Diamagnetism 2413 

Diamond 
dielectric permittivity 939t 

Dichroic reflector feed antennas 210 

Dichromism 140 

Dielectric aging 956 

Dielectric constant 919 

Dielectric decrement 948 

Dielectric Fabry-Perot resonators 1394 

Dielectric-filled edge slot antennas 754 

Dielectric lens antennas 893 

Dielectric loaded antennas 893 

Dielectric-loaded circular horn aperture feed antennas 201 

Dielectric-loaded horns 904 
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Dielectric-loaded waveguides 906 

Dielectric loss 942 
measurement on distributed parameter specimens 928 
measurement on lumped capacitance specimens 919 

Dielectric materials 1217 
anisotropic 1219 

Dielectric measurement 916 

Dielectric permittivity 938 
See also Permittivity 
selected solid dielectrics 939t 

Dielectric polarization 938 940 

Dielectric properties 
anisotropy included in boundary value problems 533 
selected materials 945t 

Dielectric relaxation 938 946 

Dielectric resonator antennas 960 

Dielectric resonator filters 974 

Dielectric resonator materials 1009t 

Dielectric resonator oscillators 985 2824 

Dielectric resonators 907 999 

Dielectric resonator tuning 991 

Dielectric-rod feed antennas 207 

Dielectric spectroscopy 956 

Dielectric waveguide resonators 3054 

Dielectric waveguides 5530 

Dielelectric oscillators 
feedback oscillators 1436 

Differential evolution strategy 1209 

Differential GPS 117 

Differential interferometry 4113 

Differential pair doubler 5635 

Differential time-domain reflectometry 4447 

Diffraction 1296 1298 
and radar cross-section 4034 
uniform geometrical theory of 5433 

Diffused epitaxial varactors 2829 

Diffuse scattering 1295 1296 

Diffusion noise 3421 

Digital-analog conversion architectures and techniques 1 
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Digital audio systems 4242 

Digital bandpass filters 497 

Digital beamforming array antennas 95 

Digital cellular radio 593 1022 
reasons for 596 

Digital cellular systems 1030 

Digital cordless telephony 1031 

Digital Doppler processing 4183 

Digital editing 4245 

Digital effects generators 4248 

Digital error correction 15 

Digital intercept microwave receivers 2932 

Digital microwave receivers 1014 

Digital modulation schemes 597 

Digital radio 1021 

Digital radiofrequency memory 
cryogenically-cooled 887 

Digitals signals 1 

Digital television transmitters 5327 

Digital-to-analog converters 2 
architectures 5 

Diode mixers 
mm-wave integrated circuits 3029 

Diode ring mixers 
VHF range    5486 

Diodes       1033 2968 

Diplexers    1649 3362 
 3363 

microwave Fabry-Perot resonators as frequency 1394 

Diplexing 
feed antennas 211 

Dipole antenna arrays 1033 
for high-frequency broadcasting 298 

Dipole antennas 1033 
for electromagnetic field measurement 1190 
fields of ideal or very short 227t 
monolithic 3206 
radiation from ideal 274 
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relationship to monopoles 3329t 

Direct broadcast satellite systems 1053 

Direct-imaging radar 4025 

Directional antenna feeder systems 312 

Directional antennas 219 
radiation pattern 228 

Directional couplers 460 1076 
for antennas 154 
for electromagnetic field measurement 1195 

Direction finding 4249 

Direction finding arrays 4254t 

Direction of arrival estimation 165 
using conformal phased array 1065 

Directive antennas 1085 

Directivity 220 263 
 278 

dielectric loaded antennas 893 
evaluation 238 
and radiation patterns 233 

Direct (line-of-sight) links 290 

Directors    206 

Direct satellite television broadcasting 1052 

Direct-sequence CDMA (DSCDMA) 174 

Direct-to-home satellite television broadcasting 1052 

Discontinuities 
coaxial line 653 
finline      1616 
leaky modes and high-frequency effects 2268 
in microstrip 2643 
mode-matching methods 3163 
waveguide    5543 

Discontinuous fast Fourier transforms (DFFT) 1414 

Discrete amplifiers 1086 

Discrete Fourier transforms 1401 1403 

Discrete wavelet packet (DWT) transform 383 

Discrete wavelet transform 5608 

Dish antennas 4450 

Disk 
backscatter from semitransparent 489 
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Dispersive SAW delay lines 26 

Dissado-Hill model 950 

Dissipation constant 945 

Distance measuring equipment 4292 

Distributed amplifiers 1086 
mm-wave integrated circuits 3027 

Distributed circuits 153 

Distributed coupling 1082 

Distribution amplifiers 
for radio broadcasting 4236 

Diversity    3059 
adaptive array antennas 99 

Diversity channels 4339 

Domains      2415 

Dominant waveguide mode 5571 5576 

Doppler ambiguities 4183 

Doppler beam sharpening 4098 4100 

Doppler filtering 4182 

Doppler processing radar 4026 

Doppler spread 167 4391 
 5664 

Doppler tracking 4182 

Dose         512 

Double-balanced mixers 1644 

Double-double-balanced mixers 1644 

Double-exchange materials 2418 

DOVATT (Double-velocity avalanche transit-time) diodes 
negative resistance 3389 

DOVETT (Double-velocity transit-time) diodes 
negative resistance 3389 

Dragone condition 4461 

DRM (Digital Radio Mondial) 1019 

Dual-beam base-station antennas 335 

Dual-curl slot antenna array 4713 

Dual-directional coupler 5536 

Dual-frequency base-station antennas 333 

Dual-frequency microstrip antennas 1098 

Dual-loop feedforward amplifiers 1447 
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Dual-mode ferrite phase shifters 1501 

Dual rhombic loop antenna 4427 

Dual-spiral slot 4713 

Dual-use radar altimetry 4004 

Ducting      4035 

Duplexers    1024 3363 
comb-line filters 692 
ferrite circulators 1460 

Duplexing    1024 

DVX for DIRECTV JAPAN 1063 

(DWDM) Dense-wavelength division multiplexing 5600 

Dyadic Green’s functions 141 835 
 1411 

planar multilayers 1163 

Dyson equation 145 

E 
Earth Resource Technology Satellite-1 (ERTS-1) 293 

Earth’s magnetic field 
effect on medium and high frequency sky waves 4688 4692 
and radiation effects 4188 

Edge illumination 190 

Edge taper 190 

Effective isotropically radiated power (EIRP) 264 281 

Effective number of bits 4 

E-field vectors 225 

Eikonal equation 1792 

Einstein relation 3444 

Eisenhart’s transition 2656 

Electrets    1508 

Electrical boresight 263 

Electrical impedance tomography (EIT) 558 

Electrically small antennas 1627 3080 

Electrically tunable oscillators 2824 

Electrical resistance 
negative     3385 

Electrical resonators 5469 

Electric coupling apertures 587 

Electric fields 
boundary value problems 523 
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near field measurement using modulated scatterer 2522 

Electric field sensors 1190 

Electric vector potential 238 

Electrocardiograms 
bandwidth value 5630t 

Electromagnetic analysis 399 

Electromagnetic bandgap assisted bandpass filters 1117 

Electromagnetic bandgas structures 1117 

Electromagnetic compatibility 1136 

Electromagnetic ferrite tile absorber 1151 

Electromagnetic field measurement 1190 

Electromagnetic fields 833 
computation in planar multilayers 1163 
high-field effects 1970 
measurement 1190 
in waveguides 5570 

Electromagnetic field sensors 1193 

Electromagnetic induction (EMI) sensors 
for buried-object detection 552 

Electromagnetic interpolation 405 

Electromagnetic inverse problems 1200 

Electromagnetic inverse scattering problems 1200 

Electromagnetic materials 1216 

Electromagnetic modeling 1232 

Electromagnetic pulse (EMP) 1137 

Electromagnetic radiation 4342 

Electromagnetics, time domain 1318 

Electromagnetic shielding 1248 
electromagnetic analysis 407 
and electromagnetic compatibility 1146 
VHF range    5488 

Electromagnetic simulation 
parallel algorithms and computing for large-scale 3614 
parameter estimation using signal models 3646 

Electromagnetic subsurface remote sensing 1256 

Electromagnetic Surface Patch (ESP) Code 2348 

Electromagnetic surface waves 1270 

Electromagnetic wave absorbers 159 
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boundary value problems 523 
guided       1846 
in ionosphere 1303 
propagation 1280 
scattering 1295 

Electromagnetic wave spectrum 1281 

Electron acoustic phonon scattering 3465 

Electron-beam lithography 
Monte Carlo analysis 3266 

Electron cyclotron resonance (ECR) plasma 2935 

Electronically steerable parasitic array radiator (ESPAR) 97 

Electronic polarization 940 

Electronic toll collection (ETC) systems 
Van Atta array reflector application 5465 

Electronic warfare 1333 
and radar cross-section 4040 

Electrooptic limiters 2800 

Electrootropic dielectrics 1220 1220t 

Electrostatics 
boundary value problems 523 
fast Fourier transform applications 1407 

Element factor 227 

ELF shielding 2474 

ELF waves    1281 
electromagnetic effect in ionosphere 1306 

Ellipsoid-hyperbolic waveguide cavity resonators 584 

ELLIPSO system 
system characteristics 600t 

Elliptical horn aperture feed antennas 199 

Elliptically polarized antenna 222 

Elliptically polarized vector 232 

Elliptically polarized waves 235 

Elliptical polarization 235 4081 

Elliptical waveguide cavity resonators 580 

Elliptical waveguides 5581 

Elliptic filters 1353 1524 
 1535 1550 

Elliptic function characteristic 1553 

Elliptic function filters 1549 
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Elliptic function lowpass filters 1557 

Elliptic waveguides 669 

Embedded antennas, for portable wireless devices 3068 

Emissivity 4345 

EN 55022     1139 

Enantiomers 611 

Encryption 3017 

Endfire antenna 229 278 

Endfire antenna arrays 289 

Enhancements of finite difference time domain method 1361 

Envelope detection 4137 

Environmental noise 4297 

E-plane      219 

E-plane antenna radiation pattern 225 

E-plane bifurcations 5549t 5558 

E-plane circuits 1601 1609 
 5530 

E-plane corner 5550t 

E-plane coupling hole 5550t 

E-plane diplexers 5534 

E-plane junctions 5557 5558 

E-plane offset 5548t 

E-plane pattern 229 274 

E-plane step 5548t 

E-plane tee 5550t 

E-plane waveguide bends 5531 

E-plane waveguide filters 5533 

Epoxy resin 
dielectric permittivity 939t 
insulating properties 151t 

Equal-time combining 166 

Equiangular spiral antennas 1679 

Equiripple 1355 1522 
 1523 1552 

Equivalent circuit-state space equation-neural networks 3395 

ERMES (European Radio Message Standard) 5674 

Error cross section 4193 

ERS-1 altimeter 3990t 3991 

ERS-2 altimeter 3990t 3991 
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ESPIRIT algorithm 165 

Essential boundary conditions 1739 

ETACS (European Total Access Cellular System) 5657 

ETHERNET     2356 

Euler differential equation 1738 

European norm 1139 

European Radio Message Standard (ERMES) 5674 

European Total Access Cellular System (ETACS) 5657 

Exposure     512 

External Q-factor 3938 3952 

F 
Fabry-Perot interferometers 1381 

wavelength measurement 5598 

Fabry-Perot resonators 1381 

Fabry-Perot resonators-based antennas 1395 

Fading       2948 

Fading statistics 2948 

Failure rate 3270 

Fan-beam antenna pattern 228 

Faraday chiral medium 706 

Faraday rotation 1225 
and electromagnetic effect in ionosphere 1313 

Faraday rotation isolator 1475 2788 

Faraday rotation phase shifters 1501 

Far-field exposure 514 

Far-field (Fraunhofer) region 218 

Far-field patterns 225 

Far-field region 230 
testing      264 

Fast Fourier transforms 1401 5604 

Fast inverse scattering methods 1411 

Fast time-domain nonlinear circuit analysis 3486 

FBI fingerprint compression 5629 

FCC regulations 1138 

FDMA wireless standard 597 5666 
and digital radio 1023 
multiple access schemes 3351 3353 

Feature extraction 3017 
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Feed antennas 184 

Feedback     1418 
wideband amplifier 5632 

Feedback amplifiers 1418 

Feedback equation 1420 

Feedback oscillators 1432 5470 

Feedback systems 622 

Feeder links 3150 

Feedforward adaptation 1447 

Feedforward amplifiers 1439 

Feedforward operation 1440 

Fermat’s principle 1781 

Ferrimagnetic materials 1451 

Ferrimagnetic resonance 1454 

Ferrimagnetism 2417 

Ferrite circulators 1448 

Ferrite isolators 1473 

Ferrite junction circulators 2434 

Ferrite limiters 2799 

Ferrite-loaded finlines 1494 

Ferrite-loaded loop antennas 2365 

Ferrite-loaded microstrip lines 1493 

Ferrite-loaded parallel-plate waveguide 1493 

Ferrite-loaded slotlines 1494 

Ferrite-loaded waveguides 1486 

Ferrite nonreciprocal resonators 2445 

Ferrite phase shifters 152 1497 

Ferrites     1224 1483 
 1497 

in anechoic chambers 160 
defined      1452 
electrodynamics 1486 
magnetization 1452 
permittivity tensor 702 
wave propagation in 1453 

Ferrite tile absorber, electromagnetic 1151 

Ferroelectric devices 
microwave    2742 

Ferroelectric film deposition 1516 

Ferroelectricity 1505 
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Ferroelectric lens antenna 2747 

Ferroelectric materials 1229 1504 
 2742 

and high-temperature superconductors 2749 
permittivity tensor 699 

Ferrofluids 2424 

Ferromagnetic materials 1451 2412 

Ferromagnetic resonance 1478 

Ferromagnetism 2413 

FET (Field effect transistor) 
description and applications 2968 2972 
frequency multipliers 3529 
low noise behavior 2369 
microwave photonics 2853 
microwave power amplifiers 2873 
mixer circuits 3104 
MMICs        3214 
nonlinear circuit design 3505 
source of photodetection method 2852t 
as switching device 2847 

Fiberoptic distributed amplifiers 1089 

Fiberoptic links 
microwave photonics 2853 
phased-array antennas 2860 

Fibers-to-the-home system 4310 

Fiber-to-the-air system 4310 4319 

Fiber-to-the-curb system 4310 

Fibre Channel 2358 

Field displacement isolators 2790 

Field effect transistors. See FET; MESFET; MOSFET 

Field oxides 4206 

Field pattern 225 226 

Field regions, of antennas 230 

Fields. See Electromagnetic fields; Magnetic fields 

Fighter aircraft 
typical radar cross-section 4031t 

Figures of merit, antennas 218 

Filtered noise 1730 

Filtering    600 
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Filters      1548 
dielectric resonator 974 
finlines     1601 
microwave    2751 
multimode equivalent network representation 3347 
RF integrated circuits 4284 
transformation relations 1561t 
tuning       638 
VHF range    5487 

Filter synthesis 1521 

Filter tables 1524t 1524 

Filter theory 1548 

Finite difference method 1238 
boundary value problems 523 

Finite-difference time-domain analysis 524 1241 
 1320 1567 

enhancements of 1361 
and fast Fourier transform 1407 
hybrid method 1245 
nonlinear circuit analysis 3487 

Finite differencing 524 

Finite element analysis 1589 
and Galerkin method 1746 

Finite-element/boundary integral method 1598 

Finite-element method 1239 

Finite-element time-domain method 1324 1599 

Finite impulse response (FIR) digital bandpass filters 497 

Finline amplifiers 1606 

Finline antennas 1603 

Finline components 1601 

Finline couplers 1602 

Finline discontinuities 1616 

Finline mixers 1604 

Finline oscillators 1606 

Finlines     1609 
transitions to other transmission media 1617 

First-hop footprint 296 

Fixed attenuators 437 460 

Fixed phase shifters 152 

Fixed satellite service (FSS) bands 1053 1061 
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Fixed-value coaxial attenuator 437 

Fixed-value waveguide attenuators 439 

Fizeau interferometers 5594t 
wavelength measurement 5597 

Flap (movable-vane) attenuators 462 

Flare decoys 1351 

Flash (A/D) converters 7 

Flat fading 5664 

Flicker noise 3459 

Flip-chip technology 4521 

Floquet phase number 1385 

FLTSATCOM systems 3019 

Flux shunting 2476 

FM broadcasting antennas 5124 

FM broadcasting transmitters 5337 

FM radio waves 1281 
bandwidth value 5630t 

FM wireless 5657 

Fog attenuation 4483 

Folded dipole antennas 1049 

Folded monopole antennas 3240 

Folding (A/D) converters 10 

Foldy-Lax equation 732 

Foods 
dielectric properties 2765t 

Forward bias 1034 1037 
and low-level injection 1039 

Forward gain 1419 

Fourier transforms 1401 

Four-port waveguide junctions 5557 5558 

Fractal modulation 5628 

Fractals     1620 

Fractal shaped antennas 2598 
review       1620 

Fraunhofer region 231 

Free-space Lorentz 836 

Free-space power combining 53 

Free-space transmission 
Friis formula for 1733 
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Frequency    5587 

Frequency conversion 1637 

Frequency conversion arrays 
quasioptical circuit application 3983 

Frequency converters 1635 

Frequency dispersion 1287 

Frequency dividers 
nonlinear circuits 3523 
resonant tunneling diodes 4489 

Frequency-division duplex (FDD) systems 17 597 
and digital radio 1024 

Frequency-division multiple access (FDMA). See FDMA wireless standard 

Frequency-division multiplexers 1649 

Frequency-domain circuit analysis 1659 

Frequency doublers 5486 

Frequency downconversion 1637 

Frequency-independent antennas 288 1674 

Frequency licensing 3129 

Frequency mixers 1635 
nonlinear circuit design 3503 

Frequency modulation 1691 

Frequency modulation waveforms 4158 

Frequency multiplication 1637 

Frequency multipliers 
microwave and radio frequency 2663 
mm-wave integrated circuits 3033 
nonlinear circuits 3528 
resonant tunneling diodes 4489 

Frequency reconfigurability 4406 

Frequency remapping 3491 

Frequency response 
feedback amplifiers 1422 

Frequency reuse 3129 
multibeam antennas 3317 

Frequency reuse by polarization isolation 3317 

Frequency reuse by sidelobe isolation 3317 

Frequency-selective channels 4334 

Frequency selective surfaces 1700 

Frequency shift keying (FSK) 118 5665 

Frequency stability 1706 1721 
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Frequency standards, characterization 1720 

Frequency synthesizers 1729 3120 
 3767 

Frequency thinner 1651 

Frequency-to-voltage converter 5489 

Frequency translation 
mixer circuits 3113 

Frequency tunable recursive filters 66 

Frequency upconversion 1637 

Fresnel reflectivity 2956 

Fresnel region 230 

Fresnel zone plate lenses 2325 2335 

Friend biquad circuit 499 

Friis free-space transmission formula 1733 

Fringing capacitance 568 

Front-fed offset Cassegrain 3332 

Fully depleted silicon on insulator MOSFET (FD-SOI MOSFET) 3278 

Functional circuit tuning 633 

Fused quartz 
dielectric permittivity 939t 
insulating properties 151t 

G 
Gain 

distribted amplifiers 1090 
feedback amplifiers 1419 1420 
microwave receivers 2921 

Gain, antennas. See Antenna gain 

Gain circles 4513 

Gain margin 1429 

Galactic cosmic rays 4189 

Galerkin (Rayleigh-Ritz) method 1735 

Gallium arsenide 
comparison with SiGe elements using active-impedance profile (AIP) 81t 81 
HBT          3024 
HEMT         3022 
MMIC substrate properties 3216 3217t 
properties in microwave ICs 2775t 
resonant tunneling diodes 4484 
technology and applications 1749 
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Gallium arsenide NMESFET attenuators 470 479 

Gallium nitride 
for electronics 1757 
HEMT         3023 
MMIC substrate properties 3217t 

Gap-fed loop antenna 2363 

Garnets 
characteristics as circulators 1459t 
as ferrites 1452 1484 

Gaseous limiters 2798 

Gate-level simulation 566 

Gate mixer 3505 3508 

Gate oxides 4201 

Gaussian noise 3400 

Gaussian optics 1784 

Geiger-Mueller tubes 
as radiation monitors 4222 

Generalized admittance matrix 1767 3167 

Generalized Chebyshev characteristic 1553 

Generalized Chebyshev filters 1550 

Generalized Chebyshev lowpass filters 1557 

Generalized impedance matrix 3167 

Generalized plane wave 270 

Generalized scattering matrix 1767 3165 

Generalized scattering matrix technique 1767 

General Packet Radio Service (GPRS) 5668 

Generation-recombination noise 3458 

Genetic algorithms 1208 

Geometrical optics 1298 1777 

Geometrical theory of diffraction 5433 

GEOS-3 altimeter 3990t 

Geosat altimeter 3990t 

Germanium-silicon alloys and devices 1796 

Ge-Si alloys and devices 1796 

GFO altimeter 3990t 

Gilbert cell 3104 3115 

Gilbert cell mixer 3031 

Glass 
dielectric permittivity 939t 
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dielectric properties 2765t 
insulating properties 151t 

Glass transition temperature 
selected polymers 955t 

Global dynamic topography 3991 

Global Positioning System (GPS) 113 4297 
military application 3018 

Grating antennas 1806 

Grating lobes 253 
anbd frequency selective surfaces 1703 

Gratings     1806 

Grating spectrometers 5592 5594t 

Gravity 
radar altimetry 3998 

Green Bank Radio Telescope 4451 4462 

Green functions, dyadic 141 

Green’s function methods 1817 

Gregorian reflector 4460 

Grid amplifiers 
quasioptical circuit application 3981 

Grid arrays 2574 

Grid-dip meters 3938 

Grid oscillators 
active antennas 53 
quasioptical circuit application 3979 

Grooved waveguides 5585 

Ground conductivity maps 303 

Grounded-timing-capacitor oscillator 5474 

Ground/foilage penetrating radar 4028 

Ground moving-target indicator 4078 

Ground penetrating radar 1261 1833 
 4028 

for buried object detection 541 
electromagnetic inverse problems 1202 

Ground plane 272 

Group delay, filters 1552 

Group velocity 1288 
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GSM wireless standard 321 3123t 
 3123 5657 
 5668 

and digital cellular radio 596 1031 
physical-layer parameters 598t 

Guided electromagnetic waves 1846 

Guided waves 1292 

Gunn (transferred-electron) devices and circuits 1857 

Gunn diodes 2968 2971 
 3387 

in waveguide oscillators 5559 

Gunn oscillators 2823 

Gyrator      1225 

Gyrators     1874 

Gyroelectric media 700 

Gyrotron oscillator 3001t 3004 

Gyrotrons    1883 

Gyrotropic materials 1454 

H 
Haar scaling function 390 5608 

 5623 

Haar wavelet 5608 5625 

Half-power beamwidth 220 230 
 277 

Handoff      1022 5660 

Handover, in cellular systems 5660 

Handset antennas 356 

Hankel transforms 1893 

Hard errors 4186 4195 

Hard magnets 2422 

Harmonic balance method 3487 3506 

Harmonic circuits 1915 

Harmonic injection frequency dividers 3523 3525 

Harmonic mixers 1638 1644 
 3110 

Harmonic oscillators 1915 5490 

Hartley oscillator 1434 5471 

Havriliak-Negami function 948 

Hazard function 3270 
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HBTs (Heterostructure bipolar transistors) 
active antennas 45 
description and applications 2977 
gallium arsenide 1756 
microwave photonics 2853 
microwave power amplifiers 2872 
MMICs        3214 3220 
mm-wave integrated circuits 3023 
Monte Carlo analysis 3260 
noise in     3423 3429 
source of photodetection method 2852t 

Helical antennas 1925 

Helical radar pattern 4022 

Helmholtz equations 1282 1936 

HEMTs (High-electronic mobility transistors) 
active antennas 45 
aluminum gallium nitride/gallium nitride 1760 
cryogenic electronics 882 
description and applications 2968 2973 
gallium arsenide 1754 
microwave and radio frequency multipliers 2663 
microwave photonics 2853 
mixer circuits 3104 
MMICs        3214 3220 
mm-wave integrated circuits 3022 
Monte Carlo analysis 3261 
nosie mechanisms 2380 
source of photodetection method 2852t 

Hertzian dipole antenna 1046 2338 

Heterojunction bipolar transistors (HBTs) 1946 
See also HBTs 

Heterostructure devices 1963 

Hexaferrite 2444 

HF band radar 4031t 4055t 

HFETs (Heterostructure field-effect transistors) 
noise in     3421 3439 

H-field vectors 225 

HF shielding 2474 

HF waves     1281 
electromagnetic effect in ionosphere 1307 

High-electronic mobility transistors (HEMTs). See HEMTs 
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High-field effects 1970 

High-frequency backscattering region 483 

High-frequency broadcasting 1981 

High-frequency broadcasting antennas 295 

High-frequency circuits 
applied numerical electromagnetic analysis for planar 397 

High-frequency effects 
in microwave integrated circuits 2268 

High-frequency noise 3417 

High-frequency noise generation 3414 

High-frequency permittivity 944 

High frequency sky wave propagation 4690 

High frequency sky waves 4686 

High-frequency transmission lines 1989 

High-order recursive filters 67 

Highpass filters 1522 
elliptic filters 1357 
microwave    2761 
transformation of lowpass into 1540 1560 
transformation relations 1561t 

High-Q millimeter-wave filters 1018 

High-resolution imaging radar 4025 

High-speed electronics 
FDTD analysis application 1583 
time-domain reflectometer application 4449 

High-temperature superconductors 2005 
and cryogenic electronics 882 
and ferroelectrics 2749 
film growth 2032 

Hilbert monopole 1627 

HIPERLAN     5675 

HIPPI (High-performance parallel interface) 2358 

History of wireless communication 2015 

Hologram     4026 

Holographic processing radar 4026 

Home RF      5675 

Homing missiles 3088 

Horizontal polarization 4083 

Horn antennas 288 2021 
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Hot carrier noise effects 3439 

Hot-electron bolometer mixers 1647 

Hot-electron noise 3440 

Hot electrons 3429 

H-plane      219 

H-plane antenna radiation pattern 225 

H-plane bifurcation 5549t 

H-plane corner 5550t 

H-plane coupling hole 5550t 

H-plane junctions 5557 5558 

H-plane offset 5548t 

H-plane pattern 229 274 

H-plane step 5548t 

H-plane tee 5550t 

H-plane waveguide bends 5531 

HTS film growth 2032 

Hull cutoff condition 3003 

Human beings 
typical radar cross-section 4031t 

Hybrid CAD techniques 2040 

Hybrid-coupled multiplexer 3364 

Hybrid coupler 5536 

Hybrid feedforward amplifiers 1448 

Hybrid Opticelectronic analog-to-digital converters 2864 

Hybrid ring 155 

Hybrids and couplers 2051 

Hydrogen chloride 
electric dipole moment 941t 

HYPERchannel 2358 

Hypersil 
electromagnetic properties 1223t 

Hysteresis loops 1223 

I 
IBOC (In-band/on-channel) radio 1019 

IDEN (Integrated digital enhanced network) 598 

IEEE 802.2 2353 

IEEE 802.3 2353 2356 

IEEE 802.4 2353 2356 
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 2357 

IEEE 802.11 503t 5675 

IEEE 802 LAN standards 2352 

IFM microwave receiver 2926 

IGFET (Insulated gate field effect transistor) 3278 

Ilmenite 
ferroelectric 1505 

Image compression 
FBI fingerprint compression wavelet application 5629 
wavelet transforms 5618 

Image enhancement 3017 

Image-rejection mixers 3107 

Impact avalanche transit time (IMPATT) diodes and circuits. See IMPATT diodes 

Impact ionization noise 3421 

IMPATT (impact avalanche transit time) diodes 2067 2968 
 2970 

negative resistance 3389 
in waveguide oscillators 5559 

IMPATT oscillators 2824 

Impedance    272 

Impedance element filters 27 

Impedance inverters 1562 1565t 

Impedance transformers 2079 

Impulse noise 4336 

Impulse radar 4062 

Impurity scattering 3465 

IMT-2000 wireless standards 321 322 
 593 3125 
 5657 5669 

specifications 600 

Incident     1248 

Incoherent scatter radar 1317 

Incoherent waves 1294 

Indium phosphide 2092 
HBT          3024 
HEMT         3023 
MMIC substrate properties 3217t 
resonant tunneling diodes 4484 

Induction near-field region 230 
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Inductive iris, in waveguides 5549t 

Inductive post, in waveguides 5549t 

Inductive strips 1616 

Inductive-voltage divider 441 
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antennas     220 
feedback amplifiers 1424 
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Isotropic antenna source 227 

Isotropic chiral media 611 612 
artificial 614 
Beltrami fields in 615 
scattering in 618 

Isotropic radiator 220 227 

Isotropic scatterer 2949 
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J 
Jamming      3008 

Jason-1 altimeter 3990t 

Jason-2 altimeter 3990t 

Joint Strategic Target Attack Radar System (Joint STARS) 4078 



5739 
Index terms Links 

 This page has been reformatted by Knovel to provide easier navigation.  

K 
Ka band radar 4031t 4055t 

 4056 

K band radar 4031t 4055t 
 4056 

Kelvin-Varley divider 441 

Klystron     2257 

Klystrons    3001t 3003 

Knowledge-aided design 2732 

Knowledge-based neural networks 3394 

Koch monopole 1627 

Kolrauch-Williams-Watts function 947 

Kramers-Kronig relations 943 1218 

Krylov subspace methods 1410t 
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L 
Ladar (Laser detection and ranging) 4027 

Lambertian radiators 4346 

Lambert’s law 4346 
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Landing rights 1060 

Landmine detection 1201 
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Large-scale electromagnetic simulation 
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Laser altimeters 111 

Laser-based wavelength measurement 5599 
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Laser radar systems 4027 
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Leaky modes and high-frequency effects in microwave integrated circuits 2268 
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Left-handed materials for microwave devices and circuits 2303 
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Linearly polarized waves 235 

Linear mixing 1637 

Linear polarization 235 

Linear slot arrays 5520 

Linear spacetime beamformer 171 
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dielectric properties 945t 
for SAW device substrates 27 28 
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pyroelectric properties 1514t 
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Lossy wall attenuators 462 463 
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Low-frequency noise 3458 
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Mach-Zender interferometer 1195 
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Magic-T (waveguide) junctions 5558 
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artificial 413 

Magnetic coupling apertures 587 

Magnetic field measurement 2400 

Magnetic fields 
boundary value problems 523 
measurement 2400 
near field measurment using modulated scatterer 2522 

Magnetic field sensors 1192 2401 

Magnetic field strength meters 2401 
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Magnetic materials 2412 

Magnetic microwave devices 2425 
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Magnetrons 2482 
power applications 2491 
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Mainlobe solid angle 233 
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Manifold-coupled multiplexer 3365 

Man-made noise 4298 4304 

Man-pack devices 3068 

Manual step attenuators 453 462 

MAP (Manufacturing Automation Protoocol) 2356 
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MASH architecture 17 

MASK (M-ary ASK) 118 120 
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Mean path loss 167 
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Measurement of near fields using modulated scatterer 2522 

Mechanical boresight 263 

Mechanical oscillators 5469 

Medical applications. See Biomedical applications 

Medical imaging 
thermoacoustic tomography application 2530 

Medium-frequency broadcasting antennas 301 

Medium frequency sky wave propagation 4690 

Medium frequency sky waves 4686 

MEI (Measured Equation of Invariance) method 2540 

Memoryless Volterra model 5512 

MEMS (Microelectromechanical systems) 
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microwave switches 2991 2998 
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Microwave radiation 2763 
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Microwave remote sensing 
computational electromagnetic scattering models for 718 
rough-surface scattering simulations 4549 
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Millimeter-wave systems 
quasioptical circuit application 3977 
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very high frequency range 5482 
wireless systems 5658 5664 
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Natural boundary conditions 1739 
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Operating system noise factor 4298 

Operational transconductance amplifiers 496 

Opposite polarization 238 

Optical activity 610 

Optical amplifier 
radio on fiber systems 4312 

Optical analog-to-digital converters 2863 

Optical CDMA 
for radio on fiber systems 4322 
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Optical detectors 
for buried-object detection 557 

Optical rotation 611 

Optical systems 1783 

Optical TDMA 
for radio on fiber systems 4321 

Optical WDM 
for radio on fiber systems 4321 

Optics       2320 

Optimized circular horn aperture feed antennas 198 

Ordered-statistics constant false-alarm rate (OS-CFAR) radar signal processing 4156 

Orientational polarization 940 

Orthogonal frequency-division multiplexing (OFDM) 5667 

Orthogonality, of eigenmodes 3166 

Orthogonal multibeam antennas 3323 

Orthomode transducers 3547 

Oscillation 5469 5470 

Oscillators 5468 5490 
cryogenically-cooled 888 
design       3563 
dielectric resonator 985 
feedback     1432 
microwave    2818 
microwave Fabry-Perot resonators as 1398 
mm-wave integrated circuits 3032 
noise generators 3410 
nonlinear circuit design 3511 
quasi-optical circuits 3979 3984 
resonant tunneling diodes 4489 
RF integrated circuits 4279 
stability    628 

OTA-C bandpass filter 496 

Output impedance 
feedback amplifiers 1424 

Overlapped subarray feeds 261 

Overlapped transform feeds 261 

Overlearning, neural networks 3393 

Oversampled data conversion 1 17 

Oversampled data converters 1 

Oversize waveguides 5582 
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P 
Packaged (embedded) antennas 3068 

Packaging 
monolithic microwave integrated circuits (MMICs) 3235 
RF devices and modules 3590 
RF/wireless 4516 

PACS (Personal access communication system) 599 
and digital radio 1032 

Padé rational polynomial interpolation 405 

Pads (fixed attenuators) 460 

Paging systems 1032 5661 
 5674 

Palmer radar pattern 4022 

Paper 
dielectric properties 2765t 

Parabaloidal reflector radar antennas 4008 

Parabolic antennas 4450 

Parabolic cylinder 4460 

Parabolic cylinder radar antennas 4008 

Parabolic reflectors 186 

Parabolic torus 4460 

Paraboloid 
backscatter from 489 

Paraffin wax 
dielectric permittivity 939t 

Parallel algorithms and computing for large-scale electromagnetic simulation 3614 

Parallel cascade Volterra model 5512 

Parallel-plate waveguides 667 2745 

Paramagnetic materials 2412 

Paramagnetism 1506 2413 

Parameter estimation from electromagnetic simulations using signal models 3646 

Parametric frequency dividers 3523 

Parasitic array antennas 
adaptive array antennas 96 

Parasitic extraction 566 

Parasitic monopole antennas 3241 

Partial-band noise jamming 3008 

Partial-body exposure 514 

Partial polarization 4083 

Passivation 3669 
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Passive attenuators 455 

Passive bandpass filters 495 

Passive diode mixers 3104 

Passive diodes 2968 

Passive filters 
tuning       637 

Passive mixers 
mm-wave integrated circuits 3029 

Passive quasioptical components 3985 

Passive radar cancellation 4038 

Passive radiometry 4342 

Passive RFID tags 4265 

Passive weapons sensors 1336 

Patch antennas 
monolithic 3208 

Patch panels 4235 

Path loss    4326 

PATRIOT radar 4017 

Pattern multiplication 227 

Pattern pair multiplication 309 

Pattern reconfigurable antenna arrays 4411 

Pattern reconfigurable horn antennas 4411 

Pattern reconfigurable microstrip antennas 4410 

Pattern reconfigurable reflector antennas 4411 

PDC wireless standard 598 3124 
and digital radio 1031 

Pearson-Moskowitz sea surfaces 4126 

Peltier device 4312 

Pencil-beam antenna pattern 228 

People 
typical radar cross-section 4031t 

Perfect reconstruction 1692 

Perimeter radiation monitors 4224 

Periodically loaded active-diode distributed amplifiers 1087 1091 

Periodically loaded Gunn diode distributed amplifiers 1092 

Periodically loaded transistor distributed amplifiers 1088 1093 

Periodically loaded tunnel diode distributed amplifiers 1091 

Periodically loaded varactor diode distributed parametric amplifiers 1092 

Periodic slow-wave coplanar waveguide transmission lines 829 
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Periodic structures 3675 

Periodic waveguides 5582 

Permanent magnets 2422 

Permittivity 
measurement 3698 
measurement on distributed parameter specimens 928 
measurement on lumped capacitance specimens 919 
and radar cross-section 4036 

Perovskite structure 1509 

Personal access communication system. See PACS 

Personal area networking 
with Bluetooth 3711 

Personal communication networks 5657 

Personal communication systems 5657 
antennas for 291 

Personal digital cellular system. See PDC wireless standard 

Personal handy-phone (PHS) system 599 3124 
antennas for 339 362 
and digital radio 1032 

Perturbation theory 3725 

Phase arrays 4154 

Phase-balanced condition, feedback oscillators 1433 

Phase center 
corrugated horn antennas 858 
feed antennas 189 

Phase-coded waveforms 4159 

Phase-conjugating arrays 4495 

Phased-array antennas 
adaptive array antennas 94 
fiberoptic distribution for 2860 
microwave ferroelectric devices 2747 

Phased-array radar antennas 4013 

Phased arrays 2572 

Phase delay, filters 1552 

Phase equalizers 1525 1541 

Phase locked loops 3735 

Phase locked oscillators 3767 

Phase margin 1429 

Phase noise 3802 
feedback oscillators 1435 
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Phase noise (Continued) 
measurement 3806 
nonlinear circuits 3522 

Phase shifters 152 3810 
ferrite      152 1497 
finlines     1606 
microwave    2836 
MMICs        3232 
mm-wave integrated circuits 3036 
radar antennas 4016 

Phase shift keying 118 

Phase shift oscillator 5470 

Phase velocity 1283 

Photoconductive effects 2852 

Photodetectors 
radio on fiber systems 4313 

Photon flux 4345 

Photonic band gap 3823 

Photonic bandgap materials 1117 

Photonic electromagnetic field sensors 1194 

Photonic integrated circuits 
FDTD analysis application 1585 

Photonics    2851 

Physical optics 1299 

Physical properties, their symbols and units 1508t 

Pi attenuator 437 
fixed        460 461 
insertion loss 458 

Picocells    5660 

Picocellular phone systems 
antennas for 338 

Piecewise harmonic balance 3490 3498 

Piezoelectric effect 1504 

Piezoelectricity 1228 1512 
 3846 

Piezoelectric materials 1229 

Piezoelectric transducer controlled circuits 3838 

Pilot signal 4493 

Pin diode    2970 

Pin diode attenuators 438 466 
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Pin diode limiters 2793 

PIN diodes 3858 
finline applications 1603 
microwave phase shifters 2837 
microwave photonics 2853 
source of photodetection method 2852t 
use with variable-frequency oscillators 5475 

Pipelined analog-to-digital converters 12 

Piston attenuators 438 442 
 464 

Planar high-frequency circuits 
applied numerical electromagnetic analysis for 397 

Planar inverted-F antenna 353 

Planar isolators 1476 

Planar multilayers 
electromagnetic field computation 1163 

Planar transmission lines 153 

Plane-polarized waves 235 

Plane-wave propagation 139 

Plane waves 1283 

Plasma chemistry 2945 

Plasma frequency 1218 

Plastic deformation magnetic assembly 4406 

Plastics 
dielectric properties 2765t 
insulating properties 151t 

p-n junctions 1035 

Pockels cell 1194 

Poincare. sphere 237 4083 

Point group symmetry 139 140t 

Polar diagrams 229 

Polar formatting 4070 4074 
 4076 

Polarimetric interferometry 4113 

Polarimetric passive microwave remote sensing 
wind on foam-covered ocean surface 725 

Polarimetric target decomposition 4092 

Polarization 1283 
antennas     221 263 
backscatter field 486 
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Polarization (Continued) 
feed antennas 189 
and radar cross-section 4032 

Polarization efficiency 222 238 

Polarization ellipse 235 

Polarization fork 4084 

Polarization isolation, frequency reuse by 3317 

Polarization loss factor 237 

Polarization mismatch 238 

Polarization pattern 238 

Polarization reconfigurability 4409 

Polarization reuse 181 

Polarization scattering matrix 4084 

Polarization sense 236 

Polarization signature 4081 4087 

Polarization synthesis 4086 

Polarized electromagnetic waves 4081 

Polarized waves 235 

Polar optical phonon scattering 3466 

Polar patterns 229 

Polder permeability tensor 2425 

Polling schemes 3354 

Polycarbonate 
dielectric properties 945t 

Polyester 
dielectric properties 945t 

Polyethylene 
dielectric permittivity 939t 
dielectric properties 945t 
insulating properties 151t 

Polymers 
glass transition temperature of selected 955t 

Polynomial interpolation 405 

Polypropylene 
dielectric properties 2765t 

Polystyrene 
dielectric properties 945t 

Polytetrafluoroethylene 
dielectric properties 945t 
insulating properties 151t 
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Poly(vinyl chloride) 
dielectric permittivity 939t 
dielectric properties 945t 

Poly(vinylidene fluoride) 
piezoelectric properties 1513t 
pyroelectric properties 1514t 

Porcelain 
dielectric permittivity 939t 
dielectric properties 945t 

Portable wireless devices 
embedded antennas for 3068 

Poseiden altimeter 3990 3990t 

Position-location-based services 
adaptive array antenna application 92 

Potassium dihydrogen phosphate 
ferroelectric properties 1512t 

Potassium niobate 
ferroelectric 1509 
ferroelectric properties 1512t 

Potassium tantalate niobate 
ferroelectric 1509 
ferroelectric properties 1512t 

POTS codecs 4242 

Power amplifiers 
analytical and adaptive modeling of nonlinear high-power 127 
gallium nitride 1763 
microwave    2871 
mixed-signal CMOS RF integrated circuits 3098 
MMICs        3231 
mm-wave integrated circuits 3026 
modulation-doped FETs (MODFETs) 3185 
RF integrated circuits 4277 
VHF range    5488 

Power budget 4325 

Power combiners 155 

Power combiners and dividers 3869 

Power density 220 

Power dividers 155 3869 

Power patterns 225 226 
 231 
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Power spectral density 117 
modeling     3399 

Poynting vector 231 1281 
and left-handed materials 2303 

Preamplifiers 3891 

Precipitation measurement radar 4027 

Prefractals 1621 

Primary feed antennas 185 188 

Primary ferroics 1506 

Primary field 187 

Primary pattern 187 

Principal plane patterns 225 229 
 274 

Printed-circuit leaky-wave antennas 2300 

Printed E-plane circuits 5530 

Printed inductors 3905 

Prior knowledge input method 3395 

PRISM        4690 

Prism spectrometers 5591 

Private mobile radio (PMR) systems 5657 5672 

Process radiation monitors 4222 

Professional mobile radio 3124 

Profiled horn antennas 858 

Profiled horn aperture feed antennas 198 

Programmable attenuators 462 

Programmable noise generators 3411 

Propagation constant 270 

Proportional hazards model 3274 

Protocol layering, LANs 2354 

Proton-induced effects 4197 

Proximity coupling 4711 

Proximity detection 
active antennas 54 

Pseudoelliptic characteristic 1553 

Pseudoelliptic filters 1550 

Pseudoelliptic lowpass filters 1557 

Pseudomorphic modulation-doped FETs (PMODFETs) 3176 3184t 

Pseudospectral time-domain (PSTD) methods 1407 

Public mobile telecommunications (PMT) systems 5657 



5767 
Index terms Links 

 This page has been reformatted by Knovel to provide easier navigation.  

Pulse compression 3915 4149 
 4158 

Pulsed jamming 3009 

Pulsed laser radar 112 

Pulse-limited altimeters 3994 

Pulse modulation 
mixer circuits 3113 

Pulse radar 4057 
range tracking with 4176 

Pulse-shaping circuits 3927 

Pumped cutoff frequency 2831 

Pure Aloha multiple access scheme 3356 

Pyrex glass 
dielectric permittivity 939t 
dielectric properties 945t 

Pyroelectric effect 1504 

Pyroelectricity 1513 

Pyrooptic effect 1514 

Q 
Q-factor     3937 3949 

 5470 
antenna reverberation chamber 247 
cavity resonators 577 
comb-line filters 690 
dielectric resonator oscillators 988 
dielectric resonators 1007 
measurement 3948 

Q meters     3938 

QPSK demodulators 3967 

QPSK modulators 3965 

Quad loop antennas 2367 

Quadraplexers 1651 

Quadrature phase shift keying (QPSK) 3964 5665 

Quality factor. See Q factor 

Quantum electronic distributed amplifiers 1093 

Quartz 
dielectric properties 945t 
piezoelectric properties 1513t 
for SAW device substrates 27 28 
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Quasimemoryless Volterra model 5512 

Quasi-optical arrays 3984 

Quasi-optical backscattering 483 

Quasi-optical circuits 3977 

Quasi-optical power combiners 
microwave Fabry-Perot resonators as 1398 

Quasi-optical power combining 3978 4837 

Quasiorthogonal multibeam antennas 3326 

Quasistatic backscattering 481 

Quasistationary signals 5604 

Quasi-Yagi-Uda antenna 5699 

Quintaplexers 1651 

QWITT (Quantum-well injection transit-time) diodes 
negative resistance 3389 

QZERO for Windows 3945 

R 
RA-2 altimeter 3990t 3991 

Radar        263 4005 
 4056 

See also Ground penetrating radar; Synthetic aperture radar 
spaceborne 4823 

Radar absorbing materials 4037 
backscatter reduction for stealth technology 491 

Radar altimeter satellites 3989 

Radar altimetry 108 3989 

Radar ambiguities 4183 

Radar antennas 292 4005 

Radar applications 4018 

Radar cancellation 4038 

Radar cross section 1302 4030 
antenna compact range for measuring 179 
and backscatter 481 
measurement 4041 
reduction    4036 
typical objects 4031t 

Radar displays 4067 

Radar equation 4040 

Radar equipment 4055 

Radar frequencies 4055t 4055 
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Radar imaging 4069 4096 
high-resolution 4160 

Radar polarimeter antennas 4089 

Radar polarimetry 4080 
synthetic aperture 4106 

Radar remote sensing 4096 
irregular stratified layers 4122 

Radar scanning 4065 

Radar signal detection 4128 

Radar signal processing 4148 

Radar signal processor 4149 

Radar sounder 4117 

Radar target acquisition 4174 

Radar target detection 4174 

Radar target recognition 4165 

Radar targets 4063 

Radar tracking 4172 

Radial waveguides 5581 

Radiated susceptibility problem 1137 

Radiating near-field 230 

Radiating near-field (Fresnel) region 218 219 

Radiation effects 4186 

Radiation efficiency 220 

Radiation intensity 220 232 

Radiation monitoring 4217 

Radiation pattern reconfigurability 4409 

Radiation patterns, antennas. See Antenna radiation patterns 

Radiation power density 231 

Radiation region 230 

Radiation resistance 220 234 

Radioactive materials 4220 

Radio altimetry 110 

Radio astronomy 263 292 

Radio broadcasting 
station classification 302 

Radio broadcast studio equipment 4227 

Radio communications 
signal fading 4619 

Radio consoles 4231 
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Radio direction finding 4249 

Radiofrequency chokes 150 

Radiofrequency circuits 
nonlinear circuit analysis 3482 

Radiofrequency energy 
biological effects 511 

Radio-frequency identification systems (RFID) 4263 
microwave power transmission application 2913 

Radio-frequency integrated circuits 499 4269 
applied numerical analysis 397 
CMOS         4270 
CMOS mixed-signal 3095 

Radio frequency multipliers 2663 

Radio highway 4310 4320 

Radio interferometer 292 

Radiometers 4342 

Radiometric brightness 4347 

Radiometry 4342 

Radio navigation 4292 

Radio noise 4297 

Radio on fiber (RoF) systems 4310 

Radio paging systems 5661 

Radio propagation 5663 

Radio receivers 1029 

Radio reception 4324 

Radio signals 1281 

Radio spectrum 1304 

Radio studio 4227 

Radiotelemetry 4350 

Radio trunking 5661 5672 

Radiowave propagation 4365 
ground effects 4371 
in multipath channels 4389 

Radomes      365 4012 

Radon transform 5619 

Radon-Wigner transform 4145 

Rain attenuation 4480 

Rain radar 4118 

Randomly polarized waves 235 

Random noise 3400 
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Range ambiguity 4104 4105 

Range eclipsing 4183 

Range processing radar 4025 

Range tracking 4175 

Rao-Wilton-Glisson basis functions 1748 

RASCAL (Raster scanning airborne laser) 112 

Raster radar pattern 4022 

Rat-race ring hybrids 5559 

Ray equation 1781 

Rayleigh distribution 4393 

Rayleigh fading 90 4395 

Rayleigh quoetient criterion 1736 

Rayleigh region 481 

Rayleigh-Ritz (Galerkin) method 1735 

Rayleigh scattering 1302 

Rayleigh waves 31 

Ray transfer matrices 1786 

RC active bandpass filters 496 

RC oscillators 5470 5475t 
feedback oscillators 1436 

Reactive near-field region 218 219 
 230 

Reactive power 
waveguides 5575 

Reactive region 230 

Reactive resonators 3948 

Read heads 2421 

Real aperture radar 4100 

Real-space transfer devices 3387 

Real-time circuit evaluation 4695 

Rear-radiating feed antennas 204 

Receiver coil 
metal detector 553 

Receiver noise 4297 4298 

Receiver noise factor 4299 

Receivers 
RF integrated circuits 4287 

Receive spacetime processing 172 

Reciprocal ferrite switch 1461 
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Reciprocity, antennas 272 

Reconfigurability 4405 
enabling     4416 
frequency    4406 
polarization 4409 
radiation pattern 4409 

Reconfigurable antennas 289 4405 
multibeam    3322 
reflectors 4469 
wideband slot and printed 5647 

Reconfigurable aperture antennas 4413 

Reconfigurable coplanar path slot antenna 5652 

Reconfigurable printed monopole antenna 5653 

Reconfigurable slot dipole antenna 5653 

Rectangular aperture antennas 369 

Rectangular dielectric-loaded waveguides 5530 

Rectangular ferrite-loaded waveguide 1492 

Rectangular horn aperture feed antennas 201 

Rectangular loop antennas 2367 

Rectangular waveguide cavity combiners 5566 

Rectangular waveguide cavity resonators 579 

Rectangular waveguides 667 2745 
 5577 

coupling holes in 587 
as transmission line 5527 
uniaxial junctions 5548 

Rectenna array 210 

Rectennas    2916 4418 

Rectifying antennas (rectennas) 4418 

Redundancy 
digital error correction using 15 

Reel-to-reel tape recorders 4238 

Reentrant coaxial cavity resonators 578 

Reflectarray antenna 186 4428 

Reflectarrays 2574 

Reflection 1778 
plane waves 1289 
and radar cross-section 4034 
and scattering 1295 

Reflection resonators 3948 
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Reflective attenuators 453 

Reflectometers 1078 5536 
time-domain 4436 

Reflector antenna isolation 4470 

Reflector antennas (parabolic antennas, dish antennas) 286 4450 

Reflector radar antennas 4008 

Reflectors 
feeds supplying 185 
upgrading    4467 

Refraction 1780 
plane waves 1289 
and scattering 1296 
spherical interface 1788 
in troposphere 4475 

Refractive ducts 4477 

Regenerative frequency dividers 3523 

Regional channel 302 

Register insertion ring 2357 

Regulatory requirements 
for electronic systems 1138 

Relativistic magnetrons 2509 

Relaxation oscillations 5469 

Relaxation oscillators 5469 5472 
 5493 

Reliability 
Monte Carlo simulation 3269 

Reliability function 3270 

Remote sensing 115 
See also Microwave remote sensing; Radar remote sensing 
antennas for 263 293 
electromagnetic subsurface 1256 

Repeat-track interferometry 4112 

Reproductive system 
effect of RF energy on 518 

Residual magnetism 1222 

Residual-wave current 2269 

Resistive card attenuators 438 460 

Resistive mixer 3505 

Resistors 
lumped-element microwave circuits 2724 
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Resistors (Continued) 
microwave integrated circuits 2780 
RF integrated circuits 4272 
VHF range    5485 

Resonance backscattering 481 

Resonance isolator 1476 2789 

Resonant antennas 287 

Resonant tunneling bipolar transistors (RTBTs) 3386 4490 

Resonant tunneling diodes 4484 

Resonant tunneling structures 3385 

Resonated stub waveguide bandstop filter 5558 

Resonators 
Q factor     3937 
Q factor measurement 3948 

Resz basis 5609 

Retrodirective systems 4493 

Retrodirectivity 
microwave power transmission 2913 

Retroreflectors 
active antennas 54 

Return losses 
feedforward amplifiers 1444 
filters      1551 

Reuse within cell 176 

Reverberation chamber for antenna 239 

Reverse bias 1034 1037 
 1041 

RF circuit noise 4507 

RF distributed amplifiers 1094 

RF engineering 
Volterra modeling in 5507 

RF feedforward amplifiers 1440 

RFID tags    4263 

RF magnetic permeability tensor 1486 

RF noise measurement 3420 

RF packaging devices and modules 3590 

RF Q factors 3937 

RF resonators 
Q factor     3937 
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RF SoP modules 4525 

RF switches 
mm-wave integrated circuits 3034 

RF system-on-chip 508 

RF/wireless packaging 4516 

Rice distribution 4393 

Richards’ transformation 1561 

Ridged waveguides 
as transmission line 5529 

Ridge waveguides 5578 5585 

Right-handed materials 2304 

Right-handed polarized waves 236 

Ring antennas 4542 

Ring circuits 4537 

Ring filters 4540 

Ring oscillators 4547 5472 
 5475t 5492 

feedback oscillators 1436 

Ring resonators 4537 

Ring topology 2353 

RLC bandpass filters 495 

Rochelle salt 1505 
ferroelectric properties 1512t 

Root locus 630 

Rotary-field ferrite phase shifters 1502 

Rotary-vane attenuators 439 442 
 462 

Rotary-vane waveguide attenuator 5532 

Rotman lens antennas 2325 2331 

Rough-surface scattering 
numerical simulations and applications in microwave remote sensing 4549 
radar cross-section 4040 

R-2R lens    2325 2333 

RTBTs (Resonant tunneling bipolar transistors) 3386 4490 

RTHEMT (Resonant tunneling high-electron-mobility transistor) 4491 

Rubber 
dielectric permittivity 939t 

Rutile 
dielectric properties 945t 
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S 
Sallen-Key lowpass circuit 2384 

Sampling oscilloscope 4436 

Sapphire 
permittivity tensor 699 
properties in microwave ICs 2775t 

Satellite altimetry 108 

Satellite antennas 4585 

Satellite communications 290 

Satellite radar altimetry 3989 

Satellite signals 
bandwidth value 5630t 

Satellite subchannelizers 28 

Satellite television broadcasting 1052 

Satellite transponder 1060 

Sawtooth edge-mode isolators 1477 

S band radar 4031t 4055t 

SCALARQ      3946 

Scanned holography 4026 

Scattering 
finite element analysis 1597 

Scattering coefficient 722t 2948 

Scattering matrix technique, generalized 1767 

Scattering phase function 2949 

Schmitt trigger converters 5496 

Schottky barrier diodes 2969 4595 

Schottky barriers 4607 

Schottky diode mixers 1639 

Schwarz-Christoffel transformation 764 

Scrimp horn aperture feed antennas 197 

Search radar 4022 

Seasat altimeter 3990t 

SEASAT synthetic aperture radar 4112 

Secondary antennas 
feeds supplying 185 

Second-order bandpass filter 495 

Segmentation 3017 

Seismic sensors 
for buried-object detection 554 
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Selection diversity 165 

Self-oscillating mixers 1645 

Semiconductors 1218 
III-V        5237 

Semiconductor switches 3387 

Semirigid cables 664 

Semitransparent disk 
backscatter from 489 

Sense of polarization 236 

Sensitivity, circuit tuning 634 

Sequential lobe angle sensing 4179 

Sequential lobing radar 4024 

Sequentially fed arrays 2571 

Series peaking amplifier 5631 

Series sampling 1426 

Series slot 1617 

Setback layer 3176 

Sextaplexers 1651 

Shadowing    4392 

Shape-based buried-object detection 557 

Shaped-beam antenna pattern 228 

Shaped-reflector radar antennas 4008 

Shielded cables 1253 

Shielded electromagnetic analysis 407 

Shielding. See Electromagnetic shielding 

Ships 
typical radar cross-section 4031t 

Short-backfire feed antennas 205 

Shorted-turn damping 1502 

Short-ended strip resonator 785 

Short-time Fourier transform 5605 

Shortwave    295 

Shot noise 
defined      3402 
high-frequency 3417 3421 
low-frequency 3458 

Shunt-fed dipole antennas 1049 

Shunt-fed monopole antennas 3241 

Shunt peaking amplifier 5631 
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Shunt sampling 1426 

Shunt-shunt feedback 1426 

Shuttle Radar Topography Mission (SRTM) 4110 

SiC device technologies 4613 

Side-fed offset Cassegrain 3332 

Sidelobe isolation, frequency reuse by 3317 

Sidelobe level 219 229 

Sidelobe ratio 229 

Sidelobes    219 225 
 229 263 
 277 

Side-looking aperture radar 4100 

Sidewall directional couplers 5540 

Sierpinski monopole 1621 1624 

Signal enhancement 4148 

Signal fading in radio communications 4619 

Signal models 
parameter estimation from electromagnetic simulations using 3646 

Signal propagation 
very high frequency range 5482 

Signals      1 

Signal-to-noise-and-distortion ratio (SNDR) 3 

Signal-to-noise ratio 4 4128 
 4141 

Signal-to-noise ratio criterion 4134 

Signal-to-quantization-noise ratio (SQNR) 3 

Silicon 
MMIC substrate properties 3217t 
properties in microwave ICs 2775t 

Silicon carbide 
device technologies 4613 
MMIC substrate properties 3217t 

Silicon-germanium 4626 
BiCMOS devices and RF integrated circuits 499 
comparison with GaAs elements using active-impedance profile (AIP) 81t 81 
HBT          3024 3026 

 4270 
modulation-doped FETs (MODFETs) 3196 

Simulation 3269 

Simulator Program with Integrated Circuit Emphasis. See SPICE 
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Simultaneous acquisition of spatial harmonics (SMASH) 2472 

Sine wave    1706 

Single-balanced mixers 1643 

Single-ended mixers 1643 

Single-event burnout 4197 

Single-event effects 4186 4199 

Single-event functional interrupt 4195 

Single-event gate rupture 4186 4196 

Single-event latchup 4195 

Single-event transients 4195 

Single-event upsets 4186 4193 
mitigation 4198 

Single-phase unidirectional transducers (SPUDTs) 27 

Single-port cavity resonator 588 

Single-surface dielectric lens antennas 2321 

Sinuous antennas 1683 

Sinusoidal oscillations 5469 

Sirius Satellite Radio 1019 

SIS mixers 1646 

Six-port junctions 
mode-matching methods 3167 

Six-port networks 4641 

Skid-to-turn missiles 3089 

Skin effect 4669 

Skylab altimeter 3990t 

Sky noise    4298 

Sky wave diffraction 
low frequency waves 4684 

Sky wave propagation 
at low frequencies 4675 
at medium and high frequencies 4686 

Sleeve dipole antennas 1049 2347 

Slewing dipole arrays 299 

SLF waves    1281 

Slot antennas 4696 

Slot dipole antennas 1048 

Slotline components 4717 

Slotline field displacement isolators 1478 
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Slotlines    671 2744 
 4736 

Slot-loop antennas 
monolithic 3205 

Slotted Aloha multiple access scheme 3356 

Slotted ring 2357 

Slow fading 167 

Slow wave structures 4744 

Small antennas 4761 

Small mobile terminal antennas 342 

Smart antennas 
adaptive array antennas 88 
for wireless communications systems 5677 

Smart jamming 3009 

Smart materials 4799 

Smith chart 4814 
VHF range    5482 

Snapback     4197 

Snell’s law 1780 2320 

Snow 
frequency dependence of scattering 718 
microwave scattering from 2949 2965 

Soft errors 4186 
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